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Abstract—Stellar photometry of nearby irregular galaxies of the Local Group is used to identify and study
the young and old stellar populations of these galaxies. An analysis of the spatial distributions of stars
of different ages in face-on galaxies shows that the young stellar populations in irregular galaxies are
concentrated toward the center, and form local inhomogeneities in star-forming regions, while the old
stellar populations—red giants—form extended structures around the irregular galaxies. The sizes of these
structures exceed the visible sizes of the galaxies at the 25m/arcsec2 isophote by a factor of two to three.
The surface density of the red giants decreases exponentially from the center toward the edge, similar to the
disk components in spiral galaxies. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Dwarf irregular galaxies are the most numerous
of all observed galaxies. Their absolute luminosities
lie in the interval from MB = −9m to MB = −18m.
Such galaxies usually have higher hydrogen contents
than other types of dwarf galaxies, and are some-
times host to very intense star-forming processes.
A very energetic burst of star formation may promote
a galaxy to the class of blue compact dwarf galaxies.
Many bright irregular galaxies exhibit signs of weak
spiral arms, which are especially prominent in the
distribution of neutral hydrogen, as is the case, e.g., in
HoII [1] and IC 10 [2].

In this paper, we do not study normal spiral galax-
ies, which have higher masses and rotational veloci-
ties than irregular galaxies, although the dividing line
between irregular and spiral galaxies is fairly arbitrary.

In his classification [3], Hubble introduced the
class of irregular galaxies as a sort of a “wastebasket”
for all the objects that could not be classed as spirals,
ellipticals, or lenticulars. As is clear from their name,
irregular galaxies have no regular shape. However,
much observational data has been collected since the
Hubble classification of galaxies was first adopted,
and many of the initial views about the morphology
and physical parameters of galaxies have evolved.

Hodge and Hitchcock [4] were the first to sug-
gest, based on measurements of the apparent sizes
of 131 galaxies, that irregulars may have flattened
shapes. Some authors had expressed similar ideas
before [3], but produced no corroborative obser-
vational evidence. Later, radio observations estab-
lished that irregular galaxies rotate, thereby putting
them together with spiral galaxies in the group of
axisymmetric objects. However, the spatial stellar
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structure of irregular galaxies remained unclear, since
their images exhibited chaotically scattered regions
of bright young supergiants, while the old stellar
populations were detectable only near the telescope
limits in Local-Group galaxies.

A new era in the study of galaxies began in
the 1980s with the advent of new detectors with high
quantum efficiency—CCDs. Surface photometry has
established that irregular galaxies show exponential
radial brightness decreases [5, 6] similar to those
observed for the disk components in spiral galaxies,
suggesting a similarity between spiral and irregular
galaxies.

Photoelectric color measurements of galaxies of
various types show that irregular galaxies become
redder toward their edges. This was easy to under-
stand, since it was already known even at the time
of Baade [7] that the peripheral regions of irregular
galaxies in the Local Group are populated by a con-
siderable number of red giants, which are visible on
the Palomar plates. This suggested that other irreg-
ular galaxies might have a similar structure. The dis-
tribution of red giants in irregular galaxies is often de-
scribed using the term “sheet,” introduced by Baade,
or “halo,” used in modern papers. The use of different
terms leads to confusion in descriptions of galaxy
morphology. Whereas the term “sheet” means simply
a stellar distribution with a low surface-density gra-
dient, “halo” implies a spherical distribution of stars
around the associated galaxies.

We believe that the use of the term “halo” for
irregular galaxies is incorrect, because, as we show
below, most irregular galaxies possess only an ex-
tended thick disk, which can be mistaken for a halo.
Only massive galaxies have a genuine more extended
halo in addition to the thick disk.
c© 2005 Pleiades Publishing, Inc.
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Face-on galaxies

No. Name RA/Dec (2000.0) Type Size, arcmin Magnitude

1 K52 08h23m56.0s + 71◦01′46′′ I ? 1.3 × 0.7 16.5

2 DDO53 08 34 07.2 +66 10 54 Im 1.5 × 1.3 14.5

3 K73 10 52 55.1 +69 32 47 Im 0.6 × 0.4 14.9

4 GR8 12 58 40.4 +14 13 03 ImV 1.1 × 1.0 14.7

5 HIPASS 1321-31 13 21 08.2−31 31 45 Im 0.7 × 0.5 17.0

6 DEEP 1337-33 13 37 04.3−33 21 51 Im 0.3 × 0.3 16.8

7 PGC 48111 13 37 20.0−28 02 42 Im 1.3 × 1.0 15.0

8 HIPASS 1337-39 13 37 26.0−39 53 47 Im 0.6 × 0.5 16.1

9 UGC 8833 13 54 48.7 +35 50 15 Im 0.9 × 0.8 16.5

10 DDO 187 14 15 56.5 +23 03 19 ImV 1.7 × 1.3 14.4

11 DDO 190 14 24 43.4 +44 31 33 IAm 1.8 × 1.8 13.2

12 UGCA 438 23 26 27.5−32 23 20 IBm 1.5 × 1.2 13.9
Deep images have been taken for all galaxies in
the Local Group and a few dozen other nearby galax-
ies. These show both bright, young supergiants and
fainter red giants. The spatial distribution of stars of
various types has been studied in several irregular
galaxies [8–14].

The most detailed of these studies showed that:
(a) the distribution of red giants extends well be-

yond the 25m/arcsec2 limit commonly used to define
the galaxy sizes;

(b) in the few cases when the corresponding mea-
surements were made, the density of red giants was
found to decrease exponentially from the center of the
galaxy towards the edge, similar to the disk compo-
nents in spiral galaxies.

Minniti and Zijlstra [8, 12] interpreted the ex-
tended distributions of red giants in the galax-
ies WLM and NGC 3109 as evidence for halos,
i.e., spheroidal distributions of stars. However, this
conclusion is not justified, since they did not report
the measured distribution of red giants along the
major axis of the galaxy. Establishing the real spa-
tial distribution of stars requires detailed studies of
individual galaxies, and analyses of a representative
sample of galaxies are needed to eliminate effects due
to features associated with individual galaxies.

2. SELECTION OF OBJECTS
AND OBSERVATIONS

Studies of the spatial structures of flat systems
require observations of both edge-on and face-on
galaxies of the same type. The shapes of edge-on
galaxies in the Z direction can easily be determined,
and the disk and halo, if any, identified. Moreover, in
such galaxies the boundaries of the distributions of
stars of various types are easier to determine, since
they are projected onto a small area of sky.

Observations of face-on galaxies can be used to
analyze the distribution of stars from the center to the
periphery, which is not possible for edge-on galax-
ies. Thus, joint studies of galaxies viewed at dif-
ferent angles make it possible to study the spatial
distributions of the constituent stars. Other crite-
ria used to select our target objects included their
rotational velocities (Vr < 100 km/s), morphologi-
cal types (Irr, Irr/Sph), distances (D < 5 Mpc), and
sizes. We used the rotational velocities as a check for
their morphological types; i.e., irregular galaxies are
known to have relatively low rotational velocities. We
compiled a list of galaxies meeting our criteria and
cross-identified it with the HST archive. Resolving
galaxies beyond the Local Group into stars is difficult
for ground-based telescopes, except for the brightest
supergiants, whereas this is easy with the high spatial
resolution of the HST.

In addition to the images adopted from the archive
of the Hubble Space Telescope, we used images
of the three irregular Local-Group galaxies IC 10,
IC 1613, and Pegasus obtained by us in 1999 with
the 6-m telescope of the Special Astrophysical Ob-
servatory (SAO). In addition, the galaxies DDO 187,
DDO 190, DDO 210, and SagDIG were observed
in 1997 with the 2.5-m Nordic Optical Telescope
(NOT). Observations with the SAO 6-m telescope
were made with a CCD with a 2.5′ × 2.5′ field of
ASTRONOMY REPORTS Vol. 49 No. 7 2005



STELLAR STRUCTURE OF IRREGULAR GALAXIES 503

 

N

W

Fig. 1. Central part (72′′ × 77′′) of GR8 as seen in the F550w and F814w HST images. The young, bright stars are
concentrated in star-forming regions, whereas the fainter stars (mostly red giants) show a more extended and smoother
structure.
view for the image scale of 0.137′′/pixel. Observations
at the NOT were made with the HiRAC camera
equipped with a Loral CCD producing a 3.75′ × 3.75′

field of view for the image scale of 0.11′′/pixel. The
HST field is 2.5′ in size and has an image scale of
0.1′′/pixel. For many galaxies, these fields of view
are too small to enable photometry of stars in the
entire galaxy, but the required data about the stellar
structure can be derived by selecting small galaxies or
galaxies with efficiently chosen fields at appropriate
locations along the major and minor axes. Our final
list included 12 face-on and 12 edge-on galaxies.
In addition to the irregular galaxies, we also studied
about twenty galaxies of other types, however, those
results lie beyond the scope of this paper.

Because of the large amount of observational data
analyzed, we restrict our analysis here to the face-on
galaxies. The table lists these galaxies and their main
parameters, adopted from the NED database. The
results for the two additional galaxies IC 10 and
IC 1613 can be found in [15, 16].

3. STELLAR PHOTOMETRY
Prior to carrying out photometry of individual

stars, we performed a standard preliminary reduction
ASTRONOMY REPORTS Vol. 49 No. 7 2005
 

26

–1

 

I

V

 

–

 

I

 

0 1 2 3

RGB

AGB

GR8Blue

24

22

20

18

28

Fig. 2. Color–Magnitude diagram for stars of the
galaxy GR8. Regions of young (“blue”—blue super-
giants and giants), intermediate (“AGB”—asymptotic gi-
ant branch), and old (“RGB”—red giant branch) stars are
marked.
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Fig. 3. Distributions of young (blue, left-hand plot) and old (red, right-hand plot) stars in GR8. All the young stars are
concentrated near the central region of the galaxy, whereas the red giants form an extended structure resembling a thick disk.
of all the images, including dark-current subtraction,
elimination of irregularities of the CCD sensitivity
by dividing the image by a flat field taken at dusk,
and removal of cosmic-ray traces and “hot” pixels.
The images obtained from the HST archive did
not require this procedure, which was performed
automatically when we ordered the images from
the archive. We extracted data for the stars and
carried out the photometric measurements using the
standard DAOPHOT II procedure in the MIDAS
package [17]. To translate the instrumental mag-
nitudes into the Kron–Cousins system, we carried
out photometric observations of standard stars from
the list of Landolt [18] on each night to derive the
equations for the translation from the instrumental
magnitudes to the BV RI system.

The photometric measurements produced a list of
coordinates, magnitudes, and accompanying param-
eters for the stars, which could be used to assess the
photometric accuracy and differences of the photo-
metric profiles of the objects studied from a standard
stellar profile.

4. MEASUREMENT OF THE SURFACE
DENSITY OF STARS

Figure 1 shows GR8, which is a typical irregular
galaxy in our list. Figure 2 shows the Hertsprung–
Russell diagram for this galaxy based on our stellar
photometry, with regions occupied by different stellar
types marked.We constructed distributions of various
types of stars projected onto the plane of the galaxy
(Fig. 3) and calculated the surface density of stars
within annuli centered on the galaxy. We made the
necessary corrections for the incompleteness of the
stellar sample due to the asymmetric distribution of
the four chips of the HST field relative to the center of
the galaxy.

Figure 4 shows the results for the 12 galaxies in
the form of plots of the density distributions for young
(blue and red supergiants) and old (red giants) stars.

Star-forming processes that produce bright su-
pergiants occur in all irregular galaxies. The pres-
ence of bright stars and the nonuniform background
brightness distribution in star-forming regions hin-
der photometry of relatively faint stars, including red
giants. As a result, the density of red giants is un-
derestimated in the central regions of galaxies, as can
be seen in Fig. 4. Another effect that decreases the
calculated stellar density in central regions of galaxies
is the “blending” of stellar images due to the extreme
crowdedness of the stars in the central regions of
galaxies. The DAOPHOT program for stellar pho-
tometry removes such images from the list, interpret-
ing them as nonstellar. This decreases both the com-
pleteness of the sample and the calculated surface
density of the stars, especially in the central regions of
galaxies.Wewere able to compensate for these effects
using the standard procedure of artificial-star pho-
tometry. However, the statistical influence of these
effects is insignificant for stars at the periphery, and
we excluded the parameters of the stellar distributions
near the galactic centers when deriving the parame-
ters for the exponential radial decrease of the stellar
density.
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 4. Color–magnitude diagrams and radial distributions of stellar density in irregular galaxies (distance—in pc, star
density—in relative units). All the color–magnitude diagrams show both young, blue stars (open circles) and stars with
ages of several billion years (filled squares). On the radial-distribution plots, young stars occupy the visible regions of the
galaxies, whereas the red giants, whose density decreases exponentially from the center, can easily be traced to much greater
galactocentric distances.
5. STRUCTURE OF THE IRREGULAR
GALAXIES

The results shown in Fig. 4 demonstrate that,
despite the seemingly chaotic nature of the distri-
bution of star-forming regions, they are nonetheless
appreciably concentrated toward the centers of their
galaxies, as can be seen in the density distributions for
the young stars. It is obvious from a comparison of the
morphologies of galaxies with different masses that
ASTRONOMY REPORTS Vol. 49 No. 7 2005
the star-forming regions in more massive galaxies
begin to be concentrated into spiral-arm type struc-
tures, which, however, remain barely distinguishable.

While the young, blue stars are concentrated in
star-forming regions, giving the galaxy its irregu-
lar appearance, the red giants have a smoother dis-
tribution. Their surface-density contours accurately
indicate the center of the galaxy, and can be used
to estimate its inclination to the line of sight. In all
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Fig. 4. (Contd.)
the galaxies, the red supergiants extend much farther
from the center than the blue giants (Fig. 4). The ratio
of the sizes of the corresponding spatial structures
can reach five (IC 10), but its mean value is 2.5–3.0.
The domains occupied by red giants have fairly well-
defined boundaries, with very few, mostly foreground,
stars seen beyond them. An analysis of the density
distribution of red giants in IC 10 revealed a thick disk
with a sharp boundary [15]. An even larger structure
extending beyond the thick disk has a different den-
sity gradient than the thick disk. Thus, this galaxy
exhibits a complex structure consisting of a thick disk
and halo, similar to the structure of spiral galaxies [19,
20]. IC 10 differs from the other irregular galaxies
in our list only in its luminosity (mass), suggesting
that it is a galaxy’s mass that determines whether
it has a genuine halo. Although the small numbers
of such galaxies prevent us from drawing firm con-
clusions, this observational fact can, nevertheless, be
easily explained if there is an overall population of disk
galaxies, whose low-mass and high-mass members
have come to be known as irregulars and spirals,
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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respectively. The reality of such a unified scheme is
supported by the continuous range of physical param-
eters for irregular and spiral galaxies. In this case, the
presence of a halo around a galaxy is determined only
by the mass of the galaxy, and not by its membership
in some artificially defined class of irregular or spiral
galaxy.

The stars at the peripheries of galaxies have stable
orbits, implying that all evolved invisible stars should
be located within the boundaries outlined by the cur-
rent distribution of red giants. In other words, if the
NOMY REPORTS Vol. 49 No. 7 2005
dark matter in galaxies consists of the remnants of
stellar evolution, the boundaries of the distribution
of this matter can be determined by analyzing the
distribution of red giants.

6. CONCLUSIONS
Our analysis of the stellar populations in 12 irreg-

ular face-on galaxies has led to the following conclu-
sions.

(1) The radial distributions of stars of different
types in the galaxy show exponential decreases, sim-
ilar to the behavior of a disk component. The rate at
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which the stellar density in a given galaxy decreases
depends on the age of the stars. Younger stars show
more rapid density decreases toward the periphery
than older stars.

(2) The stellar populations of galaxies have fairly
sharp boundaries if these boundaries coincide with
the cutoff of the disk formed by red giants.

(3) Our stellar density measurements show that
old stars form disks that extend a factor of two
to three further than the visible isophotal sizes at
25m/arcsec2.
(4) All these conclusions refer to dwarf galaxies.
Our preliminary studies show that massive irregular
galaxies may possess a more extended genuine halo,
in addition to a thick disk, as is observed in IC 10.
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Original Russian Text Copyright c© 2005 by Kurbatov, Tutukov, Shustov.
Evolution of Galaxies and the Tully–Fisher Relation

E. P. Kurbatov, A. V. Tutukov, and B. M. Shustov
Institute of Astronomy, Moscow, Russia

Received January 10, 2005; in final form, February 17, 2005

Abstract—Westudy the evolution of the [O/Fe]–[Fe/H] relation and the dependence of the iron abundance
on distance from the galactic plane z in a one-zone model for a disk galaxy, starting from the beginning
of star formation. We obtain good agreement with the observational data, including, for the first time,
agreement for the [Fe/H]–z relation out to heights of 16 kpc.We also study the influence of the presence of
dark matter in the galaxies on the star-formation rate. Comparison of the observed luminosity of the Galaxy
with the model prediction places constraints on the fractional mass of dark matter, which cannot be much
larger than the fractional mass of visible matter, at least within the assumed radius of the Galaxy, ∼20 kpc.
We studied the evolution of disk galaxies with various masses, which should obey the Tully–Fisher relation,
M ∝ R2. The Tully–Fisher relation can be explained as a combination of a selection effect related to the
observed surface brightnesses of galaxies with large radii and the conditions for the formation for elliptical
galaxies. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Many thousands of theoretical papers have been
written on the evolution of galaxies, often applying
sophisticated mathematical methods: N-body mod-
els, multidimensional gas-dynamical models, statis-
tical methods, etc. However, a number of very im-
portant results can be obtained using methods that
are relatively simple and are not computationally de-
manding. In [1–5], we suggested and implemented an
approach that is both simple mathematically and rea-
sonably self-consistent in the treatment of all com-
plex physical processes determining the evolution of a
galaxy.

In mathematical terms, this evolution reduces to
the solution of two equations. One defines the star-
formation rate (SFR) assuming the complete ion-
ization of the gas component of the galaxy, which
is taken to be homogeneously distributed over the
galactic disk. The other equation describes variations
of the thickness of the galactic disk based on the
condition of virial equilibrium, the input of mechan-
ical energy into the gas component by supernovae,
and the dissipation of energy due to collisions of gas
clouds. Numerical modeling must also take into ac-
count the evolution of the galactic stellar component:
the return of matter to the interstellar medium by old
stars after the formation of the endproducts of their
evolution—black holes, neutron stars, and degener-
ate dwarfs—and the exchange of matter between the
galaxy and intergalactic medium.

Despite the simplicity of this approach, it led to
a fairly complete picture of the evolution of disk
1063-7729/05/4907-0510$26.00
galaxies—in particular, the Milky Way—that was
consistent with observations. This made it possible
for the first time to distinguish the role of the loss of
heavy elements from the Galaxy during the formation
of the radial chemical-composition gradient, and to
derive self-consistent distributions of metals in the
z direction over a scale of ∼2 kpc. This provided an
explanation for the origin of enhanced metallicities
(by a factor of a few over the solar value) of galaxies
harboring quasars in their nuclei, via the enhanced
density and higher minimum mass of the stars in
these regions [5].

The present paper continues our study of the evo-
lution of disk galaxies using the model developed by
us earlier. This model enabled us to trace the chem-
ical evolution of galaxies starting from their forma-
tion. However, the absence of data on very old, low-
metallicity stars prevented comparison of the model
results with observational data for the initial stages
of the evolution of the Galaxy. New data for stars
with extremely low metallicities has recently become
available, making it possible to trace the early stages
of the enrichment of the Galaxy in heavy elements.
Section 2 discusses the evolution of abundances im-
plied by our theoretical modeling. Section 3 discusses
modern data on the distribution of metals in the direc-
tion of the Galactic rotational axis on scales of 16 kpc.
In our previous studies, we used only fairly old data
on stars that are located not further than 3 kpc from
the disk—again hindering application of the model to
the earliest stages of Galactic evolution. Another im-
portant circumstance influencing the evolution of the
Galaxy is the presence of dark matter in the Galaxy.
c© 2005 Pleiades Publishing, Inc.
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The nature and properties of dark matter are far from
fully understood (see, e.g., the review [6]), but the
necessity of taking this factor into account is beyond
doubt. Section 4 presents an estimate of the fractional
mass of dark matter obtained in our model.

The good agreement of the model results with the
observations encourages us to use the model to in-
terpret various statistical relations (mass–metallicity,
mass–luminosity, etc.). In recent years, possibilities
for applying the Tully–Fisher relation [7], which was
discovered in 1977 by the two named authors, in var-
ious studies of galaxies have been widely discussed.
This law relates the luminosity and rotational velocity
of a disk galaxy. There are various ideas about the
origin of the Tully–Fisher relation. In Section 5, we
suggest an explanation that seems to us quite natural,
based on an analysis of galactic evolution using our
model. Finally, Section 6 presents a summary of our
results.

Wemade somemodifications to the set of standard
parameters for theGalaxy for the computations; these
are described in the corresponding sections.
ASTRONOMY REPORTS Vol. 49 No. 7 2005
2. EVOLUTION OF THE OXYGEN
AND IRON ABUNDANCES

Analyses of the oxygen and iron abundances are
the classical methods for testing our understanding
of the evolution of stars and galaxies. These elements
were adopted as tools for directly analyzing the abun-
dances of the products of type I supernovae (SN Ia,
which produce mainly iron) and type II supernovae
(SN II or SN Ib,c, which produce mainly oxygen).
The time between the formation of a massive star and
its explosion as a SN II or SN Ib,c does not exceed
∼107 yr. According to one possible scenario, SN Ia
result from the mergers of degenerate dwarfs [8]. The
lifetimes of SN Ia precursors cover a wide range,
from 107 to 1010 yr, with the most probable values
being from 2 × 108 to 2 × 109 yr [9]. The possibility
that SN Ia make a significant contribution to the
production of iron in the Galaxy at ages lower than
∼109 yr is supported by the discovery of an [O/Fe]
ratio equal to the solar value in a distant quasar [10]
with z = 6.4 (age ∼7 × 108 yr). We have used here
a standard model for the evolution of the Galaxy:
the closed model with outer radius R = 20 kpc and
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mass M = 2 × 1011 M� described in [1]. The only
difference is in the lifetime of SN Ia precursors (which
was assumed to be 109 yr, close to the median value in
the scenario for the evolution of close binaries [9]). In
previous computations of the standard model [1], this
time was taken to be 3× 108 yr. Test runs have shown
that this change does not result in any fundamental
changes in the results of the computations; therefore,
we shall adopt this modified model as our standard.

We considered the evolution of the [O/Fe]–[Fe/H]
relation in a number of previous studies [1, 4, 5], us-
ing stars in the solar neighborhood with relative iron
abundances [Fe/H] > −3. The metallicity range con-
sidered here is wider, extending to [Fe/H] = −7. The
main results are presented in Fig. 1. When [Fe/H] <
−1, the abundances of oxygen and iron are deter-
mined primarily by SN II explosions, leading to an
overabundance of oxygen by a factor of two to four.
At an age of ∼5 × 108 yr, SN Ia begin to explode,
producing primarily iron [21] (in the closedmodel, this
age corresponds to [Fe/H] ≈ −0.5). The ratio [O/Fe]
begins to decline with time (along with the increase
of [Fe/H]), and approaches the solar value at an age
of several Gyr. The model provides an acceptable
distribution for most stars with [Fe/H] > −3.

Among stars with the solar abundance of heavy
elements, it has long been known that R CrB stars
have abnormally high abundances of oxygen and car-
bon. The positions of R CrB stars with solar iron
abundances are plotted in Fig. 1, based on the da-
ta of [15]; low-metallicity ([Fe/H] ≈ −0.5 . . .−2.0)
R CrB stars are plotted based on the data of [16].
The overabundance of oxygen in R CrB stars reaches
nearly two orders of magnitude, and may be nearly
independent of [Fe/H] (Fig. 1). The reason for the
overabundance of O and C in R CrB stars is the
episodic penetration of the convective envelope of the
star on the asymptotic giant branch onto the layer
enriched in the products of helium burning [22]. This
process enhances the observed abundances of C, O,
and N in red supergiants by nearly two orders of
magnitude. This oxygen-enrichment mechanism is
possible only for red (super)giants with luminosities
that are more than two orders of magnitude higher
than the solar luminosity. Stars of lower mass may
become enriched in carbon or oxygen due to mass
exchange between the components of close binaries.
This may explain the origin of such oxygen-rich stars
as LP 625-44 and CS 29497-030 [19]. Stars with
carbon abundances [C/H] = 2 and [Fe/H] = −4 are
known [23].

An increasing number of observations of stars with
[Fe/H] < −3 have been reported in recent years. The
very low metallicities of these stars reflect the earliest
stages of the evolution of the Galaxy [24]. Such stars
can be arbitrarily separated into two groups (Fig. 1).
The first group contains stars that show a substantial
excess of oxygen relative to the model: G 77-61 [20],
CS 29498-043 [19], CS 22949-037 [18],
CS 22957-027 [25] ([O/Fe] ≈ 2, [Fe/H] = −3.11),
and CS 31062-012 [25] ([O/Fe] ≈ 2, [Fe/H] =
−2.55), and R CrB. The second group contains the
giant HE 0107-5240 [17]. While the O excesses in
stars of the first group can be explained by the pen-
etration of their convective envelopes into the layer
enriched in oxygen or by mass exchange between
binary components, the oxygen overabundance in the
stars with the lowest metallicities may be primordial,
indicating that they formed during the first ∼107 yr
of the Galaxy’s existence. Figure 1 shows that the
[O/Fe] ratio in the earliest stages of the Galaxy’s
evolution is very high, and decreases with age. Since
SN Ia have not yet started to enrich the interstellar
medium in iron, a natural question arises: What is the
reason for this behavior of [O/Fe]?

The reason for the increase of the [O/Fe] ratio
is the increase in the production of oxygen and the
decrease in the production of iron with increasing
initial masses of SN II precursors. According to the
numerical models [26, 27], the amount of oxygen MO
produced by stars with masses of 15–120M� can be
written

MO

M�
= 0.01

(
Mi

M�

)1.7

,

where Mi is the initial mass of the star. The amount
of iron produced by 13–25M� stars can be estimated
as [27]

MFe

M�
= 21

(
Mi

M�

)−1.87

.

Combining these relations, we obtain

MO

MFe
≈ 5 × 10−4

(
Mi

M�

)3.57

. (1)

This expression is valid for 13 < Mi/M� < 120, since
only stars of these masses were studied in [26, 27].
Of course, when working with (1), we must bear in
mind that, while the production of oxygen by massive
stars is estimated relatively accurately, the iron yield
remains uncertain. It may depend on several parame-
ters that are not accurately known, such as the initial
chemical composition of the stars, the rotational
velocity of the presupernova core, the magnetic-field
strength, etc. It is clear from observations that the
iron yield may be even smaller than the models [27]
predict. For instance, SN 1997D, with a total mass of
∼25M�, ejected only 2 × 10−3 M� of nickel (which
ASTRONOMY REPORTS Vol. 49 No. 7 2005



EVOLUTION OF GALAXIES 513
produces iron as it decays) [28], much less than
the ∼0.05M� expected from the models [27]. On
the other hand, SN 2002ap, with an initial mass of
∼25M�, produced 0.07M� of nickel [29], close to
the model expectations.

According to (1), obtaining the ratio [O/Fe] ≈ 2
observed in the extreme low-metallicity star
HE 0107-5240 (Fig. 1) requires a supernova with an
initial mass of∼50M� and an age of 3× 106 yr. Thus,
judging from the iron abundance, HE 0107-5240
is among the first stars to be formed in the Galaxy,
during the first several million years of its existence.
Stars with [Fe/H] � −3 have masses of the order of a
solar mass. This suggests that the initial enrichment
of the Galaxy in heavy elements was accomplished by
ordinary stars with masses from∼1M� to∼100M�.

The metallicity of the first Galactic stars could
grow due to the accretion of interstellar gas. If the
radius for capturing interstellar gas by a star is r =
2GMv−2, where G is the gravitational constant, M is
the mass of the star, and v is its relative velocity,
the star can accrete during the lifetime of the Galaxy
a mass

∆M

M�
≈ 10−5 nH

v3
30

, (2)

where nH is the current number density of the hydro-
gen in the gaseous phase (in cm−3) and v30 is the rel-
ative velocity (in units of 30 km/s). According to (2),
even in stars that are completely devoid of heavy
elements, the relative iron abundance could become
equal to that observed in HE 0107-5240 (Fig. 1) due
to accretion (if there is a negligible role of the stellar
wind, low mixing efficiency in the outer layers of the
star, etc.). Note that low-metallicity stars could have
initially belonged to a former low-mass satellite that
merged with the Galaxy in the past. The evolution
of the chemical composition of low-mass spheroidal
galaxies may end in an early phase, after loss of the
gaseous component. Naturally, stars in such a galaxy
could retain their high [O/Fe] values.

For completeness, we note an additional possi-
ble means of enrichment of population-III low-mass
stars (which are initially devoid of heavy elements)
in metals. Most stars are formed in stellar clusters,
which, as a rule, are disrupted almost immediately
after their formation because of the loss of the gaseous
component due to the formation of HII regions and
supernova explosions [30]. The first stars may also
have formed in clusters. Then, some fraction of the
lost gas, along with the products of the first, most
massive, supernovae, would be captured by low-mass
stars with the initial low-metal chemical composition.
The capture radius is r ≈ 2GM∗v−2

ex , where M∗ ≈
ASTRONOMY REPORTS Vol. 49 No. 7 2005
M� is the mass of the cluster star and vex is the veloc-
ity of the expanding gaseous envelope of the cluster.
The fraction of the captured matter will then be

α =
G2M2

∗
v4
exR

2
=

(
vff

vex

)4

N−2, (3)

whereR is the cluster radius, vff is the free-fall velocity
at the edge of the cluster, andN is the number of stars
in the cluster (assuming that all have the solar mass).
If we assume that vff = vex, N = 103 and MFe ≈
0.01M� (MO ≈ 50M� [27]), then a solar-mass star
can capture ∼10−8 M� of iron. The iron abundance
in Sun is ∼10−3 M�. This produces a star with an
iron abundance of [Fe/H] ≈ −5, similar to that ob-
served in HE 0107-5240 (Fig. 1). It is obvious that a
high oxygen abundance will be observed, since stars
with masses exceeding ∼50M� have [O/Fe] ≈ 2, as
was shown above. Note that not all the parameters
in (3) are well enough known to enable confident
conclusions about the role of this mechanism in the
enrichment of population-III stars in heavy elements.
The accretion of interstellar gas enriched in heavy
elements produced by the first stars may substantially
complicate, or even make impossible, the identifica-
tion of low-mass population-III stars.

Note that the [O/Fe]–[Fe/H] evolutionary curve
obtained for the closed model shown in Fig. 1 rep-
resents an upper bound for the oxygen abundance.
In low-mass disk galaxies, the products of SN II
explosions can efficiently leave the parent galaxies via
the formation of supershells [31], thereby reducing the
growth rate of the oxygen abundance in these galax-
ies. Since type Ia supernovae do not produce super-
shells, the iron abundance in low-mass disk galaxies
increases at the usual pace. The example provided
by the galaxy IZw 38 [32], which has active star
formation with [Fe/H] = −1.76 ± 0.12 and [O/Fe] =
−0.3 ± 0.3, shows that the loss of the products of
type II supernovae may, indeed, be very important
for dwarf galaxies. As our model computations show,
allowing for the loss of type II supernova products
in massive galaxies does not lead to any substantial
differences in the [O/Fe]–[Fe/H] distribution. More-
over, special runs of themodel taking into account the
finite time for the accumulation of the Galactic matter
show that increasing the Galaxy’s formation time
substantially reduces the [O/Fe] ratio at low [Fe/H]
(Fig. 1). Increasing the amount of data on low-
metallicity stars in the future may enable estimation
of the time for the accumulation of the Galaxy’s mass.

3. DISTRIBUTION OF HEAVY ELEMENTS
ABOVE THE GALACTIC DISK

Let us now consider the distribution of heavy
elements with height z above the Galactic disk.
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Fig. 2. Distribution of iron abundance with height above the Galactic plane in the standard model (solid curve) and in a model
taking into account the loss of heavy elements due to SN II explosions, for fractional masses of heavy elements lost equal
to 0.16 (dashed curve) and 0.5 (dotted curve). The solid circles show the data from [37].
Various observations show that the metallicity gra-
dient with z measured using field stars may reach
−0.65/kpc (according to data for the thin disk [33]),
while the lowest value obtained from observations of
open clusters is −0.34/kpc [34]. At the same time,
some observations of field and open-cluster stars
show no evidence for a metallicity gradient [35, 36].
To summarize, at z < 4 kpc, the gradient is in the
range (−0.55 . . .−0.33)/kpc, while it is in the range
(−0.18 . . . 0.0)/kpc at larger z [37].

In the standard model, we adopted the value of
[Fe/H] as a function of the disk semi-thickness
for the dependence of the iron abundance on the
height above the Galactic plane. This dependence is
shown in Fig. 2, along with data from [37]. We can
distinguish three regions with different metallicity
gradients: d[Fe/H]/dz = −3/kpc for z < 0.7 kpc,
d[Fe/H]/dz = −0.2/kpc for 0.7 < z < 5 kpc, and
d[Fe/H]/dz = −0.1/kpc for 5 < z < 16 kpc. This
corresponds to different iron abundances in stars of
the thin disk, thick disk, and halo, and also to different
spatial scales within these components.

Computations of galactic evolution allowing for
the loss of heavy elements (Fig. 2) and accretion have
shown that the “openness” of the galaxy weakly in-
fluences the model dependence of [Fe/H] on z. Thus,
our one-zone model can explain well the variations of
the distribution of heavy elements with z.

4. EVOLUTION OF A DISK GALAXY:
THE INFLUENCE OF DARK MATTER

The main results obtained for the standard model
are listed in the table. Comparison with observations
indicates that this model provides an adequate de-
scription of the chemical and dynamical evolution of
the Galaxy, as well as of its star-formation history.
For example, the data of [38] provide evidence that
young galaxies with Ṁ∗ ≈ 10–100M�/yr have op-
tical depths of ∼5–10 in the direction perpendicular
to the plane of the disk, as is confirmed by our model.
The large optical depths of distant, and thus young,
galaxies could influence the extragalactic distance
scale (which is based on the assumption that SN Ia
are standard candles), and therefore conclusions con-
cerning the regime of the cosmological expansion.
We should also bear this in mind in connection with
analyses of the brightness of supernovae at z = 2–5.
Variation of the time to accumulate the mass of the
Galaxy in the initial stage of its formation did not
substantially influence the Galaxy’s parameters after
the Hubble time (Fig. 1).

Our model has another important parameter—
the mass of dark matter, i.e., of matter (baryonic
or otherwise) that cannot be directly observed, but
provides a (sometimes dominant) contribution to the
gravitational field. The fractional mass of dark matter
is small on small scales. For instance, estimates of
the fractional mass of dark matter in the Sun yield
less than 2–5% [39], and this is probably true for
other stars as well. On scales of 100 kpc or more, the
fractional mass of dark matter may be much larger [6].

We studied the role of dark matter in the evolution
of the Galaxy by changing the expression for the
gravitational potential in the standard model to

E =
GMgH

2
g

R2

(
MG

H∗
+

Mdm

R

)
,
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Evolution of the main parameters of the standard Galaxy model with age (SFR is the star formation rate in M�/yr,Hg is
the semi-thickness of the gaseous disk, Mg is the mass of the gas, Z is the fractional mass of heavy elements, τdust is the
optical depth of the dust, Lopt = Lbol/τdust(1 − e−τdust) is the optical luminosity with allowance for absorption by dust)

t, yr SFR Hg, pc Mg/M� Z [O/H] [Fe/H] τdust Lopt/L� Lbol/L�

3.6 × 106 34.3 2.0 × 104 2.0 × 1011 7.0 × 10−7 −4.4 −6.9 0.0012 1.1 × 1010 1.1 × 1010

4.8 × 106 34.4 2.0 × 104 2.0 × 1011 2.0 × 10−6 −3.9 −5.8 0.0034 1.2 × 1010 1.2 × 1010

6.3 × 106 34.5 2.0 × 104 2.0 × 1011 4.3 × 10−6 −3.6 −5.1 0.0072 1.3 × 1010 1.3 × 1010

8.2 × 106 34.7 2.0 × 104 2.0 × 1011 7.5 × 10−6 −3.4 −4.7 0.0012 1.3 × 1010 1.4 × 1010

1.0 × 107 34.9 1.9 × 104 2.0 × 1011 1.2 × 10−5 −3.2 −4.3 0.020 1.4 × 1010 1.4 × 1010

1.5 × 107 35.3 1.9 × 104 2.0 × 1011 2.2 × 10−5 −3.0 −3.8 0.036 1.5 × 1010 1.6 × 1010

2.5 × 107 36.2 1.9 × 104 2.0 × 1011 4.3 × 10−5 −2.7 −3.3 0.071 1.7 × 1010 1.7 × 1010

3.4 × 107 37.0 1.8 × 104 2.0 × 1011 6.3 × 10−5 −2.5 −3.1 0.10 1.8 × 1010 1.9 × 1010

4.4 × 107 37.9 1.8 × 104 2.0 × 1011 8.4 × 10−5 −2.4 −3.0 0.14 1.9 × 1010 2.0 × 1010

6.0 × 107 39.5 1.7 × 104 2.0 × 1011 1.2 × 10−4 −2.3 −2.8 0.20 2.0 × 1010 2.2 × 1010

7.3 × 107 40.9 1.6 × 104 2.0 × 1011 1.5 × 10−4 −2.2 −2.7 0.25 2.0 × 1010 2.3 × 1010

9.8 × 107 43.8 1.5 × 104 2.0 × 1011 2.2 × 10−4 −2.0 −2.5 0.36 2.2 × 1010 2.6 × 1010

1.2 × 108 47.0 1.4 × 104 2.0 × 1011 3.0 × 10−4 −1.9 −2.4 0.47 2.3 × 1010 2.9 × 1010

1.7 × 108 54.6 1.2 × 104 1.9 × 1011 4.4 × 10−4 −1.7 −2.2 0.72 2.5 × 1010 3.5 × 1010

2.5 × 108 69.7 8.7 × 103 1.9 × 1011 7.2 × 10−4 −1.5 −2.0 1.1 2.7 × 1010 4.5 × 1010

3.0 × 108 83.3 7.0 × 103 1.9 × 1011 9.5 × 10−4 −1.4 −1.8 1.5 2.9 × 1010 5.5 × 1010

4.0 × 108 123.7 4.3 × 103 1.8 × 1011 1.6 × 10−3 −1.2 −1.6 2.3 3.2 × 1010 8.1 × 1010

5.6 × 108 243.5 1.6 × 103 1.5 × 1011 3.1 × 10−3 −0.9 −1.3 4.0 3.6 × 1010 1.5 × 1011

7.1 × 108 342.7 6.2 × 102 1.1 × 1011 6.9 × 10−3 −0.5 −1.0 6.5 3.8 × 1010 2.5 × 1011

9.2 × 108 161.7 5.5 × 102 7.2 × 1010 1.4 × 10−2 −0.2 −0.6 8.6 2.4 × 1010 2.0 × 1011

1.2 × 109 76.1 4.9 × 102 4.7 × 1010 2.1 × 10−2 0.0 −0.4 8.2 1.6 × 1010 1.3 × 1011

1.6 × 109 33.7 5.4 × 102 3.3 × 1010 2.7 × 10−2 0.0 0.0 7.4 1.2 × 1010 8.9 × 1010

2.1 × 109 21.1 5.0 × 102 2.5 × 1010 3.3 × 10−2 0.1 0.3 6.8 9.8 × 109 6.7 × 1010

2.9 × 109 12.8 4.1 × 102 1.8 × 1010 3.8 × 10−2 0.1 0.4 5.6 9.5 × 109 5.3 × 1010

3.8 × 109 7.2 3.8 × 102 1.3 × 1010 4.2 × 10−2 0.2 0.4 4.4 9.4 × 109 4.2 × 1010

4.9 × 109 4.4 3.5 × 102 9.5 × 109 4.4 × 10−2 0.2 0.4 3.5 9.4 × 109 3.4 × 1010

6.4 × 109 2.7 3.3 × 102 7.2 × 109 4.6 × 10−2 0.2 0.4 2.7 9.5 × 109 2.8 × 1010

8.7 × 109 1.6 3.1 × 102 5.4 × 109 4.7 × 10−2 0.2 0.4 2.1 9.5 × 109 2.3 × 1010

1.1 × 1010 1.1 2.9 × 102 4.4 × 109 4.5 × 10−2 0.2 0.3 1.6 9.1 × 109 1.9 × 1010

1.5 × 1010 0.8 2.8 × 102 3.6 × 109 4.3 × 10−2 0.2 0.3 1.3 8.4 × 109 1.5 × 1010
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 3. Evolution of the Galaxy with allowance for dark matter. SFR is the star-formation rate, Mg/MG is the ratio of the
masses of gas and visible matter, Hg is the semi-thickness of the gaseous disk, Z is the heavy-element abundance, τdust is the
optical depth of the dust, and Lopt is the optical luminosity with allowance for absorption by dust. Computational results are
shown for ratios of the masses of dark and visible matter Mdm/MG equal to 0 (solid curve), 0.5 (long dashed curve), 1.0 (short-
dashed curve), and 2.0 (dotted curve).
where G is the gravitational constant, Mg is the mass
of gas, Hg is the semi-thickness of the gaseous disk,
MG is the mass of visible matter, H∗ is the semi-
thickness of the stellar disk, Mdm is the mass of dark
matter, and R is the radius of the disk. Figure 3
shows the evolution of the main parameters of the
Galaxy as functions of the ratio of the masses of
dark and visible matter, which was varied from zero
(corresponding to the standard model) to two. Reduc-
tion of the mass of matter involved in star formation
results in a delay of the star-formation burst, and
so reduces the thickness of the gaseous disk. This
is in qualitative agreement with estimates follow-
ing from the observational relation between the rel-
ative thickness of the disk and the mass–luminosity
relation for galaxies [40]. Increasing the mass-to-
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 4. Mass–radius diagram for various galaxies; galaxies obey the Tully–Fisher relation in the region T–F. The lines
τSF = τSN and τSF = τH define the positions of galaxies with star-formation timescales τSF and τH, respectively. The region
LSBG is occupied by low-surface-brightness galaxies [46, 48]. Early-type galaxies are located in the region EG [49, 50] (see
Section 5).
luminosity ratio in the model decreases the galaxy’s
relative thickness. The observed optical luminosity
of the Galaxy places constraints on the fractional
mass of dark matter, <50%. Note that our initial
mass function, dN ∝ M−2.35dM for M > 0.1M�,
overestimates the number of low-mass stars com-
pared to the observed value. According to [41], the
observed mass function changes slope at M ≈ 1M�
(dN ∝ M−1.5dM for M < 1M�), which makes the
fraction of stars with <1M� less pronounced. Thus,
an excess of matter appears in our model compared to
the observations. A simple analytical estimate of its
fractional mass is∼37%.

5. TULLY–FISHER RELATION

About a quarter of a century ago, Tully and
Fisher [7] discovered a dependence between the
luminosity of a disk galaxy and its rotational velocity.
In modern form, this relation can be written

∆MB = (8 ± 1)∆ log vrot, (4)

where MB is the absolute B magnitude of the galaxy
and vrot is the rotational velocity of the galactic disk,
estimated from the flat part of the rotation curve. We
can use the mass–luminosity relation for disk galax-
ies, M/M� ∼ 10L/L� [42], to estimate the relation
between the mass of a disk galaxyM and its radiusR.
Assuming vrot ∝ M1/2R−1/2, we obtain

R ∝ M0.5±0.07. (5)
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Relations similar to (4) for various groups of disk
galaxies have been studied by numerous authors
(see, e.g., [43–45]). If selection effects are not con-
sidered, it appears that the locations and slopes of the
log R– log M relation derived from (4) are fairly un-
certain (they vary by about a factor of three for galax-
ies with masses from 107 to 1011 M�). The Tully–
Fisher relation can be written M = πΣR2, where
Σ is the surface density of gravitating matter. The
observed range of Σ is rather wide. According to [46],
disk galaxies display values Σ ≈ 10–600M�/pc2;
another estimate yields Σ = 20–1500M�/pc2 [47].
Figure 4 plots a mass–radius diagram for galaxies
of various types that obey the Tully–Fisher relation
(located inside the “T–F” region in this figure),
elliptical and early-type galaxies (EG; [49, 50]), and
low-surface-density galaxies (LSBG; [46, 48]).

We used (5) to compute a series of models with
masses of 106−4.5× 1011 M�. The results show that,
in this range, themass of a galaxy exerts almost no in-
fluence on the star-formation history or the evolution
of the chemical composition. In particular, the final
heavy-element abundance does not depend on the
mass, in contradiction with the observed increase of
the heavy-element abundance with increasing galac-
tic mass and luminosity [51]. This may be explained
by the intensive loss of heavy elements by low-mass
galaxies.

Our formalism [2, 3] enables us to derive a simple
relation defining the time scale for star formation in a



518 KURBATOV et al.
spherical galaxy [52]:

τSF = 3 × 108 R3
4

M11
,

where R4 is the galactic radius in units of 104 pc and
M11 is the mass of its gaseous component in units
of 1011 M�. The observed masses and radii of young
galaxies are consistent with τSF = 107–109 yr [53].
The spherical model describes the early stages of the
evolution of disk galaxies. We can place limits on
the time for the existence of star-forming galaxies.
An upper bound for the region they can occupy in
Fig. 4 is given by the Hubble time: τSF = τH = 1.4 ×
1010 yr, as is shown in Fig. 4. In galaxies located
above this line, the SFR is so low that only a small
fraction of the gas has been turned into stars over
the Hubble time. Note that the position of this bound
virtually coincides with the position occupied by low-
surface-brightness galaxies [46, 48]. Nearby galaxies
with masses of 106–1012 M� from the catalog [54]
abut on the upper boundary of the region of star-
forming galaxies (they are not shown in Fig. 4); the
star-formation time scale in such galaxies is τSF ≈
109–1010 yr.

On the other hand, the SFR in high-density
galaxies is so high that almost all the gas has been
transformed into stars even before the first explosions
of SN II, whose precursors have lifetimes τSN ≈ 5 ×
106 yr. This corresponds to the relation τSN < τSF,
or M11 > 60R3

4 (the line τSN = τSF is also plotted
in Fig. 4). As soon as the SN II begin to explode in
these galaxies, they clean out any remaining gas. This
is the scenario for the evolution for elliptical galaxies.
The mass lost by old stars in these galaxies is unable
to revive star formation, since SN Ia explosions
drive the galactic wind, hindering star formation
throughout the galaxy, with the possible exception
of a circumnuclear region with a high gas density
(see, for example, [55]). In fact, only a few percent
of S0 and E galaxies show signs of star formation
in their nuclei [56]. Some S0 and E galaxies may
form via collisions of disk galaxies [57, 58]. However,
the number of such galaxies is not large, since
observations [59] show only a small increase in the
fraction of E galaxies with the age of Universe; hence,
most formed at large redshifts. Albeit with a fairly
large scatter, the positions of early-type galaxies in
Fig. 4 are close to the boundary defined by the relation
τSF = τSN. However, elliptical galaxies formed in
collisions of disk galaxies may also have larger sizes.

Figure 4 shows that the galaxies with active con-
tinuing star formation are located in a strip defined
by the conditions τSN = τSF and τSN = τH; the slope
of this strip is close to the slope of the Tully–Fisher
relation. This suggests that the power of the R ∝ Mα
law is determined by the similarity of the slopes of the
boundaries of the region occupied by disk galaxies
in the mass–radius diagram. At the lower boundary
of this zone, galaxies that are initially elliptical are
formed, while the upper boundary is apparently de-
fined by two circumstances. The first is the condition
that there be a sufficient SFR on a time scale that is
shorter than the Hubble time. The second is the near
coincidence of the upper boundary with the position
of galaxies that have surface brightnesses at the de-
tection limit. Galaxies with lower surface densities,
Σ < 10M�/pc2, are probably not detectable.

6. CONCLUSION

Our study of the evolution of a disk galaxy with
star formation governed by ionization has enabled us
to apply this model to several new fields. In particular,
we have shown that high oxygen-to-iron abundance
ratios are characteristic of the very first stars formed:
[O/Fe] ≈ 2 when [Fe/H] � −5. This is a result of
the reduction in the iron production and increase in
the oxygen production with increasing initial mass
of type II supernovae. This suggests that some stars
with low iron abundances and relatively high oxygen
abundances (G 77-61, HE 0107-5240, Fig. 1) may
be either the earliest second-generation stars or first-
generation stars that are “contaminated” by prod-
ucts of the first supernovae. Our model distribution
of metals with height H above the Galactic disk
agrees with the observed distribution to H ∼ 16 kpc.
In our model, the well-known Tully–Fisher relation
may stem from a combination of observational selec-
tion effects and conditions that are necessary for the
formation of disk galaxies.
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Astrophys. J. 551, 833 (2001).

14. B. Barbuy, Astron. Astrophys. 191, 121 (1988).
15. G. Pandey, N. Kameswara Rao, D. L. Lambert, et al.,

Mon. Not. R. Astron. Soc. 324, 937 (2001).
16. N. K. Rao, astro-ph/0410648 (2004).
17. M. S. Bessell, N. Christlieb, and B. Gustafsson, As-

trophys. J. 612, L61 (2004).
18. R. Cayrel, E. Depagne, M. Spite, et al., Astron. As-

trophys. 416, 1117 (2004).
19. G. Israelian, N. Shchukina, R. Rebolo, et al., Astron.

Astrophys. 419, 1095 (2004).
20. B. Plez and J. G. Cohen, astro-ph/0501535 (2005).
21. T. Bensby, S. Feltzing, and I. Lundström, Astron.

Astrophys. 415, 155 (2004).
22. I. J. Iben and A. Renzini, Annu. Rev. Astron. Astro-

phys. 54, 271 (1983).
23. S. G. Ryan, astro-ph/0211608 (2002).
24. T. Suda, M. Aikawa, and M. Machida, Astrophys. J.

611, 476 (2004).
25. H. Umeda and K. Nomoto, Astrophys. J. 619, 427

(2005).
26. A. Maeder, Astron. Astrophys. 264, 105 (1992).
27. F. Tielemann, K. Nomoto, and M. Hashimoto, Astro-

phys. J. 460, 408 (1996).
28. H. Umeda and K. Nomoto, Nature 422, 871 (2003).
29. P. A. Mazzali, J. Deng, K. Maeda, et al., Astrophys.

J. 572, L61 (2002).
30. A. V. Tutukov, Astron. Astrophys. 70, 57 (1978).
31. I. V. Igumenshchev, B.M. Shustov, andA. V. Tutukov,

Astron. Astrophys. 30, 524 (1990).
32. A. Aloisi, S. Savaglio, T. M. Heckman, C. G. Hoopes,

et al., Astrophys. J. 595, 760 (2003).
33. T. Yamagata and Y. Yoshii, in IAU Symposium

No. 161: Astronomy from Wide-Field Imaging
(Kluwer, Dordrecht, 1994), p. 420.

34. G. Carraro, Y. K. Ng, and L. Portinari, Mon. Not. R.
Astron. Soc. 296, 1045 (1998).
ASTRONOMY REPORTS Vol. 49 No. 7 2005
35. G. Gilmore and R. F. G. Wyse, Astron. J. 90, 2015
(1985).

36. E. D. Friel, Annu. Rev. Astron. Astrophys. 33, 381
(1995).

37. C. Du, X. Zhou, J. Ma, J. Shi, et al., Astron. J. 128,
2265 (2004).

38. Y. C. Liang, F. Hammer, H. Flores, et al., Astron.
Astrophys. 423, 867 (2004).

39. N. Kardashov, A. Tutukov, and A. Fedorova, Astron.
Zh. 82, 157 (2005) [Astron. Rep. 49, 134 (2005)].

40. A. V. Zasov, D. V. Bizyaev, D. I. Makarov, and
N. V. Tyurina, Pis’ma Astron. Zh. 28, 599 (2002)
[Astron. Lett. 28, 527 (2002)].

41. P. Kroupa and C. M. Boily, Mon. Not. R. Astron. Soc.
336, 1188 (2002).

42. I. D. Karachentsev and A. M. Kut’kin,
astro-ph/0412369 (2004).

43. S. J. Kannappan and E. J. Barton, Astron. J. 127,
2694 (2004).

44. L. S. Pilyugin, J. M. Vı́lchez, and T. Contini, Astron.
Astrophys. 425, 849 (2004).

45. D. R. Andersen and M. A. Bershady, Astrophys. J.
599, L79 (2003).

46. A. Y. Kniazev, E. K. Grebel, S. A. Pustilnik, et al.,
Astron. J. 127, 704 (2004).

47. D. Pfenninger and Y. Revaz, in The Dusty and
Molecular Universe: A Prelude to Herschel and
ALMA, Ed. by A. Wilson (ESA, Paris, 2004), p. 63.

48. K. Okoshi and M. Nagashima, astro-ph/0412561
(2004).

49. S. De Rijcke, D. Michielsen, H. Dejonghe, et al.,
astro-ph/0412553 (2004).

50. C. J. Walcher, R. P. van Marel, D. McLaughlin,
H.-W. Rix, et al., astro-ph/0409216 (2004).

51. J. J. Salzer et al., astro-ph/0502202 (2005).
52. A. V. Tutukov, Rev. Mex. Astron. Astrofis., Conf. Ser.

17, 60 (2003).
53. C. Papovich,M.Dichinson,M.Giavalisco, C. J. Con-

selice, and H. C. Ferguson, astro-ph/0501088
(2005).

54. I. D. Karachentsev, V. E. Karachentseva,
W. K. Huchtmeier, and D. I. Makarov, Astron. J.
127, 2031 (2004).

55. I. Chiligarian, P. Prugniel, O. Silchenko, and
V. Afanasiev, astro-ph/0412293 (2004).

56. M. Fukugita, O. Nakamura, and E. Turner, Astro-
phys. J. 601, L127 (2004).

57. W. Keel and K. Borne, Astron. J. 126, 1257 (2003).
58. C. Nipoti, M. Stiavelli, L. Ciotti, et al., astro-

ph/0311424 (2003).
59. J. A. Aguerri and I. Trujillo,Mon.Not. R. Astron. Soc.

333, 633 (2002).

Translated by L. Yungel’son



Astronomy Reports, Vol. 49, No. 7, 2005, pp. 520–525. Translated from Astronomicheskĭı Zhurnal, Vol. 82, No. 7, 2005, pp. 584–589.
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Abstract—We have carried out numerical simulations of solutions of the Jacobi equation on a geodesic
with arbitrary curvature, describing the propagation of light in a Universe with inhomogeneities. We used
a Runge–Kutta method and a special method involving the multiplication of random matrices. The results
are compared with analytical predictions of the asymptotic behavior of a typical realization of this equation
and of the behavior of the mean and higher-order statistical moments. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

As early as 1964, Zel’dovich [1] pointed out that
the influence of small density inhomogeneities, which
are undoubtedly present in the Universe despite its
overall exceptional degree of uniformity and isotropy,
cannot be reduced to fluctuations of a network of
isotropic geodesics and some noise introduced into
cosmological tests. It turns out that there arises a
small systematic distortion of cosmological tests cor-
responding to a Universe whose spatial curvature is,
on average, equal to zero, so that it resembles to
some extent an open cosmological model. The con-
cept of the effective curvature can be introduced [2],
and turns out to be negative and proportional to the
magnitude of the inhomogeneity. In a Universe with
inhomogeneities, an observer measuring the curva-
ture of space by comparing the angular sizes and
distances to standard objects will derive the effective
curvature, which is negative, instead of the mean
curvature, which is zero.

The Zel’dovich effect is little related to the dy-
namical expansion of the Universe, and is associated
with the geometry of space [1]. Moreover, it is asso-
ciated with the geometry of a two-dimensional slice
of space, which is determined by the direction toward
an observed object and the object’s orientation (for
concreteness, we will represent an observed object as
a luminous arrow). From a geometrical point of view,
the Zel’dovich effect, like other effects associated with
cosmological tests, can conveniently be described in
terms of Jacobi fields on the spatial geodesics along
which a light ray propagates.

Let γ(θ, x) be a family of geodesics passing
through some point in space, where x is the distance
from the point where they intersect and θ is the
angle measured from some basis geodesic, for which
θ = 0. The distance between points located at a
1063-7729/05/4907-0520$26.00
distance x on nearby geodesics of this family is then
equal (within high-order terms in small quantities)
to y(x)θ, where y is the Jacobi field along the basis
geodesic. The Jacobi field can be found from the
Jacobi equation, or the equation for the deviations
of the geodesics:

y′′ + K(x)y = 0, (1)

where K is the curvature of the two-dimensional
slice and the derivatives are taken with respect to the
distance from the initial point. Density fluctuations
lead to curvature fluctuations, so that the Zel’dovich
effect is related to the behavior of the solutions of (1)
with a random coefficient K.

The study [1] was one of the early works in which
unexpected properties of equations with random
coefficients were discovered. These situations were
subsequently studied primarily in condensed matter
physics, where they arise in a number of problems
associated with localization (solid-state physics) and
intermittency (hydrodynamics) [3]. It is now clear
that the solutions of evolutionary equations with
random coefficients have many common properties
that depend only weakly on the specific form of the
equation [4]; we consider these properties in a cos-
mological context below. Equation (1) is interesting
for both cosmology and geometry, but also as a
fairly simple model equation in which the behavior
of solutions of equations with random coefficients can
be studied much more deeply than for the complex
equations of condensed-matter physics.

In spite of the considerable analytical progress that
has been made with such studies, it is necessary
to confirm these results with numerical simulations.
First, analytical results usually represent some as-
sertions about the asymptotic behavior of solutions
without specifying the time required for the asymp-
totic behavior to be achieved. Second, many of the
c© 2005 Pleiades Publishing, Inc.
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analytical results make full use of models that treat
fluctuations like a random field. This type of model
has recommended itself well overall, but its adequacy
for specific problems in physics is not unlimited [5];
in particular, its limitations in the context of cos-
mology were pointed out by Zel’dovich [1]. Since the
analytical results on the behavior of solutions of the
Jacobi equation cardinally disrupt conventional views
of statistical physics, their verification via numerical
modeling is absolutely necessary. However, there are
virtually no such studies in the literature, and it is
difficult to apply experience with extensive numerical
simulations of turbulence due to their multi-factor
nature.

In the current paper, we present results of numer-
ical simulations of the behavior of solutions of the
Jacobi equation. These results confirm the qualitative
properties of solutions of the Jacobi equation with
random coefficients, in particular, the Zel’dovich ef-
fect. At the same time, the type of detailed quantita-
tive agreement between the results of the theory and
numerical simulations that is sometimes obtained for
such comparisons [5] is not achieved.

Of course, a statistical influence on the propaga-
tion of light can be exerted not only by cosmological
perturbations of the density and curvature, but also
by similar perturbations that arise due to the mo-
tions of the bodies comprising galaxies. One example
is the phenomenon of microlensing (see, for exam-
ple, [6, 7]), which has implications for the limiting
accuracy that can be attained in astrometric mea-
surements [8, 9]. The numerical-simulation results
presented below may be of interest in this context
as well.

2. NUMERICAL SIMULATIONS

We used natural initial conditions for the nu-
merical simulations of the solutions of (1): y(0) = 0
(a light ray emerges from a single point) and y′(0) = 0
(the normalization condition).

To correctly construct the desired numerical so-
lution, it is essential to constructively describe the
properties of the random process K(x). We based
this description on models that are convenient for
analytical study (i.e., models with renewal). We di-
vide the basis geodesic into segments of length δ
(the correlation length, which we use here as a unit
length; the segment itself is usually taken to be the
renewal interval). We used random-noise generators
to specify in each segment independent constants for
the curvature, which are uniformly distributed in the
interval [−K∗,K∗]. As the analytical results show [2],
the solutions of the Jacobi equation for such a random
process grow along a geodesic at a rate determined
by the quantity

√
K∗/δ ∼ ν, where ν is the typical
ASTRONOMY REPORTS Vol. 49 No. 7 2005
deviation angle imparted to the light ray by each
inhomogeneity. Roughly speaking, this constitutes
the Zel’dovich effect. The smaller K∗, the longer the
solution modeling segment interval must be in order
to display the growth in which we are interested. On
the other hand, the modeling interval cannot be too
large because it is not easy to numerically specify a
very large number of independent random numbers
(see below). Note that we cannot choose K∗ � 1/δ2,
since the length of a great circle of a sphere is in-
versely proportional to the square root of its curva-
ture. A choice of ν, and accordingly K∗, based on
astrophysical data goes beyond the framework of this
study, which is focused on demonstrating the physi-
cal phenomenon lying at the basis of the Zel’dovich
effect. Therefore, we chose K∗ = 1, which is close to
the limiting value. In reality, the fluctuations of the
curvature are appreciably smaller, and the size of the
interval of x onwhichwemust carry out the numerical
simulations increases proportionally, together with
the required set of random numbers.

According to the predictions of the theory, the
growth rates γp of different higher-order statistical
moments 〈|y|p〉1/p differ, since each is determined
by the contribution of a different realization of the
curvature field. The higher the number of themoment,
the more rapid the growth of this moment, so that
the growth rate γ̄ for 〈y〉 can be analytically calcu-
lated, where 〈. . .〉 is the sign of the statistical mean.
The difficulty in our numerical simulations is that the
analytical theory predicts that the Jacobi field grows
very nonuniformly (this property is called intermit-
tency). On the one hand, along a typical geodesic,
we expect y to grow with some rate γ (the Lyapunov
exponent) that is independent of our choice of the
basis geodesic. It is difficult to predict the specific
value of γ theoretically, and it is of interest to find this
quantity numerically. On the other hand, there exist
rare basis geodesics on which the Jacobi field grows
anomalously rapidly.

Since the intermittency of interest is associated
with rare realizations of solutions of the Jacobi equa-
tion [3], it was necessary to carry out many realiza-
tions in order to estimate the extent to which this phe-
nomenon could be observed in astronomical data. If
the angular size of the perturbation is less than 20′, it
is possible to observe 106 approximately independent
realizations on the celestial sphere. We used random-
number generator codes written in Visual C++ (ver-
sion 6.0) and the Maple 5 package; these codes pro-
duced a chain of pseudo-random numbers with a
repetition period of 232, which approximately corre-
sponds to the required number of random numbers.
To estimate the stability of the results, we compared
the results of 105 realizations for 100 values of K
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Fig. 1. Typical realizations of ln |y| constructed using the
Runge–Kutta method and formula (3).

obtained in our computations using the two random-
number generators.

3. PRODUCT OF INDEPENDENT
RANDOM MATRICES

To numerically solve the Jacobi equation for a
specified realization of the curvature field, we first
used a standard second-order Runge–Kutta method.
We also used another approach based on the fact that,
in each renewal interval, the solution can easily be
expressed in terms of the solution at the left end of
the interval and its derivative together with a certain
standard transformation matrix that depends only on
the curvature in this renewal interval [2]. The solution
across several renewal intervals can be expressed as
a product of the corresponding random matrices [6].
Using explicit formulas for the transformation ma-
trices, it is possible to compute this product much
more rapidly and accurately than can be done with an
ordinary Runge–Kutta method.

To obtain this formula, we rewrite (1) as a system
of linear equations for the two-component row vec-
tor z with its components z1 = y, z2 = δy′:

dz
dx

= z


 0 −δk(x)

1/δ 0


 , (2)

where y′ is multiplied by δ in order to give the compo-
nents of z the same dimensions. This equation must
be supplemented with the initial condition z1(0) = 0,
z2(0) = δ.

We then have
z(xn+1) = z(xn)Bn = . . . = z0BnBn−1 . . . B1, (3)

z(0) = z0.
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Fig. 2. Typical realizations of ln |y| constructed us-
ing random-number generators written in C++ and the
Maple package.

4. RESULTS OF THE NUMERICAL
SIMULATIONS

4.1. A Typical Realization
We first compared the results of our numerical

simulations of solutions of the Jacobi equation using
the Runge–Kutta method with those obtained via a
multiplication of appropriate random matrices. We
set δ = 10 and reproduced two realizations for each
method up to values x = 10000. These results are
presented in Fig. 1, which shows that, in accordance
with the analytical predictions, ln |y| grows nearly
linearly, beginning already from 50 renewal points.
Since y = 0 at the initial point due to the boundary
condition, the curves are shown beginning from x =
150. All four random sequences were obtained using
the C++ random-number generator. We can see in
this figure that both of the curves constructed using
the Runge–Kutta method lie systematically over the
two curves constructed by multiplying random ma-
trices. This seems to indicate that the Runge–Kutta
method introduces an additional artificial instability
in the solution of the Jacobi equation, compared to
the multiplication of random matrices, which uses
special properties of the equation being considered.
Further, we used the method of multiplying random
matrices to estimate the accuracy of the results based
on the convergence of the results obtained for different
realizations.

Let us now compare the solutions of the Jacobi
equation obtained for the random sequences obtained
using the C++ and Maple random-number genera-
tors. Figure 2 presents two realizations for each of
these generators. We can see that, as in Fig. 1, the so-
lutions grow exponentially beginning from small val-
ues of x. We calculated the growth rate γ (Lyapunov
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Table 1.Growth rates of typical realizations for the C++ and Maple random-number generators

Generator γ 〈γ〉 ∆γ

C++ 0.0225 0.0235 0.0240 0.0246 0.0254 0.0245 0.001

Maple 0.0180 0.0181 0.0190 0.0189 0.0179 0.0183 0.002
exponent) of each of the realizations as the tangent of
the slope of the straight line approximating this plot
(one such line is shown in the figure). We emphasize
that the analytical predictions refer to the slope above
the x axis, but not the points of intersection of the line
with the coordinate axes. The numerical results of our
comparative analysis of the random-noise generators
are presented in Table 1. Here, γ is the growth rate of
a typical realization, 〈γ〉 is the mean growth rate for
five realizations, and ∆γ is the rms deviation.

We can see that the scatter of the γ values for
realizations obtained using a single random-number
generator is lower than the scatter for the growth
rates for different realizations obtained using both
generators. In turn, the difference between the growth
rates obtained using the two different generators is
approximately equal to the difference in the growth
rates for the solutions obtained using the Runge–
Kutta and matrix-multiplication methods. At the
same time, in all cases, these differences in the
estimates of γ are smaller than the typical value of γ,
demonstrating that the instability considered is not
an artefact of a numerical realization.

Note that all the curves in Figs. 1 and 2 contain a
shallow ripple. This arises because, from time to time,
the vector z in the corresponding two-dimensional
space turns such that its first component vanishes.
In geometrical terms, this means that a conjugate
point arises on the geodesic; from the point of view
of general relativity, this denotes the appearance of
a gravitational lens that is associated not with some
individual perturbation of the curvature, but with the
joint action of many perturbations. Since we chose
a dispersion for the curvature that is close to the
limiting possible value, our model appreciably over-
estimates the number of conjugate points compared
to the situation in the real Universe. Numerical mod-
eling of the distribution of conjugate points goes be-
yond the framework of this study.

4.2. Mean and Higher-Order Statistical Moments

We will now turn to verifying the theoretical pre-
diction that the statistical moments of the Jacobi field
grow more rapidly than a typical realization, and that
the rate of this growth is higher the higher the number
of the moment. For this purpose, we obtained solu-
tions of the Jacobi equation for 5 × 105 realizations
ASTRONOMY REPORTS Vol. 49 No. 7 2005
of the random curvature field obtained using the C++

random-number generator. We used these solutions
to construct the mean and two subsequent statis-
tical moments, whose behavior along the geodesic
is shown in Fig. 3, together with the behavior of a
typical realization for comparison. We can see that
the statistical moments grow exponentially with time,
and that the growth rate increases with the moment
number. On the scales considered, the exponential
growth of a typical realization has not yet begun.
Note that the growth of the statistical moments slows
with time, with the point at which the deceleration
starts, hp, being closer to the coordinate origin the
higher the moment number. This deceleration is due
to the fact that, although our sample is large, it is not
infinite. According to the analytical results, to sustain
the exponential growth of the moments along the
entire geodesic, the volume of the sample must grow
exponentially with distance from the origin. Modeling
the behavior of moments with numbers higher than
three would require an excessively large number of
realizations.

We also compared the results for the mean so-
lution obtained using the C++ and Maple random-
number generators. Figure 4 shows the mean values
ln〈|y|〉 for 105 realizations for the two generators. The
two growth rates do not coincide, but the difference
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Table 2.Growth rate of statistical moments of the sample size N

N
Deceleration point Growth rate

h1 h2 h3 h′
1 h′

2 h′
3 γ1 γ2 γ3 γ′

1 γ′
2 γ′

3

105 259 156 149 278 179 137 0.0370 0.0505 0.0605 0.395 0.0516 0.0611

5 × 105 338 234 120 355 228 134 0.0380 0.0503 0.0584 0.396 0.0519 0.0625

106 344 233 172 446 250 190 0.0381 0.0501 0.0559 0.0393 0.0506 0.04629
between them is much smaller than for the typical
realizations in Fig. 2. Thus, the results obtained for
the two random-number generators approach each
other after a large number of typical realizations are
averaged.

Overall, the results of the numerical simulations
coincide with the predictions of the analytical treat-
ment, at least qualitatively. Quantitative data on the
characteristics of the growth of the moments are
given in Table 2, where hp (p = 1 . . . 3) is the point
where the deceleration in the growth begins and γp is
the growth rate for the pth moment. When obtaining
the data in this table, we also verified the stability
of the results against changes in the volume of the
sample, N .

4.3. Mean Jacobi Field
One characteristic result of the analytical treat-

ment of the Jacobi field is the expectation that, not
only should the mean modulus of the Jacobi field
grow, but also the mean of the Jacobi field itself.
The nontriviality of this assertion is that the sign
of the Jacobi field changes at the conjugate points
that arise sooner or later on each geodesic, so that
the contributions of various realizations to 〈y〉 begin
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Fig. 4. Mean values ln〈|y|〉 for 105 realizations con-
structed using the C++ andMaple random-number gen-
erators.
to subtract rather than add. The behavior of 〈y〉
undoubtedly differs from the behavior of 〈|y|〉, and,
nevertheless, intermittency also occurs in the absence
of a modulus for 〈y〉.

The behavior of the mean values 〈yp〉 (p = 1 . . . 3)
for 5× 105 is shown in Fig. 5, which resembles Fig. 3.
The exponential growth of the moments 〈yp〉, like the
growth in the moments 〈|yp|〉, continues only in a
finite interval of x. Table 2 presents the points where
the deceleration in the growth h′

p and the growth
rate γ′

p begins, calculated as the tangents of the slopes
of tangent lines at the deceleration points h′

p of the
moments 〈yp〉 for various sample volumes N .

Analytical studies of the growth of the mean
Jacobi field yield γ1 ≈ 0.0288 [2], while we obtained
γ1 ≈ 0.0377. This difference is probably associ-
ated with errors introduced by the random-noise
generators.
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Abstract—We present the results of a statistical study of brightness variability for 693 stars of the Pulkovo
spectrophotometric database in five spectral bands in the range λλ 320–1080 nm. Significant brightness
variations were detected in at least one spectral band against the background of the random noise for one-
third of the stars not earlier believed to be variable. A comparison of the distributions of these variations
in amplitude and spectral band for the normal and variable stars shows that variability is inherent to most
stars to some extent and is often wavelength dependent. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Photoelectric stellar spectrophotometry has been
carried out at the Main (Pulkovo) Astronomical
Observatory of the Russian Academy of Sciences
for more than two decades. The first large-scale
observations were started during a joint expedition of
theMain Astronomical Observatory and the Crimean
Astrophysical Observatory to Chile in the early
1970s [1, 2]. This work was then continued in the
Pamirs, Armenia, and Bolivia. Observations with
the AZT-7 and Zeiss-600 telescopes were made in
the visual (320–737.5 nm) and near-infrared (500–
1080 nm).

The observations from different seasons were
reduced independently using the techniques of abso-
lute spectrophotometry, with separate determinations
of the atmospheric extinction coefficients and the
spectral response of the instruments. Finally, the data
were presented in the form m(λ) = −2.5 log E(λ),
where E(λ) represents the quasi-monochromatic
flux from the star at the outer boundary of the
Earth’s atmosphere in erg cm−2 s−1 cm−1 averaged
over the season. These values were included in the
corresponding (seasonal) catalog along with their
rms deviations S(λ), with a wavelength increment
of 2.5 nm. This yielded a large spectrophotometric
database comprised of the individual seasonal cata-
logs, which can be used for various studies of stellar
physics.

The data correspond to series of observations of
stars during various periods, and cover a long time
interval. Therefore, one obvious study is to search for
brightness variability. This is an important goal, as
variability has recently been discovered for many stars
in our database that were believed earlier to be non-
variable. The absence of results for certain individual
observations does not exclude variability studies. Our
1063-7729/05/4907-0526$26.00
data are abundant and sufficiently accurate [3] to en-
able statistical analyses, making it possible to detect
real brightness variations of the catalog stars.

2. CHARACTERISTICS OF THE DATABASE

The total number of stars in all our catalogs is 693.
For these stars, 1510 spectral energy distributions
are available, which are the result of averaging 12 932
individual observations for individual seasons. There
are a total of 21 seasonal catalogs: 9 for the visual
and 12 for the infrared. The number of stars in the
catalogs varies from 8 to 425 (in the catalog for
the Chilean expedition [1]), comprising, on average,
about 60–70 stars. More than half of all the stars
(367) are present in only one catalog; these are mainly
southern stars contained in the Chilean catalog that
are not observable from the northern hemisphere.
Most of the remaining stars are present in two to six
catalogs (17 catalogs at most). On average, a series of
observations of a given star during one season com-
prises 5–10 individual observations, with the mean
number of observations of one star during all seasons
being 8–20. These numbers are much higher for stars
selected as standards and extinction calibrators.

The database presented here was fundamental for
the compilation of the Pulkovo Spectrophotometric
Catalog (PSC) [4, 5], which combines observations
for all the seasons. The catalog contains 608 bright
stars of various spectral types from O to M, as a
rule, with magnitudes V < 5m. Estimates of the in-
ternal and external consistency demonstrate the high
accuracy of the PSC data [6]. The rms uncertainty
for the magnitudes averaged for all observations of a
star is about 1.5%. In the central part of the spec-
tral range covered (500–740 nm), the uncertainties
for more than half of the catalog’s stars are with-
in 1%. These become larger towards the ends of the
c© 2005 Pleiades Publishing, Inc.
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range: to 5–7% in the ultraviolet and to 3–5% in
the infrared. Estimates of the external accuracy of the
PSC data were derived via comparisons with sev-
eral spectrophotometric catalogs containing detailed
stellar spectral energy distributions [7–11] and the
13-band photometry of Johnson and Mitchel [12].
The systematic deviations are within the errors in
the absolute spectrophotometry, and are about 3% for
smooth parts of the spectra and increase to 5–7% in
lines and bands, reaching 10% near the Balmer jump.
These accuracy estimates for the PSC reflect the
uniformity and reliability of the original observations.

The structure of the database can be used to iden-
tify variability in two ways: by comparing data for the
seasonal catalogs averaged over the observing peri-
ods or by analyzing the scatter of data within a given
observing season. For both techniques, the dispersion
of the observational data and the corresponding rms
(standard) error, which we, for brevity, will call the
observational error, is an important quantity for sta-
tistical analyses. The observational errors have been
analyzed in a number of papers [1, 3, 6, 13]. Here, we
consider some of the conclusions following from these
analyses.

3. OBSERVATIONAL
SPECTROPHOTOMETRIC ERRORS

The observational errors depend on various factors
associated with the observing conditions, as well as
the individual properties of stars. A fairly large num-
ber of variables appear to be present among the stars
in the database, whichwe subdivide into three groups:
known variables (V), suspected variables (VN), and
“normal” stars, for there is no prior evidence of vari-
ability (N). Information on the known variables was
taken from the variable-star catalog [14]. We studied
each of these groups of stars separately.

The spectrophotometric observational errors are
different for different spectral ranges. A curve describ-
ing the wavelength dependence of the rms error of
a single observation, averaged for all the program
stars, was derived in [3]. This curve shows that the
observational errors increase considerably for steep
parts of stellar spectra (spectral lines and bands, the
Balmer jump). This is apparently due to uncertainties
in the wavelength fits. Problems in correcting for
atmospheric extinction increase the errors in telluric
bands and in the ultraviolet, where the atmosphere’s
transparency drops rapidly. The errors also increase
towards the ends of the observed spectral ranges, due
to the decreased instrumental sensitivity.

We carried out our statistical analysis in several
spectral intervals in which the error levels were
approximately the same. The data for all the seasonal
catalogs were averaged in five spectral intervals:
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320–370, 410–507.5, 510–737.5, 740–900, and
902.5–1080 nm, which we will designate using
their central wavelengths (345, 459, 624, 820, and
991 nm), with the region of the Balmer jump excluded
from consideration [15–17]. The averaged data were
analyzed separately for each of the spectral intervals.

Even if the instruments and techniques used are
the same, the observing conditions can differ from
season to season. A preliminary comparison of several
mean characteristics calculated using data from the
seasonal catalogs revealed some systematic devia-
tions for the mean monochromatic magnitudes and
their standard errors [3]. These deviations can be
significant for individual intervals and also for the
spectrum as a whole. The observational errors are
crucial when searching for low-amplitude brightness
variability, and are increased by systematic seasonal
deviations; therefore, we analyzed the errors for each
observing period separately. In this case, a star’s vari-
ability is studied only within a single observing sea-
son, imposing limitations on the time scale of the
variability that can be detected.

The scatter of the data within a single observing
season also depends on several factors, most im-
portantly atmospheric and instrumental effects. The
former influence the observations most strongly at
large air masses. However, as a rule, the program
stars were never observed at elevations corresponding
to more than two air masses, so that the influence
of atmospheric factors was insignificant. This is con-
firmed by the fact that the observational errors are
independent of declination, as is verified in [13].

Instrumental errors are related to the detector
sensitivity, and depend on the level of the photometric
signal. In fact, the study described in [13] demon-
strated that the relations between the observational
errors averaged within spectral intervals and the
corresponding magnitudes displayed certain similar
trends for all the seasonal catalogs. For all the stars,
the mean errors are practically constant for rela-
tively high brightness levels (m < 6m) and increase
appreciably at lower brightness levels (m > 7m).
Some catalogs show an increase in the error level for
the brightest stars (m < 1m), due to the nonlinear
sensitivity of the detectors in the presence of strong
signals. This is observed in all spectral ranges, and
is most pronounced in peripheral spectral intervals. It
follows that, when analyzing the observational errors,
we must take into account their dependence on the
apparent magnitude, individually for each seasonal
catalog and for each spectral interval.

4. SEARCH FOR BRIGHTNESS VARIABILITY
WITHIN OBSERVING SEASONS

To detect variability in the presence of the ob-
servational errors of the seasonal data, we applied a
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dispersion analysis technique aimed at separating the
observational dispersion into components due to var-
ious factors and estimating the relative importances
of the individual factors.

In the absence of pointing or systematic errors,
the dispersion of a star’s observations, S2, is the sum
of the dispersion due to the random scatter of the
observed magnitudes, S2

0 , and the dispersion due to
real variability, S2

v . These contributions can be con-
sidered to be independent, since the dependence of S2

0
on variations in the magnitude, m, is insignificant
for low-amplitude variability, being manifest, as is
indicated above, only when m > 6m. We then have

S2 = S2
0 + S2

v ,

where S, S0, and Sv are the corresponding standard
errors.

Thus, to derive a star’s brightness variations and
estimate their significance in the presence of random
errors, we must know the random error for the corre-
sponding seasonal catalog, S0, in each of the spectral
intervals.

Our approach to isolating the random component
in the observational error is based on the idea that, af-
ter eliminating all factors apart from the random scat-
ter, the observations should display a normal distri-
bution. The corresponding initial dispersion describes
the accuracy of the observing technique.

Thus, the random errors should be approximately
the same for most stars of a given magnitude. Con-
sequently, the dispersions of the observational series
for stars that are not influenced by nonrandom factors
should not differ significantly at a specified probability
level, and should each represent sample estimates of
the same parent dispersion. We can use a collection
of such errors to determine the sample mean standard
deviation, S0, which describes the random scatter of a
specified seasonal catalog in a specified spectral inter-
val. We used stars in all the variability groups for this
study, since they should have the same characteristic
random errors. The random scatter could be slightly
higher for the variable stars, due to the presence of
small brightness variations.

Because it is difficult to approximate S(m) with a
single curve for allm values, themagnitude range was
subdivided into intervals, within which the form of this
relation can be considered constant. We analyzed the
errors separately for each of these intervals. We used
an iterative procedure to obtain themost accurate and
reliable estimates of the dispersions of the random
components.

We adopted as a first approximation the minimum
observational error: S0 = Smin. This value was com-
pared to the closest value of another star’s observa-
tional error using the Fisher ratio test with the prob-
ability level p = 95%. In the case of nearly coincident
dispersions, we assigned a new S0 value equal to their
weighted mean. We repeated this procedure in order
of increasing errors for all the catalog’s stars in a
given magnitude range.

This approach enabled us to select stars whose
standard errors did not differ significantly, and could
be considered good estimates of the dispersion of the
random component. These stars were then used to
derive the final weighted mean error for the magnitude
range considered:

S2
0 =

1
n − l0

l0∑
j=1

(nj − 1)S2
j ,

where Sj , nj are the standard error and the number
of observations for the jth selected star, and l0 is the
number of stars selected, n =

∑l0
j=1 nj . The higher

the number of degrees of freedom,

f0 =
l0∑

j=1

(nj − 1) = n − l0,

the more reliable the estimate of the random
dispersion.

When it was necessary to take into account the
S0(m) relation within some magnitude range, we
obtained least-squares regression lines or first- or
second-order curves for this relation using the errors,
Sj , and their corresponding magnitudes, mj . Com-
bining intervals of the curves for individual ranges
of m yields a master S0(m) curve for the correspond-
ing catalog. This procedure is described in detail
in [13].

Using the resulting curves for each of the sea-
sonal catalogs, we can select stars whose observa-
tional errors exceed the random errors for their mag-
nitudes, indicating that their brightness shows sig-
nificant variations in a given spectral interval. When
the difference between the star’s dispersion, S2

j , and
the dispersion for its magnitude mj , S2

0(mj), is sig-
nificant according to the Fisher ratio test, we can
estimate the star’s brightness variations. For this
purpose, we applied the approximate formula

S2
vj = S2

j − S2
0(mj),

which describes the dispersion due to the variability
and the corresponding standard error, Svj .

5. SEARCH FOR BRIGHTNESS VARIABILITY
BETWEEN OBSERVING SEASONS

Let us now turn to longer-term stellar brightness
variations over several observing seasons. Consider
the scatter of a star’s seasonal mean magnitudes cor-
responding to data from different seasonal catalogs.
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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A comparison reveals some deviations, which can be
considerable. The question we wish to ask is whether
these deviations are significant, given the presence of
certain random errors. Another important question is
whether there exist any patterns related to particular
observing seasons, in other words, whether the devi-
ations are systematic.

Though the observations used similar instruments
and the same observing and reduction techniques,
strictly speaking, the resulting catalogs are not uni-
form. This means that analysis of a star’s season-to-
season brightness variations may indicate deviations
due to nonuniform data rather than genuine bright-
ness variability. Such nonuniformities were studied
in [3], and systematic corrections, ∆mi(λ), were de-
rived for the ith seasonal catalog. These were calcu-
lated by averaging, for all stars, the deviations of the
data in the corresponding catalog from the PSC data.
Note that the magnitude in the PSC is a weighted
mean of the data in all catalogs containing the star.

As a rule, the systematic error is small—less than
the random error in most cases. However, the sys-
tematic error must be taken into account, because
it can be significant in searches for low-amplitude
variability. For this reason, the corrections ∆mi(λ),
averaged over λ in the five wavelength intervals con-
sidered, were applied to the corresponding original
data. The corrected magnitudes provided the starting
data for our subsequent analyses. The scatter of these
magnitudes in different seasonal catalogs may now
reflect real variations of stellar brightness, and we can
estimate the significance of these variations in the
presence of random scatter using statistical methods.

Variability can not only change the seasonal mean
flux of a star, but also the observed dispersion, so
that it will differ from the random-scatter dispersion.
Based on the dispersion analysis discussed above,
we derived sample mean standards for each seasonal
catalog, describing the scatter of the observations for
all the catalog stars, and their dependence on the ob-
served magnitude, S0(m). We can then determine, for
each star in our database, the random observational
error corresponding to its magnitude for each of the
seasons and in each of the five spectral intervals.

Thus, we have a collection of k sets of values
for each star in each wavelength interval: {mi, ni,
Si(mi)}. Here, k is the number of catalogs (observing
seasons) containing the star, mi is the magnitude
in the ith (i = 1, . . . , k) catalog, averaged over the
observing season and corrected for systematic errors,
ni is the number of observations of the star during
the season (the length of the series), and Si(mi) is
the random observational error. We can compare the
mean values in several samples using various tech-
niques. Our statistical analysis is described in detail
ASTRONOMY REPORTS Vol. 49 No. 7 2005
in [18]. Here, we only list the tests used and describe
their most important features.

The most obvious way to detect variability is to
compare the minimum, mmin, and the maximum,
mmax, values in the set of magnitudes, mi. The most
accurate and reliable estimates of the significance of
deviations of themean values for twomagnitude sam-
ples can be obtained when the corresponding parent
dispersions, σ2, are known. However, the number of
stars used to derive the S2

i = S2
0 values (to simplify

our notation, we drop the dependence on m) is not
always high enough to regard S2

i as the parent dis-
persion. For small samples, we must use a Student
rather than a normal distribution. However, in this
case, accurate estimates are possible only when the
dispersions coincide; i.e., when the S2

i values for the
compared catalogs differ insignificantly. In the general
case of differing dispersions, we must apply approxi-
mate criteria.

We compared a star’s maximum and minimum
brightness by applying the following, most widely
used and convenient, technique for comparing two
sample means, which is described by Pustylnik [19].

We calculate the value

T =
Vmint1−p/2(fmin) + Vmaxt1−p/2(fmax)√

Vmin + Vmax
,

where Vmin =
S2

min

nmin
, Vmax =

S2
max

nmax
, fmin = nmin − 1,

fmax = nmax − 1, t1−p/2(f) is the Student distribu-
tion for the corresponding number of degrees of free-
dom and the significance level p, and Smin, Smax,
nmin, and nmax are the random errors for the magni-
tudesmmin andmmax and the number of observations
used to derive them. The difference between the mag-
nitudes is significant if |mmax − mmin| > T .

The comparison of a star’s maximum and mini-
mum brightnesses in the seasonal catalogs enables
us to judge whether the brightness is variable, at
least between the corresponding observing seasons.
However, we obtain no information about variability
for other series of observations. Even if there is no
significant difference between themaximum andmin-
imum values, we can be sure that the differences for all
intermediate values are likewise not significant only
if the corresponding samples have the same volume,
n1 = n2 = . . . = nk.

We can obtain more trustworthy estimates by
simultaneously comparing several mean values, if
the dispersions for the samples are all equal. The
weighted mean dispersion can then be used as an
estimate of the parent dispersion, σ2, and the total
weighted mean value as an estimate of the unified
parent mean. Another σ2 estimate can be obtained
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from the scatter of the mean values among the sam-
ples. A comparison of these results using the Fisher
ratio test can be used to estimate the significance of
the differences between the sample mean values.

When the dispersions of the compared samples
are different, it is convenient to use an equalizing
test [20]. Here, the existing set of mean values for sev-
eral observational series is treated as a series of mea-
surements with unequal but known uncertainties.
Using weights inversely proportional to the squared
errors, we can equalize the sample parameters and
compare the resulting dispersion to the mean dis-
persion weighted using the initial uncertainties. If
the two dispersions are different, this indicates the
presence of deviations that exceed the natural scatter.

In addition to the above tests, we can also estimate
the significance of differences between results for
individual observing series and the overall mean
based on the S2

i dispersions, applying a Student
distribution.

We used all these techniques to estimate the devi-
ations of the data in the seasonal catalogs, applying
each whenever possible and taking into account the
imposed restrictions. We tested for the equality of the
dispersions of the series of observations using the test
of Bartlet [19], for which sufficiently large series of
observations are needed: ni > 5. This limits the use of
the Fisher test for equal sample dispersions, because
this condition is met by only 30% of our data. All our
estimates were based on a probability level of 95%.

6. ANALYSIS OF THE RESULTS

The above techniques were applied to all the stars
in our spectrophotometric database in all five selected
spectral intervals, separately for the variability groups
N, VN, and V defined in [15–17].

It is especially interesting to search for variability
among the normal (N) stars. These are stars whose
brightness was earlier believed to be constant, and
whose spectra show no features due to factors other
than their temperature (rotation, a strong magnetic
field, unusual chemical abundances, etc.). In addi-
tion, these should display low reddening, with color
excesses <0.1m, and with normal color distributions
(according to Straizys).

Significant brightness variations within a sea-
son, Sv, were demonstrated by 52 of the analyzed
172 stars, or about 30%. For most stars, significant
Sv values were found for a single season only, and
only for seven stars was significant variability found
for several seasons. The lowest significant value of Sv

we found is 0.02m, and the highest 0.17m. We do not
discuss the possible origins of the variability here,
but note that the 30% of stars whose brightness
variations have been detected are not double stars or
spectroscopic binaries.

Significant Sv values were found for less than
50% of the variable stars (VN and V), and not
for every observing season. Brightness variability
within an observing season was demonstrated by
62 stars of 134 variables with known types and
76 of 176 suspected variables. Note, however, that
many suspected variables demonstrated brightness
variations exceeding the photometrically-determined
∆V values in some of the spectral intervals. The
lowest significant Sv we find is 0.02m, as for the
normal stars. A detailed analysis of the detected
brightness variations for different types of variables
is presented in [21]. If we restrict our consideration
to low-amplitude variations, Sv (<0.1m), the fraction
of detected stars showing real variations within an
observing season is the same for the normal and
variable stars, ∼30%.

We searched for season-to-season brightness
variations for each wavelength interval for all the stars
contained in several seasonal catalogs. Naturally,
this condition is satisfied not by all stars, and the
number of stars for which it is satisfied is different for
different spectral intervals. Brightness variability in
several seasonal catalogs was demonstrated by 25 of
69 normal stars, 61 of 111 stars suspected variables,
and 39 of 65 known variables. More than half of the
detected variations for stars in any group are within
0.1m, but we also encounter stronger variations,
including among the normal stars.

The identified cases of variability were compared
with the data in theHipparcos catalog [22]. Variability
is noted in [22] for 36% of the normal stars that
demonstrated brightness variations according to our
analysis. The corresponding fractions for the other
groups are 51% (VN) and 88% (V).

We present the results of our variability searches
for the normal stars (N, Table 1) and the variables of
unknown types or suspected variables (VN, Table 2).
These tables combine the results of our searches for
variability within observing seasons [13, 21] and be-
tween seasons [18]. They contain the highest values
of the single-season variations, Sv, for the wavelength
intervals. The interseason variations are presented as
the differences ∆m between the maximum and mini-
mum mean magnitudes derived for different seasons,
with their significance confirmed simultaneously by
several tests.

The tables present data for the stars whose bright-
ness variability can be taken to be real. These stars
showed significant brightness variations in several
spectral intervals. An exception is the interval where
the observed ranges intersect (624), where we com-
bine all the data available for a star, so that the
chances to detect variability are the highest. Detailed
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Table 1. Brightness variations for the normal group (N)

BS V m Sp Db
k n 345 nm 459 nm 624 nm 820 nm 991 nm

vi ir vi ir Sv ∆m Sv ∆m Sv ∆m Sv ∆m Sv ∆m

165 3.27 K3III D 2 2 18 9 − − 0.07 − 0.06 − − − − −
285 4.25 K2II-III – 2 2 13 11 − − − − − 0.04 − − − 0.08

402 3.60 K0IIIb D 2 2 8 8 − − − − − 0.05 − − − −
804 3.47 A3V D 2 3 128 18 0.11 − 0.11 − 0.10 − − − − 0.08

1208∗ 3.24 M2III 1 1 5 7 − 0.06 0.04 0.07 − −
1931∗ 3.81 O9.5V D 2 1 10 3 − − − 0.05 − 0.07 − −
2618∗ 1.50 B2II D 1 2 4 12 − − 0.02 0.04 0.03 0.05 − −
2878∗ 3.25 K5III D 1 1 4 16 − − 0.03 0.07 − -

3165∗ 2.25 O5Iaf – 1 1 54 17 0.07 0.05 0.06 − 0.06 −
4232 3.11 K2III – 2 3 10 15 0.07 0.25 0.06 0.09 − 0.06 − − − −
4335 3.01 K1III – 2 3 10 18 − − − − 0.17 0.12 0.15 0.10 0.17 0.12

5190∗ 3.41 B2IV SB 1 0 4 0 0.05 0.03 −
5235∗ 2.68 G0IV D 1 5 10 87 0.05 0.04 0.05 0.10 0.03 0.06 0.03 0.05

5264 4.26 A3V D 1 0 21 0 0.05 0.04 −
5708∗ 3.37 B2IV-V D 1 0 4 0 0.07 0.10 0.06

6378∗ 2.43 A2V D 2 2 13 14 − − − − 0.05 0.05 0.04 0.04 0.07 −
6396∗ 3.17 B6III – 3 2 12 19 − − − − − 0.04 − − − −
6566 5.05 K0III D 1 1 4 3 − − − 0.05 − −
6629 3.75 A0V – 2 2 15 8 − 0.05 − 0.03 − 0.06 − 0.04 − 0.06

6743∗ 3.66 B2Ib – 1 0 125 0 0.05 0.04 0.05

6879 1.85 B9.5III D 1 1 220 6 0.05 0.04 0.03 − − −
7121∗ 2.02 B2.5V D 7 7 113 66 0.05 0.08 0.05 0.04 0.06 0.16 0.05 0.12 0.07 0.10

7304 4.96 G8II D 1 1 3 4 − − − 0.06 − −
7310 3.07 G9III D 2 3 12 32 − − − − − − − 0.07 − 0.05

7710 3.23 B9.5III D 1 1 5 18 − − − − 0.05 0.12

7882∗ 3.63 F5IV D 2 0 11 0 − 0.06 − 0.05 − −
8254 3.76 K0III D 1 0 9 0 0.14 0.05 0.05

8353 3.01 B8III – 1 0 7 0 0.05 0.07 0.07

8414 2.96 G2Ib D 3 3 33 25 0.04 − − − − 0.08 − − − −
8728 1.16 A3V D 7 7 313 136 0.05 0.08 0.06 0.03 0.05 0.07 0.04 − 0.05 0.05
results of our analysis, along with a complete list of
the stars showing significant brightness variations in
at least one of the intervals, are given in the papers
cited above.

The columns of the tables present the star num-
bers in the BS catalog, with asterisks denoting
ASTRONOMY REPORTS Vol. 49 No. 7 2005
stars for which variability information is available
in the Hipparcos catalog [22]; the visual magni-
tudes (V m, Table 1) or their ranges (∆V m, Table 2)
from [17]; a star’s spectral type, with more detailed
information for some stars given in the footnotes; a
code indicating stars that are doubles (D) or spectro-
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Table 2. Brightness variations for the suspected variables (VN)

BS V m Sp Db
k n 345 nm 459 nm 624 nm 820 nm 991 nm

vi ir vi ir Sv ∆m Sv ∆m Sv ∆m Sv ∆m Sv ∆m

98 0.06 G2IV – 1 1 4 5 0.05 0.05 0.05 − − −
188∗ 0.15 K0III 1 – 3 2 12 10 0.07 0.11 0.05 0.04 0.05 0.04 − − − −
337∗ 0.09 M0IIIa D 3 6 31 403 − − 0.05 − − 0.04 − 0.07 − 0.08

553 0.14 A5V SB 2 6 20 25 − − 0.03 − − − 0.04 − 0.07 −
617 0.06 K2IIIab – 1 1 7 10 0.13 0.12 0.10 0.05 − −

1017∗ 0.14 F5Ib D 1 4 19 31 − − 0.03 0.03 0.02 0.04 − −
1088 B8V 1 SB 1 1 7 6 0.04 − 0.04 0.04 − −
1203∗ 0.13 B1Ib D 3 2 17 11 0.19 0.18 0.19 0.11 0.20 − − 0.17 − 0.03

1347∗ B9V D 1 0 11 0 0.05 0.07 0.07

1577 0.15 K3II – 1 3 6 22 − − 0.03 − − 0.03 − 0.04

1666 0.08 A3III D 3 2 17 10 0.08 0.09 0.03 − − − − − − −
1713∗ 0.27 B8Iae? D 1 5 7 27 0.05 0.06 0.06 0.11 0.10 0.07 0.08 0.14

1790∗ 0.05 B2III D 4 4 17 22 − − 0.04 0.10 − 0.09 − 0.05 − 0.08

1865∗ 0.06 F0Ib D 2 1 8 7 − − − − − − 0.03 0.04

2004∗ 0.08 B0.5Iav – 4 2 13 8 0.05 0.41 0.04 0.16 0.03 0.14 − 0.09 − −
2693∗ 0.08 F8Ia – 1 1 4 5 − − − − 0.04 0.07

2943 0.07 F5IV-V D 1 5 22 13 − − 0.07 0.08 − 0.09 − 0.07

2990∗ 0.07 K0IIIb D 3 6 22 106 − − − − 0.06 0.07 0.07 − 0.07 0.03

3685∗ A2IV – 1 1 6 2 0.05 0.04 − − − −
3845 0.04 K2.5III 1 – 1 2 4 5 − − − 0.10 0.05 0.10 0.07 0.12

3873 0.09 G1II – 2 3 7 12 − 0.19 − 0.19 − 0.31

3982 0.07 B7V D 8 8 108 187 0.05 0.07 0.04 0.04 0.04 0.06 0.02 0.04 − 0.05

4301∗ 0.03 K0IIIa D 2 2 15 13 − − 0.03 − 0.04 0.06 − − − −
4554∗ 0.04 A0Ve – 4 2 18 15 − − − − 0.09 − 0.06 − − −
4662∗ 0.04 B8III1 – 4 1 351 8 0.11 0.04 0.06 − 0.05 − − −
4763∗ 0.07 M3.5III D 1 1 5 7 − − 0.03 0.05 − −
4910∗ 0.08 M3III D 1 2 4 5 − 0.14 0.11 0.10 − − − −
4932∗ 0.19 G8IIIab D 2 2 12 4 − − 0.06 0.04 0.05 0.04 − − − −
5191∗ 0.06 B3V – 7 8 163 134 − 0.04 0.04 0.03 0.04 0.06 0.04 0.03 0.04 0.06

5340∗ 0.10 K1IIIb1 – 1 3 5 64 − − 0.02 0.02 − 0.03 0.02 0.04

6056 0.03 M0.5III D 1 1 7 9 − 0.03 − 0.03 − −
6148∗ 0.05 G7IIIa D 2 1 12 12 0.05 − − − − 0.04 − −
6556 0.11 A5III D 5 4 121 20 0.12 − 0.09 − 0.08 − 0.05 − 0.05 −
6596 F5V D 1 1 5 4 − − − 0.04 − 0.04

6705∗ 0.16 K5III D 1 2 20 17 − 0.04 0.03 0.02 − − − −
6869 0.06 K0IV D 1 0 6 0 0.09 0.06 0.04
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Table 2. (Contd.)

BS V m Sp Db
k n 345 nm 459 nm 624 nm 820 nm 991 nm

vi ir vi ir Sv ∆m Sv ∆m Sv ∆m Sv ∆m Sv ∆m

6973 0.06 K3III-IIIb – 1 0 6 0 − 0.06 0.05

7417∗ 0.07 K5II?1 D 1 1 7 8 − − − 0.12 − −
7446∗ 0.04 B0.5III – 1 0 10 0 − 0.06 0.06

7602 0.06 G8IV D 1 1 7 13 − − − 0.03 0.04 −
7635∗ 0.09 M0III – 2 1 5 11 − − 0.17 0.11 0.15 0.11 − −
7665 0.13 G6-8IV – 1 0 4 0 0.11 0.09 0.07

8001∗ 0.08 A1V SB 1 2 3 5 − − − − − 0.09 − 0.22

8079∗ 0.23 K4-5Ib-II SB 2 2 11 11 − − − − − 0.06 − 0.04 − 0.03

8465∗ 0.21 K1.5Ib SB 2 3 12 18 − − − − 0.04 0.04 − 0.03 − 0.04

8650 0.04 G2II-III1 D 2 2 8 14 − − − 0.06 − 0.06

8675 0.06 A3V – 1 0 7 0 0.08 0.07 0.07

8709 0.04 A3V – 2 1 165 13 0.09 − 0.09 − 0.09 − 0.03 −
8781 0.05 B9V – 8 9 365 146 0.11 0.07 0.08 0.03 0.16 0.08 0.12 0.10 0.10 0.10

9008 0.60 K1IIIa – 1 1 6 6 0.25 0.05 − − − −
1 BS 188 K0IIICH

1088 B8V+B8V
1347 B9VHgMn
3845 K2.5III-IIIbBa
4662 B8IIIHgMn
5340 K1IIIbCN
7417 K5II?+B?
8650 G2II-III+F0V
scopic binaries (SB) [the column Db]; the number of
observing seasons, k, separately for the visual (vi) and
infrared (ir), and the total number of observations for
all the seasons, n, also separately for the visual and
infrared; and Sv and ∆m for each of the five spectral
intervals. A dash indicates that variability was not
detected or that Sv was not determined (form > 8m).
The latter case is mainly characteristic of K–M stars
at wavelengths near 345 nm. A blank field means that
no observations are available for the given part of the
spectrum; for ∆m values, this can also mean that the
data is present in a single seasonal catalog only.

The fraction of detected cases of variability is dif-
ferent for different spectral intervals. This could have
methodical origins, for example the presence of dif-
ferent random errors for different wavelengths when
deriving Sv or different catalog numbers when cal-
culating ∆m. However, the existence of a real de-
pendence of the variations on wavelength is possible,
manifest in different ways for stars of different spectral
types. We found such a wavelength dependence for
the brightness variability during a detailed analysis of
ASTRONOMY REPORTS Vol. 49 No. 7 2005
the variability detection rates at different wavelengths
and for stars of different spectral types [13].

Our comparison of the amplitude and wavelength
distributions of the interseason brightness variations
for stars in different variability groups (N, VN, N) [18]
shows the following. The detection rates for low- and
medium-amplitude variability (∆m ≤ 0.1m) are ap-
proximately the same for normal and variable stars,
∼30%. The probability of finding large brightness
variations (∆m > 0.1m) among the normal stars in
the infrared is comparable to the corresponding prob-
ability for variable stars, whereas no large variations
are observed for the normal stars in the visual. This
could be due to the fact that the visual is the domain
that has been most often used earlier to search for
stellar variability, so that stars whose visual bright-
nesses vary have, as a rule, already been noted as
variables.

7. CONCLUSIONS

Our statistical study of the results of many-year
spectrophotometric monitoring have enabled us to
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detect real brightness variations for many stars, in-
cluding normal stars, not previously believed to vary.
Some 30% of these stars showed significant bright-
ness variations exceeding the expected random scat-
ter. This brightness variability can be indicated by the
data for several observing seasons (different seasonal
means in the data for the seasonal catalogs), as well
as within a single season (larger observational error
for the star, compared to the random error).

The limited size of the stellar samples and irregular
nature of the observations (gaps in time) make the
search for variability more difficult. For this reason,
our analysis of the observational errors for the known
variable stars indicates a lack of brightness variability
in about 50% of the cases, independent of their vari-
ability type, amplitude, and period.

Detecting small variations in the presence of ran-
dom scatter is possible only when a sufficiently large
number of observations is available, enabling reliable
statistical estimates. On the other hand, such esti-
mation is naturally also hindered if the random errors
are large. Note that the random observational error
for each season was determined using all the stars,
including known variables, possibly leading to over-
estimation of this error due to the presence of small
brightness variations that could not be distinguished
from the random scatter. All these factors hinder the
detection of low-amplitude variability.

A comparison of our results with the data of the
Hipparcos catalog [22] demonstrates that brightness
variability had also been noted in [22] for 61% of the
stars of any of our variability groups (N, VN, N) that
displayed brightness variations.

The structure of our data does not enable accurate
determination of the character of the variability for any
individual star. The brightness variations appear to
be associated with both gradual, long-term changes
of the brightness from season to season and more
abrupt jumps between seasons. More rapid, irregular
variations within a season are also possible. The pres-
ence of different variability detection rates at different
wavelengths indicates that components with different
wavelength dependences are present in the variable
signals from the stars.

Our analysis suggests that brightness variability
is inherent to both previously known variable stars
and normal stars. The differences in the amplitudes
and spectral ranges are due only to variations in the
contribution of the variable component.

Since normal stars are used as standards, their
possible variability should be borne in mind. If pos-
sible, several standards should be used to ensure
against corruption of the data due to variability of
these standard stars.
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Abstract—We analyze the Na, Mg, Al, and Si abundances in the atmospheres of more than 40 stars,
including red giants of different spectral subgroups (normal red giants, mild and classical barium stars) and
several supergiants. All these elements exhibit abundance excesses, with the overabundance increasing
with the star’s luminosity. The dependence of the overabundances for each of these elements on the
luminosity (or log g) is the same for all the spectral subgroups, testifying to a common origin: they are
all products of hydrogen burning in the NeNa and MgAl cycles that have been dredged up from the
stellar interiors to the outer atmospheric layers by convection that gradually develops during the star’s
evolution from the main sequence to the red-giant stage. The sodium abundances derived for several
stars are lower than for other stars with similar atmospheric parameters. The ages and kinematic char-
acteristics of these two groups of stars suggest that they probably belong to different stellar generations.
c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

This paper continues our series of studies of
the chemical abundances in the atmospheres of red
giants (see, e.g., [1–4]). We aim to estimate the
abundances of as many elements as possible in the
atmospheres of red giants belonging to different
spectral subtypes using homogeneous, high-quality
observational material and techniques, enabling a
trustworthy comparative analysis of the results. We
have now completed our analysis for a group of more
than 40 stars that includes both normal red giants
(without spectral peculiarities) and mild and classical
barium stars.

This paper presents our results for the chemical
compositions of four red giants, undertaken to in-
crease our database. We refine, analyze, and discuss
the relations between the atmospheric abundances
of Na, Mg, Al, and Si and the luminosities of red
giants [4].

2. CHEMICAL ABUNDANCES
OF FOUR BARIUM STARS

The studied stars are listed in Table 1. We can
see that three of these are moderate barium stars,
and one is classified as a Ba1 star. According to the
classification of [5], this star should be listed as a
classical barium star, whereas, more recently, such
stars have often been considered to be moderate bar-
ium stars [6]. It was concluded in [2], which was
1063-7729/05/4907-0535$26.00
especially concerned with the chemical compositions
of mild barium stars, that these stars are single red
giants at a more advanced evolutionary stage than
most normal red giants. However, different opinions
are also encountered in the literature. Radial-velocity
observations of barium stars are not numerous, and
require long series of observations due to the long
characteristic orbital periods of these stars; it cannot
be ruled out that new observations of radial velocities
will demonstrate binarity in some or all mild barium
stars. With this in mind, we tried to analyze the avail-
able radial-velocity data for each of the studied stars
as carefully as possible.

HD 9856. A check of the data in the Simbad
astronomical database and several catalogs did not
reveal any radial-velocity variations or other indica-
tions of possible binarity (such as common proper
motions with surrounding stars or an ultraviolet ex-
cess testifying to the presence of a white dwarf).

HD 20644 is a bright late-type star. Although the
Bright Star Catalog [7] contains no indications of
spectral anomalies (in particular, of its barium-star
nature), the star appears in the list of barium stars [8],
where its class is estimated to be Ba0.5. The star
has a low radial velocity (−2 km/s) [9]. Note that the
latest version of [7] claims possible variability of its
radial velocity, and the radial-velocity catalog [9] even
identifies it as a possible spectroscopic binary. Ac-
cording to Simbad’s data base, an essentially weaker
c© 2005 Pleiades Publishing, Inc.
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Table 1. List of program barium stars

No. HD HR Name
Coordinates (2000.0)

mv Spectral type Observatory and telescope
α δ

1 9856 459 50 Cet 01h35m59.0s −15◦24′01′′ 5.42 K2IIIaBa0.2CN1 SAO 6 m

2 20644 999 – 03 20 20.4 +29 02 54 4.47 K2II-IIIBa0.5 CrAO 2.6 m

3 104979 4608 o Vir 12 05 12.5 +08 43 59 4.12 G8IIIaCN-1Ba1CH1 CrAO 2.6 m

4 181053 7321 24 Aql 19 18 50.9 +00 20 20 6.41 K0IIIa:Ba0.3CH1 SAO 6 m
and variable star (10.29m−13.04m) is located very
closely to the former star. In addition, it is also colder
(B−V = 1.67m), i.e., it does not represent a white
dwarf. However, according to the VizieR database,
a special Tycho-based study found no indications of
binarity. Thus, we conclude that HD 20644 is a sin-
gle red giant. The typical radial-velocity uncertainty
(2 km/s [9]) is comparable to the radial velocity itself,
and it is possible that this is the origin of the suspi-
cions of radial-velocity variability and spectroscopic
binarity [9].

HD 104979 (or o Vir) is a well-studied barium
star. The star’s large proper motion is noted in the
Simbad database. This could be due to nearness to
the Sun (see Table 6 below), as well as a genuine high
spatial velocity. The star is not recorded or suspected
as a binary in either [7] or any other catalog. The
radial-velocity catalog [9] also gives no indications
of radial-velocity variations. The sole exception is [6],
which reports that radial-velocity variations were de-
tected in the course of CORAVEL observations cov-
ering 4764 days (a total of 25 radial-velocitymeasure-
ments), which could be interpreted as orbital motion;
the authors cautiously concluded that the star had
an orbital period exceeding 4700 days. Incredibly, the
radial-velocity change during this observing interval
was only 2 km/s (!), with the uncertainty of a single
observation being 0.3 km/s. The diagram in Fig. 2
of [6] shows a steady change in Vr, which could
represent a sinusoidal variation due to orbital motion
covering about one half or one fourth of the period.
If this is the case, the actual period must a factor of
two or four longer than 4700 days. Thus, it cannot be
excluded that the star is a binary system with a very
long orbital period, which is difficult to determine due
to the small radial-velocity variations produced (only
1 or 2 km/s over the period). Among the program
stars, this one has the highest level of barium-star
characteristics (Table 1). This problem may be some-
what clarified by an analysis of the chemical com-
position of the star’s atmosphere, in particular, the
ratio of the carbon and nitrogen abundances, C/N,
which can provide information about whether matter
from an evolved component that has undergone a
helium-burning stage was partially transferred to the
red giant’s atmosphere.

HD 181053. According to the Simbad astronom-
ical database, this star is a member of a binary. The
secondary is 0.2m fainter than the primary, and its
spectral type is given as F0. There are also two much
fainter companions. Among the four stars, no two
have similar proper motions. Thus, we conclude that
no pair is a physical binary, and that HD 181053 is
only a visual binary. The radial velocity given in [9]
is −25.15 km/s, with an uncertainty of 0.04 km/s;
the estimated probability that the radial velocity is
constant (rather than variable) is 0.884. The ab-
sence of radial-velocity variations of HD 181053 that
would suggest orbital motion, along with the different
proper motions of the component stars, suggest that
HD 181053 evolves as a single star, and that this
evolution determines its spectral peculiarities.

We thus conclude that all the program stars, with
the possible exception of HD 104979, are single red
giants. In our subsequent analysis of their atmo-
spheric abundances (also in agreement with Table 1),
we will consider them to be moderate barium stars,
whose s-element excesses are due to the fact that
they are in a more advanced evolutionary stage than
normal red giants (see the conclusion in [4]). The
nature of o Vir (HD 104979) is not clear, as we will
discuss below.

The last column of Table 1 indicates the ob-
servatory and the instrument used for each set of
observations (SAO is the Special Astrophysical
Observatory; CrAO is the Crimean Astrophysi-
cal Observatory). Details of our observations and
data reduction are presented in [3]. The compar-
ison of the equivalent widths for individual stars
based on observations with the CrAO and SAO
telescopes carried out in [3] demonstrates good
agreement between these two sets of data, with the
scatter of the individual equivalent widths (several
milliÅngstrom) being comparable to the measure-
ment uncertainties and with no evidence for system-
atic deviations, which is important when compar-
ing results obtained with different instruments. The
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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results of our equivalent-width measurements are
collected in Table 2, which is available electronically
(ftp://cdsweb.u-strasbg.fr/pub/cats/J).

Our method for deriving the stellar-atmosphere
parameters based on analyzing the abundances of
iron-peak elements is described in detail in [1]. The
derived effective temperatures, gravities, and turbu-
lent velocities for each star are presented in Table 3.
We used the ATLAS9 code of Kurucz [10] to cal-
culate model atmospheres for each star, which we
used together with the WIDTH9 code to calculate
the atmospheric abundances based on data for un-
contaminated (unblended) lines. The results are given
in Table 4, which uses the following notation:

[El/H] = log
(

ε(el)
ε(H)

)
∗
− log

(
ε(el)
ε(H)

)
�

.

For each element, Table 4 also contains the num-
ber of lines, N , used to derive its abundance. Each
star’s abundances relative to iron ([El/Fe]) are shown
in Fig. 1. We can see from Table 4 and Fig. 1 that the
chemical-composition patterns of the studied stars
are similar to those of the other stars in our sample:
overabundances of Na, Mg, Al, Si and s-process
elements. We showed earlier that the overabundances
of Na, Mg, Al, and Si were correlated with the lu-
minosity (see, for example, [4]). We present updated
versions of these diagrams here (Figs. 2a, 2b, 2c,
2d, respectively, for Na, Mg, Al, Si) including the
new stars, whose positions are shown by the larger
symbols with numbers inside, corresponding to their
numbers in Table 1. Table 2 indicates that, in general,
these stars satisfy the previous relations fairly well.
We also present an updated diagram of the relation
between [s-el/Fe] and [Fe/H] (Fig. 3), which demon-
strates that the new stars lie either among the normal
giants and mild barium stars or on a sequence where,
as was noted in [4], we encounter stars that could be
classical barium stars whose binarity has not been
established, or alternatively fairly old single stars. As
we noted above, HD 104979 (o Vir) (star No. 3 in
Fig. 3) may prove to be such a binary whose orbital
period has not yet been determined.

We noted above that it may be possible to clarify
the nature of HD 104979 (o Vir; where it is binary or
single) using data on the abundances of CNO-cycle
elements in its atmosphere. If the star is a single
red giant, hydrogen burning via the CNO cycle oc-
curs in its core, and the products of this cycle will
be dredged up to the atmosphere by convection, so
that the star should display the carbon deficiency and
nitrogen excess typical of this stage of evolution. The
C/N abundance ratio is sensitive to this process, and
decreases with growing convection. However, if the
star is binary, as is characteristic of classical barium
ASTRONOMY REPORTS Vol. 49 No. 7 2005
Table 3. Atmospheric parameters for the barium stars

HD Teff,K log g Vt, km/s [M/H] [s-el/Fe]

9856 4400 1.81 1.64 −0.16 0.20 ± 0.09

20644 4160 1.47 1.25 +0.08 0.38 ± 0.12

104979 4929 2.41 1.09 −0.30 0.73 ± 0.13

181053 4837 2.45 1.33 −0.18 0.47 ± 0.08

stars, and if the secondary is a white dwarf—the
remnant of a companion that has evolved and ejected
its envelope—the star’s atmosphere should contain
traces of this envelope, namely, a carbon excess and
nitrogen deficiency, i.e., consistent with the products
of helium burning. Analysis of the C, N, and O abun-
dances fall outside the scope of this paper. However,
following [2], we examined data in the literature. Bo-
yarchuk et al. [2] present mean C/N ratios for 53 red
giants (1.72 ± 0.8) and 20 moderate barium stars
(1.10± 0.5) derived from literature data, together with
the corresponding references. Themean C/N ratio for
4 classical barium stars presented in [11] is 2.56 ±
0.3, higher than for the other groups and testify-
ing to the presence of helium-burning products. The
value C/N = 2.40 is given for o Vir [11]. This ratio
is much closer to the value for the classical barium
stars than the value for the normal red giants or mild
barium stars. Thus, given the high barium class of the
star (compared to the other stars studied here), ev-
idence for long-period radial-velocity variations, and
the high C/N abundance ratio, we conclude that the
probability of HD 104979 (o Vir) being a classical
barium star is high.

3. DEPENDENCE OF THE Na, Mg, Al,
AND Si ABUNDANCES ON GRAVITY

As a star evolves from the main sequence to the
red-giant branch, it develops convection that be-
comes stronger as the star’s luminosity increases,
and brings the products of nuclear reactions occur-
ring in its core during the main-sequence stage to
the stellar surface. This was demonstrated by the
discovery of Na overabundances in the atmospheres
of supergiants [12], and then also giants [1], leading
to the conclusion that the NeNa hydrogen-burning
cycle had operated in the interiors of these stars [12,
13]. Later, overabundances of Mg, Al, and Si were
detected, indicating that theMgAl hydrogen-burning
cycle operated in those stellar cores. These abun-
dance anomalies all show the same pattern, namely
an increase with increasing luminosity (decreasing
log g), providing evidence for the growth of convection
with increase in the star’s luminosity. This problem
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Table 4. Atmospheric elemental abundances

HD 9856 HD 20644 HD 104979 HD 181053

N [El/H] N [El/H] N [El/H] N [El/H]

NaI 2 0.09 ± 0.02 3 0.55 ± 0.04 2 −0.33 ± 0.03 1 –0.10

MgI 1 0.22 2 0.22 ± 0.01 3 0.02 ± 0.10 2 −0.02 ± 0.01

AlI 2 0.17 ± 0.06 1 0.31 2 0.05 ± 0.04 2 −0.03 ± 0.05

SiI 5 −0.09 ± 0.08 10 0.08 ± 0.07 15 −0.19 ± 0.09 19 −0.03 ± 0.08

CaI 2 −0.17 ± 0.01 3 −0.10 ± 0.12 8 −0.15 ± 0.08 3 −0.04 ± 0.09

ScI 5 −0.07 ± 0.07 4 −0.16 ± 0.12 1 –0.20 4 −0.23 ± 0.02

ScII 7 −0.04 ± 0.07 4 0.16 ± 0.01 4 −0.09 ± 0.03 6 −0.16 ± 0.05

TiI 43 −0.21 ± 0.08 26 0.02 ± 0.10 22 −0.25 ± 0.07 42 −0.19 ± 0.07

VI 11 −0.14 ± 0.09 7 0.11 ± 0.13 18 −0.34 ± 0.11 12 −0.20 ± 0.07

CrI 34 −0.17 ± 0.10 18 0.01 ± 0.12 8 −0.28 ± 0.15 24 −0.17 ± 0.08

CrII 4 −0.14 ± 0.05 − – 1 –0.37 2 −0.17 ± 0.01

MnI 3 −0.07 ± 0.11 2 0.16 ± 0.06 2 −0.58 ± 0.07 5 −0.34 ± 0.11

FeI 120 −0.17 ± 0.12 73 0.07 ± 0.10 117 −0.30 ± 0.11 121 −0.12 ± 0.07

FeII 10 −0.21 ± 0.11 8 0.08 ± 0.16 10 −0.29 ± 0.07 11 −0.17 ± 0.07

CoI 15 −0.11 ± 0.11 14 0.20 ± 0.11 9 −0.27 ± 0.11 10 −0.17 ± 0.09

NiI 43 −0.20 ± 0.14 23 0.09 ± 0.12 30 −0.28 ± 0.10 50 −0.21 ± 0.06

ZnI − – − – − – 2 −0.14 ± 0.06

SrI − – − – − – 1 0.40

YII 4 −0.11 ± 0.08 3 0.26 ± 0.03 3 0.25 ± 0.10 7 0.35 ± 0.09

ZrII 3 0.01 ± 0.02 1 0.41 1 0.35 2 0.42 ± 0.06

LaII 3 −0.03 ± 0.05 4 0.65 ± 0.12 2 0.64 ± 0.03 6 0.35 ± 0.07

CeII 5 0.16 ± 0.08 5 0.26 ± 0.18 1 0.45 7 0.27 ± 0.18

PrII 4 0.07 ± 0.07 4 0.47 ± 0.09 − – 2 0.29 ± 0.01

NdII 19 0.09 ± 0.13 11 0.37 ± 0.10 5 0.48 ± 0.08 18 0.43 ± 0.11

SmII − – − – − – 3 −0.10 ± 0.02

EuII − – 2 −0.02 ± 0.20 1 0.24 −
was widely discussed earlier (see [1–4], where ref-
erences to the corresponding theoretical studies can
also be found).

As the number of studied objects increased, it
was found that some stars did not satisfy the gen-
eral relation: they lay below it, i.e., their [Na/Fe] and
[Si/Fe] abundances were lower than those for other
stars with similar log g [4, Figs. 2a, 2d]; the origins
of these deviations from the general relation remained
unclear [4].

Here we consider possible reasons why some stars
might display abundances below the expected values.
Let us begin with the sodium abundances (Fig. 2a).

Figure 2a shows that there are at least four stars
with Na overabundances in their atmospheres that lie
far below those exhibited by the stars satisfying the
general relation (with the same log g). These differ-
ences are larger than the observational uncertainties,
reaching 0.3–0.4 dex for some stars. The four stars
are HD175190, HD 88562, HD183915, HD 104979,
which we will refer to below as the “problem stars.”

The deviations could be associated with (1) errors
in the equivalent-width measurements due to incor-
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 1. Elemental abundances in the atmospheres of the program barium stars relative to their abundances in the solar
atmosphere. Circles denote abundances derived from lines of neutral atoms and asterisks, those derived from lines of ions.
The error bars are shown. The absence of an error bar means that the abundance was derived from a single line.
rect fitting of the continuum, (2) non-LTE effects that
are not taken into account, (3) the use of incorrect
atmospheric parameters, or (4) a real reduced abun-
dance of Na for some or all of these stars.

The problem stars are 4 of 28 classical and mod-
erate barium stars; the remaining 24 stars, like the
normal giants and supergiants, satisfy the relation
fairly well. Note that our observations of the classical
ASTRONOMY REPORTS Vol. 49 No. 7 2005
barium stars were acquired with the 6 m telescope
of the Special Astrophysical Observatory, whereas
observations of sufficiently bright moderate barium
stars, including the problem star HD 104979, were
obtained at the Crimean Astrophysical Observatory.
The observed spectral regions were somewhat differ-
ent in these two cases: 4600–6100 Å for the SAO
and 5100–6800 Å for the CrAO. Consequently, the
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Fig. 2. Overabundances of (a) Na, (b) Mg, (c) Al, and (d) Si relative to the iron abundance in the red-giant atmospheres,
compared to the analogous abundances for the Sun. Shown are data for (1) normal giants and supergiants; (2) moderate
barium stars; (3) classical barium stars in binary systems; (4) classical barium stars with no binarity indications; and (5) giants
in the Hyades cluster.
Na abundances for the different stars were derived
from different lines, depending on the observed spec-
tral region. Since abundance estimates derived from
different lines can differ for several reasons (for ex-
ample, because of non-LTE effects, which may be
different for different lines), it is preferable to compare
abundances derived using the same lines.

For this purpose, we acquired new observations
of several moderate and classical barium stars at
5000–6700 Å using the NES quartz echelle spectro-
graph [14] on the SAO 6 m telescope. The spectra
have good resolution (R = 60000) and high signal-
to-noise ratio (S/N > 100). To improve the efficiency
of our spectroscopic observations and obtain high
signal-to-noise ratio without loss of resolution, we
employed an image slicer rather than the standard
spectrograph entrance slit [15], which increased the
transmission at the spectrograph’s entrance by a fac-
tor of three. The light detector installed at the NES
spectrograph is a large, high-efficiency CCD with
2048 × 2048 pixels [16]. The wavelength scale for the
stellar spectra was calibrated using spectra from a
hollow-cathode lamp whose cathode was coated with
thorium salts and its bulb filled with argon. The initial
reduction of the CCD images was carried out in the
MIDAS package using special software developed for
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 3.Relation between the overabundances of the s-process elements and metallicity. The symbols are the same as in Fig. 2.
correct extraction of echelle spectra taken with an
image slicer [17]. We used these spectroscopic data
to obtain new sodium-abundance estimates from the
NaI λλ6154, 6160 Å lines, as we had earlier for the
normal giants and supergiants. Our estimates of the
Na,Mg, Al, and Si equivalent widths for the new SAO
observations and the abundances derived from them
are collected in Table 5, which is available electroni-
cally (ftp://cdsweb.u-strasbg.fr/pub/cats/J).

Note that the spectral range used contains fewer
lines, so that the continuum can be fit more confi-
dently than in the band observed earlier at the SAO
(4600–6100 Å). For this reason, the abundance
estimates derived from the new observations seem
preferable.

We used these results to replot the dependence
of the Na overabundances on log g for the atmo-
spheres of the red giants studied by us and four su-
pergiants whose data were taken from [12, 18, 19],
using only abundance estimates derived from the NaI
λλ6154, 6160 Å lines (Fig. 2a of the present study).

A comparison of Fig. 3a in [4] and Fig. 2a in this
paper shows that the Na abundances derived from
the NaI λλ6154, 6160 Å lines are somewhat lower
than those obtained earlier from NaI lines in the
range 4600–6100 Å, causing the deviations of these
stars from the general relation to increase somewhat.
NaI lines are known to be influenced by non-LTE
effects, with the correction always being negative and
ASTRONOMY REPORTS Vol. 49 No. 7 2005
differing from line to line. Including the non-LTE
corrections did not eliminate the observed Na over-
abundances of red giants, demonstrating that they
were real [20, 21]. In our red-giant studies, we pre-
ferred to use the NaI λλ6154, 6160 Å lines, for which
the non-LTE corrections are the smallest [22], al-
though we did not include these corrections. Since
the corrections for other NaI lines are larger, the
sodium-abundance estimates obtained without the
corrections will be systematically lower when derived
from the NaI λλ6154, 6160 Å lines than when derived
from lines at bluer wavelengths in the observed range.
Note that the differences between the abundances
derived from the lines in the two spectral regions
are comparable to the magnitude of the non-LTE
corrections [22]. Thus, we conclude that problems fit-
ting the continuum level at 4600–6100 Å, the choice
of certain lines for the sodium-abundance measure-
ments, and neglect of non-LTE corrections cannot
explain the reduced Na abundances observed in the
atmospheres of some stars (Fig. 2a).

The stars with reduced [Na/Fe] abundances are,
on average, cooler than stars lying closer to the se-
quence (see Table 6 below). Generally speaking, the
atmospheric parameters, and hence abundance esti-
mates, obtained using our technique are less accu-
rate in the low-temperature domain than for higher
temperatures. Our analysis for the red giants employs
Kurucz’s ATLAS9 code for the model-atmosphere



542 ANTIPOVA et al.

 

0.5

61556150

1.0

6160 6165

FeI

HD104979

 

λ

 

, 

 

Å

 

0.5

1.0

FeI

HD202109

 

r

 

λ

 

NaI
SiI FeI NaICaI

FeI

CaI

NaI

SiI FeI
NaI

CaI

FeI

CaI

Fig. 4. Comparison of the spectrograms of ζ Cyg (HD 202109) and o Vir (HD 104979).
calculations. However, this code does not take into
account three-atom molecules when determining the
opacities, which can be a significant effect for cool
stars. The limiting temperature for which ATLAS9
is applicable is given as 3500 K. However, when
deriving the atmospheric parameters, we carried out
preliminary calculations of the iron-peak abundances
over a fairly wide range, to both sides of the expected
values. In principle, this circumstance could influence
our estimates of the atmospheric parameters, thereby
influencing the abundances.

This revision of the atmospheric parameters for the
cool stars was important for one of the coolest stars,
HD 178717, which was studied earlier and displayed
good agreement with the [Na/Fe]–log g relation.
According to [23, 24], the atmospheric carbon and
nitrogen abundances for this K4 star are enhanced
compared to those of normal red giants. As a result,
the spectrum exhibits numerous lines of molecular
compounds, which often distort the iron-group lines
used to derive the atmospheric parameters. The
molecular bands also have a strong effect on the con-
tinuum, which is difficult to trace for this star. To solve
this problem and find lines that are not blended with
molecular bands, we calculated synthetic molecular
spectrum using V.V. Tsymbal’s SynthV code and the
molecular database. This yielded for the atmospheric
parameters of HD 178717 Teff = 3973 K, log g =
0.80, and Vt = 1.81 km/s. These refined atmospheric
parameters differ appreciably from the old values, but,
although the sodium abundance is changed by using
these parameters, the star remains on the relation.
We conclude that our use of Kurucz’s ATLAS9 code
is unlikely to lead to systematically low sodium-
abundance estimates, and is not able to explain the
deviations of several cool stars from the general
relation.

We proceeded to analyze the spectra of the prob-
lem stars in order to test if the sodium deficiency in
their atmospheres could be real. This required that we
find for each of the problem stars another star among
those we studied earlier that had similar atmospheric
parameters and showed good agreement with the
[Na/Fe]–log g relation.

We begin with HD 104979 (o Vir), which shows
a reduced abundance of Na, but is not as cool
as the other three problem stars. The atmospheric
chemical composition of this star was analyzed using
observations obtained at the CrAO, i.e., using the
λλ6154, 6160 Å lines. We first remeasured the NaI
equivalent widths taken with the same telescope
one year earlier. The equivalent widths of the NaI lines
in the two spectra coincided to within ±2 mÅ, ruling
out the possibility of incorrect line measurements.
We then selected a star from among the studied
red giants, ζ Cyg (HD 202109), whose atmospheric
parameters (Teff = 4977 K, log g = 2.52, [Fe/H] =
−0.08) are closest to those of o Vir (Teff = 4929 K,
log g = 2.41, [Fe/H] = −0.30). Figure 4 displays
fragments of the two stars’ spectra containing the
Na λλ6154, 6160 Å lines, which were used to de-
termine the sodium abundances. We can see that
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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the NaI lines in the spectrum of o Vir are much
weaker, whereas the lines of other elements have
approximately the same intensity, implying a lower
sodium abundance for o Vir, in the presence of very
similar atmospheric parameters. Model-atmosphere
calculations showed that the sodium lines are not
sensitive to variations of log g, but change sub-
stantially with varying temperature. Deriving the
“needed” abundance from the given equivalent width
requires a temperature of 5200 K, much higher than
the various effective-temperature estimates for the
star: Teff = 4990 K [11], 4893 K [25], 4870 K [26],
4825 K [27], 4850 K [28]. Moreover, in addition to
the Teff value derived from the spectrum, we obtained
estimates using the Teff–(B–V ) relation based on
information about the diameters of the studied stars
(4870 K) and their IR fluxes (4855 K, see Appendix).
Thus, the reduced Na abundance in this star’s
atmosphere cannot be explained by uncertainty in
the equivalent-width measurements or atmospheric
parameters, and we are forced to conclude that the
deficiency is real.

We can compare the sodium-line intensities for
other pairs of stars with similar atmospheric param-
eters in this same way. For example, the equivalent
widths of the NaI λ6154 Å line for HD 20644
(Teff = 4160 K, log g = 1.75, [Fe/H] = +0.08), which
satisfies the relation well, and HD 175190 (Teff =
4188 K, log g = 1.36, [Fe/H] = −0.13), which lies
below it, are 140 and 107 mÅ, respectively; the
equivalent widths of the NaI λ6160 Å line are 164
and 128 mÅ, respectively. In the case of HD 9856
(Teff = 4400 K, log g = 1.64, [Fe/H] = −0.16), which
agrees with the relation, the equivalent lines of the
NaI λλ4668.6, 4982.8, 5682.6 Å lines are 121, 148,
and 174 mÅ, whereas, for HD 88562 (Teff = 4274 K,
log g = 1.74, [Fe/H] = −0.16), they are 102, 132, and
162 mÅ. A similar situation arises when we compare
the NaI equivalent widths for HD 199939, which
satisfies the relation, and HD 183915, which falls
below it. We thus conclude that the sodium lines are
systematically weaker for the problem stars than for
stars with similar atmospheric parameters that satisfy
the relation well. The reduced line intensities lead to
the reduced sodium abundances we have obtained.
Thus, the four stars that fall below the general relation
have genuine low Na abundances.

A star’s position in Fig. 2a is determined not only
by its [Na/Fe] abundance, but also by log g, which has
an uncertainty of about 0.1 dex [29] and is unable to
significantly influence the pattern of the stellar posi-
tions. In order to bring the problem stars in line with
the general relation, log g would have to be increased
by approximately 0.6–1.0 dex, which would introduce
ASTRONOMY REPORTS Vol. 49 No. 7 2005
strong disagreements between the abundances de-
rived from lines of neutral atoms and ions of the same
element.

Thus, the reduced [Na/Fe] abundances in the at-
mospheres of the four problem stars are real. Let us
now discuss possible physical origins of this result.

The [Na/Fe] abundance could be reduced by con-
vection, for which the theory is not fully understood.
Wemight expect that convection could be suppressed
or slowed in some stars, for example, by their mag-
netic fields, hindering the dredge-up of matter from
the stellar interiors to the atmospheres.

Another possible origin could be the nonuniform
chemical composition of the Galaxy. Although the
chemical composition of the Galaxy as a whole agrees
with the standard theory for the Galaxy’s evolution,
there exist regions where the abundances deviate
from predicted values. In particular, there exist groups
of stars with reduced Na abundances. For exam-
ple, chemical-composition studies of halo and disk
stars, whose metallicity ranges considerably overlap
(−1.3 < [Fe/H] < −0.5) [30], indicate the presence
of a subgroup with reduced abundances of α-process
elements and Na. Analysis of their spatial velocities
suggests that they are older than most disk and halo
stars, with the anomalies occurring in regions whose
chemical evolution was different from that predicted
by the standard theory for the Galaxy’s evolution
(because they had a reduced rate of SN II outbursts,
which are the main source of these elements).

Possible origins of the reduced [Na/Fe] atmo-
spheric abundances of the four problem stars are that
these stars are older, or were formed in regions in
the Galaxy where the initial chemical composition
differed from that for matter in the solar neighbor-
hood. To test this hypothesis, we compared the ages
and kinematic characteristics of our stars. The list
of all the stars presented in Table 6 contains the
distanceR to the star calculated using the parameters
fromHIPPARCOScatalogue [31]; the star’s distance
to the Galactic plane Z; the total spatial velocity
relative to the Sun V0; the components of the Galactic
velocity relative to the centroid of the nearest stars,
U , V , W ; the effective temperature derived from the
photometric calibration Teff (see the Appendix); the
metallicity [Fe/H]; the mass M/M�; and our age es-
timate. The masses and ages were determined using
the evolutionary tracks of [32, 33] taking into account
the metallicities of the studied stars.

The data in Table 6 indicate that all the studied
stars belong to the disk population. This is demon-
strated by their low heights above the Galactic
plane Z and their Galactic velocities, which are
typical of disk objects. Table 6 also shows that, as
a rule, the stars with reduced [Na/Fe] abundances
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Table 6. Some characteristics of the studied red giants and supergiants

HD R, pc Z, pc V0, km/s U , km/s V , km/s W , km/s Teff,K [Fe/H] M/M� Age, years

Normal supergiants

8890 132 59 33.6 −5 −13 0 6055 +0.05 6.3 6.39 × 107

45348 96 −41 24.9 −1 −6 8 7400 −0.12 9.5 2.34 × 107

194093 467 15 9.5 7 7 1 5806 +0.00 12 1.52 × 107

224014 3571 −281 105.7 109 10 −29 6000 +0.05 24 6.79 × 106

Normal red giants

9270 90 −35 17.4 −4 13 −1 4898 −0.02 3.9 1.85 × 108

19787 51 −14 44.0 −27 −6 13 4759 −0.08 2.1 1.08 × 109

40035 43 5 33.1 −5 −13 12 4816 +0.08 2.3 8.09 × 108

62509 10 2 30.9 −5 19 −18 4836 +0.07 2.0 1.08 × 109

112989 275 187 32.9 −8 −8 −5 4521 +0.12 5.2 8.98 × 107

113226 31 30 43.5 −27 −2 −4 4964 +0.24 2.7 6.90 × 107

153210 26 13 67.3 −38 −31 7 4552 +0.13 1.6 2.20 × 108

168723 18 0 80.3 52 −51 22 4964 −0.18 1.8 1.65 × 109

180711 30 6 31.0 −10 38 8 4920 −0.08 2.4 7.00 × 108

188947 42 1 28.1 9 −13 8 4778 +0.15 2.2 9.74 × 108

197912 63 −4 7.7 6 15 13 4740 +0.09 2.4 7.01 × 108

216131 35 −9 28.7 −6 16 −15 4964 −0.06 2.4 7.00 × 108

Red giants in the Hyades star cluster

27371 47 −19 46.8 −31 −5 6 4857 +0.11 2.6 5.56 × 108

27697 47 −18 46.1 −31 −4 5 4877 +0.19 2.5 5.91 × 108

28305 48 −16 46.6 −31 −5 6 4816 +0.11 2.6 5.33 × 108

Moderate barium stars

9856 168 −162 29.9 −13 15 −10 4470 −0.16 2.5 5.90 × 108

20644 196 −78 17.3 18 8 −7 3961 +0.08 3.2 3.90 × 108

49293 114 1 14.5 2 6 −1 4634 +0.08 3.3 2.00 × 108

74739 91 28 26.3 −4 −6 5 4816 −0.21 3.5 2.61 × 108

83618 84 49 39.3 26 −17 22 4312 −0.03 2.5 2.68 × 109

133208 67 58 24.7 6 −7 −1 4898 +0.04 3.5 1.38 × 108

158899 113 54 29.6 −11 7 −10 4130 −0.06 2.4 1.01 × 109

176411 47 4 53.5 −8 −35 5 4686 −0.04 2.2 3.06 × 108

181053 150 −16 31.6 −19 6 2 4730 −0.18 2.0 1.09 × 109

202109 46 −5 24.3 23 28 −7 4857 −0.03 2.9 4.26 × 108

215665 121 −32 33.6 −14 0 −9 4704 +0.09 4.2 1.52 × 108
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Table 6. (Contd.)

HD R, pc Z, pc V0, km/s U , km/s V , km/s W , km/s Teff,K [Fe/H] M/M� Age, years

Classical barium stars with known periods

16458 152 25 62.8 −41 21 −27 4311 −0.27 1.9 1.30 × 109

46407 121 −9 15.1 14 28 2 5077 −0.14 2.9 4.12 × 108

77247 349 122 25.5 23 −5 0 5069 +0.09 3.8 2.03 × 108

88562 319 88 38.7 24 −16 −10 4183 −0.16 1.0 1.34 × 1010

101013 141 73 36.6 −10 −14 1 5007 +0.00 3.1 3.36 × 108

178717 344 2 18.4 10 31 −1 3940 −0.31 3.5 3.28 × 108

196673 362 −14 29.1 6 −12 0 4736 +0.27 3.9 1.80 × 108

199394 157 1 35.3 43 10 −4 5128 +0.02 2.7 5.18 × 108

199939 316 −2 44.6 33 −20 −8 4685 −0.34 3.1 3.22 × 108

204075 122 −45 11.1 9 25 9 5192 −0.04 4.6 1.23 × 108

205011 158 −27 15.5 5 28 1 4916 −0.03 2.9 3.87 × 108

Classical barium stars with no period

65854 157 43 41.5 −10 −18 −6 5048 −0.20 1.6 2.19 × 109

104979 52 48 64.7 −44 12 −27 4855 −0.30 2.1 9.12 × 108

130386 292 116 37.2 16 −21 9 4725 +0.01 2.5 5.92 × 108

139409 181 46 72.0 47 −35 42 4835 −0.51 1.9 1.25 × 109

175190 82 −7 118.5 105 44 −56 4138 −0.13 1.2 6.48 × 109

183915 287 −8 45.7 −23 −15 8 4642 −0.43 3.2 3.17 × 108
are older and less massive (with masses below 2M�)
than the other stars. An exception isHD 183915, with
an age of about 3× 108 yrs and amass of about 3M�,
like most stars in Table 6. Given the Galactic velocity
relative to the velocity centroid for the nearest stars
(σu : σv : σw = 35 : 25 : 20 km/s), on average, the
problem stars have higher velocities than the other
stars. In fact, HD 175190, which demonstrates the
strongest deviation from the [Na/Fe]–log g relation,
is distinguished by its high velocity (exceeding more
than 2σu,w); HD 104979 has U and V velocities be-
tween 1σu,v and 2σu,v, and the velocities of HD 88562
and HD 183915 are within 1σu,v.

We conclude from this analysis that the reduced
[Na/Fe] abundances for HD 175190 and HD 104979
could be associated with higher ages, as well as an
origin in Galactic regions with chemical composi-
tions differing from the solar composition. Age is
probably a factor for HD 88562, which is the oldest
object in our sample and is likely a member of an ear-
lier generation of stars. If this is correct, this indicates
ASTRONOMY REPORTS Vol. 49 No. 7 2005
that some stars belonging to earlier generations have
reduced [Na/Fe] abundances. Note also that the red
giants of the young Hyades open cluster have higher
[Na/Fe] abundances in their atmospheres [29]. Thus,
Fig. 2a demonstrates a splitting of the [Na/Fe]–log g
relation for stars of different generations. HD 183915
is an exception to our conclusions, and its reduced
[Na/Fe] abundance appears to have other origins.

When studying red giants, it is important to re-
member that the atmospheric abundance of an ele-
ment during this stage is a sum of the initial abun-
dance (observed in dwarf stars; see, for instance, [30])
and products of nuclear reactions that took place in
the star’s interior during the main-sequence stage
and were dredged up to the star’s atmosphere by
convection during the star’s evolution towards the
red-giant branch. As we noted above, these could be
products of hydrogen burning via the CNO, NeNa,
and MgAl cycles, with the contribution of each cycle
depending on many parameters. The last two cycles
are closely connected via the reaction transforming
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Fig. 5. The Teff–(B–V ) calibration relation for red
giants.

Na to Mg; there is also a transformation of Mg to Si
in the MgAl cycle. Due to these leakage reactions,
certain atoms are excluded from the cycle (cf. [34], for
example). According to [34], the rates of the leakage
reactions depend strongly on the temperature, and the
last cycle may even cease to operate at very high tem-
peratures. For this reason, it is not currently possible
to accurately estimate the addition to an element’s
original abundance. Thus, if we find, for example, a
reduced [Na/Fe] abundance in a star, then, due to the
many free parameters involved, we cannot be certain
that the other elements involved in the relevant cycles
will also have reduced abundances. As a result, the
positions of stars in the plots of the relations among
the overabundances of Mg, Al, and Si in Figs. 2b,
2c, 2d do not qualitatively repeat their positions in
Fig. 2a. Therefore, we only note the existence of these
relations, but do not analyze them in detail.

The discovery of stars with reduced [Na/Fe] abun-
dances is interesting. However, given the small num-
ber of such stars in our sample, these results should
be considered preliminary. Additional observations
are needed to enable similar analyses with a larger
volume of statistical data.

4. CONCLUSIONS

(1)We have analyzed the atmospheric abundances
of four barium stars. Our results agree with those
for the barium stars studied by us earlier [2–4]: the
overabundances of Na, Mg, Al, and Si satisfy the de-
pendences on log g derived earlier, and the overabun-
dances of s-process elements satisfy the dependence
on metallicity.

(2) We argue that the barium star HD 104979
(o Vir) may be a component of a very-long-period
binary system.
(3) Of the more than 40 stars studied by us us-
ing a single set of techniques, four stars exhibit re-
duced [Na/Fe] abundances compared to those ex-
pected from the general relation between [Na/Fe] and
log g for disk stars. Our analysis indicates that the
reduced [Na/Fe] abundances for these stars are real.

(4) We conclude that the stars with reduced
[Na/Fe] abundances may belong to an earlier gen-
eration of stars, or may have been formed frommatter
whose chemical composition differed from that of the
material in the solar neighborhood; evidence for this
is provided by the facts that (i) their ages are, on
average, higher than those for the other stars, and
(ii) their spatial velocities are, on average, higher than
those for the velocity centroid of the nearest stars.

ACKNOWLEDGMENTS

This study was partially supported by the Russian
Foundation for Basic Research (project no. 03-02-
17336), the Program of Support for Leading Scien-
tific Schools of Russia (grant no. NSh-162.2003.02),
the program “Unstable Processes in Astronomy” of
the Presidium of the Russian Academy of Sciences,
and the Federal Science and Technology Program
“Astronomy” (section no. 1102). The authors are
grateful to A.S. Rastorguev for advice concerning the
kinematics of the Galaxy.

APPENDIX

DETERMINING STELLAR
EFFECTIVE TEMPERATURES

USING THE CALIBRATION RELATION
BETWEEN Teff AND B–V

We noted at the beginning of this paper that we
derived the stellar atmospheric parameters from an
analysis of lines of iron-group elements in the spectra,
using model stellar atmospheres. These parameters
are “formal” and depend on the model grid used. It
was shown earlier that the resulting parameters de-
scribe the stellar spectra well, but demonstrate slight
systematic deviations from the values determined us-
ing nonspectroscopic techniques [35].

To analyze the positions of the studied stars in the
temperature–luminosity diagram (to determine their
masses, ages, and evolution stages), it is necessary to
know their effective temperatures, Teff. Here, values
derived from photometric measurements should be
preferred.

We determined the effective temperatures using
our calibration relation between Teff and the B–V
color index. To derive this calibration, a number of ref-
erence stars are needed, whose effective temperatures
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Table 7. Coefficients in the approximation of the (B–V )–
temperature relation using the IRFM data [37]

A0 A1 A2 A3

10633 −11573 7767.5 −1990.7

have the best possible accuracy and whose photomet-
ric parameters are known. One of the most accurate
methods when many observations are available is
the IRFM technique described in [36]. A catalog of
stars with IRFM temperatures is presented in [37],
together with other stellar characteristics, gravities,
and metallicities. Allowance should also be made
for the fact that stars with the same effective tem-
perature but different luminosities and metallicities
can have different color indices. We accordingly se-
lected 42 stars from [37] with characteristics close to
those of our program stars (4000 < Teff < 6000, 1.5 <
log g < 3.0; the mean metallicity for the selected stars
is [M/H] = −0.07± 0.17). The resulting Teff–(B–V )
relation is shown in Fig. 5.We approximated the rela-
tion using a third-power polynomial; Table 7 presents
the approximation coefficients, which can be used to
calculate a star’s effective temperature from its known
B–V color index: Teff =

∑n
k=0 Akc

k. The Teff values
for all the studied stars derived from this calibration
are presented in Table 6.
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Abstract—We analyze possible origins of the observed high rotational and spatial velocities of radio
pulsars. In particular, these can be understood if all radio pulsars originate in close binary systems with
orbital periods of 0.1–100 days, with the neutron star being formed by a type Ib,c supernova. The high
spatial velocities of pulsars (vp up to 1000 km/s) reflect the high Keplerian velocities of the components
of these binaries, while their short periods of rotation (Pp < 4 s) are due to the rapid rotation of the
presupernova helium-star components with masses of 2.5–10 M�, which is synchronous with their orbital
rotation. Single massive stars or components in wide binaries are likely to produce only slowly rotating
(Pp > 4 s) neutron stars or black holes, which cannot be radio pulsars. As a result, the rate of formation of
radio pulsars should be a factor of a few lower than the rate of type II and type Ib,c supernovae estimated
from observations. This scenario for the formation of radio pulsars is supported by (i) the bimodal spatial
velocity distribution of radio pulsars; (ii) the coincidence of the observed spatial velocities of radio pulsars
with the orbital velocities of the components of close binaries with nondegenerate helium presupernovae;
(iii) the correlation between the orbital and rotational periods for 22 observed radio pulsars in binaries with
elliptical orbits; and (iv) the similarity of the observed rate of formation of radio pulsars and the rate of
type Ib,c supernovae. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Neutron stars were predicted theoretically on mi-
crophysical grounds as far back as the 1930s; later,
Baade and Zwicky [1] suggested that they may orig-
inate in the course of supernova outbursts. In 1967,
the first radio pulsar was detected [2], and proved
to be a young neutron star (NS) [2]. This discovery
led to studies of three fundamental theoretical prob-
lems: explaining the extremely high magnetic fields
(∼1012 G), high spatial velocities (vp to 1000 km/s),
and rapid rotation (Pp ∼ 1 s) of radio pulsars. The
high magnetic fields were explained by suggesting
that the initial stellar field was frozen into the col-
lapsing core of the supernova [3]. The rapid rotation
was understood as a consequence of the conservation
of some fraction of the core angular momentum. The
very high spatial velocities were more difficult to in-
terpret. Shklovskii [4] suggested that a young neutron
star acquires a several-hundred km/s “kick” velocity
due to the asymmetry of the supernova explosion (or
its neutrino radiation), which may come about due to
the regular magnetic field and/or large-scale turbu-
lence generated during the explosion.

Neutrino radiation that is directional and asym-
metric relative to the center of the star carries away an
energy ∼0.1MNSc2 ∼ 2 × 1052 erg, and can there-
fore efficiently speed up both the rotational and spatial
motions of a young neutron star [5, 6]. In the case of
1063-7729/05/4907-0548$26.00
a one-sided ejection of neutrinos, the spatial velocity
of the young neutron star should be ∼20 000 km/s,
and the rotational period ∼0.001 s, as follows from
the conservation of angular momentum, assuming
that the neutrinos are radiated instantaneously from
a point on the equator of NS. In reality, young radio
pulsars move with velocities that are lower by a factor
of ∼100, and their rotational periods are a factor of
100–1000 longer. One possible reason for the low
efficiency of the neutrino kick may be the rotation of
the young neutron star. The direction of the radiation
will vary during the rotation, decreasing the efficiency
of the acceleration. Assuming that the duration of the
neutrino burst in a supernova explosion is 1 s [7, 8],
the spatial velocity of a young neutron star will be re-
lated to its rotational velocity as vp = 20000Pp km/s.
Note that a reasonable velocity vp = 300 km/s [9]
follows if the energy of the pulsar’s rotation and of its
spatial motion are equal when Pp = 0.2 s. However, it
remains unclear whether themagnetic field of a young
neutron star is strong enough to yield a sufficient neu-
trino kick and if its configuration can accelerate the
rotation. At the same time, it is clear that the presence
of a regular magnetic field can facilitate deviations of
a supernova explosion from axisymmetry, resulting in
both a high velocity and rapid rotation for the young
neutron star.

Here, we consider a scenario in which both the
spatial and rotational velocities of radio pulsars are
c© 2005 Pleiades Publishing, Inc.
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a result of their formation during SN Ib,c explosions
in close binaries in which the rotation of the helium
supernova progenitor is synchronous with the or-
bital motion. The assumption that the binary com-
ponents retain some of their high orbital velocities
can explain the resulting high spatial velocities (vp ∼
to 1000 km/s). The rotation velocities of observed
pulsars are specified by two factors. The rapid (Pp ∼
0.01–1 s) initial rotation of the collapsing degenerate
helium core of the supernova, which rotates syn-
chronously with its orbital motion before the explo-
sion, is due to the conservation of angular momen-
tum. The most likely reason for the acceleration of
the rotation of the most rapid neutron stars, which
form from the primary components of massive bina-
ries, is the accretion of some fraction of the common
envelope that originates during the evolution of their
massive companions.

A special group of pulsars contains single and
binary millisecond pulsars with Pp ∼ 0.001–0.01 s.
There is little doubt that the rotation of these pulsars
has been accelerated during an extended stage of disk
accretion of matter from a solar-mass companion in
a semi-detached binary [10–12]. The donors of mil-
lisecond pulsars have either been totally evaporated
by the pulsar’s X-ray radiation or remain in the form
of, most likely, degenerate helium dwarfs that are
gravitationally bound to the pulsars [12]. The large
number of such pulsars in globular clusters with low
escape velocities (<50 km/s) suggests that a sub-
stantial fraction of young neutron stars receive only
a small kick velocity when they are born.

2. CORRELATION BETWEEN OBSERVED
SPATIAL AND ROTATIONAL VELOCITIES

OF SINGLE RADIO PULSARS

Observed single radio pulsars rotate with periods
of 0.1–4 s [13, 14], usually explained by the par-
tial conservation of the angular momentum of the
presupernova or asymmetry of the neutrino radiation
of the supernova [5, 6]. The observed distribution
of the distances of radio pulsars from the Galactic
plane and studies of their proper motions revealed
high spatial velocities [15–18]. When these velocities
were analyzed in detail, taking observational selection
effects into account, two populations of pulsars were
suspected: slow pulsars with vp < 100 km/s and fast
pulsars with vp ∼ 200–400 km/s [19]. The birth rates
of both populations appeared to be similar. This bi-
modality of the distribution of initial spatial velocities
of radio pulsars was recently confirmed on the basis of
extended observational material [20]. The numbers of
objects in each group appeared to be similar, although
these estimates remain uncertain (at least, within a
ASTRONOMY REPORTS Vol. 49 No. 7 2005
factor of two), since reconstruction of the initial dis-
tribution involves several parameters that are not well
known. The presence of slow pulsars is supported, for
example, by the simple fact that the average velocity
of 21 pulsars located within ∼500 pc of the Sun is
∼100 km/s [17, Table 4]. In addition, the presence
of binary pulsars with Porb ∼ 100 days requires that a
substantial fraction of pulsars acquired kick velocities
of less than 100 km/s [21].

We used the catalog [17] to analyze vp and Pp,
which can be used to derive the distribution of the
tangential components of the spatial velocities of ra-
dio pulsars vt based on their proper motions and Pp.
The observed Pp values lie between 0.01 and 4 s,
while vt lies between 6 and 1000 km/s. It is clear that
vt provides a lower bound for vp, while Pp provides an
upper bound, since the rotation of pulsars decelerates
with time. Unfortunately, additional uncertainty in
the estimates of the pulsar velocities is introduced by
uncertainty in the distance scale.

Let us consider possible origins for the observed
rotational velocities and fast spatial motions of radio
pulsars. The massive stars that are neutron-star pro-
genitors rotate with equatorial velocities ∼300 km/s,
or periods P ∼ 1 day [22]. If we assume that the core
of a massive star evolves into a neutron star conserv-
ing its angular momentum, then Pp ∼ ρ−2/3, where
ρ is the average density, and the rotational period of a
young neutron star should be ∼10−4 s. It is obvious
that the loss of angular momentum from the core of
the massive star during its evolution must be taken
into account when estimating Pp. The fact that the
angular momenta of stellar cores can be efficiently
transferred to their envelopes is confirmed by obser-
vations of Be stars, in which this transfer keeps the
surface rotation critical during almost the entire pe-
riod of hydrogen burning in their cores [23–25]. There
are some additional arguments suggesting that rigid-
body rotation is maintained in stars, at least on the
main sequence [26]. It is possible, for example, that
the magnetic field may decelerate the core rotation of
massive stars by almost a factor of 50 in the course
of their evolution [22]. For radio pulsars, this would
mean that their characteristic initial rotational period
should be around 0.01 s. However, the catalog [17]
indicates that virtually no radio pulsars with such
short periods exist.

It is certainly possible that the magnetic field in-
side a star is sufficient to keep the rotation of the
star close to rigid-body rotation over the entire pe-
riod of its evolution [27]. This possibility is supported
by the recently detected strong magnetic fields in
sdB and sdO stars [28], which are essentially the
naked helium cores of components of close binaries
with initial masses 2.5–25M� [29]. Strong magnetic
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fields (10 000–200 000 G) have also been found in
degenerate dwarfs. These are, to some extent, anal-
ogous to the degenerate cores of the presupernovae
that result in the formation of neutron stars [30, 31].
Assuming conservation of their angular momentum,
the observed equatorial velocities of 0.6 km/s for
white dwarfs [32] imply equatorial velocities for their
main-sequence progenitors of ∼6 m/s, almost a fac-
tor of 700 lower than even the equatorial velocity
of the slowly-rotating Sun. Some degenerate dwarfs
(GD 356) display higher velocities, ∼2–6 km/s [33,
34]. However, even these are not sufficient to re-
produce the observed rotational velocity of the Sun.
These facts support the possibility that there is an
efficient transfer of angular momentum from the stel-
lar cores to the envelopes. If we assume that a single
massive star maintains its rigid-body rotation up until
the supernova, when it has a radius of ∼1000R�
and an average presupernova core density of ∼5 ×
107 g/cm3, the young neutron star will rotate with
a period of ∼6 h, which is four orders of magnitude
higher than the characteristic observed rotational pe-
riods of radio pulsars. It is obvious that the typical
rotational periods of pulsars (∼0.3–1 s) are far from
these limits—0.0001 s and 6 h, and that they cor-
respond to a loss of ∼0.9999 of the initial specific
angular momentum of a massive star’s core. The rea-
son why the cores of single stars—provided they are,
indeed, the progenitors of observed radio pulsars—
lose so much angular momentum remains unknown.

There are basically two scenarios for the acceler-
ation of the spatial motion of a young neutron star.
The first suggests that the supernova explosion that
gives birth to the pulsar is asymmetrical [4]. Super-
nova envelopes are generally asymmetrical; a ten-
percent asymmetry is sufficient to produce observed
several-hundred-km/s velocity for the young neutron
star [8]. However, this velocity is model-dependent,
and cannot currently be reliably derived even us-
ing two- or three-dimensional gas-dynamical mod-
els. The other scenario suggests asymmetry of the su-
pernova’s neutrino radiation. If the neutrino ejection
is one-sided, this simple mechanism is able to ac-
celerate the neutron star to ∼20 000 km/s. However,
such velocities are not observed, implying that the
efficiency of the mechanism is much lower. A young
neutron star is sometimes assumed to undergo rota-
tional breakup, with the evaporation of the less mas-
sive component [35]; this model requires near critical
rotation for all young neutron stars, which has not
been observed.

Let us consider how the rotation of a young neu-
tron star decreases its spatial velocity in the presence
of one-sided neutrino emission. In this case, the
neutron star moves along an unwinding spiral, with
its spatial velocity being specified by the impulse ob-
tained from the neutrinos over approximately half its
rotational period. If the duration of the neutrino burst
is ∼2 s [8, 22], we will obtain vp < 10 000Pp km/s.
Formally, all observed single radio pulsars [17] meet
this condition. However, this mechanism implies
the existence of slowly rotating pulsars with periods
of 0.14 to 4 s and spatial velocities of 1000 to
30 000 km/s, which have not been observed. If we
assume that the fraction of directed neutrinos is small
(∼0.03), this difficulty will be removed. However,
the reasons for this efficiency and for the observed
bimodality of the observed vp distribution for radio
pulsars [19, 20] remain unclear.

Previously, we suggested [19, 29] that both the
spatial velocities and the bimodality of the spatial-
velocity distribution for radio pulsars could be under-
stood if radio pulsars formed inmassive close binaries,
which, as a rule, are disrupted after the explosion of
the secondary. Modeling using a scenario program for
the vp distribution [36–38], which can describe the
evolution of any type of binary, enabled us to derive in
general terms the observed spatial velocity distribu-
tion for radio pulsars. In particular, two roughly equal
populations of young neutron stars were obtained,
with characteristic velocities vp ∼ 20 km/s and vp ∼
200 km/s; in addition, the estimated maximum spatial
velocity of the radio pulsars coincided with the ob-
served value (∼1000 km/s). In the following section,
we will present arguments suggesting that both the
spatial velocities and the initial rotational velocities
of radio pulsars are associated with their formation in
massive close binaries. This becomes possible if a sdB
or sdO helium subdwarf presupernova is a compo-
nent of a close binary containing a presupernova and
rotates synchronously with the orbital motion of the
system.

If both the spatial velocity and rotation of a ra-
dio pulsar are determined by the orbital motion of
binary components, and the rotation of their helium
progenitors is synchronized with their orbital motion,
the orbital velocity of the components and the rota-
tional velocity of the pulsar should be related. Let us
suppose that the mass of a presupernova component
is M , while the mass of its companion in a circular
orbit is m. Then, for a young pulsar, vp and Pp will be
related by the simple expression

Pp = 10−6 2πGm3

v3
p(m + M)2

, (1)

where G is the gravitational constant, or

Pp = 8.4 × 105 m3

v3
p(m + M)2

s, (2)
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where vp is given in km/s and the masses of the
components are in solar units. We will take Pp to
be a factor of 106 shorter than the orbital period of
the presupernova, since the radius of the supernova’s
core decreases by a factor of almost 1000 during its
collapse to a neutron star (see Section 3).

If we adopt m = 1.3M� and M = 3.9M� as
characteristic values, it follows from the last equation
that young neutron stars forming in such systems
should have vp = 40–200 km/s and Pp = 0.03–2 s.
A presupernova in a massive close binary is a he-
lium star with a radius close to that of a main-
sequence helium star: RHe = 0.2(MHe/M�)0.6 [39].
This constrains the minimum semimajor axis, and
hence the maximum spatial velocity and minimum Pp

that can be reached in this way. ForM = 3.9M� and
m = 1.3M�, the maximum velocity is ∼250 km/s,
and the minimum rotational period is Pp ∼ 0.004 s.
Increasing the mass of the supernova companion to
10M� (a black hole) may increase the spatial velocity
of the young pulsar to some extent; however, black
holes are rare. Note that (1) specifies the minimum
velocity, since it coincides with the velocity gained by
the center of mass of the system when the minimum
condition for its disruption is fulfilled: M − MNS =
MNS + m. Since the components acquire parabolic
orbits in this case, their relative velocities at infinity
are equal to zero. Naturally, the spatial velocities of
the components are then equal and coincide with the
velocity of the center of mass of the system after the
supernova explosion and the formation of the neutron
star [see (1)].

The catalog [17] also demonstrates the existence
of about ten pulsars with Pp ∼ 0.2–0.4 s and veloc-
ities vt ∼ 10 km/s, appreciably smaller than is ob-
tained from (2). Indeed, there exists abundant in-
formation on slow pulsars in close binaries. Such
systems are formed when a close binary with a high
initial mass ratio is disrupted during the first super-
nova explosion in the system. In this case, (2) can be
rewritten

vp [km/s] = 94
m

M�

(
M

M�
+

m

M�

)−2/3

P−1/3
p . (3)

This formula clearly indicates that, for a speci-
fied Pp, a small vp will be obtained if the masses of the
companion and the helium supernova itself are small.
Naturally, the simple condition M > 2MNS + m
must still be fulfilled for the disruption of a sys-
tem with circular orbits. With M = 10M� and
m = 0.3M�, formula (3) yields vp ∼ 10 km/s for
Pp ∼ 0.3 s. This scenario can explain the existence
of the pulsars with the smallest observed spatial
velocities (∼10 km/s). To estimate the fraction of
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such pulsars, we will assume, following [39], that the
star-formation function in our Galaxy is dN/dM1 ∼
(M�/M1)−2.5/yr, and that dN/dq = 1 for close bi-
naries (q is the initial component-mass ratio in the
system of two main-sequence stars). The rate of oc-
currence of binaries with 10 < M1/M� < 25 whose
primaries produce neutron stars after SN Ib,c explo-
sions will be ∼0.0157/yr. The disruption of a system
requires that MHe = 0.1(M1/M�)1.4 > 2NNS + m,
or m/M� < 0.1(M1/M�)1.4 − 2(MNS/M�). The
latter condition can be translated into a simple re-
striction on the initial component-mass ratio in the
system if we assume that, given the high component-
mass ratios in such systems, we can neglect the
accretion of common-envelope material onto the low-
mass secondary in the common-envelope phase:

q < 0.1(M1/M�)0.4 − 2MNS/M1. (4)

We can see that the initial component-mass ratio q
varies from zero for M1 = 10M� to ∼0.26 for M1 =
25M�. Integrating the above initial mass distribution
for the primaries yields a rate of formation of sys-
tems in our Galaxy that are disrupted in their first
explosion of∼0.0035/yr, or about 10% of all neutron-
star-producing binaries. This estimate is confirmed
by modeling [36]. Thus, the disruption of a massive
close binary with a high initial component-mass ratio
during the explosion of the primary is fairly common,
and can explain the existence of single radio pulsars
with vp ∼ 10 km/s.

It follows from (1) that, when the system is dis-
rupted by the second supernova explosion, the veloci-
ties of the young neutron stars that form during these
supernovae will be 40–200 km/s. This coincides with
the values observed for slow radio pulsars [19, 20].
The velocities of the fastest pulsars remain outside the
range of those estimated for neutron stars produced
by second supernova explosions. However, it is clear
that, when a system is disrupted after the second
explosion, the neutron star that was initially formed
from the primary should acquire velocities a factor of
three to seven higher, depending on the component-
mass ratio at that time. That provides a mechanism
for the formation of “fast” radio pulsars with velocities
100–1000 km/s [37, Fig. 10].

One can ask, however, whether the neutron
stars produced from the primaries can rotate rapidly
enough to become radio pulsars. The example of
neutron stars in close binaries with Be stars pro-
vides evidence that the rotation of these neutron
stars can be decelerated to Pp ∼ 4–1000 s due to
their motion in the Be-star wind [40, 41]. It seems
possible that the rotation of these neutron stars can
be accelerated to the required velocities of Pp <
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4 s [36] due to accretion in the common-envelope
phase that is experienced by all old neutron stars
in such systems. The duration of the common-
envelope stage is close to the thermal timescale of
the secondary, when it fills its Roche lobe—∼3 ×
107(M/M�)2(R�/R)(L�/L) years. The luminosity
of a massive star is proportional to the square of
its mass: L/L� = 100(M/M�)2. Restricting the
accretion rate for a neutron star in the common-
envelope stage to the Eddington limit,∼10−8 M�/yr,
we find that the rotational period for an “old” neu-
tron star will be Pp ∼ 0.08a/R� s, and its spatial
velocity after the disruption of the system vp =
440(M/M�)(R�/a)1/2 km/s, where a is the final
semimajor axis of the system after the common-
envelope stage in solar radius units. As a result,
the rotational period Pp will be related to the spatial
velocity vp as

vp = 130((M/M�)/Pp)1/2. (5)

If M = 4M�, we obtain vp = 260Pp
−1/2 km/s.

It is clear that, with Pp ∼ 0.06–4 s, the velocities
of “old” neutron stars can indeed completely overlap
the interval of observed velocities (100–1000 km/s)
for the fastest radio pulsars. Note, however, that es-
timates of the rotational velocities of “old” neutron
stars after the common-envelope stage remain un-
certain due to uncertainty in the accretion efficiency
during this stage. It is important that themaximum vp

derived directly from the size of the helium presuper-
nova can be reliably determined, and coincides with
the observed value of vp ∼ 1000 km/s. This velocity
is obtained, for example, for the disruption of a system
in which MHe = 10M�, the radius of the helium star
is ∼0.8R�, and the mass of the old neutron star is
∼1.3M�. The disruption of a system after the second
supernova results in the formation of a young pul-
sar with vp = 40–200 km/s and an old pulsar with
vp = 150–1000 km/s. Detailed studies of the appar-
ent motions of radio pulsars have been used to find
pairs of pulsars that may have been formed during
the disruption of close binaries after their second su-
pernova. One example is the pulsars B2020+28 and
B2021+51, whose ages are both ∼2 × 106 yrs [42].
The existence of such objects provides evidence that
the rotation of an old neutron star can be acceler-
ated to a “plausible” velocity during the common-
envelope stage. Another strong argument supporting
such acceleration is provided by the existence of a
binary radio pulsar with rotational periods for the old
and young pulsar of Pp ∼ 2.77 s and ∼0.023 s for
porb = 2.4 h [43]. As we will show in the next section,
the rotational period of the millisecond component
is probably determined by the orbital rotation of the
system, while the rotational period of the other com-
ponent is determined by accretion during the previous
evolutionary stage of the system. The above formulas
can be used to estimate the orbital parameters of the
system before its common-envelope stage, given the
velocity of its spatial motion, ∼100 km/s: the semi-
major axis is ∼25R�, and the mass of the progenitor
of the millisecond pulsar is∼10M�.

Accretion in a common-envelope stage is impor-
tant in another interesting case of the evolution of
close binaries. It has been estimated that a carbon–
oxygen (oxygen–neon) degenerate dwarf whose ini-
tial mass is close to the Chandrasekhar limit can
reach this limit due to hydrogen and helium burn-
ing in layer sources in the common-envelope stage.
This will result in an unusual supernova explosion,
which—like SN Ia explosions, which are due to the
same mechanism—will not leave any remnant in the
case of a carbon–oxygen dwarf. However, the spec-
trum of the envelope of such a supernova should
display hydrogen lines corresponding to the common
envelope.

Thus, in the absence of a appreciable kick and
supposing that all observed radio pulsars were formed
in massive close binaries, there exist three groups of
radio pulsars with different prior evolutions and char-
acteristic spatial velocities. The slowest group (vp <

30 km/s) includes around 10% of all radio pulsars,
and originates due to the disruption of massive close
binaries with high initial component-mass ratios [44].
The “need” for this group is demonstrated by the
presence of numerous millisecond pulsars in globular
clusters. For example, about 30 such radio pulsars
have already been found in 47 Tuc [45, 46]. The sec-
ond group, with intermediate spatial velocities (40–
200 km/s), includes the products of the explosions of
the secondaries in neutron-star (degenerate dwarf) +
sdB, sdO systems. Finally, the fastest pulsars, with
velocities of 100–1000 km/s, which comprise half
of all pulsars, are produced by the evolution of the
primaries in massive close binaries. Their rotation
has probably been accelerated in a common-envelope
stage preceding the explosion. Unfortunately, esti-
mates of the rotational velocities of these neutron
stars remain uncertain.

There may exist another group of slow radio pul-
sars that are produced by Thorne–Zhytkov objects,
i.e., supergiants with neutron cores [44]. However,
uncertainty in the intensity of the stellar wind, which
specifies their lifetime, and, hence, in the efficiency
of the accumulation of matter and the acceleration
(deceleration?) of the rotation of the neutron cores
of these stars, hinder quantitative studies of this sce-
nario.
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3. CORRELATION BETWEEN OBSERVED
ROTATIONAL AND ORBITAL VELOCITIES
OF RADIO PULSARS IN CLOSE BINARIES

WITH e > 0.05

There exist two types of pulsars, i.e., rotating neu-
tron stars, for which the hypothesis that their ro-
tational velocities are associated with their orbital
motion in a binary can be directly verified from ob-
servations. These are radio pulsars in close binaries
with elliptical orbits and invisible compact compan-
ions and accreting neutron stars in close binaries
with Be stars [40]. The correlation between the rota-
tional and orbital periods of these pulsars can be an-
alyzed. A high orbital eccentricity provides evidence
that there was a supernova in the system, and, in the
absence of a kick, is a measure of the mass lost by the
system in the explosion: e = δM/MR, where δM is
the mass lost by the supernova and MR is the total
mass of the remaining components. This makes it
possible to estimate the orbital period and semimajor
axis a0 = a(1 − e) of the binary at the moment of the
supernova explosion (and the formation of the neutron
star). Thus, the initial orbital periods of the systems
can be reconstructed.

To estimate the rotational period of a pulsar Pp

theoretically, we assume that the radius of the pre-
supernova core that collapses into the neutron star
is ∼109 cm, while the radius of the neutron star
is 106 cm. This core radius corresponds to the size
when carbon has been exhausted in the core [22,
Table 2]; after this stage, the angular momentum of
the collapsed core essentially does not vary up to
the formation of the neutron star [22, Table 1]. In
addition, we assume that the rotation of the helium
presupernova when the carbon in its core is depleted
was synchronous with its orbital motion. The conser-
vation of angular momentum then yields:

Pp = 10−6 Porb. (6)

All the presently known 24 radio pulsars in close
binaries with high orbital eccentricities (e > 0.05)
and invisible companions [43, 47–57] were used to
estimate the orbital periods of the systems at the
moment of their supernovae. As a rule, the masses
of the companions of the observed radio pulsars in
close binaries are unknown; however, knowledge of
the orbital eccentricity is sufficient for determining the
initial orbital period P0 [58]. We obtain

P0 = Pf (1 − e)1.5(1 + e)−0.5, (7)

where Pf is the observed orbital period of the system.
The mass of the helium progenitor of the neutron star
is∼2.5–10M� [59]. For Pp ∼ 0.003−1 s, the 24 sys-
tems with radio pulsars display an obvious correlation
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between the initial orbital period and the current ro-
tational periods of pulsars in systems with elliptical
orbits, first noted for a smaller number of stars [58].
For the median Pp ∼ 0.04 s, the median P0 ∼ 0.63 d
essentially coincides with the value predicted by (6).
The remaining dispersion of this correlation within
a factor of three could be due to the dispersions of
the masses and the magnetic-field intensities of the
collapsed cores of supernovae, and hence of the sub-
sequent decelerations of the rotations of the young
neutron stars that are formed.

The correlation between the orbital motions and
rotations of neutron stars in systems containing
Be stars and accreting pulsars [40, 41, 60, 61] is also
of considerable interest. All Be stars in such systems
belong to the narrow range of spectral types 09.5 to
B2V, which corresponds to main-sequence stars with
masses of 12–15M�. Most of these stars display
appreciable orbital eccentricities, 0.12–0.9 [40]. In
the absence of a kick and with a circular initial orbit,
such eccentricities correspond to a substantial mass
loss in the supernova: 1–10M�. That is precisely
what is expected for the formation of neutron stars
in massive close binaries [62]. The values of Pp, Porb,
and e have been determined for 25 Be + NS systems
in the Galaxy [40]. The periods Pp lie in the range
0.1–1000 s, while Porb lies between 1 and 250 days.
For systems with known orbital eccentricities, we
can derive the orbital periods at the moment of the
supernova in these binaries using (7).

Relation (6) is also obeyed by Be + NS systems,
and represents a lower bound for the range of Pp for
these pulsars. The only system that may not agree
with this relation is A0538-7, with Porb = 16.7 d
and Pp = 0.069 d, which has a high (e > 0.5) but
unknown eccentricity, hindering reliable estimation
of P0 for this system. Analysis of the Be + NS sys-
tems indicates that virtually all the pulsars in these
systems rotate more slowly than is predicted by (6)
relating the rotational and orbital periods. The reason
for the slow rotation of the neutron stars in these
systems is their deceleration in the stellar wind of the
Be stars [60, 63, 64]. The characteristic time scale
for this deceleration (∼106 yrs) is shorter than the
lifetime of the Be components on the main sequence
(∼107 yrs). Therefore, the rotation of these neutron
stars can be appreciably slowed during the lifetime of
their Be companions. However, what is important for
us here is the fact that the lower bound for the range of
rotational periods of pulsars in Be + NS systems es-
sentially coincides with the condition Pp = 10−6 Porb,
suggesting an orbital origin for the initial rotational
periods of these pulsars as well. Note that the orbital
periods of all systems with radio pulsars before NS
formation are shorter than ∼100 days, which may
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be necessary for synchronicity of the orbital and ro-
tational motions of the helium presupernovae, and,
hence, for high initial rotational velocities for these
neutron stars.

Modeling of the evolution of close binaries [44]
does not rule out the existence of even wider Be+NS
systems. One possible explanation for the absence of
pulsars in systems wider than the observed systems
may be that the kick received by the young neutron
star exceeds the escape velocities of such binaries. We
can easily estimate that the disruption of a Be + NS
system with Porb > 100 days and a mass for the
Be star of 12–15M� [65] requires a kick exceed-
ing ∼100 km/s. Note, however, that a “universal”
kick with this value would result in higher orbital
eccentricities for Be + NS systems, which would
increase with their orbital periods. No correlation of
this type is seen, and the observed orbital eccen-
tricities in Be + NS systems [40] can be explained
by spherically symmetrical supernovae, at least in
systems with known component masses and orbital
eccentricities, such as the high-eccentricity Be +NS
systems 4U 0115+63 (e = 0.34, MBe = 17M� [40],
δM = 6.2M�), EXO 2030+34 (e = 0.41, MBe =
18M� [40], δM = 8M�), and GRO J1008-57 (e =
0.66, MBe = 18M� [40], δM = 12M�). Such
masses for the helium neutron-star progenitor cor-
respond to main-sequence stars with ∼25–30M�,
which coincides with the estimated maximum initial
mass for stars that can produce neutron stars [59].
Be + NS systems with lower orbital eccentricities
(∼0.1) would lose∼1.5M� in their supernova explo-
sions, which corresponds to a mass for their helium
progenitors of ∼2.8M�, or an initial mass for the
main sequence stars of∼10–12M�. This value coin-
cides with the limiting mass between stars producing
neutron stars and degenerate dwarfs. Therefore, the
observed orbital eccentricities of Be + NS systems
can be explained with ordinary spherically symmetri-
cal SN Ib,c explosions, without a appreciable kick.

The orbital periods of known Be + NS sys-
tems [40, 41] exceed ∼2 days. It is clear that they are
limited by the sizes of the Be stars, which exceed the
sizes of ordinary main-sequence stars by a factor of
two to three due to their rapid rotation [64]. The max-
imum orbital period of these systems is ∼100 days.
This is close to the maximum orbital periods of radio
pulsars in binaries with eccentric orbits. Scenario
modeling of the evolution of massive binaries does
not rule out even wider Be + NS or NS + NS-type
systems (with the companion possibly also being a
black hole or degenerate star) [44]. However, syn-
chronization of the rotation and orbital motion of the
helium presupernova is probably not possible in these
systems. As a result, the young neutron stars they
produce rotate too slowly to become radio pulsars in
NS + NS systems. In the case of Be + NS systems,
the accretion rates in such wide systems are too small
to form a bright X-ray pulsar.

Summarizing our analysis of the observed corre-
lation between the rotational and orbital periods of
neutron stars in close binaries, we conclude that the
orbital rotations of the helium presupernovae proba-
bly play the dominant role in determining the initial
rotational velocities of young neutron stars. These
two motions can be synchronized only in systems
with Porb = 0.1–100 days. The rarity of binary radio
pulsars (so far, only one is known) could be due to
several factors: the companion of the radio pulsar may
be a degenerate dwarf, black hole, or neutron star that
was not sufficiently spun up in the common-envelope
stage, or the rotational axes of the two radio pulsars
may not coincide.

4. CONCLUSION

Most supernovae result in the formation of a
neutron star. Rare exceptions are SN Ia explosions,
which leave no remnant and have a relative rate of
occurrence of∼0.1, and explosions of stars with initial
masses exceeding∼25–30M�, which have the same
relative rate of occurrence and result in the formation
of black holes [66]. It is important, however, that there
is no unambiguous relation between supernova rem-
nants and radio pulsars. In their analysis of 17 young
radio pulsars with ages less than 20 000 years, Kaspi
and Helfand [67] found that 10 were associated with
supernova remnants. In addition, as a rule, supernova
remnants are not associated with radio pulsars, in
spite of the long lifetime of the latter. Only 10 radio
pulsars were found in 200 remnants [68]. This is
partially due to the narrowness of the radio beams
and high velocities of radio pulsars; however, the main
factor is that common (as a rule type II) supernovae
are unlikely to produce radio pulsars.

Evidence for this is directly provided by empirical
estimates for the rates of supernovae and of the for-
mation of radio pulsars. In the Galaxy, the formation
rate of pulsars is 0.001–0.006/yr [20, 69, 70], while
the rate of type II supernovae, which produce neutron
stars, is 0.015 to 0.03/yr [36, 69–72]. The observed
rate of SN Ib,c, which give rise to rapidly rotat-
ing neutron stars/radio pulsars in close binaries, is
∼0.006/yr [73–75]. This rate is only∼20% of the rate
of type II supernovae in spiral galaxies with active star
formation, but it is close to the observed formation
rate of radio pulsars [20, 69, 70]. This provides an
additional argument that radio pulsars mainly form
during the evolution of close binaries with initial com-
ponent masses of 10–25M� and periods of 0.1 <
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Porb < 100 days. In the case of Keplerian orbits, this
interval of orbital periods corresponds to semimajor
axes a of δ log a/R� ∼ 2. Assuming that the trans-
formation of the semimajor axes in the common-
envelope stage is linear [29] and that the initial dis-
tribution of the semimajor axes in binaries is dN =
0.2d log a/R� in the interval 1 < log a/R� < 6 [29],
we find that the formation rate of radio pulsars is
∼40% of the SN II rate. This estimate is close to the
observed SN Ib,c rate relative to the SN II rate [36,
69, 71–75].

Let us imagine what the immediate progenitor of
a typical radio pulsar may be like. There are two
possibilities. The first is a helium star with a mass of
2.5–10M� that is an sdB(sdO) component in a close
binary with an orbital period of 1 h to 100 days. The
second is a neutron-star companion of such a helium
presupernova whose rotational period has been sped
up to Pp = 0.3−3 s in a common-envelope stage.
Observationally, most sdB and sdO stars are in close
binaries with orbital periods of 0.1–100 days [76–
78]. Of course, most observed sdB,sdO stars have
masses smaller than a solar mass, and they do not
have the intense stellar winds that are typical ofWolf–
Rayet stars with masses exceeding 10M� [66]. The
winds of Wolf–Rayet stars are probably maintained
by pulsations [79]. Pulsations with small amplitudes
have been detected in some sdB stars, but their mass-
loss rates do not exceed 10−14−10−12 M�/yr [80, 81].
This weak wind is not able to slow the rotation of a
neutron-star companion (future rapid radio pulsar) or
to remove the remaining hydrogen in the sdB or sdO
stars observed in SN Ib,c by the time of the supernova
explosion [82].

Some systems will remain gravitationally bound
after the supernova of an sdB or sdO subdwarf and the
formation of a neutron star without a large kick. Let
us estimate the fraction of binary radio pulsars based
on our scenario for the evolution of massive binaries.
According to the model [36], only ∼0.034 of neutron
stars are in NS + NS, COd + NS, ONed + NS,
and BH+NS systems. Here, COd and ONed denote
carbon–oxygen and oxygen–neon degenerate dwarfs
and BH a black hole. Precisely such systems should
display substantial orbital eccentricities, e > 0.1, due
to rapid mass loss during the supernova. However,
about 0.01 of observed pulsars are binary, taking into
account only systems with e > 0.1 [69]. The differ-
ence between these values may be due to residual
uncertainties in these two estimates. Binarity of ra-
dio pulsars may be difficult to detect, for example,
due to observational selection effects. The theoreti-
cal estimate based on our scenario likewise contains
some uncertainty. In particular, the scenario predicts
the existence of single neutron stars that have gone
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through a stage as a Thorne–Zhytkov object [36].
However, it remains unclear whether they will be
able to accumulate a sufficient amount of matter to
accelerate their rotation to Pp < 4 s in this stage.

The condition for a binary with a circular orbit
to be disrupted by a supernova in the system is
δM > 2MNS + M2, where δM is the mass lost in
the explosion and M2 is the mass of the companion.
The observed masses of young neutron stars are
∼1.3M� [43, 83, 84]. Therefore, the disruption of an
NS+NS system requires that the mass of the super-
nova precursor at the moment of the explosion exceed
∼3.9M�. The current estimate for the minimum
mass of a helium star that can produce a neutron
star is 2.5−3M� [39]. However, taking rotation into
account increases the mass of the helium core of
the star, and, hence, the mass of the presupernova.
This will lead to a decrease in the fraction of neutron
stars that are binary. There is no need for all systems
to be disrupted; the observed total fraction of binary
radio pulsars is currently ∼0.2 [86], primarily due to
the effect of long-lived pulsars that are “rejuvenated”
by accretion [10–12], and this fraction is increasing
with time.

Our analysis of possible origins of the high spatial
and rotational velocities of radio pulsars has yielded
a list of advantages and disadvantages for the two
basic explanations for these phenomena: asymmetry
of supernova explosions and the disruption of close
binaries. The latter is consistent with the observed
excess of the SN II rate over the rate of formation
of radio pulsars, with the latter being close to the
SN Ib,c rate. It can also explain the bimodality of
the observed spatial velocity distribution for radio
pulsars; the maximum spatial velocity of radio pul-
sars,∼1000 km/s; and the observed correlation,Pp ∼
10−6 Porb, for 24 systems with orbital eccentricities
exceeding 0.05. The main problem with the hypoth-
esis that this is the sole mechanism giving rise to
the high spatial velocities and rapid rotation of ra-
dio pulsars is the relatively high theoretical estimate
of the fraction of radio pulsars that should be bi-
nary, which exceeds the observed value. However, this
comparison is unclear due to uncertainties in both the
theoretical and observed values.

The asymmetry of neutrino radiation during su-
pernovae, which would give the formed pulsar a
“kick,” provides the fundamental possibility for pul-
sars to acquire velocities of ∼400–500 km/s [88].
However, this scenario cannot explain the restriction
of the maximum observed kick velocity to
∼1000 km/s, the lack of a correlation between the
magnetic-field strength and the kick velocity [89],
the discrepancy between the rate of SN II and the
rate of formation of radio pulsars, the origin of the
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observed rotational velocities of radio pulsars, the
origin of the correlation between Pp and Porb for
binary radio pulsars with eccentric orbits, or the
observed bimodality of the kick velocities. Overall,
the disruption of close binaries currently seems more
plausible as the main origin for the rapid rotation and
high spatial velocities of radio pulsars. However, there
is no reason to think that the initial kick velocity
is equal to zero, or that a real supernova should be
perfectly symmetrical. Naturally, a supernova will not
be perfectly symmetrical, and the magnetic field in
the supernova core and large-scale turbulence will
certainly impart some spatial velocity and rotation
to the young neutron star that is formed. The task
of both theory and observations is to estimate these
factors [90]. It is obvious, for example, that a kick
velocity of ∼100 km/s would lead to the disruption of
all wide binaries.

The role of close binaries in accelerating the spatial
motions of neutron stars, black holes, and main-
sequence stars is not confined to the examples we
have considered, which are ultimately based on the
mechanism suggested by Blaaw [91]. It follows from
the conditions required for the formation of super-
massive black holes in the cores of globular clus-
ters and galaxies that the cores of merging galaxies
may form binary supermassive black holes. Before
merging, their orbital velocities can become com-
parable to the velocity of light. Neutron stars and
stellar black holes surrounding such a binary super-
massive black hole will be ejected with velocities of
the order of the orbital velocities of the components
(∼100 000 km/s) [92]. In other words, this mecha-
nism for the formation of rapid pulsars can explain
much higher spatial velocities than are observed. Cer-
tainly, the number of such neutron stars should be
very small. Note that the densities of supermassive
black holes (MBH > 108 M�) are so low that these
objects can also accelerate solar-type dwarfs, and
even planets, to relativistic velocities without disrupt-
ing them. The detection of such stars is very difficult
due to their extremely small number.

As indicated above, young neutron stars, formed
from single stars or from components of broad bina-
ries, must slowly rotate with an axial period of some
hours. One cannot exclude that periodic radio bursts
from the transient GCRT J1745-3009 radio source,
discovered in 2002 and having period of 1.27 h [93],
belong to a young, slowly rotating neutron star of
such a type. And, probably, in accordance with the
above scenario of classical radio pulsar formation,
such objects represent a basic part of a family of
young neutron stars.
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Abstract—For many years, information on the solar mean magnetic field (SMMF) of the Sun—an
important heliophysical and astrophysical parameter—was restricted to magnetographic measurements
in only one spectral line, FeI λ525.02 nm. More informative observations of the Stokes-meter parameters
of the SMMFwere first initiated on a regular basis at the Sayan Solar Observatory. The availability of I and
V data obtained simultaneously in several spectral lines has made it possible to study fundamentally new
physical problems. In this paper, based on a comparison of SMMF observations in several spectral lines,
we find high correlations in the data and important systematic differences in the magnetic-field strengthB,
which we interpret as a manifestation of kilogauss magnetic fields in fine-structure magnetic elements.
Results of theoretical modeling of the SMMF strength ratios for the FeI λ525.02 nm–FeI λ524.70 nm
and FeI λ630.15 nm–FeI λ630.25 nm lines are presented. The asymmetries of the V profiles of four lines
near the FeI λ525.02 nm line are examined; these lines are important diagnostics for studies of small-
scale dynamical processes. The Sayan Solar Observatory SMMF measurements are in good consistency
with the Wilcox Solar Observatory data for 2003: for a comparison of N = 137 pairs of points in the
two data sets, the correlation coefficient ρ is 0.92 for the linear regression between the datasets BWSO =
0.03(±0.05) + 0.93(±0.03)BSSO. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Until recently, measurements of Stokes-meter pa-
rameters were limited to irregular observations with
fairly high spatial (angular) resolution and to regions
of the solar surface with fairly strong magnetic fields.
Regular observations covering the entire solar disk,
albeit with moderate (Kitt Peak and Mt. Wilson
observatories) or even low (Wilcox Solar Observa-
tory, WSO) spatial resolution, remain of considerable
interest. Observations of the solar mean magnetic
field (SMMF) of the Sun, which are currently being
carried out at Crimean Astrophysical Observatory
(CrAO), Sayan Solar Observatory (SSO), and the
WSO, likewise remain important. One drawback
of the CrAO and WSO observations (compared to
opportunities provided by fully modernized systems)
is that they are performed in a magnetographic
mode, which limits the information carried by the
data. Regular measurements of the Stokes-meter
I and V profiles have been carried out at the SSO
since 1998 using the Solar Telescope for Operative
Predictions (STOP) [1, 2]. Observations are obtained
simultaneously in several lines (in a spectral band-
width of ≈1 nm) in two modes: (1) observations of
the distribution of the large-scale magnetic fields
over the solar disk with a resolution of 100′′, and
(2) observations of the SMMF of the Sun.
1063-7729/05/4907-0559$26.00
The first SMMF observations were carried out
in 1968 at the CrAO [3], and were continued on a
regular basis over several years [4–6]. Fairly regular
SMMF measurements were carried out from 1970
to 1982 at the Mt. Wilson Observatory [7–9], and
the most regular data series from 1975 [10] until
the present is likewise provided by the WSO. Fairly
regular SMMF observations are being obtained at
the SSO [11, 12]. After a long interruption, such
measurements have now been resumed at the CrAO
as well [13, 14].

Interest in the SMMF is associated with the im-
portance of analyzing the integrated parameters of
the Sun. For instance, these parameters can be used
to judge the Sun as a magneto-variable star, which
has important consequences for astrophysics. One
example is the attempt of Hejna and Wohl [15] to
use SMMF observations to analyze the solar differ-
ential rotation (potentially also of interest for stars).
The relatively short time required for a single SMMF
record (usually several tens of minutes) makes it
possible to obtain a long-term, fairly regular data
series (especially combining observations from differ-
ent observatories). This data series, which currently
extends over more than 35 years, provides unique
opportunities to study both long-term (due to cyclic
activity [5]) and shorter period (associated with the
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. Example of quasi-simultaneous SMMFmeasurements at different wavelengths. The upper plots show Stokes-meter I
and the lower plots Stokes-meter V . Shown are observations near the nonmagnetic FeI λ512.37 nm line (left), near the
FeI λ525.02 nm line (middle), and near the red FeI λ630.15 nm and FeI λ630.25 nm lines (right).
solar rotation [5, 6, 9, 13, 16–21]) time variations
of the SMMF. The high correlation of the SMMF
with the sectoral pattern of the interplanetary mag-
netic field [5, 10, 22, 23] makes SMMF observations
important from the viewpoint of the intensely devel-
oping Space Weather Program as well. The studies
[24, 25], in which a correlation between short-time-
scale variations of the SMMF and coronal mass ejec-
tions was found [26], are promising. Recent searches
for manifestations of global solar oscillations in fast
SMMF variations [27, 28] are likewise of considerable
interest. The importance of SMMF observations in
connection with deriving themean parameters of fine-
structure magnetic elements statistically averaged
over the solar disk will be demonstrated by the results
presented here.

2. INSTRUMENTATION AND OBSERVING
TECHNIQUE

The photodetector for the STOP Stokes-meter
measuring device was a Toshiba TCD-1301D CCD
array. The length of the CCD is 29 mm, and it has
3614 working pixels (some pixels are used for service
purposes), with each pixel being 200.0 × 8.0 µm in
size (height×width). The signal was digitized by a
12-digit converter. The polarization analyzer con-
sists of a DKDR electro-optical chip and polarization
prism. A square-wave control voltage whose ampli-
tude depends on the temperature [29] (in practice
over a ±25◦C interval) is fed to the crystal. To op-
timize the use of the CCD dynamic range, the rate
at which the polarization analyzer was operated was
more than an order of magnitude higher than the rates
of previous magnetographic measurements, and the
polarization analyzer dwell-time in each state is 70–
80 ms. The rms noise in the continuum for a total
integration time of 15 min is V/Ic = 2 × 10−5, which
corresponds to a magnetic field ofB ≈ 0.05G (for the
FeI λ525.02 nm line). With longer integration times
(which are frequently obtained if the weather allows),
an even higher accuracy can be achieved.

The observations are usually carried out near the
FeI λ525.02 nm line, but occasionally in other spec-
tral ranges. Figure 1 shows an example of quasi-
simultaneous SMMF measurements in three spec-
tral ranges, obtained on January 20, 2002 with the
minimum time difference between the observations
(corresponding to the time needed to retune the spec-
trograph). Note the complete absence of circular po-
larization in the nonmagnetic FeI λ512.37 nm line
(lower left graph) and the telluric lines near the red
FeI λ630.15 nm and FeI λ630.25 nm lines (lower
right graph). The difference in the amplitudes of the
Stokes-meter V profiles in different spectral lines is
appreciable; we will show below that, in addition to
the obvious explanation in terms of differences in the
magnetic sensitivities of the lines (the Landé fac-
tors, g), this has a deeper physical meaning.

Figure 2 presents an example of the V profiles of
the FeI λ525.02 nm line for four consecutive days of
SMMF observations. The V profiles have different
amplitudes, signs, and shapes on different days, due
to the solar rotation and/or the evolution of the mag-
netic fields on its surface. The second graph, where
the V profile does not resemble a “classical” V profile
at all, and is more similar to a Q profile, is striking.
This is most likely associated with the rotation of
magnetic fields of opposite polarities.

When finding the effective SMMF strength shown
in Fig. 2 for each day, we simulated the operation
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 2. Example of the Stokes-meter V profiles for the FeI λ525.02 nm line for four consecutive days of SMMF observations.
The vertical lines show the positions of the line center. The plots in the upper left-hand corner of each graph are the
correspondingmagnetic-field strengths.
of a magnetograph whose exit-slit parameters cor-
responded to previous STOP magnetographic mea-
surements. The resulting magnetic-field strength en-
sures continuity in the STOP observations, which we
will make use of below.
The data on the Stokes-meter parameters enable

us to address in a new way the problem of which
solar-disk zones make the greatest contribution to
the SMMF signal. By definition (and, of course, de-
termined by the observational technique), the SMMF
corresponds to contributions from the entire visible
solar disk. However, the contributions from different
zones (the weighting functions) are not the same
for various reasons (limb darkening, rotation, instru-
mental effects, etc.). Strictly speaking, only at CrAO
is the Sun indeed observed as a star, using a parallel
beam. All other observatories use additional optics (to
increase the luminous flux), which has some effect on
the measurements.
Some problems associated with the effect of the

optics on the SMMF measurements in connection
with the STOP telescope are discussed in [11, 12,
30]. A dedicated study of the zones responsible for the
SMMF signal based on Mt. Wilson observations is
presented in [7, 31].
On the STOP, we obtain observations of the

Stokes-meter parameters for both the SMMF and
large-scale magnetic fields with a small time dif-
ference; therefore, the contributions from different
zones can be determined by comparing the integrated
V profile (SMMF observations) with the V profiles
obtained by averaging the large-scale magnetic-field
Stokes-meter maps over different concentric zones.
We carried out a detailed quantitative comparison of
the “integrated” and “zonal” V profiles for several
tens of days using various criteria. It turned out that
the radii of the effective zone vary from rz = 0.3Ro to
rz = 0.7Ro on different days; using different criteria
sometimes also yields somewhat different values of rz .
In most cases, the main contribution to the SMMF
signal is made by solar-disk zones with a radius of
about 0.5Ro. In addition, as in [7], we carried out
ASTRONOMY REPORTS Vol. 49 No. 7 2005
a correlation analysis of the SMMF strengths and
strengths calculated from the large-scale magnetic-
field observations for solar-disk zones with different
diameters for 30 days of observations. Figure 3 shows
the results. We can see that, in such a statistical
sense, as well, the SMMF strength correlates best
with the magnetic fields of the central zone of the
solar disk with radius rz ≤ 0.8Ro, and the effect of
the outermost limb zones can be neglected.

3. RESULTS OF THE OBSERVATIONS

We obtain most of our SMMF observations
in spectral lines near the traditionally used
FeI λ525.02 nm line. However, additional measure-
ments are sometimes carried out in other spec-
tral ranges. Table 1 lists basic information about
the parameters of four spectral lines near the
FeI λ525.02 nm line and two red iron lines. Of
course, as far as diagnostics of the magnetic-field
strength are concerned, the simplest interpretation
will be provided by measurements in lines of a
single multiplet with similar atomic parameters but
different Landé factors g. In our case, these are
the FeI λ524.70 (g = 2.0) and FeI λ525.02 (g = 3)
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Table 1. Spectral lines used

λ,
nm

Element
Excitation potential, eV

J Multiplet
number

Transition geff
Equivalent
width, pmlower upper

524.705 FeI 0.09 2.44 2 3 1 a5D−z7D0 2.0 5.9

524.756 CrI 0.96 3.31 0 1 18 a5D−a5P 0 2.5 7.6

525.021 FeI 0.12 2.47 0 1 1 a5D−z7D0 3.0 6.2

525.065 FeI 2.19 4.64 2 3 66 a5P−y5P 0 1.5 9.9

630.150 FeI 3.64 6.60 2 2 816 z5P 2−e5D2 1.667 12.8

630.249 FeI 3.69 5.63 1 0 816 z5P 1−e5D0 2.5 8.3
lines—the magnetic-ratio lines proposed and used
effectively in [32]. However, for more detailed di-
agnostics of the magnetohydrodynamic conditions
giving rise to the polarized emission, comparisons
of observations using other combinations of spectral
lines are also useful.

We calculated the regression relationships and
correlation coefficients for all combinations of the
four spectral lines near the FeI λ525.02 nm line
in Table 1, as well as for the red lines. By way of
illustration, Fig. 4 shows the regression relation-
ships for the FeI λ525.02 nm–FeI λ524.70 nm and
FeI λ630.15 nm–FeI λ630.25 nm line combinations.
Table 2 lists the quantitative results of our statistical
analysis for all combinations of the four lines near the
FeI λ525.02 nm line.

One important result of our analysis is the very
high correlation of the data, which testifies to the
high accuracy of the measurements. One important
factor in this regard is certainly the simultaneity of
the measurements in the different lines (in contrast

Table 2. Results of the correlation and regression anal-
ysis of 370 days of SMMF Stokes-meter observations
in various lines. A(±∆A), K(±∆K) are the parameters
of the linear regression equations BlineY = A(±∆A) +
K(±∆K) × BlineX found using the reduced major-axis
method, and ρ is the correlation coefficient

λ(X) λ(Y ) K ∆K A ∆A ρ

524.705 524.756 0.82 0.03 0.04 0.02 0.77

525.021 0.92 0.01 0.01 0.00 0.98

525.066 1.86 0.02 −0.01 0.01 0.97

524.756 525.021 0.67 0.02 −0.01 0.02 0.78

525.066 1.37 0.04 −0.06 0.04 0.77

525.021 525.066 2.02 0.02 −0.03 0.01 0.98
to magnetograph observations). The presence of sys-
tematic differences in different lines is quite natural,
and contains useful information that requires a phys-
ical explanation.

V profiles with “classical” forms that match theo-
retical calculations based on uniform models are only
rarely displayed in observations of either the SMMF
or the large-scale magnetic fields. The most common
and conspicuous feature of the V profiles is their
asymmetry. As a rule, the blue component is stronger
than the red component in terms of both its ampli-
tude and area. There are also (sometimes substantial)
shifts of the V relative to the I profiles (predominantly
redward). Frequently, the V profiles display a strong,
anomalous asymmetry or several intersections of the
zero level. Different shapes are sometimes observed
for different lines. In these cases, it is not appropri-
ate to think in terms of some definite magnetic-field
strength. As in the case of analogous observations of
local magnetic fields, we must invoke more compli-
cated, and occasionally fairly exotic, models [33–35].
Naturally, such anomalous profiles must be separated
out if we wish to reliably estimate the parameters of
the asymmetry. We eliminated profiles from further
analysis if, after approximation with a fifth-order poly-
nomial, they did not satisfy two criteria: (a) there was
only one intersection of the zero level, and (b) the
amplitudes of none of the components were less than
V/Ic = 2 × 10−5. Note that applying these criteria to
different lines observed on the same day frequently
yielded different results.
We described the asymmetry quantitatively (see,

e.g., [36]) using the amplitude asymmetry δa = (ab −
ar)/(ab + ar) and the area asymmetry δA = (Ab −
Ar)/(Ab + Ar), where ab and Ab are the amplitude
and area of the blue (short-wavelength) component
of the V profile and ar and Ar are the corresponding
quantities for the red component. The relative shift
of the V profiles is the wavelength difference (usually
expressed in terms of the Doppler velocity) between
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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the center of the I profile and the point of intersection
of the V profile with the zero level. This is accordingly
called the “zero-crossing shift,” VZC . In our case, the
center of the I profile corresponds to the middle of
the interval between the exit slits, which, by analogy
with the radial-velocity compensator in a magneto-
graph, are adjusted to equalize the luminous fluxes in
each slit.
Many studies (see the references in [36]) have been

dedicated to analyses of the asymmetry parameters
and VZC in different lines and in different observing
modes. Theoretical interpretations of the observed
values of these parameters usually suppose the exis-
tence of considerable gradients of the magnetic field
and radial velocity in and near fine-structure mag-
netic elements.
The results of our analysis of δa, δA, and VZC

for SMMF observations in four lines near the
FeI λ525.02 nm line are listed in Table 3. Figure 5
shows histograms of all three asymmetry parameters
for the FeI λ525.02 nm line. Our analysis shows that
a wide range of values is typical for all lines and all
parameters; however, the mean values are different
for different lines and differ significantly from zero.
One somewhat unexpected result is that the values
of δa, δA and VZC differ appreciably for the “twin
ASTRONOMY REPORTS Vol. 49 No. 7 2005
lines”—the magnetic-ratio lines, FeI λ524.70 nm line
and FeI λ525.02 nm.

4. DISCUSSION

These observational results require an appropriate
theoretical interpretation—a question that is not at all
trivial and, in many respects, remains unresolved. We
plan a dedicated paper devoted to some aspects of this
problem. However, some conclusions can already be
drawn now.
The question of which scales of magnetic fields

are responsible for the SMMF signal remains open:
strong fields concentrated in small-scale elements or,
on the contrary, weak fields occupying the bulk of the
solar surface (the possibility of neglecting the effect of
sunspots is shown in [37]). One effective way to ad-
dress this question (which has long been successfully
applied for magnetic-field diagnostics with fairly high
spatial resolution [32, 38]) is the method of strength
ratios, which compares measurements in lines with
different magnetic sensitivities. This method was ap-
plied to the SMMF using magnetographic obser-
vations in [39]. We have carried out a much more
effective analysis using our new, Stokes-meter mea-
surements.
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Table 3.Main asymmetry parameters of the V profiles for the SMMF observations.N is the number of observing days,
AV are the average values, and RMS are the rms deviations (errors are given in parentheses)

Element
λ, nm

N
δa δA VZC , m/s

AV RMS AV RMS AV RMS

FeI 524.705 233 0.084 0.177 0.014 0.160 −36 1591

(0.012) (0.008) (0.011) (0.007) (104) (74)

CrI 524.756 271 0.097 0.150 0.031 0.147 −113 1625

(0.009) (0.006) (0.009) (0.006) (99) (70)

FeI 525.021 254 0.059 0.151 0.012 0.160 215 1131

(0.010) (0.007) (0.010) (0.007) (71) (50)

FeI 525.065 262 0.128 0.142 0.032 0.172 394 1220

(0.009) (0.006) (0.011) (0.008) (75) (53)
It is clear that the above data on the systematic
differences of the SMMF strengths for different spec-
tral lines and the statistically significant asymmetry
of the Stokes-meter V profiles cannot be explained in
models with a uniform magnetic field with moderate
strength. In this case, the V profiles of all spectral
lines would be symmetric, their amplitudes would dif-
fer precisely in proportion to their Landé factors, and
the magnetic-field strengths would be identical. In
strongmagnetic fields (of the order of 1 kG), the linear
dependence between the V amplitude and the field
strength breaks down (at different field strengths for
different lines, depending on their magnetic sensitiv-
ities). We can then estimate the “true” field from the
ratio of the measured strengths, of course, taking into
account instrumental factors (the width and opening
of the slits, etc.). In practice, we must use complex
modeling procedures to determine the parameters of
the solar atmosphere that can best reproduce the ob-
servational data. In general, we must solve the equa-
tions of transfer for polarized radiation in a complex,
structured medium with various magnetic-field and
thermodynamic parameters.
However, applying simplifying assumptions, we

can obtain an approximate estimate of the magnetic-
field strength that fits the observations, especially
by comparing lines within the same multiplet. Fig-
ure 6 shows calculated SMMF strength ratios for
the FeI λ525.02 nm and FeI λ524.70 nm lines (left)
and the FeI λ630.15 nm and FeI λ630.25 nm lines
(right) for the facular (dashed curve) and network
(solid curve) fine-structure magnetic elements mod-
els of [40]. The vertical lines show the observed ratios,
and horizontal lines are drawn through the points of
intersection of the vertical lines with the theoretical
curves. The best agreement between the theoretical
and observational values occurs for a strength of
850–1100 G. Of course, this should be treated as only
an approximate value.

An interesting result obtained earlier in analyses
of δa, δA and VZC [2, 41, 42] for observations with
higher spatial resolution was the sharp increase in
the amplitudes of these parameters with decreas-
ing magnetic-field strength at the observed site on
the Sun. Despite the considerable noise level, our
SMMF data confirm this result. This is illustrated in
Fig. 7, which shows δA as a function of B for the
FeI λ525.02 nm line. The question naturally arises of
whether this distribution is simply due to the increas-
ing errors in δA with decreasing field strength. It is
shown in [41] via a comparison of data obtained in two
lines with different magnetic sensitivities that this is
not the case. In our case, we calculated the distribu-
tion as a function of the standard errors in the mean
values of δA. These errors (multiplied by 10 to make
them visible on the scale of the graph) are shown by
the dashed line in Fig. 7. Thus, we are clearly dealing
with a real physical, and not a statistical, effect.

It is of interest to see how our new Stokes-meter
SMMF measurements agree with the WSO data,
which are currently the most uniform and regular
data available. Figure 8 shows such a comparison
for 2003 (our data correspond to observations in the
FeI λ525.02 nm line, and the WSO data have been
retrieved from the WSO site). The linear-regression
equation,

BWSO = 0.03(±0.05) + 0.93(±0.03)BSSO,

has a correlation coefficient of ρ = 0.92 (number of
pairs of points N = 137). This testifies to the very
good agreement between the two observational data
series.
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Abstract—Interactions of particles accelerated in solar flares with matter in the solar atmosphere give rise
to neutrons, which are efficiently captured on hydrogen nuclei as they are slowed to thermal velocities. This
capture is accompanied by the emission of a gamma-ray with energy 2.223 MeV. Observational data for
the temporal profiles of the gamma-ray fluxes in this line are used to study the plasma-density distribution
in the solar atmosphere during the flares of December 16, 1988, March 22, 1991, and November 6, 1997.
This analysis is based on comparisons between the observations and profiles computed taking into account
a number of parameters describing the generation and transport of the flare neutrons in atmospheric
layers of various densities. In three cases studied, the density of the material in the photosphere below
the flare region is enhanced compared to the density in an unperturbed part of the solar atmosphere at
the same height. In the case of the December 16, 1988 flare, we are able for the first time to relate the
profile of the 2.223 MeV line with the shape of the accelerated particle (proton) spectrum. This opens
new possibilities for studies of particle acceleration on the Sun based on observations of flare gamma-ray
emission. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Gamma-ray radiation in nuclear lines was first
detected during a series of prominent proton events
in August 1972 [1]. The first detection of flare neu-
trons was made nearly eight years later, during the
flare of June 21, 1980 [2]. Soon, studies of solar
gamma-rays and neutrons (neutral solar radiation)
became a powerful means to investigate flares and
the properties of the solar atmosphere. Data on this
neutral radiation can provide information about the
properties of accelerated particles and the parameters
of the surrounding medium at the locations of nuclear
reactions in the atmosphere. The extraction of this
information requires preliminary model calculations
of the spectra of the neutrons and gamma-rays as a
function of various parameters of the flare process.

A prime illustration of the possibilities provided by
observations of gamma-rays and neutrons from the
Sun is the reconstruction of spectra and estimation
of the total number of accelerated particles based on
data on nuclear gamma-ray lines [3–6]. The time be-
havior of the flux of observed neutrons can be used to
derive the spectrum of the neutrons generated during
a flare. In turn, this makes it possible to reconstruct
in an independent way the spectrum and estimate the
total number of accelerated particles [3, 6]. Hua and
Lingenfelter [7] proposed a method for determining
1063-7729/05/4907-0567$26.00
the angular distribution of the accelerated ions based
on the observed flux of flare gamma-rays.

Together with this, the possibility of determining
the 3He content in the photosphere from observa-
tions of gamma-ray lines was demonstrated [8, 9].
Gamma-ray data for flares were applied to the de-
velopment of techniques for solar nuclear gamma-
ray spectroscopy, which can be used to determine
the elementary composition of particles in the places
where nuclear reactions occur, as well as the compo-
sition of the accelerated particles taking part in these
reactions [3, 10].

During the onset and development of a flare, and
also in the post-flare stage, fluctuations of the plasma
density and temperature should unavoidably appear
in the solar atmosphere on various spatial and tem-
poral scales [11–14]. Models with a layered flare re-
gion with variable density provide one example [12].
A number of theoretical works analyzing the response
of the solar atmosphere to the primary energy release
of a flare [11–14] indicate that the motion of a cool,
dense condensation (or several such condensations)
ahead of the shock wave propagating downward from
the region of energy release (i.e., toward the photo-
sphere) is possible. This picture is confirmed, for ex-
ample, by the data for the white flares of June 4, 1980
and June 15, 1991 [15]. In the latter case, a radial ve-
locity for the downward motion of the radiating mate-
c© 2005 Pleiades Publishing, Inc.
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rial of 20–23 km/s was obtained for a chromospheric
condensation formed during the sudden heating of
the upper chromosphere by the flux of heat from the
corona. It is likely that the presence of downward-
moving radiating material is a common feature of
the impulsive phases of powerful flares [15]. On the
other hand, we have the concept of a new magnetic
field ascending in a previously existing region of “old”
field. Such rising magnetic fields are considered to
be sources of flares, as has been confirmed to some
extent by observations [16].

The neutrons arising during interactions between
accelerated particles and various nuclei are deceler-
ated in the solar atmosphere and, when they reach
thermal energies, begin to be efficiently captured by
hydrogen nuclei 1H, leading to the formation of deu-
terium 2H (or d):

n +1 H → d + γ.

This reaction is a source of gamma-rays with energy
Eγ = 2.223 MeV. However, the flux density of these
gamma-rays depends strongly on the number density
of 3He nuclei in the solar atmosphere [17, 18]. The
cross section for the radiationless capture of a neutron
by a 3He nucleus, with the formation of tritium 3H,

n +3 He → 3H + p

is nearly a factor of 1.7 × 104 higher than the cross
section for neutron capture by hydrogen. Data on the
density of 3He in the Sun imply that the roles of these
two reactions should be comparable [4]. Neutrons are
not only efficiently captured by 3He nuclei, but also
decay over a mean lifetime of τd ≈ 918 s. In addition,
neutrons can be scattered into large angles, with
their subsequent escape into interplanetary space. All
these factors decrease the number of neutrons that are
captured by hydrogen, thereby decreasing the emer-
gent flux of gamma-rays with Eγ = 2.223 MeV.

The demonstration that the time variations of the
2.223 MeV radiation contain information about the
height variations of the plasma density in the solar
atmosphere was of fundamental importance [19–21].
The model computations of [19] for the case of an
instantaneous point source of neutrons identified the
main factors influencing the distribution of depths at
which neutrons of various energies are thermalized:

(1) the energy spectrum of the neutrons,
(2) the angular characteristics of the incident

beam,
(3) the angular dependence for the elastic scatter-

ing of neutrons on hydrogen,
(4) the density profile with height in the solar at-

mosphere, and
(5) the kinematics of the nuclear reactions in-

volved.
The computations of [21] for neutrons with an initial
energy of 30 MeV and several model density distribu-
tions confirmed the expected differences in the time
profiles for gamma-ray lines.

In this paper, we briefly describe the method we
have used and our computational model (Section 2).
In Section 3, the results of the model computations
are used to analyze the time profiles of the gamma-
rays observed for three flares: December 16, 1988
(SMM), March 22, 1991 (GRANAT), and Novem-
ber 6, 1997 (Yohkoh). Section 4 contains a discussion
of the results. Our main result is the detection of a
density enhancement in the photosphere during these
three flares compared to the density expected for the
unperturbed solar atmosphere.

2. METHOD AND COMPUTATIONAL MODEL

Studies of gamma-rays with energy 2.223 MeV
from solar flares can be used to probe an extensive
layer of solar plasma, beginning from the chromo-
sphere and continuing to levels that are not currently
accessible to observation using other (spectroscopic)
methods. This became clear after the detailed model
computations of [19–23]. First and foremost, these
works analyzed the propagation of neutrons arising in
nuclear reactions during solar flares and subsequently
penetrating to deep layers of the Sun. In particular,
Kuzhevskij and Kogan-Laskina [20] were the first to
attempt to obtain analytical expressions that could
be used to study the distribution of plasma in the
solar atmosphere based on an analysis of gamma-ray
radiation due to neutron absorption. The radiation of
the 2.223 MeV gamma-ray line during the capture of
neutrons by hydrogen nuclei and its subsequent ab-
sorption in the solar plasma were considered. On this
basis, a method for deriving the density profile with
height in the solar atmosphere during a flare using
the observed time variations of the flux of gamma-
rays with Eγ = 2.223 MeV was proposed. Compu-
tations were carried out for (monoenergetic) neu-
trons with energies in the range En = 0.1–100 MeV,
which were the most efficient in producing gamma-
rays with Eγ = 2.223 MeV. The isotropic emission of
neutrons into a lower hemisphere from a level lying
above the photosphere with a number density of no
more than 5 × 1015 cm−3 was assumed, since only
near this depth can neutrons with minimum initial
energies of En = 0, 1 MeV become thermalized (the
zero depth corresponds to the level with number den-
sity 1012 cm−3). Analogous computations were car-
ried out for the case when the initial energy spectrum
of the neutrons is a power law with index s = 0–3,
∼E−s

n , for various density profiles with height in the
solar atmosphere. The duration and time profile of the
flux of emitted primary neutrons were also accurately
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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taken into account, as well as their radiationless ab-
sorption by 3He nuclei. The dependence of the flux
of gamma-rays with Eγ = 2.223 MeV on the central
(heliocentric) angle of the flare was studied separately.
Density models. To allow for possible deviations

of the density from the standard model for the un-
perturbed solar atmosphere (model 1; i.e., m = 1,
with m also denoting the model number), Kuzhevskij
and Troitskaia [19] constructed four additional models
corresponding to both enhanced and lowered densi-
ties in layers at various depths (Fig. 1). In the ba-
sic model 1, the density grows smoothly from 1.5 ×
1016 cm−3 at the top of the photosphere (where the
optical depth to radiation at a wavelength of 5000 Å is
τ = 0.005) to 2.5× 1017 cm−3 at a level 330 km lower,
where τ = 1; over the following 60 km in depth, the
optical depth grows to τ = 10. In model 2, the density
increases to 8× 1017 cm−3 at depths of∼500 km be-
low the top of the photosphere, i.e., in deep subphoto-
spheric layers; inmodel 3, the density grows smoothly
below the photosphere, reaching 6 × 1017 cm−3 at
the same depths. Model 4 represents the case of de-
creased density, with the reduction beginning above
the photosphere, and the density taking the value
3 × 1015 cm−3 at the top of the photosphere and
2 × 1016 cm−3 330 km below this level. Model 5 cor-
responds to the special case of an enhanced density
equal to 2.5 × 1017 cm−3 over the entire thickness
of the photosphere. The height dependences for the
density and temperature of the solar atmosphere in
the basic model (curve 1 in Fig. 1) correspond to the
model for the lower chromosphere and photosphere
of [24], which is in agreement with the model for the
convective zone of [25].

The medium in [19] was taken to be pure hydro-
gen, and the computations of [19–23] were carried
out for an instantaneous point source of neutrons and
the five density models presented in Fig. 1. Other
important aspects of the problem were subsequently
studied [26–28]. For example, Kuzhevskij and Troit-
skaia [26] were the first to try to take into account (via
simple estimates) the contribution of radiationless
absorption of neutrons by 3He nuclei. The computa-
tions of [26–28] included the duration and time profile
for the injection of neutrons, which were taken into
account using the method proposed earlier in [23].
The initial angular distribution of the neutrons was
taken to be isotropic. This assumption is in agree-
ment with the angular distribution of neutrons emit-
ted in nuclear processes leading to the generation of
neutrons in the energy interval indicated above. In
fact, it proved to be sufficient to consider neutrons
only in the lower hemisphere.

In the end, we showed that it is important to take
into account the following processes if we wish to
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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make effective use of data for 2.223 MeV gamma-ray
radiation:

(1) the deceleration of neutrons in the solar
atmosphere due to elastic scattering on hydrogen
nuclei, taking into account the energy and angu-
lar dependences of the effective cross sections for
np scattering,

(2) the possible escape of energetic neutrons with
energies En ≥ 2 keV from the solar atmosphere,

(3) the gravitational action of the Sun on neutrons
with En < 2 keV,

(4) the thermal motions of decelerated neutrons,
(5) neutron decay,
(6) the capture of neutrons by hydrogen, with the

formation of a deuteron and a gamma-ray with energy
2.223 MeV,

(7) the radiationless capture of neutrons by 3He
nuclei,

(8) the absorption of emergent gamma-rays as a
function of the position of a flare on the Sun relative
to the observer (the central angle of the flare),

(9) the time profile for the injection of neutrons
under the assumption that it is proportional to the
profile for the injection of the total flux of gamma-
ray radiation with energies 4–7 MeV corresponding
to the excitation of nuclei of 12C and 16O,

(10) the initial spectrum of the neutrons,
(11) the dependence of the density of the sur-

rounding medium on height.
Our understanding of the pattern of emitted

2.223 MeV gamma-rays has recently been refined,
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Table 1. Differences δ between the expected fluxes of
2.223MeVgamma-rays calculated for various central flare
angles [26, 27]

Generation
Flare angle

Model t, s 0◦ 40◦ 80◦

δ, %

s = 0

1–2 145 38 20 20 0

1–5 145 16 1 3 22

2–5 145 48 21 17 22

1–5 375 94 71 70 58

1–4 405 19 19 16 14

s = 3

1–4 15 15 13 14 15

1–5 15 15 13 14 15

4–5 15 62 63 64 68

1–5 365 69 69 68 57

1–4 405 8 8 9 8

enabling us to broaden the domain of applicability
of data for this line. This became possible through
studies of the dependence of the flux of gamma-
rays on the central angle of the flare, more accurate
account of the radiationless capture of neutrons by
3He nuclei, and direct inclusion of the original spectra
of the neutrons and accelerated particles in model
computations. Since such studies clearly present
more than purely methodical interest, we will consider
these questions in somewhat more detail.
Dependence of the gamma-ray flux on the po-

sition of the flare. Themainmechanism attenuating
the flux of gamma-rays with energy 2.223 MeV is
Compton scattering of the gamma-rays on electrons.
The corresponding extinction coefficient per atom in
hydrogen is µ = 0.139σH, with the mass extinction
coefficient being µ/ρ = 0.08329 cm2/g. Assuming
that the gamma-ray radiation is isotropic, according
to the computations of [27], the flux of gamma-rays
from a flare at heliolongitude θ = ±80◦ relative to
the central meridian of the Sun will be appreciably
lower than the fluxes from equivalent flares located
at θ = 0◦ and θ = ±40◦. However, the time profiles
of gamma-rays from flares at θ = 40◦ and θ = 80◦
proved to be similar to the profile computed for a
central flare at θ = 0◦ [26]. Differences between the
computed time profiles for the 2.223 MeV gamma-
ray line for flares located at θ = 0◦ were discussed
earlier in [22] in connection with the possibility of
testing density models (Fig. 1) based on data that can
be obtained with modern instruments. It was sub-
sequently discovered [27] that, in some cases, there
are appreciable differences between model profiles for
flares at heliolongitudes of 40◦ and 80◦. Computations
were carried out for all five density models (Fig. 1)
for an initial neutron energy of 30 MeV and various
indices for the neutron spectrum s = 0–3. The differ-
ences between the computed 2.223 MeV gamma-ray
fluxes δ (in %) for various central flare angles are pre-
sented in Table 1. From an observational point of view,
this question reduces to a comparison of the sensi-
tivities of various gamma-ray detectors. Kuzhevskij
et al. [23] estimated relative instrumental 1σ errors
for a level of 1 cm−2/s for data obtained using three
gamma-ray detectors based on crystal scintillators
and averaged over 32 s—OSSE (Compton Gamma-
Ray Obseratory) [29], GRS (SMM) [30], and SONG
(CORONAS) [31]. The data in Table 1 testify that,
in many cases, differences in the time profiles of the
2.223 MeV line due to properties of the density mod-
els for the solar atmosphere can be observed us-
ing these existing detectors. This is at least true for
flares with heliocentric angles to ±80◦. Note that the
sensitivities of the OSSE and Yohkoh detectors are
comparable when the gamma-ray energies involved
are higher than several MeV [32].
Radiationless neutron capture. The need to in-

clude the radiationless capture of neutrons by 3He
nuclei was first noted in [33, 34]. For the case of
an instantaneous source of neutrons, the constant
decrease τ of the time profile in the absence of 3He
can be estimated using the formula

1/τ = 1/τH + 1/τd, (1)

where τd is the mean lifetime of the neutrons to decay
and τH is their mean lifetime to capture by hydro-
gen, with the subsequent generation of 2.223 MeV
gamma-rays. In the presence of 3He in the solar
atmosphere, the resulting decay constant τ1 is given
by the relation [7]

1/τ1 = 1/τH + 1/τd + 1/τHe (2)

where τHe is the mean lifetime of the neutrons to
capture by 3He nuclei. The ratio of the numbers of
neutrons captured by 3He and hydrogen nuclei is
given by the formula

η = nHеσHе/nHσH, (3)

where nHе/nH = 2.0× 10−5 is the ratio of the number
densities of 3He and hydrogen in the solar atmo-
sphere [7] and σHе/σH = 1.61 × 104 is the ratio of
the corresponding cross sections for neutron capture.
It follows that η = 0.322, which was used in [26] to
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Table 2.Relative content of 3He in the photosphere based on data for the time profiles of the 2.223 MeV line for five solar
flares [38]

Flare nHe/nH, 10−5 Spacecraft and reference

June 3, 1982 ≤ 3.8 SMM/GRS [35]

June 3, 1982 2.3 ± 1.2 SMM/GRS [7]

June 4, 1991 2.3 CGRO/OSSE [36]

June 11, 1991 2.0–5.0 GRANAT/PHEBUS [37]

November 6, 1997 2.3 ± 1.4 Yohkoh [38]
estimate the expected contribution of 3He to the ob-
served time profile of 2.223 MeV gamma-rays. With
τd = 918 s and τd 	 τH, we obtain from (1)–(3) τ1 =
(3/4)τ .

This correction must be included in the computed
time profiles for the 2.223 MeV gamma-rays. It can
also be included in the time profiles for the decay
constants τ when analyzing the observed profiles of
the 2.223 MeV line, as was done in [26] in a com-
parison of computed and observed profiles for the flare
of March 22, 1991 (see below). In view of the impor-
tance of radiationless neutron capture, we present a
master list of estimates of the ratio nHе/nH obtained
by various groups [7, 35–38] from data on profiles of
the 2.223 MeV line for several flares (Table 2).

Monte Carlo simulations with statistical weights
were applied to compute the radiationless capture
of neutrons by 3He in [26]. As earlier, the ratios of
the cross sections for neutron capture without and
with radiation and of the number densities of 3He
and H were taken to be σ3He/σH = 1.61 × 104 and
n3He/nH = 2 × 10−5 [7]. The probability of a radi-
ationless capture of a neutron by a 3He nucleus is
determined by the expression

p3He =
ω3He

ωn
=

σ3Hen3He

σHnH + σ3Hen3He + σelnH
. (4)

Here, ωn is the statistical weight of the neutron before
the collision, ω3He is the fraction of the statistical
weight corresponding to absorption by 3He nuclei,
σH = 7.32 × 104/νnH barn, where νnH is the relative
velocity of the neutron and hydrogen nucleus (cm/s),
and σel is the cross section for elastic np scattering. It
follows from (3) that

ω3He =
0.322ωn

1.322 + σelνnH/7.32 × 104
. (5)

Analogously, the fraction of the statistical weight cor-
responding to capture by hydrogen has the form

ωH =
ωn

1.322 + σelνnH/7.32 × 104
. (6)
ASTRONOMY REPORTS Vol. 49 No. 7 2005
Formulas (5), (6) were used in the analysis of each
elastic collision. The computations assumed the
isotropic injection of the initial neutrons into the lower
photosphere. An exact treatment of the duration and
time profile of the flux of emitted primary neutrons and
of their radiationless absorption by 3He was carried
out in [26], and the results of those computations
applied to the gamma-ray data for the flare of Novem-
ber 6, 1997 in [27]. It would be very important for our
understanding of particle acceleration on the Sun to
establish a direct connection between the time profile
of the 2.223 MeV line and the shape of the spectrum
of accelerated particles. This relation was first studied
in [39] using data for the flare of December 16, 1988.
The main results of the analysis for the three flares
indicated above are described in more detail below.

Table 3. Comparison of model and observational results
for the 2.223-MeV line decay constant for the flare of
March 22, 1991 [26, 27]

3He/H m s
Σw

(with
weights)

N(Σw)
Σ

(without
weights)

N(Σ)

0 1 0 34.03 5 1208 4
2 0 0.87 1 401 2
3 0 4.22 2 188 1
4 0 27.11 4 1160 3
5 3 14.55 3 1233 5

2 × 10−5 1 1 52.3 8 1602 4
2 1 7.40 2 290 1
3 1 22.10 6 698 2
4 1 40.6 7 1254 3
5 0 12.64 5 810 8
5 1 9.40 4 591 7
5 2 7.71 3 4824 6
5 3 7.11 1 4463 5
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Fig. 2. Comparison of time profiles for the decay con-
stants τ (t) (i) derived from the computed time profiles
for the gamma-ray radiation [26] for a number of com-
binations of the model density in the solar atmosphere
and the index of the initial neutron spectrum, and (ii) cal-
culated using the five measurements of the gamma-ray
flux obtained by the PHEBUS detector on the GRANAT
observatory during the flare of March 22, 1991 [40].

3. RESULTS

There are relatively few detailed measurements of
the 2.223-MeV line for flares, and not all the available
data are suitable for analyses using the method de-
scribed above. The first suitable gamma-ray event of
this type was the flare of March 22, 1991 [40]. How-
ever, even in this case, we have only a small amount
of information about the gamma-ray emission: there
are no reliable measurements of the time variations
of the 2.223 MeV line or of the lines at 4–7 MeV.
Essentially, we have only the decay constants for the
fluence of the 2.223 MeV line based on five temporal
points. Nevertheless, these data were used for model
computations [26], which yielded both time profiles
and decay constants, which, in turn, enabled the first
comparison of the model with the observations.
Flare of March 22, 1991.A burst of gamma-rays

from the class 3B/X9.4 flare onMarch 22, 1991 (S26,
E28) was detected at 22:42:51 UT by the PHEBUS
instrument on the GRANAT observatory [40]. The
source of neutrons in this impulsive event can be
considered to be approximately instantaneous. Time
profiles of the fluxes of gamma-rays and of the de-
cay constants were computed for this case, for four
spectral indices and all five models (Fig. 1) for the
central angle of the flare, 37.5◦ [26]. The analysis used
the results of computations of the decay constant [40]
at the five measured points of the time profile of the
2.223 MeV gamma-ray line. The contribution of ra-
diationless absorption of the neutrons by 3He nuclei
was taken into account via a simple estimate, and,
in general, possible time variations of the neutron
injection rate were not included (the injection of the
primary neutrons was taken to be instantaneous).
Figure 2 shows a comparison of the computed de-
cay constants τ(t) and the observations. The best
agreement with the observations for 3He/H = 2 ×
10−5 is given by s = 3 and m = 5 (an enhanced den-
sity in the photosphere). The least-squares results
with and without statistical weights for two values
of the 3He/H ratio are presented in Table 3, where∑

=
6∑

i=1
(τoi − τi)2 and

∑
w =

6∑
i=1

1
σ2

oi

(τoi − τi)2 are

the sums of the squared deviations obtained for the
five points without and with the statistical weights
and i = 1–5; and τoi and τi are the observational and
model values of τ .
Flare of November 6, 1997. The burst of

gamma-ray radiation detected by the Yohkoh satellite
at 11:52 UT onNovember 6, 1997 [38] was associated
with a class 2B/X9.4 solar flare (S18, W64). We
used the data for the 2.223 MeV gamma-ray line and
the instantaneous 12C + 16O line “cleaned” by the
authors of [38].

The time profile of the neutrons injected during the
flare was taken to be similar (“proportional”) to the
profile of gamma-rays in the 12C+ 16O line. In the
computations, the total time interval for the observa-
tions, 0–440 s, was divided into 23 subintervals, each
with a separate source. The initial statistical weight
of the neutrons was taken to be equal to the ratio of
the area under the curve for the given interval and the
total area under the curve.

Time profiles were computed for a central flare an-
gle of 65◦, spectral indices s = 0–3, and for four of the
five density models (m = 1, 2, 4, 5). One case of re-
duced density and two cases of enhanced density are
presented. Model 3 was not considered for this event,
since the computed time profiles for the 2.223 MeV
gamma-ray line for models 2 and 3 proved to be very
similar for this flare, which was far from the center of
the solar disk. Time profiles of the decay constants
were calculated for the obtained gamma-ray-flux time
profiles. Using a least-squares criterion (with and
without statistical weights), the resulting curves were
compared with the decay constants calculated in [28]
at six points using the data of [38]. Figure 3 shows
the time profiles of the fluxes and the decay constants
for the case s = 1 as an example. Comparisons of the
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 3. (a) Time profiles of the flux of 2.223 MeV gamma-rays per neutron. The quantity ∆w/∆t denotes the number of
gamma-rays escaping per unit time in a specified direction, ∆t = 10 s, and s = 1. (b) Time profiles of the decay constants
compared with the decay constants calculated using the observational data for the flare of November 6, 1997 for s = 1 [27, 28].
observational data and calculated values for two flares
are presented in Tables 4 and 5.

Table 4 contains the sums of the squared devi-
ations obtained for six points without and with al-

lowance for the statistical weights,
∑

=
6∑

i=1
(τoi −

τI)2 and
∑

=
6∑

i=1

1
σ2

oi

(τoi − τi)2, where τoi are the

observational and τi the model values of τ . The aster-
isks mark cases for which the agreement between the
observational and computed decay constants is best.

The results of determining the model densities for
the flares of November 6, 1997 and March 22, 1991
for various forms of neutron-injection function (three
cases in all) are presented in Table 5.

Themethod of [19–23] was first applied to the flare
of March 22, 1991 in [26], but it was assumed that
the neutrons were injected vertically downward, and
capture by 3He nuclei was taken into account only
via a simplified estimate (see above). In all three cases
considered, we were able to derive a model for the
height dependence of the solar plasma density and
the initial spectral index for the neutron spectrum,
testifying to the capabilities of the method. Our main
result is that, in all three cases and both with and
without statistical weights, models with enhanced
density in either the entire photosphere (model 5) or in
subphotospheric layers (models 2 and 3) provided the
best fit to the 2.223-MeV gamma-ray observations.
ASTRONOMY REPORTS Vol. 49 No. 7 2005
Flare of December 16, 1988. The entire set
of programs for the computations and the analysis
method were appreciably improved in 2002. Most
importantly, the method used to take into account the
form of the initial neutron spectrum was changed. We
accordingly turned to the computed neutron spectra
obtained in [7] under the assumption that the energy
spectrum of the initial accelerated particles could
be represented by a modified second-order Bessel
function, K2 (see, for example, [41]):

dN/dE ∝ βK2[2(3β/αT )1/2 , (7)

where E is the energy of a particle with velocity v per
nucleon, dN/dE is the differential intensity in units of
particles/cm2 s sr (MeV/nucleon), and β = v/c. The
dimensionless parameter αT characterizes the shape
of the energy spectrum of the charged particles under
the assumption that they are stochastically acceler-
ated with efficiency α (the acceleration rate) and that
the time that they are contained in the acceleration
volume is T .

Based on the results of [7], we considered two
limiting cases for the angular distribution of the
injected neutrons (isotropic and directed vertically
downward). The computational results for the various
spectra (i.e., various values of αT ) and the five
density models were then applied to the large flare
of December 16, 1988 [39].

The class X4.7/2B flare of December 16, 1988
occurred at a heliocentric angle of 43◦ in the active
region AR5278 (N27, E33). The SMM gamma-ray
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Table 4. Comparison of observational and computational
data for two flares [28]

s m
November 6, 1997 March 22, 1991

Σ, 104 Σw Σ, 106 Σw

0 1 10.88 78.7 9.882 21.74

2 6.37 15.3 4.660 0.9182

3 – – 2.716 ∗

4 6.60 15.5 ∗ 4.621

5 8.55 23.6 11.72 14.72

55.33 6.870

1 1 5.98 12.8 64.72 119.0

2 6.14 13.2 55.23 54.70

3 – – 57.41 79.70

4 5.93 9.5 87.37 113.6

5 3.95∗ 11.8 31.75 4.489

2 1 6.07 10.8 413.6 664.9

2 5.65 10.4 441.8 605.5

3 – – 371.2 561.0

4 5.23 7.5 593.6 753.4

5 6.13 16.2 692.8 10.49

3 1 5.84 10.5 699.6 1244

2 5.58 10.3 716.7 1173

3 – – 617.6 1076

4 5.30 7.4 1126 1984

5 4.81 6.8∗ 68.28 10.69

Note: The asterisks mark cases for which the agreement between
the observational and computed decay constants is best.

Table 5. Plasma-density models and spectral indices for
two flares [28]

Flare Injection of
neutrons

Without
weights
(Σ)

With
weights
(Σw)

s m s m

March 22, 1991 Vertical 1 2 3 5

Isotropic 0 3 0 2

November 6, 1997 Isotropic 1 5 3 5
spectrometer began to record the flare at
08:28:50 UT [42]. The time profile of the gamma-
ray emission at 2.223 MeV had four peaks [43,
44]. Figure 4 presents the best approximation to
the observed time profile of the 2.223 MeV line for
the third (largest) peak (08:54:46–09:01:03 UT). In
the corresponding model, the characteristic spectral
parameter for the accelerated particles is αT = 0.03
and the model density has m = 5, with an enhanced
density throughout the photosphere. Figure 4 also
shows the remaining four approximations.

The best fits for various cases are presented in
Table 6 (in the column “All”). To study the possible
evolution of αT during the acceleration phase of the
flare, we carried out computations for three segments
of the time profile for the 2.223 MeV gamma-ray
emission, for all values of αT and all models, for the
total time covered by the third peak and for three
subintervals within this time. The best-fit approxima-
tion was determined using a least-squares criterion.

Figure 5 illustrates the best fits for two time in-
tervals in the decay phase: αT = 0.005 in the first
interval (just after the flare maximum) and αT = 0.1
in the second interval (both with density model 5).

It is interesting that, in the growth phase of the
time profile (in the interval 24–136 s in Table 6), even
the smallest sums of the squared residuals do not
enable us to confidently identify an optimal density
model (m) that could be unambiguously compared
with a specific value of αT . Nevertheless, we can
be sure that the growth phase is not fit by model 5,
and that values of αT from 0.03 to 0.1 are more
likely than the value 0.005. Thus, we conclude that
there was no significant density enhancement in the
photosphere in the initial phase of the third gamma-
ray peak of the flare of December 16, 1988, but such
an enhancement appeared approximately 140 s after
the onset of the growth phase in the 2.223 MeV line.
Table 7 summarizes the computational results for the
2.223 MeV line for all three large flares. We can see
that we are not only able to add information about
the main parameters of the neutron spectrum and
the 2.223 MeV line to our overall picture of the flare,
but also to analyze the dynamics of particle acceler-
ation and the generation of gamma-ray emission on
the Sun.

4. DISCUSSION AND CONCLUSION

First and foremost, the results presented above for
the flares of December 16, 1988, March 22, 1991, and
November 6, 1997 demonstrate the effectiveness of
our method in determining the most probable density
profile with height in the solar atmosphere based on
observations of the 2.223 MeV gamma-ray line. The
main result for all three cases considered is that the
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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plasma density in the photosphere above the flare
region was enhanced compared to the corresponding
density for the standard model of the unperturbed
atmosphere. Moreover, in the flare of December 16,
1988, we infer a delay in the appearance of this density
enhancement relative to the onset of the gamma-ray
event. In addition, we are able to relate the time profile
of the 2.223 MeV gamma-ray line to the initial spec-
trum of the charged particles and other characteris-
tics of the acceleration process. This opens new and
interesting possibilities for studies of particle acceler-
ation on the Sun based on data for gamma-ray flares.
In particular, our approach has enabled us to detect a
tendency for the spectrum of accelerated particles to
harden in the decay phase of the December 16, 1988
flare. This is consistent with results obtained earlier
using othermethods for this same flare [43, 44] and for
the flares of April 24, 1984 and October 19, 1989 [44].

We emphasize that our method has enabled us
for the first time to derive simultaneously the most
probable vertical density profile for the solar plasma
and the parameter αT for the spectrum of accelerated
protons. This made it possible to trace the dynamics
of both of these characteristics over the time covered
by the gamma-ray flares. This is clearly visible in our
results for the third peak of the gamma-ray flare of
December 16, 1988.

(1) We detected a density enhancement through-
out the photosphere, to values ∼1017 cm−3. In con-
trast, the density in the quiescent photosphere grows
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Table 6. Rms deviations of the computational results
of [39] from the observational data for various time intervals
during the December 16, 1988 flare

αT m All 24–136 s 136–264 s 280–408 s

0.005 1 2.0 × 102 4.0 38 3.1
2 1.9 × 102 2.2 37 3.3
3 2.0 × 102 2.1 42 3.2
4 2.1 × 102 3.6 39 3.7
5 8.8 3.0 3.3 1.1

0.03 1 68 1.5 15 1.8
2 53 1.6 10 2.1
3 64 1.4 14 2.0
4 70 1.5 13 2.3
5 8.5 3.1 3.7 0.40

0.01 1 52 1.4 11 1.6
2 37 2.0 7.4 7.4
3 47 1.6 10 1.8
4 52 1.4 10 2.1
4 9.0 3.1 3.1 0.34

smoothly from 1016 cm−3 at the top of the photo-
sphere to 1017 cm−3 ∼ 350 km below this level.

(2) This density enhancement is not present dur-
ing the growth phase of the gamma-ray emission, and

 

GRS data, 16.12.1988

 

1
2
3
4
5

 

Models

 

100

 

t

 

, s
200 300 400 5000

1

10

Fl
ux

, c
m

 

–
2

 

 (
16

s)

 

–
1

 

α

 

T

 

 = 0.005

 

α

 

T

 

 = 0.1

 

α

 

T

 

 = 0.1
Model 1

Model 5

Model 5

Fig. 5. Observed time profile of the 2.223 MeV line (dia-
monds) during the flare of December 16, 1988 [42] and the
best-fit approximation [39] for the growth phase (αT =
0.1, model 1; thin, solid curve) and in two segments of
the decay phase (αT = 0.005, model 5 and αT = 0.1,
model 5; bold solid curves).



576 KUZHEVSKIJ et al.
Table 7. Plasma-density model and spectral indices for the three flares

Time of the flare
Coordinates,

class
(optical/X-ray)

Instrument,
spacecraft,
reference

Assumed distribution for
emitted neutrons

Results

Time profile
I(t) Direction Without weights With weights

Comparison method: comparing time profiles of decay constants

Result: index of initial power-law neutron spectrum s and density model number m

March 22, 1991
22:42:51 UT

S26, E28
3B/X9.4

PHEBUS,
GRANAT [40]

instantaneous
injection

vertical s = 1 m = 2 s = 3 m = 5

isotropic s = 0 m = 3 s = 0 m = 2

November 6, 1997
11:52 UT

S18, W64
2B/X9.4

Gamma-ray
spectrometer,
Yohkoh [38]

I(t) taken
into account

isotropic s = 1 m = 5 s = 3 m = 5

Comparison method: comparing time profiles

Result: spectral index αT of charged particles and density model number m

December 16, 1988
08:26 UT

N27, E23
1B/X4.7

GRS,
SMM [42]

I(t) taken
into account

isotropic αT = 0.03∗ m = 5∗∗ – –

∗ We also inferred a hardening of the proton spectrum in the decay phase of the gamma-ray flare: the index αT grows with time from
0.005 to 0.1.

∗∗ The appearance of the enhancement of the photospheric density (model 5) lags behind the onset of the gamma-ray flare by a time of
the order of the duration of the growth phase (140 s).
arises during the decay phase, roughly 140 s after the
onset of the flare.

(3) Assuming that the acceleration is stochastic,
the proton-spectrum parameter αT is equal to 0.03
averaged over the entire time for the flare.

(4) In the decay phase of the gamma-ray emission,
αT grows from 0.005 to 0.1; i.e., the spectrum hard-
ens with time.

(5) The proton spectrum in the growth phase of the
gamma-ray emission is harder than at the onset of the
decay phase (αT is in the range 0.03–0.1).

The possibility that the spectrum of the acceler-
ated particles varies during the course of a flare has
been discussed in a number of earlier studies [36, 43–
45], in connection with the possible realization of two
or more acceleration mechanisms during the flare. In
particular, this idea was put forth in [43] as an expla-
nation of the properties of the gamma-ray emission
of the December 16, 1988 flare. During the flare of
June 11, 1991, for example, at least three separate
episodes of gamma-ray injection were identified [43],
based on the variations of the ion spectrum in the
transitions between episodes [45].

Numerous attempts to use data on the 2.223MeV
gamma-ray line to derive new information about the
properties of the gamma-ray source have now been
undertaken. However, to bring about progress in this
area, it is necessary to decrease the uncertainties
associated with the most important factors influenc-
ing the formation of this line, in particular, the 3He
content and the contribution of dynamical deviations
of the density from the density for the standard model.
A third important characteristic is the accelerated-
particle spectrum. The 3He content and either the
density model or the spectral index can be used to
derive two of the free parameters. At the same time,
the ability to use all three parameters is unlikely with
current methods. This means that we require addi-
tional information about the 3He, density variations
in the photosphere, parameters of the accelerated-
particle spectrum, and other associated parameters.

Thus, future perspectives for the method involve
applying it to new data on gamma-ray flares for
which data with high energy, time, and angular
resolution have recently been obtained by instru-
ments on the RHESSI (July 23, 2002 and October–
November 2003), Integral, and CORONAS-F
(October–November 2003) spacecraft. Data on other
gamma-ray lines, such as those at 4–7 MeV, should
also be used. It will also be useful to obtain inde-
pendent measurements of the 3He content, either
using new methods of solar gamma-ray spectroscopy
(see, for example, [46]) or by measuring the weak
line at 20.58 MeV, due to the radiative capture of
neutrons by 3He nuclei in solar flares [47]. This
last possibility was first suggested and discussed
in [4]. Other possibilities for developing the method
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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include considering a power-law proton spectrum, as
is formed during shock acceleration, and allowing for
some distribution of the initial neutrons with depth.
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Abstract—A spectral analysis of a series of integrated MgXII 8.42 Å X-ray intensities recorded by the
CORONAS-F SPIRIT spectroheliometer is presented. Statistically significant peaks for periods in the
intervals 12–30 min and 40–200 min were found in the power spectra. The power spectrum for these
periods changed after the emergence of new photospheric magnetic flux in the active region NOAA 9840.
c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Intensive studies of the solar activity in the last
several decades provide evidence for a variety of coro-
nal oscillatory processes that display emission at al-
most all wavelengths—radio, optical, ultraviolet, and
X-ray, up to the shortest observed [1]. The periods
of these oscillations vary over a wide range, from
tenths or hundredths of a second to several thou-
sand seconds. Various physical mechanisms, most
of which correspond to oscillatory MHD modes of
coronal loops, have been invoked to explain these
phenomena.

Comparatively short-period (several minutes)
eigenmodes of loops (magnetic tubes) have been
studied in detail theoretically. Formulas relating the
oscillation periods to the lengths and magnetic fields
of the loops and the plasma temperatures and den-
sities inside the loops have been obtained for most
regimes (see, for example, [2]). These periods can
be used as diagnostics of the physical conditions in
coronal loops, demonstrating the importance of such
studies.

Observational data on oscillatory processes on the
Sun have been obtained using various instruments,
such as the Yohkoh SXT telescope [3], TRACE [4],
and SOHO SUMER spectrograph [5, 6]. In the
last two studies, oscillations with quasi-periods of
12–31 min and exponential damping on approxi-
mately the same time scale were observed only in
high-temperature lines (T > 6 МК). The authors
1063-7729/05/4907-0579$26.00
argued that these oscillations correspond to slow
modes of standing waves that are impulsively excited
in coronal loops by small flarelike phenomena.

Comparatively long-period (tens of minutes) os-
cillations were detected in the local radio sources of
active regions by the Nobeyama radio telescope [7].

The purpose of our present study is to search
for quasi-periodicity in MgXII 8.42 Å X-ray bursts
occurring in individual solar active regions. The mea-
surements used were obtained with the
CORONAS-F SPIRIT Bragg MgXII spectrohe-
liometer [8]. The solar images obtained in the MgXII
8.42 Å line indicate hot plasmas (Te > 5 × 106 K) in
coronal structures [9]. One feature of the
CORONAS-F orbit is that there are time intervals
lasting up to twenty days and repeated every three
months when the spacecraft is not shadowed by the
Earth. During these intervals, solar X-ray images can
be detected continuously with high time resolution.

The previous GOES-8 and GOES-10 studies
of the periodicity of solar X-ray emission at similar
wavelengths were carried out using a broad spectral
band, and were relevant for the Sun as a star or for
individual solar flares [10].

2. OBSERVATIONS AND PHOTOMETRIC
DATA PROCESSING

We used the data obtained in theMgXII channel of
the SPIRIT spectroheliograph from February 19–23,
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. Solar image in the MgXII 8.42 Å line obtained on February 20, 2002. The circle shows the location of the solar limb.
2002, when CORONAS-F was outside the shadow
of the Earth. Solar images in the MgXII line were
recorded every 1.75 min during this interval (every
0.6min during some subintervals), to enable the anal-
ysis of rapid processes in high-temperature regions
of the solar atmosphere. Figure 1 presents one of the
images obtained in February 2002.

We selected five active regions for our study:
NOAA 9825, 9830, 9835, 9837, and 9840. Other
solar high-temperature formations observed during
this time interval were short lived and not suitable
for studies of periodic intensity variations. Active re-
gions 9825 and 9830 were developed sunspot groups
with complex βγ and βγδ magnetic configurations,
respectively, in which a large number of Нα and
X-ray flares were observed (Solar Geophysical Data).
Active region 9835 displayed a β configuration, while
9830 evolved from a single sunspot to a β con-
figuration. Active region 9840 was detected at the
photospheric level at 09h 25m on February 21 (Solar
Geophysical Data). Hot coronal plasma above the
active region was observed in the MgXII 8.42 Å line
starting from February 19. The brightness and area
of 9840 increased considerably after the emergence of
sunspots.
The photometric processing of the images in-
cluded cleaning from cosmic-ray traces and occa-
sional transmitter–receiver noise, removing non-
uniformity in the background, and determining the
integrated radiation flux of each active region as the
difference between the fluxes in a rectangular area
containing the entire active region and a background
area of the same size located near the active region.

We processed 3530 images. The temporal profiles
determined for each active region were interpolated
for a uniform grid with a time step of 1.748 min.
For active regions 9830, 9837, and 9840, the time
series span was approximately 89 h (3044 points).
The series for 9825 and 9835 were somewhat shorter,
since these regions were located near the western
limb and their heliocentric longitudes for February 23
were >90◦.

Logarithmic radiation fluxes of each active region
were used to search for periodicity, since the dynamic
range of the X-ray bursts covers several orders of
magnitude.

Figure 2 presents the time evolution of the in-
tegrated logarithmic radiation fluxes for the active
regions. We can see that the variations of the inte-
grated fluxes of the active regions are predominantly
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 2. Time evolution of the integrated radiation fluxes of the active regions for February 19–23, 2002. Intensities are shown
on a logarithmic scale.
random but also contain regular components. The
quasi-period of these variations can change even for a
single active region; for example, the February 19–21
variations for active region 9840 differ appreciably
from those for February 22–23.

Figure 3 compares the data we used with the time
ASTRONOMY REPORTS Vol. 49 No. 7 2005
series obtained for the integrated GOES-10 X-ray

flux at 1–8 Å. The upper curve shows the variations in

the total SPIRIT MgXII 8.42 Å flux associated with
the active regions on February 20, while the lower
curve shows the GOES-10 data for the integrated
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active regions for February 20, 2002.
solar radiation at 1–8 Å. The small differences be-
tween these curves can be attributed to differences
in the spectral responses of the SPIRIT and GOES
instruments.

3. ANALYSIS OF THE QUASI-PERIODICITY
OF BURSTS

To estimate the spectral power of the variations
for the active regions studied, we performed a Fourier
analysis of the autocorrelation functions of the loga-
rithms of the integrated radiation fluxes. The autocor-
relation functions were calculated using the formula

k(m) =
1

Ns2

N−m∑
n=1

[u(n) − s][u(n + m) − s],

where u(n) is the logarithm of the integrated flux,
s its mean value, and N the number of data points.
This method for calculating the spectral density sig-
nificantly reduces the effect of the sample size.

For small arguments, a typical autocorrelation
function is similar to an exponential function, as is
quite natural given a Poisson distribution for the
times of the bursts, their random durations, and their
jumplike growth. Consequently, the spectral power
density at high frequencies should decrease as the
inverse square of the frequency [10], as is observed
overall. However, there are peaks related to processes
occurring in each active region against the general
decrease in the power with frequency. To identify
statistically significant peaks at high frequencies, the
spectra were averaged with a moving window. The
data points were divided into intervals of 1027 points
each (1795.2 min). The intervals were moved by half
their width, and the power spectra obtained were
averaged for all intervals. This window size enabled
us to identify statistically significant peaks for periods
of 4–40 min.

Figure 4 presents the averaged power spectra for
periods of 4–30 min for all the active regions consid-
ered (the interval of 30–40 min does not contain sta-
tistically significant peaks). The horizontal axis plots
not the frequencies, but the periods in order of their
growth. We can see then that the power spectra for
all the active regions contain peaks for quasi-periods
of 12–30 min and no significant peaks for periods of
4–10 min. The powers of the peaks corresponding to
these periods are approximately the same for different
active regions, although the periods themselves do
not completely coincide. For example, a significant
peak for a quasi-period of 12.5 min is present in the
spectrum for active region 9840 at the initial stage of
its evolution, preceding the emergence of sunspots.
This is shown in Fig. 5, which presents the averaged
power spectra for 9840 before (19.74d–21.25d) and
after (21.25d–23.41d) the emergence of sunspots on
the photosphere.

At low frequencies (periods of 40–200 min), there
are some maxima with amplitudes exceeding the av-
erage by factors of three to five (Fig. 6). Note that the
low-frequency power spectra presented in Fig. 6 were
obtained without averaging with a moving window.
ASTRONOMY REPORTS Vol. 49 No. 7 2005
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Fig. 4. Averaged power spectra for periods of 4–30 min observed in the active regions.
4. DISCUSSION

Our analysis of the variations of the integrated
MgXII 8.42 Å X-ray fluxes for these five active re-
gions indicates statistically significant quasi-periodic
variations with periods of 12–30 min. It is probable
that these variations correspond to periodic processes
or waves in hot coronal loops. These periods may be
associated with disturbances in the lower atmosphere
or variations in the parameters of the coronal plasma,
ASTRONOMY REPORTS Vol. 49 No. 7 2005
such as the densities, magnetic fields, and sizes of
loops. Changes in the power spectrum of the active
region after the emergence of sunspots suggest a
connection between the quasi-periods and the physi-
cal parameters of coronal loops.

We find that the low-frequency peaks are different
for different active regions. For example, the com-
pact, evolving region 9840 displayed quasi-periods of
72 and 84 min (Fig. 6), while the flare active region
9825 had quasi-periods of about 138 and 160 min.
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Fig. 5. Changes in the power spectrum related to the evolution of the sunspot group in the active region 9840.
Thus, differences in the low-frequency maxima due
to the frequencies of large bursts in different active
regions are probably associated with the structure
and strength of magnetic fields in the active regions.

We did not detect any quasi-periodic changes in
the integrated radiation fluxes that could correspond
to 5-min oscillations. This can be explained by the
fact that our analysis was applied to entire active
regions containing numerous magnetic loops. This
conclusion is supported in [11].

To obtain more definitive conclusions about the
presence of 3–5 min oscillations in the radiation of
high-temperature coronal loops observed at MgXII
8.42 Å, we plan to carry out detailed studies of in-
dividual structures in active regions using data with
higher time resolution.
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Fig. 6. Power spectra of active regions for periods of 40–200 min.
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