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It is shown that if a variable cosmological term in the present Universe
is described by a scalar field with minimal coupling to gravity and with
some phenomenological self-interaction potentiél), then this po-
tential can be unambiguously determined from the following observa-
tional data: either from the behavior of density perturbations in dustlike
matter component as a function of redsligiven the Hubble constant
additionally), or from the luminosity distance as a function of redshift
(given the present density of dustlike matter in terms of the critical
value. © 1998 American Institute of Physics.
[S0021-364(98)00122-4

PACS numbers: 98.80.Cq, 95.34

It has been known for many years that the flat Friedmann—Robertson—Walker
(FRW) cosmological model with cold dark matt6€DM), a positive cosmological con-
stantA>0 (Qy+Q,=1) and an approximately flabr a Harrison—Zeldovich-likeng
~1) spectrum of primordial scaldadiabati¢ perturbations fits the observational data
better and has a larger admissible region of the paramektgs(X;) than any other
cosmological model, both with inflationary and noninflationary initial conditi¢sese,

e.g., Refs. 1 and)2HereH, is the Hubble constanQOZSWGmeHS includes baryons

and (mainly) nonbaryonic dark matte(,)AEA/BHS, and the light velocityc=1. This
conclusion was based on the following argumenksha relation betweehl; and the age

of the Universet,, b) the fact that the observed mass/luminosity ratio never leads to
values greater thafilo~0.4 up to supercluster scales, comparison of the cosmic
microwave backgroundCMB) temperature anisotropies, the power spectra of density
and velocity matter perturbations, and the present abundance of galaxy clusters with
predictions of cosmological models with inflationary initial conditiongitlte observed
values ofp,/p,, in rich galaxy clusters taken together with the range for the present
baryon densityp,, admitted by the theory of primordidBig Bang nucleosynthesis. |
don’t include gravitational lensing tests.g., the number of lensed quagansre, since
conclusions based on them are less definite at present; however, the most recent
reconsideratiohhas also led to a low valu@,~0.3.

During last year two new pieces of strong evidence(gr<1 have appeared. The
first (historically) of them is based on the evolution of the abundance of rich galaxy
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clusters with redshifz (Ref. 4; see also the more recent paper by Ekal.,® where the
valueQy~0.5x0.2 (1o uncertainty is given. Still, it should be noted that some doubts
have already been cast on the validity of the conclusion@hgt 1 is really excluded.
Much better observational data expected in the near future will help to resolve this
dilemma unambiguously. The second, completely independent argument for
0,=0.2-0.4 follows from direct observations of supernovae tyg&hNila) explosions at

high redshifts up t@~1.” On the other hand, no direct evidence for a negative spatial
curvature of the Universéi.e., for the open FRW modehas been found. Just the
opposite — the latest CMB constrairitsased mainly on the results of the Saskatoon and
CAT experiments® the galaxy abundance at high redshffemd the most recent analysis

of the SNla data in terms of an effective equation of state of a component aQddity
unity'® strongly disfavor the open CDM model without a positive cosmological constant.
Of course, the possibility of havingoth a positive cosmological constant and spatial
curvature of any sign is not yet excluded, but, according to the “Occam’s razor” prin-
ciple, it would be desirable not to introduce one more basic novel feature of the Universe
(spatial curvaturewithout conclusive observational evidence. In any case, in spite of
many theoretical and experimental attempts to exorcize A,tarm is back again.

It is clear that the introduction of a cosmological constant requires new and com-
pletely unknown physics in the region of ultralow energies. Solutions with a cosmologi-
cal constant occur in such fundamental theories as supergravity and M theory. However,
this cosmological constant is always negative and very large. As compared to such a
basic “vacuum” state, a very small and positive cosmological constant allowed in the
present Universe may be thought as corresponding to the energy deqnsitya highly
excited (though still very symmetric*background” state,.so it need not be very “fun-
damental.” But then it is natural to omit the assumption that it should be exactly con-
stant. In this case the name "“a cosmological tertof aA term) is more relevant for it,
so | shall use this one below. The principal difference between two kinds of nonbaryonic
dark matter — dustlike CDM and A term — is that the latter one is not gravitationally
clustered up to scales30 h~! or more(otherwise we would return to the problem why
Q. observed from gravitational clustering is not equal to unitflere h=Hy/100

km-s *Mpc™ L.

On the other hand, there exists a well-known strong argument showing Ahtgran
cannot change with time as fast as the matter depsijtsnd the Ricci tensaii.e., <t ~?)
during the matter-dominated stager redshiftsz<4x 10*h?). Really, ife , < p,,, SO that
Q) ,=const, then matter density perturbations in the CBidaryon component grow as

s J25-240, -1
55(?’)) ctc(142) 3972, a=TA.

m

As a consequence, the total growth of perturbatittrsince the time of equality of matter

and radiation energy densities up to the present moment is less than in the absence of the
A term. If Q, <1, thenA(Q,)=A(0)(1—-(6.4+2Inh)Q,). Since the parameters of
viable cosmological models are so tightly constrained thatay not be reduced by more

than about twice, this type of & term cannot account for more thar0.1 of the critical

energy densitysee Ref. 11 for detailed investigation confirming this conclusidhis,
unfortunately, precludes a natural explanation of the preseetm with() , =(0.5-0.8)
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in terms of “compensation” mechanistfsor exponential potentials with sufficiently
large exponent$ in other words, a\ term cannot be produced by an exactly “tracker”
field, as was recently proposed in Ref. 14.

A natural and simple description of a variable term is just that which was so
successively used to construct the simplest versions of the inflationary scenario, namely,
a scalar field with some interaction potent¥{¢) minimally coupled to the Einstein
gravity. Such an approach, though phenomenological, is nevertheless more consistent and
fundamental than a commonly used attempt to describetarm by a barotropic ideal
fluid with some equation of state. The latter approach cannot be made internally consis-
tent in the case of negative pressure, which is implied by observafiongarticular, it
generally leads to imaginary values of the sound velocity. On the contrary, no such
problems arise using the scalar field descriptitms scalar field is called tha field
below). Of course, its effective maﬂmi|=|d2V/d<p2| should be very small to avoid
gravitational clustering of this field in galaxies, clusters, and superclusters. To make a
term slowly varying, we assume thiah,| ~Hq~ 10" 33 eV or less(though this condition
may be relaxed Models with a time-dependerit term were introduced more than ten
years agd? and different potential¥/(¢) (all inspired by inflationary modeldhave been
considered: exponentiat;'®!inverse power-law® power-law!® and cosiné®’

However, it is clear that since we know essentially nothing about physics at such
energies, there exists no preferred theoretical candidaté(fpy. In this case, it is more
natural to go from observations to theory, and to determine an effective phenomenologi-
cal potentialV(¢) from observational data. The two new tests mentioned above are the
most suitable for this purpose. Indeed, using the cluster abunddmreletermined from
observations and assuming Gaussian statistics of the initial perturbéfienktter fol-
lows from the paradigm of one-field inflation, and it is in agreement with other observa-
tional data, it is possible to determinelaear density perturbation in the CDMbaryon
dustlike componen®(z) for a fixed comoving scal®~8(1+2z) *h™! Mpc up toz
~1, either by using the Press—Schechter approximation or by direct numerical simula-
tions of nonlinear gravitational instability in the expanding Univerdg) can be also
determined from observation of gravitational clusteriiiy particular, of the galaxy—
galaxy correlation functignas a function o. On the other hand, observations of SNe at
differentz yield the luminosity distancB® | (z) through the standard astronomical expres-
sionm=M +5 logD, +25, wherem is the observed magnitud® is the absolute mag-
nitude, andD, is measured in Mpc.

The aim of the present letter is to show how to deternvige) from eitherd(z) or
D (2), and to investigate what additional information is necessary for an unambiguous
solution of this problem in both cases. The idea has already been announced by the author
in Refs. 21 and 22; now the details are given.

The derivation ofV(¢) consists of two steps. First, the Hubble parametera/a
=H(z) is determined. Hera(t) is the FRW scale factor, #z=ag/a, the dot means
d/dt and the index O denotes the present value of a corresponding quanpgrticular,
H(tg)=H(z=0)=H,). In the case of SNe, the first step is almost trivial since the
textbook expression fdD, reads:

t dt
D (z2)=ag(no—m(1+2), n= fo a’ 1
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Therefore,

-1

!

D.(2)
1+z

da
H(z)= o5==—(apn’) '= (2

a’dy
Here and below, a prime denotes the derivative with respezt Thus,D, (z) defines
H(z) uniquely.
More calculations are required to fitdti(z) from 8(z). The system of background
equations for the system under consideration is:

87G o2 3Q,H5a3

2:_ — = ———
H =3\ Pmt V], Pn=g Ga8 @)
o+3Ho+ dV—o 4
0] a0 4
H=_47TG(pm+(;Dz)- ®)

Equation(5) is actually a consequence of the other two equations.

We consider a perturbed FRW background which metric, in the longitudinal gauge
(LG), has the form:

ds?=(1+2®)dt?—a?(t)(1+2¥) 5, dx'dx™ 1,m=1,2,3. (6)

The system of equations for scalar perturbations régmsspatial dependence eipK),
kk'=k? is assumed

. . k2 . .
d=r=yp, 5=—a70+3(v+Hu+Hv), (7)
&+ HB=47G(pyp+ ¢50), (8)
k2 . L. . dV
_?4_477@@2 d=47G pm5+<p§<p+3H<p§<p+@5<P , ©)
PIETP Y L PYTIIPLA 10
@+ @+ ?_'—d_(pz =409 — @ : (10)

Equation(10) is a consequence of the other equations. Heeand 5¢ are, correspond-
ingly, a velocity potential of a dustlike matter peculiar velocity antl-ield perturbation
in LG, and § is acomovingfractional matter density perturbatigm this case, it coin-
cides with (p/p), in the synchronous gaupdn fact, all these perturbed quantities are
gauge-invariant.

Now let us take a comoving wavelength= k/a(t) which is much smaller than the
Hubble radiusH ~%(t) up to redshiftsz~5. This corresponds th<2000 h~! Mpc at
present. Then, from Ed10),
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a2 .. dv dv a’H*
5¢%E2- 4@@)—2@43 ) |€D5<P| (P5QD ~W|¢|<Pm|8|- 1D

Therefore, theA field is practically unclustered at the scale involved. Now the last of
Egs.(7) and Eq.(9) may be simplified to:

. k? k?

52—?v, —;®=4WGpm5. (12
Combining this with the first of Eq€7), we return to a well-known equation férin the
absence of thé field:

5+2H8—47Gp,6=0. (13)

It is not possible to solve this equation analytically for an arbitidfy). Remark-
ably, the inverse dynamical problem, i.e., the determinatiotH¢&) given &(a), is
solvable. After changing the argument in E§§3) fromtto a[d/dt=aH(d/da)], we get
a first order linear differential equation fét?(a):

d5dH2+2 d?2s 3 dé e 30H3a3s y
Ciada A gE g/ T (4
The solution is:
30H3a3 ds)\ - dé (1+2)%2 (=48]
2_ 0%0 e H2
H =~ \da faéd da=3QgHj 52 f 1+zd (15

Puttingz=0 in this expression foH, we arrive to the expression 6i, through §(z):

= 8|8
Qo=16"2(0) 3f ——dz

o 1+z

-1

(16)

Of course, observations of gravitational clustering can hardly provide the funétn
for too largez (say, forz>5). However,5(z) in the integrands in Eq$15) and(16) may
be well approximated by it€ ,=1 behavior(i.e., § = (1+2z) 1) already forz>(2—3).
If massive neutrinos are present, one should use here the expressianwitten above
and withQ , replaced by, /Q (it is assumed thas,, includes massive neutrinos, Yoo

Finally, using Eq.(16), Eq. (15) can be represented in a more convenient form:

H%(z) (1+2)?6'%(0) 30, (1+2)? jz 5|6

HX0) 52z T 5%z Jo 17z an

Thus, 6(z) uniquely defines the ratibl(z)/H,. Of course, appearance of derivatives of
8(2) in these formulas shows that sufficiently clean data are necessary, but one may
expect that such data will soon appear. Let us recall also thatAfeconst V(o)
=const), we have

dinH B
din(1+z) Z:O_

3

H2(2)=H3(1- Qo+ Qo(1+2)%), go=—1+ 590_1’ (18

whereqy is the acceleration parameter.
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The second step — the derivation\f¢) from H(a) — is very simple. One has to
rewrite Egs.(3) and(5) in terms ofa and take their linear combinations:

87GV(¢)= HdH 3H2 > 3
meVle)=at gy T35

d(p)z dH 3

a
QoH3 =

da

and then exclude from these equations.

47Ga’H? , (19

Therefore, the model of & term considered in this paper can account oy
observed forms oD (z) and §(z) which, in turn, can be transformed into a correspond-
ing effective potentiaW(¢) of the A field. The only condition is that the functiomh(z)
obtained in these two independent ways should coincide within observational errors.
D, (2) uniguely determine¥(¢) if Q) is given additionally{the latter is required at the
second step, in Eqé19)]. 5(z) uniquely determine¥(¢) up to the factoH3, which has
to be given additionally to fix an overall amplitude. Observational tests which can dis-
prove this model do exist. In particular, a contribution to large-addgléT CMB tem-
perature anisotropy due to the integrated, nonlocal Sachs—Wolfe effect presents a
possibility for distinguishing the model from more complicated models, e.g., with non-
minimal coupling of theA field to gravity or to CDM. However, the latter test is not an
easy one, since this contribution is rather small and is partially masked by cosmic vari-
ance.

The research was partially supported by the Russian Fund for Fundamental Re-
search, Grant 96-02-17591, and by the Russian Research Project “Cosmomicrophysics.”
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The preliminary results of an investigation of a system of tivg
mesons in the mass interval 1600—-1950 MeV are reported. The events
were obtained on a 6-m magnetic spark spectrometer at ITEP
interactions at 40 GeV, using a neutral trigger which suppressed both
charged particles angdrays. A peak of width=30 MeV with statistical
significance not lower than six standard deviations is observed with
momentum transfer selectigt] >0.23 Ge\f near the mass 1775 MeV

of the KK g system. The observed phenomena can be interpreted as the
existence of one resonance with the indicated parameters, or two nar-
rower resonances. In the latter case, their masses are+1768nd
1787+ 1.5 MeV. The widths of these states are comparable to the mass
resolution of the spectrometer-6 MeV). Estimates of the product
o-BR(KgKg) give ~1.5 and 2.5 nb, respectively, for the first and
second states. €998 American Institute of Physics.
[S0021-364(98)00222-9

PACS numbers: 14.40.Aq, 13.60.Le

A peak centered at 1775 MeV has been observed in the 1600—-1950 MeV region of
invariant masses of thEKg system using the 6-m spectrometer at ITEP. The width
~30 MeV of this feature is almost an order of magnitude smaller than the typical width
of resonances in this mass range. We investigatedKifies system with momentum
transfers greater than a certain value, which was fixed during the analysis process. The
purpose of such selection was to suppress the dominant contribution of one-pion ex-
change. In previous work, a narrow resonance of width70 MeV was observed in a
system of twon mesons in the indicated mass interval using a GAMS spectrometer with
momentum transfer selection similar to otifs.

In the present letter we report the preliminary results of an analysis of a narrow peak
observed in th& K5 system. It was found that the peak can be described by one state or
two narrower states, the widths of both resonances in the latter case being of the order of
the instrumental mass resolution of the spectrometer.

The statistics oK s-meson pair production, which is investigated in this work on the
basis of~30 000 events, was obtained by detecting the reaction

0021-3640/98/68(10)/6/$15.00 764 © 1998 American Institute of Physics
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7 p—KgKgn (1)

using the 6-m magnetic spark spectromdidBS) at ITEP at momentum 40 GeV. The
spectrometer was placed in the beam of the accelerator at the Institute of High-Energy
Physics(Protving. A detailed description of the apparatus and the results of the inves-
tigation of theKgKg system in the MSS at ITEP is contained in Refs. 5, 6 and 7-9,
respectively. A trigger apparatus was used to detect the reddjionhe main element of

the trigger are veto counters, surrounding a liquid-hydrogen target. The counters form a
double shielding layer around the target. To suppress not only charged particles but also
v rays emanating from the target, lead converters were placed between the counters. The
detected events include events for whigheir fraction <20%) a baryon and one or
several pions are produced instead of a neutron at the lower vertex:

7 p—KKg(nw®, ... p7,...). (2)

These events are due to the nonideal efficiency of the veto counters and the counting
losses of the electronics.

Ks mesons are identified from their decay into the pairz~. The detection effi-
ciency of theK K g system for the indicated decay mode in the mass range 1600—-1950 is
~40%. The directions of the momenta of themesons are measured with an accuracy
of ~0.3 mrad. The mass width of thH€g meson used to calibrate the apparatus is 10
MeV (full width at half maximum). Fitting of the tracks to the intersection at the vertices
of the forks and to the tabulated value of tigKg meson mass greatly improves the
accuracy of the calculation of the physical parameters. As a result, the error in determin-
ing the effective mass of twK g mesons in the region up to 1800 MeV is no more than
5 MeV.

The kinematic variables used here to analyze a system oktwmesons are the
effective mas «« of a pair ofK g mesons, the squared missing mhbi!? (the squared
mass of the particles which are not detected by the spectropmaterthe modulus of the
squared 4-momentum transfgf.

Figure 1 shows the effective-mass distribution of titg mesons witht selection
(0.23<|t|<0.60 Ge\f) and with the limitation on the squared missing mass?2<8
Ge\?. A peak whose statistical significance is higher than six standard deviations is
observed near 1775 MeV: At the maximum there are 110 events, the expected number
being 53 events. The statistical significance here and below was determined from an
estimate of the statistical error according to mass intervals next to the peak. In the present
case one standard deviation was taken ta/6&. In what follows, we shall designate the
peak byX(1775). We note that in the mass spectrum there are no statistically significant
deviations in the channel 17735 MeV for small momentum transfeft{<0.23 GeVf).

As we have said, along with the reacti), events belonging to the reacti¢?) are
detected. The contribution of these processes can be judged from the distributions of the
number of events over the squared missing mddd? to the produced paiK¢Ks.

Figure 2 shows the distribution ovéM? for the regionM = 1600—-1950 Me\(the

curve shows events with|<0.23 GeV selection, while the dots with error bars show
events with 0.23|t|<0.60 GeVf). In the distribution represented by the curve, the
events are concentrated in a region with a width of the order of 22Gevdund the
neutron mass. The width is determined mainly by the variance of the beam momentum.
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FIG. 1. Distribution of events over the invariant mass of kg g system with a 30 MeV step with selections

0.23<[t|<0.60 Ge\f, MM2<8 Ge\2. Inset: Distribution with a 10 MeV step.

For large transfergdots with error barsthe distribution is shifted in the direction of the
mass of the isobah (1232). Moreover, an appreciable fraction of events corresponding
to heavier missing masseMM?2>3.0 GeV) is present. For small transfers the number

of events which do not fit into the neutron peak does not exceed 5% of the total number,
and for large transfers it is about 30%. This fraction can be decreased by introducing
strict MM? selection, but the feature observed in the present work also appears in events
belonging to the reactiof2). The soft limit which we use on the missing madg N12

<8 Ge\?) cuts off no more than 5% of the events.

N/0.25 Gev? N/0.25 Gev?
50 P ‘ } —1160
LN
% | I ’ l { | 80
o IHH*HI{i”
-1.0 0.0 1.0 20 30 4.0 ;‘:;2 o

FIG. 2. Distributions of the number of events over the squared missing mass to a system of two kaons whose
effective mass lies in the interval 1600—1950 MeV. The histogram shows event$twith.23 GeV (right-
hand scalg the dots show events witfi|>0.23 Ge\? (left-hand scalg
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FIG. 3. Distributions of the number of events over the squared momentum tratjsfidistogram — events
whose mas# ¢ lies in the bands 1600—-1760 and 1790—-1950 Meght-hand scale Dots — events in the
band 1760-1790 MeVleft-hand scalp

Figure 3 shows thét| dependence of the yield dfKg pairs for events whose
effective mass lies in the band 17785 MeV (dots with error bansas well as for events
whose mass lies in the neighboring bands 1600—-1760 and 1790—195@His&gran).
Comparing the two distributions, it is evident that fox(t|<0.15 Ge\f their shapes
match well. For larger momentum transfers the distribution for the band 1760—-1790 MeV
is irregular. Fort| in the range from 0.23 to 0.45 G&Vas compared with the histogram
(adjacent bandsthis distribution contains an excess of events which within the statistical
error is numerically close to the excess of events above background at the peak 1775
MeV (see Fig. 1 The lower limit of the excess with respect [td is determined quite
sharply. The limiting valugt|=0.23 Ge\f for |t|-selected events is optimal from the
standpoint of the best signal/background ratio. The upper limit of the momentum transfer
is unimportant, since fewer than 15% of the events fall into the region of large transfers.

Figure 4 shows the mass distribution of a system of Kxomesons wih a 5 MeV
step. One can see from this figure that the experimental distribution in the mass interval
1760-1790 MeV has a quite complicated structure, which can be described by one
resonance or two resonances. To obtain a quantitative answer to the question of the
number of peaks, the experimental data were fit using the maximum likelihood method
(MLM) and the least-squares meth@®M). The background was described by a con-
stant, and one or two Gaussian functions were used to describe the resonance behavior.

The functional used in the MLM has the form

fM e(My)F(P,Myx)dMgk—InL, (3)



768 JETP Lett., Vol. 68, No. 10, 25 Nov. 1998 Barkov et al.

N[5 MeV

30 |

25t

20 }

15 f

(2]

0

1730 1750 1770 1790 1810
My r (MeV)

FIG. 4. Results of a maximum likelihood fit of the mass distribution: Dots — experimental data, dashed curve
— result of a fit with one resonance, solid line — two resonances.

is the maximum likelihood functioithe product extends over il events ande(M )
is the detection efficiency for twl g mesons. The parametepsinclude the squares of
the background amplitud&, the amplitudeB, of the production of resonances, and the
parameterd!, and §, of the Gaussian function. The probability denditys given by the
expression

2

F(P;MKK>:A+k; BkG(My, 8i; M), (4)

whereG is a Gaussian function.
The parameteg? was calculated according to the formula
x?=—2InL+const (5)

using the value of. obtained by minimizing expressiaB) (see, for example, Ref. 10

The constant was chosen so that the MLM and LSM valueg®afiould be the same for

the data described without resonances. The valugg obtained by both methods differ

from one another by not more than three units. However, the MLM gives a more accurate
estimate of the parameters, and it is free of the conventions which are inherent in the
LSM — the choice of the channel width and the zero point of the reading does not affect
the result of the fit. At the same time, the LSM makes it possible to estimate not only the
relative but also the absolute reliability of a particular hypothesis. The fact that the values
of x? obtained by both methods are close to one another makes it possible to compare the
MLM value of xy? with the number of degrees of freedom corresponding to the LSM.

The results obtained by fitting the experimental data by the MLM without including
resonance states, with one resonance, and with two resonances are presented in Table I.
The first row of the table gives the value pf for the case without resonances. For the
fit with one resonance the maximum of the solution coincides with the center of the
feature(1775 MeV) and embraces the entire phenomenér-(5 MeV). The results of



JETP Lett., Vol. 68, No. 10, 25 Nov. 1998 Barkov et al. 769

TABLE I.

Type of fit X?/Ngeg. free. M, MeV 8¢, MeV By /A
No resonances 44/19 - - 0
With one resonance 28/16 17743.0 14.3-2.0 1.15-0.2
With two resonances 15/13 176%4.7 5.0t2.5 1.34-0.3

1786.7-0.7 2.5-0.5 2.36:0.8

the fit of the data with two resonances are presented in the last two rows of the table. The
values ofy? obtained in solutions with resonances do not permit choosing between them.

Figure 4 illustrates the solution with one resonafdashed curyeand two reso-
nanceqsolid curve.

Let us summarize the results obtained. A feature of wid80 MeV was observed
near the mass 1775 MeV in a system of ti/g mesons produced in the reactiqd$ and
(2) at]t|>0.23 Ge\t. The statistical significance of the existence of the feature is not
lower than six standard deviations. The observed phenomenon can be interpreted as the
existence of one resonance or two narrower resonances. In the first case the parameters of
the resonance arkl=1775£1.5 MeV,'=30=7 MeV, ando-BR(K¢Kg)=5.0=1.0
+2.0 nb. For the case of two resonances the masses aree1/%&nd 1787 1.5 MeV
for the lighter and heavier states. For both of them the estimated widttts0 MeV are
comparable to the mass resolution of the spectrometer, and the predBR(KKg)
are 1.5-0.3=1.0 nb and 2.5 0.5+ 1.5 nb, respectively.
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Observation of two-step excitation of photoluminescence
in silicon nanostructures

L. A. Golovan’,® A. A. Goncharov, V. Yu. Timoshenko, A. P. Shkurinov, P.
K. Kashkarov, and N. |. Koroteev

M. V. Lomonosov Moscow State University, Department of Physics, and International
Laser Center, 119899 Moscow, Russia
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Pis’'ma Zh. Kksp. Teor. Fiz68, No. 10, 732—-73625 November 1998

Efficient visible-range photoluminescence with photon energy higher
than the photon energy of the exciting radiation is observed in nano-
structures of porous silicon subjected to heat treatment in vacuum. The
photoluminescence intensity is found to be virtually identical for cw
and femtosecond excitation by Ti:sapphire laser radiation with the same
average power. The results can be explained by a two-step cascade
photoluminescence excitation process in which optical passivation of
defects of the dangling silicon bond type occurs. 1898 American
Institute of Physicg.S0021-364(18)00322-3

PACS numbers: 78.66.Vs, 78.55.Ap, 6146

Electrochemical treatment of a single-crystal silicon wafer in a solution based on
hydrofluoric acid produces an up to 1@0m thick porous layer on the surface of the
sample. Under certain conditions of formation, the layer of porous siliE@&h contains
silicon filaments and clusters with 1—5 nm cross sections. As a result of the quantum size
effect, the band gafry in PS is larger than the value characteristic for bulk silicon
Eg=1.1eV(atT=300 K). Efficient visible-range room-temperature photoluminescence
(PL) is observed in such a materigee, for example, the review in Ref. 1

Ordinarily, PL is excited in PS by radiation with photon enefgy>E . Some
electron—hole pairs produced in the process are bound in excitons, whose radiative an-
nihilation explains the visible-range PL in unoxidized porous silitdinis process com-
petes with nonradiativéor radiative in the IR rangerecombination on surface defects,
for example, dangling silicon bond type centéfdn as-prepared PS samples these bonds
are partially or completely passivated by hydrogen atoms, which results in a low recom-
bination rate on surface defect8/acuum heating of PS at temperatures above 650 K
removes the hydrogen from the surface of nanoclusters. This gives rise to a large number
of dangling silicon bonds. Nonradiative recombination of charge carriers on these defects
becomes dominant, and for this reason in such PS samples there is virtually no visible-
range PL'?

In the present work it was established experimentally that visible-range PL in PS
nanostructures with a high density of surface defects by illumination with photons with
energyhv<<E,. The observed effect can be explained by a cascade excitation process in

0021-3640/98/68(10)/5/$15.00 770 © 1998 American Institute of Physics
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which defects, whose levels lie in the band gap of PS, participate.

The PS samples were obtained by electrochemical etching of single crystal silicon
wafers in a 1:2 solution of HF in ethanol. The substrate consistegtgpe silicon,
obtained by the method of zone melting, wiftl1) orientation and resistivity-1Q - cm.

Two types of PS samples were prepared. One type was formed in 6 min with a current
density 30 mA/crh and the other in 3 min with current density 120 mAfcnThe
porosities of the PS layers were70% and 85%. The porous layers were abouytm

thick. Immediately after preparation, the PS samples were placed in a vacuum cell with
working pressure~10 * Pa. Both as-prepared samples and samples subjected to heat
treatment in vacuum at 700 K for 45 min were used.

The PL was excited by radiation from a,Naser A =337 nm, 7=10 ns, energy
density per pulse 0.5 mJ/&pulse repetition frequency 100 Hand a Ti:sapphire laser.
The latter laser operated in the cw mode and a femtosecond pulse med€Q@ f9 with
a repetition frequency of 100 MHz. The laser could be wavelength-tuned in the range
Nexe=755-790 nm?® The Ti:sapphire laser radiation was focused into a spot with a
diameter of the order of 1@m. The intensity of the radiation in both modes could reach
~10 kW/cnf. The PL was detected with monochromators and photomultipliers
(MDR-23 and FHEJ-136 with excitation by the Nlaser and MSD-1 and a Hamatsu
R106UH for excitation by the Ti:sapphire lager

We shall now present the experimental results. When freshly prepared samples were
illuminated by N laser radiation, PL was observed in the range 600—-750 nm for a
sample with 70% porosity and 500—650 nm for a sample with 85% porosity. In both
types of samples the vacuum heat treatment result in complete quenching of the PL
excited by the N-laser radiation.

Visible-range PL was observed in PS samples with 70% porosity, both freshly
prepared and after heat treatment in vacuum, excited by Ti:sapphire laser radiation. In the
first case, however, the PL was several orders of magnitude weaker. After the PS was
heated its PL was visible with the naked eye. For PS with 85% porosity the weak PL
observed under the same conditions for a freshly prepared sample disappeared after
vacuum heat treatment. The PL spectra of PS with 70% porosity excited by Ti:sapphire
laser radiation are presented in Figs. 1 and 2. They consist of wide bands in the wave-
length interval 500—-600 nm. As one can see from Fig. 1, the intensity and spectrum of
the PL were close for excitation by cw and femtosecond lasing regimes with the same
average intensityl¢,.=7 kW/cn?). At the same time, a strong nonlinear dependence of
the PL signal on the average excitation intensity is obse(Fag 2). An appreciable PL
signal was detected with,,. above the threshold value 4 kW/érfinset in Fig. 2.

It was found that the intensity of the PL of PS depends strongly on the wavelength
of the exciting radiatior(Fig. 3). At the same time, the spectral composition of the PL
changed very little. The PL signal with maximum intensity was recorded for a laser
radiation wavelength of 770 nm.

Since intense light fluxes were used to excite PL with the Ti:sapphire laser radiation,
we shall first estimate the possible thermal effects. The absorption coefficient for light
With A gee=755—-790 nm in the experimental PS layers does not exceedn0'.! Since
thin (4 um) layers were used, mostip to 96% of the radiation was absorbed in the
silicon substrate. As shown in Ref. 4, the heating of the surface of a silicon single crystal
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FIG. 1. The PL spectra of PS samples excited by cw and femtosecond pulse Ti:sapphire laser radiation with the

same average intensity,.=7 kW/cr?

by ~10 kW/cnt Ti:sapphire laser radiation did not exceed several degrees. Therefore the
heating of the PS layers on the silicon substrate side can be neglected. The temperature of
a porous layer which has absorbed laser radiation can be estimated using the thermal
conductivity of high-porosity PS (1.5510 2 W/cm).® According to such estimates, the
temperature increase does not exceed 150 K. Therefore the corresponding thermal radia-
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FIG. 2. PL spectra of PS excited by cw Ti:sapphire laser radiation at wavelength 770 nm with intensities
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FIG. 3. PL spectra of PS excited by cw Ti:sapphire laser radiation with various wavelengths: 77Qom (
=8.2 kW/cn?), 782 nm (e=8.2 kWicn?), and 757 nm K= 6.4 kW/cnt).

tion cannot make a large contribution to the detected PL signal. An additional argument
against the observed radiation in PS being of a thermal nature is that the position of the
maximum of the PL band does not depend on the intensity of the exciting radiagen

Fig. 2. Moreover, the resonance character of the dependence of the PL intensity on the
radiation wavelength does not agree with the assumption of thermal radiseierrig. 3.

Photoluminescence similar to that obtained by excitation of PS wjthaber radia-
tion has been studied well. It can be explained by radiative annihilation of excitons which
are excited by interband absorption in filament or cluster type silicon nanostructures, with
transverse dimensions of the order of 1—2 HhQuenching of PL as a result of vacuum
heat treatment likewise corresponds well to the publisheddata.

Obviously, defects due to dangling silicon bonds on the surface of nanoclusters play
a large role in the excitation of PL in heat-treated PS samples by Ti:sapphire laser
radiation. This shows that the PL efficiency is appreciably higher for vacuum-heated
samples. We note that under the same heat-treatment conditions the density of dangling
bonds in PS samples reached®6m 3 (Ref. 7). Apparently, the presence of defect
levels in the band gap of PS increases the probability of absorption of two laser photons,
which results in the appearance of a pair of free nonequilibrium charge carriers. This
process is not two-photon absorption, since the intensity of the PL which arises is virtu-
ally identical for femtosecond-pulse and cw excitati@ee Fig. 1 Therefore the PL
intensity is determined by the average intensity of the laser radiation and not by its peak
value in the case of pumping with femtosecond pulses. A two-step cascade process with
a change in the populations of the defect levels in the band gap of PS probably occurs. At
the first stage of the cascade process an electron is excited optically into a defect level
and is trapped by this center. At the second stage, excitation of a trapped electron into the
conduction band occurs as a result of absorption of the next optical photon.
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The process of cascade excitation of PL depends on the pump wave(sagtRig.
3). This could be due to a resonance mechanism of absorption of optical photons. The
above-noted absence of PL in high-porosity samples agrees with this supposition. Indeed,
as the nanoclusters become smaller, the band gap and the distance between the band edge
and the defect level increa8& herefore the conditions for resonance absorption are no
longer satisfied. Since the optimal wavelength for excitation of PL is kn@m 3), the
energy of a valence band—defect level transition can estimated. We obtain 1.6 eV. The
maximum in the PL spectrum correspondshte=2.3 eV. Assuming the PL to be of
excitonic character, and taking into account the binding energy of an electron and®a hole,
we obtainEg=2.5 eV.

An additional factor determining the high efficiency of PL in heat-treated PS
samples excited by Ti:sapphire laser radiation is that the rate of nonradiative recombina-
tion on dangling silicon bond type defects is lower than for excitation pyaser radia-
tion (hv>Ey). Probably, the recombination centers on the surface of silicon nanostruc-
tures on which nonradiative recombination with interband absorption occurs are entrained
into the cascade process of excitation of PL by radiation Witk<Ey. The substantial
filling of the levels of these defects with electrons in the process of resonance absorption
decreases the probability of capture of an electron from the conduction band, and these
centers are thereby excluded from the recombination process. A unique kopdicdl
passivatiorof recombination centers occurs. The sharp dependence of the PL intensity on
the pump intensityinset in Fig. 2 is explained by the simultaneous action of cascade
absorption and optical passivation mechanisms.

In summary, it was established experimentally that efficient excitation of visible-
range luminescence occurs when vacuum heat-treated PS is illuminated by Ti:sapphire
laser radiation. The excitation of photoluminescence is most likely due to a two-step
resonance cascade process with participation of dangling silicon bond type defects. To
clarify the details of this process it is necessary to perform additional theoretical and
experimental investigations, including time-resolved measurements.

The present work was partially supported by the State Science and Technology
Programs “Surface Atomic Structures” and “Physics of Solid-State Nanostructures.”
We thank Yu. V. Kopaev for a discussion of the results.
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Charge transfer states in GeO ,-doped silicate fiber-optic
waveguides and their role in second-harmonic
generation

B. P. Antonyuk,® V. N. Denisov, and B. N. Mavrin

Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk, Moscow Region,
Russia
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Pis’'ma Zh. Kksp. Teor. Fiz68, No. 10, 737—-74025 November 1998

The concentration dependence of the broad-band luminescence arising
in GeO,-doped silicate fiber-optic waveguides is measured and inter-
preted. The spectra obtained show that electronic excitations of a new
type that are absent in pure silicate glass — charge transfer excitons —
arise in the doped system. Under the action of light an electron can be
transferred both from a Ge center into the host and between Ge centers.
Self-organization of these excitations in the field of a light wéwe-
entational ordering of their dipole momentgsults in the appearance

of a macroscopic electric field that destroys the initial centrosymmetry
of the system and allows second-harmonic generation1988 Ameri-

can Institute of Physic§S0021-364(08)00422-9

PACS numbers: 42.81.Qb, 42.65.Ky, 78.55.Hx

Weak second-harmonic generati@t the level of Raman scattering signadists
in all fiber-optic waveguides? Recent experimentshave shown that the frequency-
doubling efficiency is proportional to the surface area of the waveguide. This means that
weak generation occurs in a surface layer, where the centrosymmetry is broken and this
process is allowed. Osterberg and Margulis have observed second-harmonic generation
with ~10% efficiency in a Ge®@doped silicate fiber-optic waveguide after transmission
of Nd:YAG laser radiation for 5 A.Such a high doubling efficiency attests to the fact that
in this case the centrosymmetry was broken in the entire waveguide. This phenomenon
has attracted the attention of many investigatordn the first theory the idea of order-
ing of defects was advanced. In all other theories the idea of asymmetric photoelectron
emission from Ge centers was used. These theories use free electron and hole states
excited by multiphoton processes, which make it possible to overcome the 8-10 eV
“gap” existing in these systems. We performed experiments on Raman and hyper-
Raman scattering of light in silicate fiber-optic waveguides doped with ,Ge@nolar
concentrations of 5%, 10%, and 29%, and we compared their spectra with the corre-
sponding spectra of pure silicate glass in order to determine the characteristic features
that appear when GeQs added(self-organization of the system, resulting in second-
harmonic generation, has been observed in just such doped waveguideshyper-
Raman scattering spectra were excited by radiation at the fundamental frequency of the

0021-3640/98/68(10)/4/$15.00 775 © 1998 American Institute of Physics
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FIG. 1. Luminescence spectra of silicate fiber-optic waveguides doped with 8efiblar concentrations of 5,
10, and 29%A — red shift from the exciting line.=488 nm.

Nd:YAG laser  =1064 nm); the Raman scattering spectra were observed with excita-
tion by the second harmonia. &532 nm) and by Af-laser lines £ =514.5 nm anch

=488 nm). We observed that Ge@mpurities change only the vibrational spectra of
hyper-Raman scattering. This means that the IR krel064 nm does not excite any

new states in the doped waveguide. However, the INe$32 nm,\=514.5 nm, and
\=488 nm excite new wide luminescence bands in &d@ped fiber-optic waveguides

that are completely absent in the pure silicate glass. We checked that the new states are
excited by a single photon of the monochromatic field of the indicated lines.

The luminescence spectra were recorded with a home-built spectrometer with triple
monochromatization and a multichannel detector, consisting of an amplifying tube and a
vidicon. An objective lens X 40) focused the laser beam into a fiber-optic waveguide,
the entrance end of which could be displaced for adjustment in three mutually perpen-
dicular directions. All waveguides werl m long and had a 12m in diameter core. The
power of the radiation leaving a waveguide did not exceed 9 mW. The radiation was
focused onto the slit of a spectrometer, which made it possible to detect the luminescence
spectrum up to 750 nm. Since our detector records simultaneously the spectral region
2500—-3000 cm?, we detected the spectrum by parts, matching up their overlapping
sections. The change in the spectral sensitivity of the spectrometer was corrected by
comparing with a band-lamp spectrum with a known intensity distribution. The lumines-
cence spectra were normalized to the intensity of the radiation leaving the waveguide.
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FIG. 2. Photoinduced transitions of an electron between Ge centers: the energy of exciting Iphoton
~2.54 e\=U, the energy of luminescence photdrv, ~1.67 eV, the Stokes shifA~1/2(hv,—hw)
~0.45 eV, andeg is the Fermi energy.

The spectra obtained in the spectral region above 523 nm are shown in Fig. 1. The
luminescence spectrum below 523 nm overlaps with intense Raman scattering lines.
Luminescence in this region was first observed in Ref. 10 and then in Ref. 11. We
attribute to second-order processes the 528 nm (1570 civand which is present in all
spectra. As one can see from Fig. 1, additions of &ke@d to the appearance of wide-
band (~1eV) luminescence, excited by a single photon of green light 488 nm,
hv,=2.54 eV). Since the “gap” in the silicate glass is 8—10 eV, this luminescence
corresponds to recombination of local electron and hole states. The wide spectrum
(~1eV) attests to the fact that the particles make transitions between different potential
wells with different energy levels. Under the monochromatic excitation employed elec-
tronic transitions between the levels of the same trap would give discrete levels that could
be broadened by electron-phonon interaction up-tovy~10 2 eV (vp is the Debye
frequency but by no means not up to the observed width of 1 eV.

As one can see from Fig. 1, the luminescence intensity in the region
<5500 cmi' ! grows approximately linearly with the Ge@oncentration. This attests to
the fact that the centers participating in this luminescence are independent of one another.
It is natural to attribute this luminescence to transitions of an electron from a Ge center
into the host(absorption and back(recombination with emission of a luminescence
photor). Comparing the spectra for lo¥6%) and high(10%, 29% concentrations re-
veals superlinear growth of the luminescence intensity in the regioB500 cm'* as a
function of the concentration. This shows that the centers giving this radiation interact
with one another. It is natural to attribute the radiation to transitions between Ge centers.
Under excitation an electron is transferred from one Ge center to another and then
recombines after relaxation with a Stokes energy #hifafter which a second relaxation
follows (Fig. 2). In the ground state there is one electron on each Ge center, while in the
excited state a localized hole is present on one center and two electrons are present on
another. The Coulomb interactiod of electrons on the same Ge center makes the
dominant contribution to the excitation enerdlig. 2). This gives the estimat&
~hv,~2.54 eV. The experimental energy of a luminescence photon in this band is
hv ~1.67 eV (\ =740 nm, the shift of the band from the excitation line is 7000 &m
so thatA=1/2(hv,—hp )~0.45 eV. SincéA>hvp, in the present case we have strong
electron-phonon coupling, characteristic precisely for charge-transfer excitons to whose
energy the Coulomb interaction of the separated electrons and holes, which depends
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strongly on the electron—hole distanttee derivatives of the energy of the state with
respect to the displacements of the atoms are Jargekes the dominant contribution.

As one can see from Fig. 1, an increase of the &Se@hicentration from 10% to 29%
leads to the appearance of luminescence in the band under discussE500 cm L.
Apparently, at such concentrations electron and hole migration along Ge centers, as a
result of which relaxation of the excitation energy occurs, becomes important. In this
case, less energy is released on recombination and the released energy can be carried off
by phonons. This activates nonradiative recombination, which decreases the quantum
yield of luminescence.

The excited charge transfer states, which are excited by a single photon of green
light, play a special role in the theory of self-organization in fiber-optic waveguides,
leading to second-harmonic generatidOrientational ordering of their dipole moments
leads to the appearance of macroscopic polarization and therefore a macroscopic electric
field, which allows second-harmonic generation. The states observed in the present work
serve as the basis of a new approach to the problem of self-organization. The model
arising employs only localized electron and hole states and only single-phonon transitions
between them.

Our preliminary investigations show that it is possible to explain on the basis of this
approach all the rich experimental data accumulated over 12 years of investigations and
never adequately explained on the basis of the models mentioned above.
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beams
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A method of generating a cluster beam of a refractory metal is ana-
lyzed. Clusters are formed in a high-pressure arc discharge plasma in
which the refractory metal is an additive to the buffer gas. The condi-
tions for cluster formation to occur in the intermediate region of the
discharge are found, and the cluster instability, as a result of which all
of the refractory metal collects in the form of clusters in this zone of the
discharge, is studied. The processes studied are the basis for of a
method of generating intense cluster beams. 1998 American Insti-

tute of Physics[S0021-364(98)00522-2

PACS numbers: 39.18, 36.40—c, 52.80.Mg

A cluster plasma is a unique physical object, consisting of a dense buffer-gas plasma
and trace impurity of a refractory metal whose atoms form clusters. It is convenient to use
for the plasma medium the positive column of a high-pressure arc disch@itwemetal
can be introduced into such a plasma in the form of a chemical compound. The com-
pounds of the metal and its vapor can be spatially separated over the cross section of the
discharge because of the high temperature gradients and the weakness of the transport
processegon account of the high density of the buffer gaghich prevents mixing of the
different components of the metal. However, even though the transport processes are
slow, the metal atoms can escape to the walls of the discharge tube. A process of
chemical regeneratiéf® of the refractory metal is used to prevent the attachment of
atoms and clusters to the walls. Then, the buffer gas contains, along with the metal, a
halogen as an additive, so that the gas component #Xand X are atoms of the metal
and halogenforms near the walls, while the metal in the hot region of the discharge
exists in the form of clusters or atomic vagotn what follows, we shall study the
processes occurring in such a gas-discharge plasma.

Under the conditions considered, exchange between clusters and the gas component
of the metal occurs as a result of diffusion of the components through a transitional zone
separating the region containing clusters from the region containing the gas component.
In parallel with this, clusters grow and vaporize efficiently in the region where they form.
The characteristic cluster size can be determined by the competition between these pro-
cesses. However, as clusters increase in size, cluster growth accelerates, while the diffu-
sion process leading to the displacement of the clusters slows down. This results in
instability, as a result of which the clusters remain stuck in the region where they grow,
while the characteristic cluster size increases with time. As a result, the refractory metal

0021-3640/98/68(10)/6/$15.00 779 © 1998 American Institute of Physics
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collects in the form of growing clusters in the cluster region of the arc discharge.

The cluster plasma under study can be used to generate an intense cluster beam.
Ordinarily, cluster beams are obtained by allowing atomic vapor to expand through a
nozzle’® The clusters grow in the beam as a result atoms attaching to them, while the
beam is cooled as a result of expansion. The buffer gas in an expanding beam is used to
convert the atomic vapor completely into clusters, while additional charging of the clus-
ters makes it possible to control the beam. In a cluster plasma the process leading to the
formation of charged clusters occurs automatically, so that charged clusters can be ex-
tracted from the plasma in the form of a beam. We shall assume that the plasma is
allowed to escape from the cluster zone of the discharge through an opening, after which
an electric field separates the charged clusters in the form of an autonomous beam from
the plasma. A cluster beam thereby form as a result of a collection of processes occurring
in the cluster plasma and the plasma flow. On account of the nonequilibrium nature of
these processes, the possibility of formation of a cluster beam in the scheme considered
depends on various parameters of the system. In this letter these processes are analyzed
and the conditions for realizing the proposed scheme for generating a cluster beam are
determined.

METAL CLUSTERS IN AN ARC PLASMA

Let us consider a plasma in the positive column of a high-pressure arc discharge
with a small addition of a refractory metal. This metal is introduced into the plasma in the
form of the compound MY, where M is the metal atom, X is a halogen atom, &risl
the number of halogen atoms in the molecule. The refractory metal exists in the form of
these molecules in the cold region of the discharge near the walls, while clusters form in
the intermediate region of the discharge. In the central hot region of the discharge the
clusters decay, and the refractory metal is found there in the form of atomic vapor.

The equilibrium between the metal atoms and their gaseous component is deter-
mined by the processes

M+ kX MX, . 1)
These processes compete with equilibrium processes with the participation of clusters:
Mp-1+MeM,. 2

Let key be the total binding energy of the atoms in the molecule, M0 thate i is the
average binding energy in a molecule per halogen atomggnd the binding energy per
atom of the macroscopic metal. We have the following criterion for the existence of the
molecules MX at low temperatures:

8M<k8X (3)

Next, on the basis of the equilibriurfl) we have the following relation between the
densities of atoms and molecules as a function of temperdture

[MIIX]" ke
[MX,] NNSGX"(_TX)' @

where[A] is the density of the atomic particlédsand the densit\, is of the order of an
atomic quantity. Similarly, the relation
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[M][My_1] F{ €M
————~N - 5

[Mn] 0 T ( )
follows from the equilibrium of clusters and atomic vapor. Another version of this equi-

librium leads to the relation
[M][Mj_4]
[Mp]

whereNg,(T) ~Ngexp(—ey /T) is the density of atoms in the saturated metal vapor at a
fixed temperature.

~Ngaf T), (6)

The characteristic temperatufg; at which these molecules decay into atoms
([M]~[MX,]) can be estimated from the chemical equilibrium of the moleculeg MX
while the characteristic temperatuFg at which the clusters transform into atoms can be
found from the chemical equilibrium of the clusters. These estimates have the form

(7)

and Ty,=

_ SX SM
T I No /IXT) IN(No/[M])°

Here[ X] is the total density of free and bound halogen atoms, wié is the total
density of the metal atoms. Evidently, clusters exist in the temperature range

T,<T<T,. (8

Hence we find that in the presence of excess halogen dt&ns[ M] clusters can exist
in the given system if

8x<8M. (9)

Combining the criterid3) and(9) we obtain a condition under which clusters can exist in
the intermediate region of the discharge, while in the cold region the refractory metal is
bound in the molecules MX

8X<8M<k8X' (10)

It is obvious that because of their stability the molecules, Mvéve a closed structure.
Therefore, in practice, these can be molecules of the typg XMXgz. The table
contains data for such an equilibrium for some molecules of this type. The values of the
parametersy ande,, in the table are taken from handbodks! The data in the table
refer to a total density of free and bound metal atpM3= 10" cm~2 and a total density

of halogen atom$X]=10' cm 3. The parameters, andey were determined on the
basis of the Gibbs potentials for vapor and compounds.

Expression(7) were used to find the temperaturBsandT,, and the temperature
T4 follows from the relation(6) [M]=Ng,(T3). Evidently, the temperaturek, and T
must be identical, so that the degree to which they are identical attests to the accuracy of
the data. We also note that the binding energy of atoms in a cluster is somewhat lower
than in a macroscopic system. For example, in the case of tungsten clustera with
= 1000 atoms the difference of the binding energies of an atom for a macroscopic system
and a cluster is 0.3 eV, which decreases the temperdiutey approximately 100 K
compared with the tabulated data. It follows from the data in the table and the criteria
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obtained that clusters do not form when the molecules, ,Ti&F,, Cl,, and UR are
introduced into an arc discharge, while for other examples in the table clusters do exist in
the indicated range of discharge temperatures.

CLUSTER GROWTH AND TRANSPORT IN AN ARC PLASMA

Let us study the kinetics of cluster growth in an arc plasma. It is determined by the
processe$?2) leading to the attachment of atoms to a cluster and vaporization of clusters
as well as by diffusion transport of clusters. For large clusters in the cluster growth zone
vaporization is negligible and the balance equation has the form

dn Nk 11

=N, (1)

wheren is the number of atoms in a clustét|s the total density of free and bound atoms
of the metal, and, is the rate constant of the attachment of atoms to a cluster, which for
a large cluster, assuming its surface to be similar to that of a macroscopic drop, is

kn=Kko(T)én?". (12

Here ¢ is the probability of attachment of an atom to the surface of a cluster as a result
of atom—cluster contact. In what follows we assuésel, as is the case for a tungsten
surface; the rate constak¢= \8T/7mmxr3,, wherem is the mass of a metal atom and
rw is the Wigner—Seitz radius. Table | contains valuegpfor the average temperature
of the cluster zone. The equatidhl) makes it possible to estimate the characteristic
cluster size in the cluster region. We shall assume that the displacements of the clusters
are determined by their diffusion in the buffer gas, so that the relation between the
distancex to which a cluster is displaced in tirteis given by the relationx®=2D,t,
whereD,, is the diffusion coefficient of clusters in the buffer gas. Since the cross section
of a cluster varies with the cluster size an??, in the liquid-drop model of a cluster
D,=Don" %3, where the diameteD, is independent of the cluster size. Then Etfl)
assumes the form
dn Nkg
dx*> Do
The solution of this equation for displacements of a cluster whose size varies during the
growth process from the initial valug, up to the running valua has the form

3D
Nk

Hence it follows that if the initial distance, of a cluster from the boundary of the cluster
region, where cluster formation is thermodynamically favored, satisfies

>\/—§Ei- (15)
X i
° Nkong®

then the growing cluster cannot leave the cluster region, since as the cluster increases in
size, the rate of displacements drops rapidly.

n*s, (13

2

X (ng =n"13), (14)
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TABLE I. Parameters of refractory-metal compounds.

Compound ey, eV gy, €V Tq, 10K T,, 18K T, 10°K kq10 Mem¥/s  n,

TiF, 6.1 4.9 35 25 2.3 - -
TiCl, 4.7 4.9 2.7 2.5 2.3 - -
TiBr, 3.8 4.9 2.2 2.5 2.3 7.8 1.80*
ZrF, 6.7 6.1 3.8 3.1 3.1 - -
ZrCl, 5.1 6.1 2.9 3.1 31 2.6 650
ZrBr, 4.4 6.1 25 3.1 3.1 25 580
MoFs 4.4 6.4 25 3.2 3.2 25 580
WF; 5.4 8.5 3.0 43 4.0 2.0 300
WClg 3.4 8.5 1.9 4.3 4.0 1.8 220
WBrg 3.0 8.5 1.7 4.3 4.0 1.8 220
IrFg 1.9 6.5 1.1 3.2 3.1 1.5 120
UFg 5.2 4.9 2.9 25 2.8 - -

Thus, the processes considered above lead to a cluster instability, as a result of
which metal collects in the growing clusters located in the intermediate region of the arc
discharge, while the density of the metal vapor and the molecules present in it decreases
with time. Since the concentration of the metal in the buffer gas is very low, processes in
which atoms and clusters of the metal participate have no effect on the properties of the
discharge. For this reason, the characteristic cluster size is determined only by the life-
time of the plasma or the residence time of the metal in the plasma. If the system under
study is used to generate a cluster beam, it is convenient to extract plasma from the
region of the discharge where clusters accumulate. The simplest method is to allow out of
this region of the discharge through an opening. Since the clusters are charged, a beam of
clusters is easily separated from the plasma by an electric field. This beam can then be
controllscgj by external fields and can be used for deposition on a substrate by the standard
method®

The characteristic cluster size in a beam obtained in this manner depends on the
growth time of the clusters in the gas-discharge plasma. Specifically, the table contains
for the examples studied the characteristic numbyef atoms in a cluster for the case
that the density of free atoms of the metal in the plasma 18 d&® 2 and the residence
time of the clusters in the plasma for 19s. It should be noted that the characteristic
cluster size depends sharply on these parameters. This means that the parameters of the
cluster beam are highly sensitive to the parameters of the cluster plasma. In addition, we
note that the charge of the clusters decreases as the plasma cools, and at low temperatures
the clusters become negatively charged. This transition from positive to negative charge
of the clusters depends on the electron density. Specifically, for tungsten clusters with
n=1000 atoms the transition occurs at temperaf+e2600 K if the electron density is
102 cm™3, at temperaturd =2900 K if the electron density is ¥cm ™3, and at tem-
peratureT=3290 K if electron density is 6 cm 3. The cluster charge affects the
character of the control of the cluster beam.

In summary, as a result of instability in the cluster region of a high-pressure arc
discharge, the state of the system becomes unstable and the clusters grow with time,
picking up most of the mass of the refractory metal. This can be the basis for generation
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of intense cluster beams. According to the analysis performed above, the characteristic
cluster size is sensitive to the density of free and bound metal atoms as well as to the
residence time of the metal atoms in the plasma and to the parameters of the plasma flow.
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The electrostatic quadrupolar interaction between spherical nematic
droplets in an isotropi¢éand nonconductingliquid is calculated. It is
found to have an anisotropic forid 1/R%, whereR is the distance
between droplets, with repulsion for droplets having parallel orientation
of the quadrupole moments and attraction at oblique angles around the
orthogonal orientation. In an external magnetic field aligning the orien-
tations of the quadrupole moments, a competition of the quadrupolar
repulsion and van der Waals attractid, {,,> 1/R°) leads to a specific
spatial organization of droplets which is in fact often reported in ex-
perimental observationsee the monograph by P. Drzalgguid Crys-

tal Dispersions World Scientific, Singapord1995 and references
cited therein. © 1998 American Institute of Physics.
[S0021-364(08)00622-1

PACS numbers: 61.36v, 41.20.Cv, 47.55.Dz

1. A nematic liquid crystal is uniform in its ground state, which, however, is very
rarely attained in practice. The structure and properties of suspen@iompsrticular,
nematic droplets in an isotropic liquid matripose a number of theoretical and experi-
mental questions which are interesting both from the standpoint of practical applications
of liquid crystals and also because phenomena of this kind are of fundamental interest in
their own right.

There is one rather evident consequence of nematic ordering that nevertheless, as far
as we know, has never been considered before. As is well kAdtwe,nematic order
parameter is a second-order tensor and has all the properties of the quadrupole moment of
a charge distribution. Therefore generally nematics are quadrupolar ferroeléatrits
their isotropic phase is accordingly a quadrupolar paraelectric in which the nematic
fluctuations enhance the quadrupolar susceptibility spite of this fairly strong state-
ment, in the general case for largeleally infinite) systems it does not lead to any
directly observable predictions, primarily because quadrupolar forces are not very long-
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ranged. They are proportional toRF, and for large systems this contribution to the
energy can be representéd terms of a Fourier expansipas being proportional tq?
(actually to a certain anisotropic combination @fy;), and therefore the quadrupolar
interactions in principle give some corrections to the bare contributions to the total free
energy of the system which scale @ (e.g., compressibility or orientational deforma-
tions). From the standpoint of translational symmetry, however, nematics are equivalent
to isotropic liquids and must therefore have isotropicf) compressibility. Thus the
anisotropic quadrupolar contribution to the compressibility in nematics should by defini-
tion be zero. The only consequence of quadrupolar forces for bulk nematics is a renor-
malization of the Frank elastic moduli, which can be represented in the form
Ki=K2+K?, whereK? is the bare value related to forces more short-ranged than the
quadrupolar forces, e.g., steric forces, a(]?i is the contribution from the quadrupolar
interactions. It is clear that such a separation has no relevant physical meaning, and we
will not discuss it further in this paper.

The above statement does not necessarily hold for s(maksoscopic systems,
where quadrupolar forces can lead to fairly pronounced phenomena. For a nematic drop-
let the director distribution field inside the droplet depends on the strength of surface
anchoring, the elastic constants, and the droplet size. In the next section some particular
configurations having quadrupolar symmetry of the director field will be presented. For
such configurations the total orientational quadrupole moment of a droplet is nonzero. On
the other hand, in the general casehen the chemical bonds in the material are not
purely covalent, and actually they never are 100% covalent — see, e.g., Ref. 3 or the
more recent monografhthe droplets should also have an electrostatic quadrupole mo-
ment (recall that nematic liquid crystals are quadrupolar ferroelegtriteerefore an
orientational quadrupole moment of the droplet will inevitably lead to an electrostatic
quadrupole moment. The latter can create an obseryaht&not extremely smalklec-
tric field around such a dropléfor a droplet radius of the order of 16 cm it can be as
large as 1 V/cm; see the estimates below

Nevertheless, even for mesoscopic objects the director distribution inside a droplet
(and the shape of the droplet it9els determined mainly by its surface tension and
anchoring energyand, of course, the nematic elastic mogald not by the electrostatic
quadrupolar energy. Indeed, the electric field created by a quadrupole moment at the
droplet surface scales Esgoc(DolL“), wherelL is the droplet radius anB is the total
quadrupole moment, which can be estimatedDgs-dyN, whered, is the molecular
quadrupole moment andN is the number of molecules in the droplet, i.e.,
N=(4mL5%3a2l). It is customarily believed that for most thermotropic nematics the
molecules can be represented as hard rods having a well-defined lemgthiliametea.
Therefore the quadrupolar contribution to the energy is

2

d
- 298 ~ 9
FsQ_f E%d r_a4|2|" @

This should be compared to the conventional anchoring and surface energy of the nem-
atic droplet,F¢=WL?, whereW=T/a? if it is a typical surface energy oxT/I? for the
anchoring energy. Thus in any case for
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dg

L>—2 —
a*l’w

Ip 2
(where the so-called Bjerrum length (see, e.g., Ref.)ds usually of the order of 10 A,
and therefore the conditiof) is always satisfied for any real nematic droplet with
L=10°-10" A), and the shapéand director distributionof the nematic droplet is de-
termined mainly by the conventional surface energy.

However, let us stress once again that the quadrupolar f@vesgh they give only
small corrections to the thermodynamic propeijtea® not negligible. For example, using
the rough estimates given above, one can find that for a dropletlw#fh0™ % cm the
quadrupolar electric field around it will be abdag=1 V/cm.

2. From what we have said above it is clear that under the condi#ipthe director
distribution in a nematic droplet can be found in the standard®Jagyminimization of
the Frank elastic energy with suitable boundary conditions. In fact, a simple qualitative
analysis of possible director configurations shows that for a spherical droplet with any
boundary conditior(the only exception being an infinitely strong radial anchoyirige
director distributions always have quadrupolar symmetry. We might mention, for ex-
ample, bipolar structures with two surface point defdstscalled boojums which can
be realized for tangential boundary conditions, or more-sophisti¢hteédilso possessing
quadrupolar symmetjystructures which arise in the case of tilted orientation of the
director on the droplet surface and which correspond to two boojums, one hedgehog, and
one disclination ring(see Ref. & All these configurations can be characterized by a
guadrupolar preferred direction=—m (e.g., for the bipolar structuma is a unit vector
along the direction between two pole¥hus the quadrupole moment of such a configu-
ration can be represented in the form

~ 1

Dik:DO( mimk—§5ik), €)
and the only difference between different quadrupolar configurations is the numerical
coefficient(of the order of 1/10) which relaté8, andD,. We henceforth neglect this
difference, or, more accurately, consider this numerical factor to be included in the
definition of D,.

The quadrupole—quadrupole pair interaction between droplets having quadrupole
momentsD?) and D for distances larger than the size of each droplet can be found
easily for the case when the droplets have no charge and no dipole mbment:

1 Jd d

Fin= 150 2 o

127 9B X, dXg ’ @

wheren is a unit vector alondR. Using (3) and performing the calculations, we find
681)55)2)
12R°

int= (My-my)?—=20(n-my)(n-my)(my - my) —5[(n-my)?+(n-my)?]

4
+35(m;-n)%(n-m,)2+ =

3l (5
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In the general cas€;, is a function of three angular variablegj, 6,, and ¢1— ¢,
(where 6; and ¢; are, respectively, the polar and azimuthal angles betwgesandn).

Although the complete investigation of this function can be done only numerically,
some particular configurations of relevance to us can rather easily be calculated analyti-
cally. Namely, one can show that attraction takes place only for nearly orthogonal
orientationd of m, andm,, while for nearly parallel vectorsy; we have always repul-
sion. Expression5) has a zero average over a sphere, as it should for quadrupolar
symmetry.

Obviously F;«(R,61,6,,¢0,— ¢,) is a noncentral potential, and the force on the
nematic droplet has both radial and angularque components. Therefore when we
have many droplets interacting with each other in many different directions, and also as
a result of Brownian motion, these droplets will always find a way towards the global
angular minimum. This implies that the droplets would tend to organize themselves into
chains with alternating orthogonal orientations of the quadrupole moments of neighbor-
ing droplets. One can consider organization of this type as an analogy of ferroelectric
domains for quadrupolar ferroelectrics.

It is easy to estimate the characteristic time for chain formation controlled by the
Stokes friction force @nLu, where is the viscosity of the liquid and is the velocity
of a droplet. The interdroplet distanBeis proportional to~ YL, where¢ is the droplet
concentration. Therefore using expressibnfor quadrupolar attraction and equating the
frictional and quadrupolar forces, one can estimate the characteristic time as

na*l?

dg

L2¢_ 7/3. (6)

T=

Here(as well as later onwe ignore the entropy of mixing of the droplets, treating them
as macroscopic objects, and, of course, the esti@atis valid only for small¢, when
R>L.

Interesting phenomena can appear when we apply an external magnetic field to the
system. Recall that the droplets are not only quadrupolar ferroelectrics but also conven-
tional nematics having a diamagnetic anisotropy. Therefore a sufficiently strong
magnetic field can provide alignment of the droplet quadrupole moments. The necessary
condition for this alignment is

'52
2
XaH2L3>$, (7)

i.e., the magnetic energy must overcome the quadrupolar attraction.(Frave find the
critical field

do

Vxaa

(we have assumed here th#=L). Natural estimates of the parameters appearin@)in
give H.=10°*-10* G.

_ 1
H- ®)
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However to avoid director deformations inside a drogdetd the consequent reduc-
tion of the droplet quadrupole momentsnder the influence of this field, it must be
smaller than the critical field for the Federicksz transitici?

_\/?1
He= VoD ©

Comparing(8) and(9), we get the condition

do<Ka?l. (10)
EstimatingK asT/I, we conclude that the conditiail0) is equivalent to the condition
el
a

which can be satisfied for real nematics.

Under these conditiongnamely in an external magnetic field.<H<Hg) the
guadrupolar forces give repulsion between droplatscan be easily seen frof®)), and
the chain structure will therefore be broken. To find the structure which will arise as a
result of this quadrupolar repulsior (/R®) one has to take into account the others forces
acting in such a system. The most relevant among these are the van der Waals forces.
These forces lead primarily to a certain contribution to the internal energy of each drop-
let. This internal contribution can be calculated using the general method elaborated by
Dzyaloshinskii, Lifshitz, and Pitaevskisee, e.g., Ref. 10; some features of this contri-
bution which are specific to nematics and which give, in particular, a renormalization of
the Frank moduli, have been studied in Ref).11

For us it is more relevant that the van der Waals forces lead to attraction between
droplets. This attraction is anisotropic; in any case, however, the average over a sphere is
nonzero. Thus we have a rather unusual situation: a system of particles with, say, “long-
range” (1R®) repulsion and “short-range” (R®) attraction.

The detailed calculation of all possible configurations for such systems would ad-
dress a very complicated kinetiand statistical problem which is beyond the scope of
our paper. A more modest aim we have is to describe qualitatively the consequences of
quadrupolar forces. At this level it is clear that in the presence of both fdtbes
quadrupolar and van der Wagatbe droplet distribution can be characterized by a certain
specific length scald. The above discussion of the forces assum&® bt 1/R® laws
for the interactions between isolated molecules. To find the total interactions between two
mesoscopic spheres one has to sum of all individual interactions. This reduces to evalu-
ation of the following integral:

1
|=fd3r der —, 11
1 28“ 11

where
S?=[(R+2L—r,Cc088,— 1 €0S0;)>+(r,sinf,—rysinb;)?], (12

and the exponent=3 for the van der Waals interactions amer 5/2 for the quadrupolar
interactions. In the simplest cag&e<L it follows from (11)—(12) that
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|vdW°c§1 Irolnﬁ.

Now we are in position to estimate the characteristic cluster scale as the scale at which
the van der Waals attraction is of the same order as the quadrupolar repulsion. Putting
together all dimensional factors, we get

hva%a4|2 L
=———In+,
d3 |
where « is the electronic polarizability and is a characteristic frequency that can be
identified with the first ionization potential of the molecules, which usually falls in the
ultraviolet region(the meaning of all the others parameters has been explained)above

3. We calculated the electrostatic quadrupolar interaction between spherical nematic
droplets in an isotropic(and nonconducting liquid. It has an anisotropic form
Uq0<1/R5, whereR is the distance between droplets, with repulsion for droplets having
parallel orientation of the quadrupole moments and with attraction at oblique angles
around the orthogonal orientation. In an external magnetic field ordering the orientations
of the quadrupole moments, a competition of the quadrupolar repulsion and van der
Waals attraction g 1/R%) leads to a specific spatial aggregation of droplets that has
in fact been reported often in experimental observatises, e.g., Refs. 1, 8, 9, 12, 4, and
13). Results analogous to those given above should be applicable as well to colloidal
suspensions of quadrupolar polarizable particles in a less-polarizable nonconducting
fluid.

Obviously the above description is rather simplistic and does not include any un-
welcome effects, namely:

i) Charge screening. To neglect this effect we assumed that the isotropic liquid is
ideally nonconducting.

i) Depletion!**3 It leads only to a short-range attraction between spheres with a
characteristic scale of the order lof

iii) Coarsening and coalescence. Neglecting these processes is a good approximation
at a sufficiently small droplet concentration.

iv) Flexoelectric polarization. Flexoelectricity in nematic liquid crystals is a phe-
nomenon that has been studied in many publications for over a d&xeglee.g., Refs. 2
and 8. It is knowrf that deformations of the director field in nematics can create a
polarization

Pi=ei(nV-n)+e3(VXn)Xn,

which involves two coefficients with dimensions of electric potential. In the case of
molecules which are very asymmetric in shape and carry a strong electric dipole moment
w4 the flexoelectric coefficients might reach values of ordgf! 2. In all other casegand

in particular in the case under consideration, when the molecules do not have a perma-
nent dipole momenthey will be smaller. Rough estimates of these coefficients based on
calculations of the fraction of the molecules which achieve the necessary ordering of their
dipoles to ensure the maximum packing density Give
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exNY3/T,

whereN is the number of molecules per unit volume. Thus the corresponding electric
field (proportional toN*3) will be small in comparison to the quadrupolar field, which is
proportional toN. Note also the following difference between the two kinds of polariza-
tions. The quadrupolar polarizatiofat least in principle can be nonzero even for
n=const, while the flexoelectric polarization is proportional to gradients. of

The research described in this publication was made possible in part by RFFR
Grants. E. K. thanks Prof. M. Vallade of the Laboratoire de Spectmen®hysique,
UniversiteJoseph Fourier, Grenoble-1 for supporting his stay at that laboratory.

3The angular interval in which attraction takes place can be characterized by a certain angle heawe@me
of the vectorsm, which is varied from arccaq4/15) to arccog(2/3), and the maximum is achieved for
precisely orthogonal orientations.
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The mechanism of oscillations of the half-width and intensity of the
cyclotron resonanc€CR) line of electrons in a semimetal quantum well
based on an InAs/AISb/GaSb heterostructure is investigated experimen-
tally and theoretically. It is shown that the oscillations of the CR spec-
trum are due to mixing of states of the spatially separated two-
dimensional electrons and holes. ¥®98 American Institute of
Physics[S0021-364(108)00722-1

PACS numbers: 76.48b, 73.61.Ey

The GaSb valence-band top in an InAs/AlSb/GaSb semiconductor heterostructure
lies approximately 150 meV above the InAs conduction-band bottom. The uniqueness of
such structures lies in the fact that spatially separated two-dimensional electrons and
holes with overlapping energy spectra can coexist in théffhe investigation of cyclo-
tron resonancefCRS9 in such structures has shown that the absorption spectrum pos-
sesses a number of characteristic features, specifically, a strong oscillatory magnetic-field
dependence of the half-width and intensity of the CR line is observed. In the first publi-
cations such oscillations were interpreted as being a manifestation of the dependence of
the efficiency of the screening of a chaotic scattering potential on the filling factor of the
Landau levelS. However, recent investigations of CRs in InAs/@k _,Sb quantum
wells* have shown that the oscillations are observed only in semimetal-type samples
(x<0.3), i.e., where electrons and holes are present. This fact enabled the authors of
Ref. 4 to infer that the observed features in the CR spectra are due to the Coulomb
interaction between electrons and holes. In theoretical Wik characteristic behavior
of the shape of the cyclotron resonance line in InAs/GaSh quantum wells was attributed
to the characteristic features of the band structure in the energy range corresponding to
overlapping of the InAs conduction band and the GaSb valence band.

Our objective in the present work is to investigate experimentally and theoretically

0021-3640/98/68(10)/7/$15.00 792 © 1998 American Institute of Physics
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FIG. 1. Band diagram of the experimental structure. The wave function of a hybrid electron—hole state is shown
schematically.

the mechanisms leading to oscillations of the half-width and intensity of the CR line in an
INAs/AISb/GaSh heterostructure.

Samples grown by molecular beam epitaxy were used in the experiment. The
samples consisted of 200 A wide InAs quantum wells, separated from the GaSb matrix
by AISb barriers. A series of structures with barrier thicknesses 0, 6, 20, 100, and 300
A was investigated. Charge carriers in InAs quantum wells accumulate without addi-
tional doping. The main sources of the carriers are surface states with energy close to the
center of the gajcy in GaSb and states in the valence band of GaSh. The transition of
electrons from states into the quantum well results in the appearance of a self-consistent
quantum well for holes in GaSkFig. 1b. The CR spectra of the electrons in InAs
quantum wells were investigated in magnetic fields ranging from 2 to 13 T at temperature
T=2.2 K. The measurements were performed with a Bruker IFS-113v Fourier spectro-
meter in a fixed magnetic field. The probe radiation was detected with a Si bolometer. All
spectra were normalized to the spectrum obtained without a magnetic field. The magne-
totransport measurements were performed in order to estimate the electron density, which
was varied by illuminating the samples with light from a red LED.

The main experimental problem was to study the transformation of the CR spectra
with increasing width of the AISb barrier separating electrons and holes. The presence of
holes in all experimental samples was confirmed by observing the CR line corresponding
to an effective cyclotron mass* ~0.3m,. The CR of electrons in a sample with 6 A
barriers(Fig. 23 shows strong oscillations of the half-width and intensity of the absorp-
tion peak, similar to the results obtained in Ref. 3 on InAs/GaSb quantum wells without
a barrier. The oscillations are periodic irBl/and the maximum half-widths of the CR
line correspond to the minimum amplitudes of the line. Such a magnetic-field dependence
of the CR line shape was also observed in a sample without an AlSb barrier. This attests
to the fact that the appearance of oscillations is not associated with the properties of the
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FIG. 2. Absorption spectrum of an InAs/AISb/GaSb quantum well for different values of the magnetic field.
AlSb barrier thicknesses) ®#=6 A , b) b=20 A .

interface separating electron and hole layers. As the barrier thickness increases to 20 A |
the cyclotron absorption spectrum as a function of the magnetic field changes radically.
Figure 2b shows the CR spectra of a sample with 20 A barriers. Instead of strong
oscillations of the half-width and intensity of the absorption line as a function of the
magnetic field, splitting of the CR line is observed in certain magnetic fields. A detailed
description of this phenomenon will be presented in subsequent publications. Here we
would like to discuss the physical reasons for the behavior of the CR in these structures
accompanying a transition from GaSb barriers to AlSb barriers. The basic idea of the
experimental part of this work is that this transition is made not by changing the Al
fraction in the barrier material, as done in Ref. 4, but by increasing the barrier thickness,
starting with the lowest value at which the AISb unit cell remainss(A). The experi-
mental results showed that the oscillations of the half-width and intensity of the CR line
vanish as the AISb barrier thickness increases from 6 to 20 A .

To analyze the experimental results obtained, it is first necessary to investigate the
effect of hole states from GaSb on the spectrum and wave functions of electrons in InAs.
For this, we shall employ a four-band Kane model. The wave function of the carriers can
be represented as

y=U[s)+V|p), (1)

where|s) and|p)={|X),|Y),|Z)} ares andp-type Bloch functions with angular mo-
mentum 0 and 1, respectivel(r) andV(r) ={V,(r),Vy(r),V,(r)} are smooth enve-
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lopes of the Bloch functions, which are spinors. Nearlthgoint the system of equations
for the envelopes in a spherical approximation in the presence of a magnetic field has the
form®

(Ec—pu-H—E)U+yK-V=0,

. ~ - h?
YRU+| B, = 6—p-H=(71-272)5 K2-E|V
~ 3h% . . _
— Y2~ KK V) +i6loxV]=0. (2)

Here y is the Kane matrix element;; andy,=7y; are generalized Luttinger parameters,
60=0As/3, A, is the spin—orbit splitting constari, andE, are, respectively, the ener-
gies of the conduction-band bottom and valence-band Ep=E.— E,), mis the mass
of a free electrono={o,,0,,0,} are Pauli matricesu= —3gougo is the magnetic
moment of the electrorH is the magnetic field intensityH{={0,0H}), ug is the Bohr
magnetong is the g factor of a free electroniC=—iV — (e/ch)A is the generalized
wave vector of a particlek=K, .k,= —i(d/9x)), A is the vector potential of the field
(A={-yH,0,0}). The wave function of the statd] has the form

a;l+pBila’

atat+p,l(a")?
= R f , 3
. w134 Bl ¢, 00X, T(2) 3)

asl+Bsla’
whereqokx(x)mexp@kxx), xn(y) are harmonic oscillator functions, and the functigfiz)

satisfiesk?f,(z) =k?f,(z). In expression(3), for convenience, a transition was made
from the basis vectorX),|Y) to the basis vectorp _),|p. ), respectively, according to

the rules|p_)=2"Y4|X)—i|Y)) and|p,)=—2"Y4|X)+i|Y)); in addition, creation

and annihilation operator@* = —2"Y2a,(K,+iK,) and a=—2"Y2a,(K,—iK,),
whereay = \Ac/|e|H is the magnetic length, are used. The components of the spinors
ail= (gi) andg;| = (%i) can contain the operatér The state l+1)| also possesses a

wave function of the same general fof8). Therefore mixing of the statd$? and (N
+1)] occurs in the quantum well.

The boundary conditions formulated in Ref. 6 were used to find the spectrum of the
carriers in the quantum well.

To analyze the hybridization of the states of the conduction band of InAs and the
states of the valence band of GaSb, it is important to establish the selection rules for
resonance tunneling of charge carriers through an AISb barrier. Taking into account the
mixing of the states at the heterointerface, we find that only the following matrix ele-
ments of resonance tunneling are nonzero:

WS lom e (e 1o, )
g lom ) g 1o )- @)



796 JETP Lett., Vol. 68, No. 10, 25 Nov. 1998 Suchalkin et al.

The selection rule¢d) reflect the fact that the Hamiltonian computes with the operator
j=a‘ta+/,+s, (5)

where/, is the projection operator of the orbital angular momentum of a particle onto
the z axis, ands= 10, is the projection operator of the spin of a free electron ontazthe
axis. Using the form of the wave functid), we find the eigenvalues of the operajor

jn=(N+8) iy, (6)

wheres= *1/2, while the quantum numbe¥ is a sum of the eigenvalues of the opera-
tors/, andn=a*a: N=n+/,. For electrons’,=0, and therefore the numbers of the
Landau levels are the same as the eigenvalues of the opér.aﬁ:mr carriers in the
valence band in a magnetic field mixing of states of heaty=(+1), light and spin-
split-off (/,=0) holes mix, and for this reason the Landau levels for holes cannot be
enumerated with the quantum numlver

Since the operatdrdoes not depend on the coordinatéhe quantityj =N+s is an
invariant for resonance tunneling of carriers through a barrier. For tunneling with con-
servation of the orientation of the electron spin, the tunneling matrix element can be
accurately represented as

Kn Y

— e * cosk.a, (7)
ac kﬁ-f- %g aykEg ¢

<‘/’§T|‘//Rn>~

whereb is the width of the AISb barriem andc are, respectively, the half-widths of the
electron and hole quantum well®r simplicity, we approximated the self-consistent hole
guantum well by a square wgllk, and k;, are, respectively, the components of the
electron and hole quasimomenta, argjl is the characteristic decay length of an electron
wave function under the AlSb barrier. The matrix element of the tunneling transition with
spin flip has the same exponential dependence on the barrier thidlseesEq.(7)).

The wave function of carriers in an InAs/GaSb heterostructure is a superposition of
electron and hole states. However, the mixing of these states is substantial only when the
conditions for resonance tunneling of carriers between electron and hole wells are satis-
fied (see the selection ruldd)). It is obvious that the admixing of hole states to electron
states will have a large effect on the shape of the electronic CR line, since the mobility of
the holes is much lower than that of the electrons. The stronger this admixture, the wider
the cyclotron absorption line is. Therefore the broadening occurs for values of the mag-
netic field for which the energies of the Landau levels of the electron and hole systems
coupled by the selection rules determined above are the same. In Fig. 3 the arrows mark
the computed values of the magnetic field for which resonance tunneling of charge
carriers through the AISb barrier occurs. The solid arrows correspond to tunneling with-
out spin flip, while the broken arrows correspond to tunneling with spin flip. The width of
the hole well and the quantity;,— g., whereg, andg,, are, respectively, the electron and
heavy-holeg factors, were used as adjustable parameters. The degree of hybridization of
the “interacting” levels, as follows from Eq.3), depends exponentially on the thickness
of the AISb layer. As the thickness of the AISb barrier increases from 6 to 20 A, the
probability of electron tunneling through the barrier decreases by an order of magnitude,



JETP Lett., Vol. 68, No. 10, 25 Nov. 1998 Suchalkin et al. 797

50
‘:-\40_
£
A
L30F
g
=
2
:20-
A 0A AA & A &
NS RS RS
10 vz v=8 v=7 v=6
6 8 10
B(T)

FIG. 3. Half-width of the CR line versus the magnetic field in an InAs/AISb/GaSb quantum well with
6-A barriers before ©) and after @) illumination with an LED. The triangles mark magnetic fields corre-
sponding to definite values of the filling factor befora Y and after &) illumination. The arrows mark the
computed values of the magnetic field for which the broadening of the CR line is assumed to occur. The solid
arrows correspond to resonance tunneling with conservation of spin orientation, while the broken arrows
correspond to tunneling with spin flip.

and the oscillations of the half-width and intensity of the CR line practically va(figh
2). It is obvious that the change in the electron—hole distance by such a small amount
cannot qualitatively influence the long-range Coulomb interaction.

It should be noted that the oscillations of the half-width and intensity of the CR line,
in contrast to the Shubnikov—de Haas oscillations, are not determined by the filling
factors of the Landau levels. Figure 3 shows the magnetic-field dependence of the half-
width of the CR line in a sample with a fixed 6-A barrier before and after illumination
with by an LED, which decreased the electron density in the well by approximately 10%
(negative frozen photoconductivity efféctThe triangles mark the magnetic fields cor-
responding to integral values of the filling factor beféopen trianglesand after(filled
triangles illumination of the sample. One can see that even though a clear shift is
observed in the Shubnikov—de Haas oscillatiffig. 3), the magnetic fields correspond-
ing to the extremal values of the half-width of the electron CR peak remain unchanged.
This is explained by the fact that the period of the oscillations of the CR line shape as a
function of the reciprocal of the magnetic field in InAs/GaSbh “semimetal” quantum
wells is determined not by the Fermi energy but by the energy between the electron and
hole size-quantization subbands, which depends weakly on the carrier density.
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The problem of the stability of a massive, charged helium film is stud-
ied with allowance for the possible motion of the film relative to the
electron system localized on its surface. Here a peculiar sort of Doppler
effect is intertwined with processes that cause the charged helium sur-
face to become unstable, affecting its critical characteristics.1998
American Institute of Physic§S0021-364(08)00822-4

PACS numbers: 67.7&.n

Research on the properties of two-dimensiof2d) charged systems moving rela-
tive to a liquid substrate has become increasingly active in recent years. This trend is best
displayed in various attempts to investigate the properties of an electron crystal sliding
along a liquid substratésee, e.g., Refs. 1+3As is well known, a stationary electron
lattice deforms a liquid substrate, forming craters under each of the electrons localized on
lattice sites. The dynamical properties of an electron crystal on a liquid substrate are
largely determined by this deformatiérHowever, if the crystal moves with a definite
velocity relative to the liquid surface, there is not enough time for craters to appear and
the crystal acquires new properties.

Another interesting problem involving the relative motion between electrons and a
liquid substrate arises from “hydrodynamic” considerations. It is well known that soli-
tary waves(solitong can propagate along a neutral channel of finite défithe appear-
ance of a finite charge density on a liquid surface should seriously modify the properties
of the hydrodynamic soliton. More generally, there is the problem of finite-amplitude
third-sound on a moving charged helium film, including the effect of the motion of the
film on its stability criterion.

Existing attempts to force the electron system to slide as a whole relative to a liquid
substrate are ineffective. Here the problem is to use electric fooresorentz force$
along the helium surface. Of course, these forces displace the electrons relative to the
substrate, but sliding is spatially extremely nonuniform and appears only in a threshold
manner. As a result, the observed effects are difficult to interpret.

In the present letter, attention is called to a comparatively simple, alternative possi-
bility of obtaining uniform motion of an electron system relative to helium without using
perturbing electric forces. The problem is to produce conditions under which the liquid
helium film is forced to flow along a solid substrate. The superfluid nature of the helium
makes it possible to accomplish this. As a result, the electronic component on a liquid

0021-3640/98/68(10)/5/$15.00 799 © 1998 American Institute of Physics
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FIG. 1. Diagram of the preparation of a 2D electron system on a moving substrate.

surface of a helium film remains stationary in the laboratory coordinate system. The film,
however, flows relative to the solid substrate and therefore relative to the electron system.
The stability of a mobile charged helium film is investigated below on the basis of this
scenario.

1. Let us consider the cell shown schematically in Fig. 1. The electrons are localized
on a special pedestal, which is raised relative to the level of the bulk helium to teight
This makes it possible to regulate the thickndssf the film on the pedestal:

(1 2mend s [ f
d'=|—=+ and dyo= , D

FERR pgh

whereg andp are the acceleration of gravity and density of liquid helidiis,the van der
Waals constant, and; is the equilibrium density of the surface electrons. In addition, a
definite differentialsh of the heights of the bulk helium to the left and right of the
pedestal is provided. This differential allows superfluid flow of helium from left to right
or vice versa, depending on the signd&f, with velocity u<u., whereu, is the critical
velocity of the superfluid flow along the film and is given by

_ 2 In(d/ 2
Uc—m—4d n(d/a), ()

where m, is the mass of a helium atom amal is the interatomic distance. For
d~10"* cm, u,~0.62 cm/s.

The position of the electrons of density on the pedestal is controlled by the fields
produced by a flat-plate capacitor that holds the electrons on the liquid substrate. This
distribution is, on the average, stationary relative to the rises and therefore it is in motion
relative to the liquid film.

2. The dispersion relation of a capillary wave exp(-iwt) on the surface of a
moving charged helium film under saturation conditi¢tie electric field above the film
is zerg is

_ |q| * 2 2 vz
w.=qux 7(”9 +ag®—4mo’lq))| |, 3

g*=g+3f/pd* q>d,
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whereo = ens and« is the surface tension of liquid helium. Including the contribution of
van der Waals forces in the definition gf makes it possible to use the dispersion
relation (3) for quite thin helium films.

To obtain the obvious resu(B) (Doppler effect in the problem of ripplon oscilla-
tions) it is necessary not only to modify the boundary condition for the hydrodynamic
potential ¢

gp  dE  dg

gt Vdax Tt
(¢ is the displacement of the liquid boundary from the equilibrium posjtimrt also to
take into account a correction linear énto the general pressure balance on the mobile
boundary as a result of the Bernoulli pressure, which is a quadratic function of the
velocity of the liquid.

Formula(3) is interesting from several standpoints. In the first place, in the linear
approximation the stability of the film does not react to the velocitylndeed, the
stability criterion is determined by the condition that the radicand in expregSijon
vanish. This gives

01=K2a2, q*=2770'i/a, k’=pgla, (4)

a result known from Ref. 6 for a liquid which is stationary on average.

In the second place, the frequencies from EJ.are sensitive to the sign of the
productqu, so that actually the dispersion relation in dimensionless form is

ol =jqut[o*+’~25%9%2  j==. )
Hereu andq are dimensionless moduli of the velocity and wave number. Moreover,

q=0q/k, «’=pgla, u=u(x/g)*? ands=olo, , (6)
whereo, is given in Eq.(4).

The frequencies» (q) or w~(q) have a constant sign for ajl. For example, the
modew’ (q) given by

wi(q,u,8)=+qu+[q®+9?>-26%9%]"2 wIi(lul)=+u (7)

is presented in Fig. &op) for u=0.1 and two values of: §=0.96 and 1.00. The set of
these lines is labeled with a general plus sign. The analogous mofg) in the lower
half of the figure is labeled with a minus sign.

The combinationss’ (q) andw?(q) are sign-variable. The function
0(9,8)=—qu+[g®+9?-26%9%1*2, wi(1u,)=-u (8)

for the same numbers as in E@b) is displayed in Fig. 3 with the signsH{—). The
(—+) mode is also present here. It is obtained from @).by making the sign change
+——.

It is obvious that the degeneracy of the sign-variable modes should be lifted at the
crossing points of the spectrum. But this is now a problem of the nonlinear theory of
oscillations of a charged helium surface.
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FIG. 2. The frequencie®(q) andw-(q) (7) for u=0.2 and two values of: 1 — §=0.96,2 — §=1.00.
The first frequency is labeled with a general plus sign. The analogous naodep in the lower half of the
figure labeled with a minus sign.

In summary, in the present letter a novel possibility of producing conditions for
studying the relative motion between a 2D electron system and a liquid substrate is
discussed. In the linear approximation this motion leads to a Doppler deformation of the
dispersion relation for oscillations of a charged liquid helium surface. The most interest-
ing nonlinear effect in prospect is the behavior of an electron crystal on a moving
substrate.

I thank S. V. lordanskKifor a discussion of the results obtained in this work and for
helpful remarks. This work was supported in part by the Russian Fund for Fundamental
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FIG. 3. The combinations’ (q) andw?(q) for the same numbers as in Fig. 2. The m@8is denoted by
(+—) signs. The mode- +), determined from Eq®8) by making the substitutior- — —, is also shown here.
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An expression for the probability of thermally activated tunneling ion-
ization in an electric field in the presence of a magnetic field is ob-
tained. It is shown that the logarithm of the ionization probability is
proportional to the squared electric field, and the coefficient of propor-
tionality decreases with increasing magnetic field. 1@98 American
Institute of Physicg.S0021-364(18)00922-7

PACS numbers: 79.78.q, 61.72-y

The effect of an electric field on the thermal ionization of impurity centers in semi-
conductors was previously attributed to the Poole—Frenkel effect, i.e., a decrease in the
ionization energy of attracting Coulomb centers in an electric field. In recent years it has
been shown theoretically and experimentally that in sufficiently strong electric fields
thermally activated tunneling of charge carriers accompanied by a multiphonon transition
plays the dominant role in the ionization procéséThe effect of a magnetic field on this
process is studied in the present letter.

Consider an impurity center on which an electron is present in a bound state. In the
equilibrium configuration of the lattice, a potential well is present for the electron on the
center. Lattice vibrations change this configuration, and as a result the energy of a local-
ized electron changes. For simplicity, we shall assume that one mode of the local vibra-
tions (ordinarily, this is the “breathing” modg which is described by the configurational
coordinatex, plays the dominant role in the motion of the electronic level. Ordinarily,
two adiabatic potentials are introducedd;(x), the vibrational potential in the presence
of a bound electron, and,(x), which corresponds to an ionized impurity plus a free
electron with zero kinetic energy. If the free electron has energyen the correspond-
ing adiabatic potential i5l,,=U,(X) + ¢. In an electric field the energy of a free electron
can be negativésee Fig. L

It can be assumed that the thermal ionization process under the influence of an
electric field occurs in three stages:

1) As a result of thermal excitation the system is in a vibrational I&gin the
potentialU,(x) (see Fig. L

2) tunneling rearrangement of the vibrational system to the adiabatic potential

0021-3640/98/68(10)/6/$15.00 804 © 1998 American Institute of Physics
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FIG. 1. Diagram of the adiabatic potentials, illustrating tunneling rearrangement of the vibrational system
accompanying ionization:)and b correspond to two possible arrangements of the poterfat®localization
occurs in the case)bExplanations are given in the text.

U,.(x), corresponding to negative electron enesgyoccurs; and,
3) an electron tunnels out of the well into a free state with energy.

The first two processes occur without the participation of an electric field, while the
third process occurs without the participation of vibrations.

In the quasiclassical approximation the ionization probability is proportional to the
expression

exp( B %) exr] — 2(S,— S1,) Jexi — 25u(e)], @

where

2M Xce
Sle:;ja VU1 (x)—EdXx, @

\/2M Xce
st=—ﬁ f VU, (x)—Edx. 3)
328

The energyE is measured from the bottom of the potentidy(x): E=E,—er=E,

+¢&, E; andE, are vibrational energies in the potentids(x) and U,(x), 7 is the
thermal ionization energy, anill is the mass associated with the chosen vibrational
mode. The integration limits in Eq§2) and (3) are the turning points; anda,, in the
potentialsU,(x) andU,.(x) and the pointx., where these potentials meet. The three
cofactors in Eq(1) are the probabilities of the three processes enumerated above. The
last factor exp—2S(e)] determines the probability of electron tunneling with energy
£<0. The total ionization probability is obtained by integrating the prodlicbver the
electronic energy and the vibrational energf,. Calculation of this integral by the
saddle-point method yields two equations for the optimal valtigsande,,:
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Toe— T1e=RIZKT, 15,=7e, (4)
where
(9818 (9828 089(8)
Tls__ﬁ (9E ’ T28__ﬁ (9E ’ Te__ﬁT! (5)

and E=E,,—&7,e=¢. The timest,.,7,., and 7, are the tunneling times of the
vibrational system in the potential$; andU,, and the electron tunneling time, respec-
tively.

The scheme described above for calculating the ionization probability has been used
previously to study ionization in dand aé electric fields(see also Ref.)3 The results
agree well with numerous experimeritsHere we shall employ this approach to study
the effect of a magnetic field on thermal ionization in a constant electric field. We shall
employ the results of Refs. 5 and 6, where the probability of electron tunneling in the
presence of electric and magnetic fields was found in the quasiclassical approximation.
The result obtained in these works can be written as

2 (2|g|m)32
25e(8)=§wg(%9), (6)
QO
y=+2|g|m = (7)

wherem is the electron effective masQ=eH/mc is the cyclotron frequencys =ef is

the force acting on an electron in an electric field of intensityThe functiong(y, 6),
which depends on the angtebetween the directions of the electric and magnetic fields,
is given by the expression

3 N 1
9(y.0)==p 1—'8—sim9— = pPcogh/, )
2 v 3
where3>0 and is related with the parametgiby the equation
1 2
B?—sirt Bcotr(ﬂy)—;} =1. 9
From Egs.(5)—(8) we find
Y 1 dg9(v0)
Te—ﬁ{g(%@)ﬂLg)’ 3y } (10

For sufficiently weak fields, such thht,|<e+, the differenceS,,—S,, in Eq. (1)
can be expanded in a series in powerg @nd only the first term in the expansion need
be retained. Then

828_818282_Sl+872/ﬁ, (11)

whereS,,S;, andr, are the values 08,, ,S;,, andr,, ate=0. In Egs.(4) £ can also

be set to zero in the tunneling times, and 7, of the vibrational system. Then the first

of Egs.(4) determines,,,, and gives for the same value as in the absence of an electric
field. As a result we obtain that, to exponential accuracy, the ionization probability in an
electric field is given by the expression



JETP Lett., Vol. 68, No. 10, 25 Nov. 1998 V. . Perel’ and I. N. Yassievich 807

6

FIG. 2. y,, versus() 7, for three values of the angkebetween the directions of the electric and magnetic fields:
1— 0=wl2,2— 0=mI3,3 — 0=ml4.

2|8m|72

e<F>=e<0>ex;{ 7~ 25dlen])

: (12

where the optimal energy,, for electron tunneling is determined by the second of Egs.
(4), where,, is replaced byr,, and expressiofl0) should be used for,. Since the
parametery and the energy are related by Eq(7), the optimal tunneling energy,,
corresponds to the optimal value ¢f,, for which we have finally the equation

1 99(¥m.0)
¥m g(vm,9)+§7ma—;:n =Q7,. (13
Formula(12) then becomes
e(F)=¢(0)exp(F2/F2), (14)
where it is convenient to expre§s in terms of the auxiliary quantity; as
3m# vm V3 Q1
F2= and (73 3=73(—> 3—=-2 0)]. 15
) (5= qr] |35 —200m.0) (15

As H—0 we haveg(y,0)—1 and, as is evident from E¢L3), v,,/Q 7,— 1. Therefore
75— 7,, and we obtain the well-known result of Refs. 1 and 3 for ionization in a constant
electric field in the absence of a magnetic field. According to @g. the time 7, is
determined by the relation

Tzzh/ZkT+ T1, (16)
where 7, is essentially independent of temperattire.

We shall now consider the limiting cases, confining our attention to mutually per-
pendicular electric and magnetic fieldg8=t 7/2). In the case of a strong magnetic field
= 16

g(y,ml2)=3/8y. (17
In this limit we obtain from Eq(193)
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FIG. 3. (5/7,)° versusQ r, for three values of the angkebetween the directions of the electric and magnetic
fields:1 — 0=m/2,2 — =/3,3 — 6= /4.

Ym=V2Q7,. (18)

Therefore the conditiory,,>1 means thaf€) 7,> 1. Under this condition we have for the
parameterrs from Eq. (15)

753=37307,. (19

The magnetic field, as expected, slows down the thermally activated tunneling ionization
process.

In the weak magnetic field limif) 7,<<1, it is easy to obtain from Eq$7), (9), (13),
and (15)

Ym=Q7(1—1/18Q7,)?) and (75)%=73(1— 1/15Q1,)?). (20)

The dependence of,,, and (r5/7,)° on the parametef) 7, in the general case is dis-
played in Figs. 2 and 3 fof= 7/2,7/3, and /4.

In summary, it has been shown in this letter that a magnetic field decreases the
ionization rate without changing the character of the electric field dependence of the
probability of thermally activated tunneling ionization of impurity centers. This effect is
determined by the paramet@rr,, where() is the cyclotron frequency ang, is deter-
mined by the tunneling rearrangement time of the vibrational system of centers in the
process of ionization.
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Resonance of the photo-emf induced by far-IR light in the presence of
a magnetic field oriented parallel to the plane of the well is observed in
a GaSb-InAs—GaSb semimetal quantum well. It is inferred that the
effect is due to optical transitions between sublevels of the first size-
quantization level. ©1998 American Institute of Physics.
[S0021-364(98)01022-9

PACS numbers: 76.36v, 73.61.Ey

Spin resonance has thus far been observed only in structures of the type
GaAs—AlGaAs or GalnAs—InP, where the two-dimensional electron gas is weakly de-
generate. Resonance was observed in the form of a small microwave-induced feature in
the conductivity against the background of Shubnikov—de Haas oscillatsa®s for
example, Refs. 1 and)2

We report here the observation of electron spin resonance in GaSb-InAs—GaShb
semimetal qguantum wells. Resonance was observed in the course of an investigation of
the photo-emf induced by far-IR light in the presence of an external magnetic field
oriented parallel to the plane of the well.

The experiments were performed on structures with single 20-nm-thick MBE-grown
quantum wells. To eliminate effects due to hybridization of the conduction band of InAs
with the valence band of GaSbh, the well was separated from the GaSb layers by a
10-nm-thick AISb barrier. A characteristic density and mobility of the electrons in the
well were, respectively, 4102 cm™ 2 and 7000 cr/V-s at T=300 K and 2.5 10
cm 2 and 9000 crYV-s atT= 77 K. A strong built-in electric fieldup to 1¢ V/cm) was
present in the well. The existence of the field is characteristic for structures of the type
used in Ref. 3.

Pulsed NH and D,O gas lasers optically pumped by €@ser served as the source
of radiation. The wavelength of the light, the pulse duration, and the maximum intensity
of the radiation were equal to 906m, 40 ns, and 1500 W/cfrfor the NH; laser and
385 um, 100 ns, and 100 Wi/chfor the D,O laser. The experiments were performed at
T=4.2 K in the presence of an external magnetic field oriented parallel to the plane of the
well. Unpolarized radiation was directed along the normal to the surface of the sample.
The light-induced photocurrent arising in the plane of the well in a direction perpendicu-
lar to the magnetic field was measured. The kinetics of the measured emf corresponded to

0021-3640/98/68(10)/7/$15.00 810 © 1998 American Institute of Physics
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FIG. 1. Photo-emf versus the magnetic field for 9. radiation and different exciting radiation intensities.
Inset: Geometry of the experiment.

that of the exciting laser pulse. The geometry of the experiment is shown in the inset in
Fig. 1.

Figure 1 shows experimental curves of the photo-emf versus the magnetic field. The
curves were obtained at=90.6um for two different radiation intensities. One can see
that a resonance of the photo-emf, which shifts with increasing excitation intensity in the
direction of high magnetic fields, is present. Reversal of the direction of the light does not
change the sign of the emf. We attribute the observed resonance to optical transitions of
electrons between spin sublevels of the first size-quantization level in the well. It is
known that in quantum wells with a built-in electric field, even in the absence of an
external magnetic field, the spin degeneracy is removed as a result of the spin-orbit
interaction(so-called zero spin splittingThe energy spectrum of electrons in the plane
of a two-dimensional gasX(Y) has the forrf

h2k?

eT= *ak, (1)

2m*

wherea is the spin-orbit interaction constant, which depends on the magnitude of the
built-in field. Therefore, even in the absence of an external magnetic field, the energy
spectrum in theX'Y plane consists of two branches corresponding to two opposite direc-
tions of the spin — parallel or antiparallel to the vector of the magnetic field arising in the
coordinate system of an electron moving in a strong built-in electric field. It is obvious
that only electrons whose energy is close to the Fermi energy can undergo direct optical
transitions. It follows from Eq(1) that the zero spin splitting near the Fermi level is
2ake . To obtain a rough estimate of the eneryy, of a photon which can be reso-
nantly absorbed even in a zero magnetic field, we shall employ the spin-orbit splitting
constant obtained from magnetotransport measurements for structures of this type:
a=0.9x10"° eV-cm. Neglecting the nonparabolic nature of the spectrum and setting
er=70 meV andm* =0.056mn, (the electron effective mass near the Fermi [8vale
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FIG. 2. a8 Energy spectrum of electrons in a quantum well with a built-in electric field. The vertical arrows
show the possible resonance optical transitions in a zero magnetic fiétdebgy spectrum of electrons in the
directionY in the plane of the quantum well in the presence of an external magnetic field directeckalbhg
vertical arrow shows the resonance optical transition accompanying the absorption g&raOlight. The
horizontal arrows indicate the direction of the elementary currgrésdj, arising as a result of this transition.

¢) Energy spectrum and scheme of resonance optical transitions accompanying the absorptioaroflgS.

obtain #wy=2akr~6 meV. This corresponds to the energy of a far-IR photon. The
energy spectrum and the scheme of possible optical transitions in a zero external mag-
netic field are presented in Fig. 2a.

When an external magnetic fieRlis applied in the plane of a two-dimensional gas,
for example, along th&X axis, the spectrum becomes

h2k?
€* =2m* * \/a2k§+

Now the spins are oriented in the direction of the resultant magnetic field, which is the
sum of the external magnetic field and the field arising due to the motion of an electron
in the strong built-in electric field. One can see from E2). that the spectrum is now
asymmetric in theY direction (Fig. 2b.

1 2
ak,+ EgMBB) . 2

Optical transitions are possible only for electrons with energy close to the Fermi
energy. For such electrok§+k;=kZ . When Eq (2) is taken into account, the condition
for a resonance at frequenay has the form

(hw)?=(2ake)?+ (gueB)?+4gugBak, ()
wherek, can assume values fromkg to ke . It follows from Eq. (3) that resonance
absorption of light can occur in the range of frequencies of the exciting radiation from

1 1
wmin:%|2akF_gMBB| to wmax:%|2akF+gMBB|-

We shall now consider the situation occurring in an experiment where the photon
energy is fixed(in our casefiw=13.7 me\j and B increases from zero. Resonance
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absorption first occurs aB* =(gug) (hAw—2akg). In this case electrons with
ky~kg participate in absorption. The corresponding optical transition is shown in Fig. 2b.
As B increases further, the resonance conditions will be satisfied even for electrons with
ky#0 and, correspondinglk,<kge. As a result, in the actual range of magnetic fields
the resonance absorption contour has the form of a diffuse step. However, it is apparently
very difficult to observe such a resonance experimentally because of the relatively large
nonresonance absorption.

Let us now turn to a discussion of the experimentally observed resonance photocur-
rent. We shall consider first the case of magnetic fields clo€*toThis current is the
difference between two elementary curreptsand j, which form with an optical tran-
sition 1—2 (see Fig. 2h The currentg, andj, are not equal to one another, since the
electron velocity, the electron momentum relaxation time, and the electron effective mass
at the points 1 and 2 are different. For this reason, in the absence of accidental compen-
sation, a nonzero net current will occur. It is also evident from Fig. 2b that an important
feature of the scheme of the optical transitions occurring in the experimental system is
that the transition of an electron with momentumq (k,) is not accompanied by a
symmetric transition of an electron with momentuky (—ky) or close to it, as ordinarily
happens when fast-response currents fdion example, the so-called entrainment cur-
rent9. In our view this is the reason why in an experiment the resonance photocurrent can
be distinguished against the background of a nonresonance photocurrent.

We shall now analyze the form of the resonance curve of the photo-emf. Using the
relations(2) and (3), it is not difficult to show that under conditions such thab is
somewhat greater thanaRr the difference of the projections of the velocities at the
points 2 and 1 on th& axis will decrease as the magnetic field increases aBdvdn
turn, this should decrease the net current. Therefore it can be expected that in contrast to
resonance absorption the resonance photo-emf will be a certain curve with a maximum at
the pointB*. However, if the facts that the effective mass at the point 2 is greater than at
the point 1 because of the strong nonparabolicity of the spectrum, while the relaxation
time of the momentum, conversely, may be smafiee latter apparently is valid only for
sufficiently largef o, so that scattering by acoustic phonons predomingdes taken into
account, then the net current can not only decrease appreciably, but it can even change
sign.

Following the assumption that the experimentally observed photo-emf reaches its
maximum value aB=B*, we can estimate the spin-orbit splitting constant. Since in the
experimenB* =3.5 T, and assuming for a rough estimate that— 15 (as in bulk InAs
andm* =0.056n,, we obtaina=1.5x10"° eV-cm, which is in reasonable agreement
with the results of Ref. 3. The corresponding value akg is approximately 10 meV,
which is in complete accord with the ideas presented above.

Let us now consider the question of the shift of the position of the resonance as the
excitation intensity increases. Thus far we have assumed that only electrons with energy
er (more accurately, all electrons with energy framp—7% w to €£) can participate in
resonance absorption. This valid only for sufficiently low electron temperature, so that
kT<2akg. At the same time, it is well known that far-IR radiation heats the electronic
subsystem very efficientlisee, for example, Ref)6For the radiation intensities realized
in experimentgup to 1.5 kW/cm), it can be expected that the characteristic scale of the
dropoff of the distribution function is several tens of meV. It is obvious that for such a
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FIG. 3. Photo-emf versus the magnetic field. The curves were obtained at a wavelength ©m3@6 two
different exciting radiation intensities.

diffuse distribution function, when the corresponding resonance conditions are satisfied,
the strongest transitions will be optical transitions with initial energy much lessehan

This should have the effect that with increasing radiation intensityhfor>2akg the
position of the resonance of the photo-emf will shift in the direction of strong magnetic
fields.

To check the proposed interpretation of the resonance, additional experiments were
performed to measure the dependence of the photo-emf on the external magnetic field
with excitation by 385um radiation, i.e., under conditions such thab<<2akg. The
results are presented in Fig. 3. It is evident that the resonance photo-emf is observed here
also. The following features of the resonance are of intergstthe position of the
resonance as a function of the magnetic fiéddl least, for relatively low intensitigs
differs very little from the position of the similar resonance\at 90.6.m, even though
the photon energy differs by approximately a factor of (#) the resonance at
A=385um is much less pronounced thanXat 90.6um, and the corresponding reso-
nance photo-emfs have opposite signs; &fid), as excitation intensity ak =385um
increases, the resonance shifts in the directiowedkermagnetic fields.

In our opinion, the characteristic features enumerated above of the formation of a
resonance photo-emf at=385um agree quite well with the proposed model. Indeed, in
accordance with the model the position of the resonance as a function of the magnetic
field is determined essentially by the modulus of the differencewiand 2akg. There-
fore resonances at frequenciegsandw, will be observed at close values of the magnetic
fields if the value of 2kg is close to 1/2f w,+ % w5). In our case this condition means
that 2Zake~8.5 meV, which agrees well with the above-presented estimate of this quan-
tity from the position of the maximum of the resonance &t90.6u.m. The fact that the
amplitude of the resonance mt=385um is appreciably smaller than at=90.6um is
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likewise completely explainable, since in the first case the resonance transition is accom-
panied by a substantially smaller change in the electron energy and a correspondingly
smaller change in the values of the electron parameters at the initial and final points of the
transition. Comparing Fig. 2b and Fig. 2c, it is evident that the sign oiftheojections

of the velocities at the initial and final points of the resonance transitiar=885um is
opposite to that in the case of excitationat 90.6.m. Apparently, this also explains the
difference in the signs of the resonance photo-emf. As far as the shift of the position of
the resonance is concerned, it is not difficult to show that#far<2ak: resonance
conditions for electrons with energy less thgnare realized for lower magnetic fields
than in the casé w>2ake . In keeping with the ideas set forth above, this means that as
the excitation intensity increases, the resonance should shift in the direction of weaker
fields, as is observed experimentally.

In conclusion, we shall estimate the absolute magnitude of the resonance current.
Neglecting for purposes of estimation the difference in the masses and relaxation times at
the points 1 and 2, it is easy to obtain fothe expression

2 e ’ )
J:;;fd kTM<6( €, (k) — e(k) —fiw) O( €, (K) — €¢) O(eg— € _(K))

1
a| aky+ EgMBB)
X 4

1 2’
\/a2k§+ ak,+ EgMBB)

whereM is the matrix element of the optical transition,is the momentum relaxation
time, 6(e—e€g) is the Fermi distribution functionp(e—eg)=1 for e<er and 6(e

—ep) =0 for e> e . For unpolarized radiation the squared matrix element of a resonance
transition can be expressed B =e’E3a%/8%%w?, whereE, is the amplitude of the
electric field of the light wave.

Generally speaking, the calculation of the current density using(&qgrequires
numerical integration, but in the present paper we shall only obtain an order of magnitude
estimate of the maximum current. Fpre=90.6um this estimate gives LA/cm, while
experimentally the surface density of the resonance current at this wavelength with ra-
diation intensity 200 W/cfhwas equal to approximately 4A/cm. In our opinion, this
likewise attests to the proposed interpretation of the experimental results.
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The temperature dependence of the Hall coefficient in the interval 1.8—
300 K is investigated in detail in high-quality single-crystal samples of
a Kondo insulator — iron monosilicide. It is established that the pa-
rameterR,(T,H=12.5kOe) changes sign twice in the temperature in-
terval employed, and at temperatures beldy~7 K an anomalous
(magneti¢ component appears in the angular and field dependences of
the Hall voltage. The results of the experimental investigations of
Ry(T,Hg) in FeSi are discussed on the basis of the phase diagram in
the model of an excitonic insulator. @998 American Institute of
Physics[S0021-364(1®8)01122-7

PACS numbers: 72.20.My

1. In recent years it has been common practice to include iron monosilicide among
the compounds referred to as Kondo insulatdrslowever, the diversity of the theoreti-
cal approaches used in this case by different authomnd the absence of a single,
generally accepted model suitable for describing FeSi leaves open the question of the
nature of the ground state and the characteristic behavior of the physical parameters in
this material.

Among the problems involved in investigations of FeSi, it should be especially
noted that there are no reliable and accurate experimental data on the behavior of the Hall
coefficientRy(H,T) in this narrow-gap 4~ 60 me\)® almost-magnetic semiconductor.

The comparatively receht measurements d®,(H,T) pertain to substantially different
temperature intervalsT(<55 K in Ref. 7 andT=20 K in Ref. 8, and they do not agree
even with respect to the sign of the Hall coefficient. At the same time accurate data on
Ry(T,H) in relation to measurements of the thermopo&eebeck coefficienand the
resistance of a narrow-gap semiconductor will make it possible to determine the structure
and character of the “impurity” states in the gap and the mechanisms of scattering of
charge carriers in FeSi.

0021-3640/98/68(10)/6/$15.00 817 © 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the Hall coeffidignl) and thermopowes (2) of a FeSi single crystal.

In this connection, our aim in the present investigation is to obtain detailed infor-
mation about the characteristics of charge carriers in the region of intrinsic and extrinsic
conductivity in FeSi on the basis of measurements of the Hall coefficients, the ther-
mopower, and the resistance in the temperature interval 1.8—300 K. Since in Ref. 8 the
appearance of hysteresis in the field-dependences of the Hall voltage in FeSi was ob-
served at ultralow temperatures, to determine the character of the ground state it is of
special interest in the present investigation to study also the characteristic behavior of
Ry(T,H) at liquid-helium temperatures. The procedure used of the thermoelectric mea-
surements is similar to that discussed in Ref. 9. To investiBatéd,,T), in addition to
the standard techniqd@we employed an automated module for controlling the rotation
of the sample in a magnetic field and a high-precision temperature controller with a novel
construction. The measurements were performed on high-quality single-crystal samples
(p(1.8 K)/p(300 K)=10°).

2. The experimental data obtained from investigations of the Hall coeffiBlg(iT)
in the magnetic field =12.5 kOe(curve 1) and the thermopowe3(T) (curve?2) in the
temperature interval 1.8—300 K are displayed in Fig. 1. According to this figure, for FeSi
we observed two inversion of the sign of the Hall coefficient as the temperature was
lowered from room temperature — @} ,~75 K and T} ,~12.5 K. The existence of
two linear activation sections in the functid®,(T), plotted in the coordinates Ry
=f(1/T), in the temperature intervals 80—300(K and 15-60 K(Il) (Fig. 2) makes it
possible to determine the paramet@§~345 K andT",~68 K. At temperature§
<Th ,,~12.5 K, rapid growth of the absolute value of the Hall coefficient is observed
(Fig. 1); in addition, as temperature decreases, an anomalous contributRyy(TQH),
accompanied by hysteresis in the field and angular dependences of the Hall voltage,
appears in the regioh<T,~7 K (region IlI).
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FIG. 2. Activation asymptotics of the temperature dependences of the resigtiiy) and Hall coefficient
Ry(H=12.5 kOg¢ (@) of iron monosilicide. The sign oRy is determined by the indicated type of charge
carriers(p or n). Inset: Temperature dependence of the difference of the electron and hole mobilities in the
region of intrinsic conductivity of FeSithe approximation by a linear function corresponds to the Taw?).

The behavior of the thermopow&(T) in FeSi(curve?2 in Fig. 1) is similar to that
measured in Refs. 7 and 11, and on the whole it is similar to the temperature dependence
Ry (T). In the temperature interval 150—300 K, replotting the experimental data in terms
of the coordinate$= f(1/T) yields T;~70 K. We emphasize that the low-temperature
maximum inS(T) with a positive amplitude greater than 9W/K (see Fig. 1, curv@),
following the arguments of Ref. 7, must be attributed to phonon drag in FeSi. Apparently,
the appearance of an additional contributiors{T) in this temperature interval not only
strongly shifts the inversion poiri;,,~123 K >TH | but it also makes it difficult to
determine directly the activation parameté'r% and E§2 from the functionS(T). Fol-
lowing Ref. 7, we also note the existence of a sign chand&(if) near room tempera-
ture. Another feature of the behavior 8(T) in FeSi observed in the present investiga-

tion is the appearance of a kink in the temperature dependence of the thermopower near
T,~7 K (see Fig. 3¢

To obtain the additional information required to analyze the temperature depen-
dences of the Hall coefficients and thermopoWe&g. 1, curvesl and?2), measurements
of the dc resistanc&urve 2 in Fig. 2) and the microwave conductivitisee Fig. 3bin
the temperature 1.8—300 K were also performed in the present work. The temperature
dependence(T) agrees on the whole with the results of Refs. 7-8 and 11. Just as in the
caseRy(T), the curvep(T) contains two activation sections of variation of the resis-
tance, which are virtually identical to the intervals of activation behavior of the Hall
coefficient (Fig. 2). The values of the parametefg,; and T4, are 336 K and 71 K,
respectively, in agreement, to within the limits of the experimental error, with the values
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FIG. 3. Low-temperature dependencesoathe anomalous®) and normal [J) Hall coefficientsRy, b)
dynamic resistivityp at 900 MHz, and thermopowelS of iron monosilicide neaff , .

of T,, andT,, determined from the Hall data. In contrast to the dc resistance, which is

a monotonic function of temperature, we observed in the temperature dependence of the
microwave resistance a feature in the form of a peak igar7 K (Fig. 3b), correspond-

ing to the temperature at which the anomal@usagneti¢ component of the Hall voltage

and a kink inS(T) appear.

3.A. REGION OF INTRINSIC CONDUCTIVITY T=70 K (I)

Apparently, the matched change in the parameiéfy andR,(T) in this tempera-
ture interval(Fig. 2) should be attributed to the activational decrease of the density of
intrinsic charge carriers with temperature. The gap width estimated from the data in Fig.
2 is Eg=2T,,~60 meV and agrees with the results of Refs. 6-8 as well as with the
value of E4 obtained from calculations of the electronic structure of F&StUsing the
expression for the thermopower of a semiconductor in the region of intrinsic conductivity
kg|[b—1 E5 3 m,

== — +—ln—
e|b+1 2keT 4'”mp'

whereb=u,/u, and u,,m,,u,, andm, are, respectively, the mobility and effective
masses of electrons and hol&g,is Boltzmann's constant, arelis the electron charge,
we obtain the estimate= u,/u,=1.51. Next, to assess the character of the temperature
variation of the difference of the carrier mobilities in the region of intrinsic conductivity,
we shall employ the very simple relatiqn, — u,=Ry/p=AT “ and the experimental
data in Fig. 2. The exponent found in this manfeze inset in Fig. Ra=~0.5, together
with the quite low values ofup,up,~4—-6 cn?/V-s, can be attributed in our view to
scattering of carriers by local spin-density fluctuatidfisyhich increases the modulus of
the thermally induced magnetic moments in FeSi in the temperature fEld®0 K.
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An alternative explanation of such a low charge carrier mobility can be obtained in the
modeP of charge fluctuations F&* ™ —3d’Fe' ™ in FeSi.

B. REGION OF EXTRINSIC CONDUCTIVITY 15-60 K (II)

For such low and quite close values of the mobilities in the electronic and hole
subsystems, the appearance of an additional scattering channel predominantly for charge
carriers of the same typéelectrong should result in a change in the relatidn
= un/pp and a change in the sign of the parame®y$T) andS(T). The appearance of
an additional level in the gap witB.,~6 meV (see also inset in Fig.)2in our opinion,
can be attributed to the appearance of a feature, corresponding to excitonic states, in the
spectrum of quasiparticle excitations near the conduction-band bottom. A possible anal-
ogy with another Kondo insulator SrgBin which, it seems to u¥, rapid valence fluc-
tuations can be described quite well in the Kikoin—Mishchenko exciton—polaron rtfodel,
should be underscored. We also note that for both SmBd FeSi the presence of
congruent electron—hole sections of the Fermi surfadgch appear, for example, as a
result of p—d (d—f) hybridization) is a favorable factor for describing these narrow-gap
semiconductors on the basis of the model of an excitonic insu(&tor’

Evidently, such low electron and hole mobilities at intermediate temperatures could
attest both to rapid relaxation of charge carriers as a result of scattering by spin/charge
fluctuations in FeSi and to the formation of heavy fermions as a result of efficient
hybridization of thep—d states in iron monosilicide. To check all this we present, assum-
ing that excitonic states appear in the gap, a very simple estimate of the effective mass of
the carriers. Using the relatioB,,~m*e*/4e?4? and our valueE,,=6 meV ande,
=€'(w—0)~200 (Ref. 18 we have form* in FeSim* ~34.5m,. Using the values of
m* and E.,, we estimate the localization radius of “impurity” states @8
=h/\J2m*E.,~4 A . The value obtained for the parameter correlates with the result
for SmB;!® and, in our view, is an additional argument in favor of the proposed inter-
pretation.

C. TEMPERATURE RANGE T=<7 K (lll)

When excitonic insulator models are used to describe the ground state of FeSi, the
presence of an electronic phase transition fgae 7 K (see Fig. 3 could be due to, for
example, a transition, on the basis of the phase diagram of Brirffid a state with a
spin-density wave. Our measurements of the angular and field dependences of the Hall
coefficientRy(T=<7 K) provide additional arguments in favor of such a conclusion, but
the results of these investigations fall outside the scope of the present work.

In conclusion, we note that to resolve conclusively the question of the nature of the
ground in FeSi it is necessary to perform low-temperature measurements of the quasiop-
tic and magnetooptic properties of iron monosilicide in the millimeter and submillimeter
ranges.
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