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Abstract—The field evaporation of carbidized tungsten (ribbed crystals) was studied by the atom probe method
at various temperatures of the sample in the regions of cryogenic, room, and elevated (1300–1600 K) temper-
atures. For a high pulsed (not less than 40%) component in the evaporating field, the room-temperature field
evaporation mass spectra correctly reflect the surface composition of the evaporated sample. The mass spectra
reveal a large number of molecular and polymerized (cluster) ions. Data from field ion desorption microscopy
indicate that high-temperature field evaporation of a ribbed crystal proceeds via ion emission from walking and
merging thermal-field microroughnesses. © 2003 MAIK “Nauka/Interperiodica”.
The deposition of carbon onto a tungsten point [1]
and various stages of the interaction of hydrocarbons
with such a point [2] are accompanied by the formation
of a characteristic crystal structure at the point tip
(Fig. 1). This structure, while retaining the symmetry
and orientation of the tungsten substrate, is character-
ized (in contrast to a rounded shape typical of a pure
tungsten point) by a pronounced faceting, featuring
sharp ribs between developed crystal faces. This crys-
talline form is sometimes referred to as a ribbed crystal
and we will use this term for brevity.

Investigation of the field evaporation of a ribbed
crystal is of interest for two reasons. First, the ion fluxes
observed in the course of room-temperature field evap-
oration exhibit nontrivial composition, containing
molecular ions rather than atomic ions of tungsten and
carbon [3]. In most cases, these ions do not correspond
to the well-known tungsten carbides WC and W2C [4].
Second, it is also of interest to trace variation of the
chemical composition of a carbidized tungsten layer,
from the uppermost surface layer to the pure tungsten
bulk. Both these aspects have been preliminarily con-
sidered in [3].

This study was aimed at a thorough analysis of the
ion flux composition during the field evaporation of a
ribbed crystal, along with precise determination of the
surface composition. The field evaporation was per-
formed (as in [3]) in a time-of-flight atom probe system
[5, 6]. From the standpoint of unambiguous surface
analysis, it was important to ensure that field evapora-
tion did not take place at a base applied voltage Vb and
that all ions reaching a detector were formed only under
the action of a sum of the base and pulsed (Vb + Vp)
voltage components.

The first natural measure aimed at ensuring a zero
evaporation at Vb was deep cooling of the sample. For
this purpose, a rod with feedthroughs holding the sam-
ple point in the vacuum chamber was filled with liquid
nitrogen. The tip temperature T could be 10–20 K
1063-7850/03/2907- $24.00 © 20529
above liquid nitrogen temperature, but it was suffi-
ciently low to provide that the field evaporation at Vb

could be ignored.

Ribbed crystals were grown in situ, by heating a
tungsten tip in vacuum containing residual hydrocar-
bons from an oil diffusion pump of the TsVL-100 type.

Figure 2 shows typical field evaporation mass spec-
tra measured at room and cryogenic temperatures. In
both cases, the ribbed crystals were grown using the
same standard procedure: heating at T = 1740 K for
2 min at an applied positive potential of 2 kV (prevent-
ing the tip point from rounding). This treatment was
preceded by other experiments on the field evaporation
from a tungsten point tip. The standard thermal treat-
ment led to leveling of the carbon concentration on the

Fig. 1. A typical field electron image of a ribbed crystal ori-
ented in the [011] direction (a dark circle on the left is the
probing hole).
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Fig. 2. Typical field evaporation mass spectrum of a ribbed crystal measured at an applied voltage of Vb + Vp = 8 kV + 5.6 kV (a) at
room temperature (n/N = 104/1246) and (b) with the sample holder cooled by liquid nitrogen (n/N = 111/2179).
side surface and ensured the formation of a ribbed crys-
tal presented in Fig. 1. The field evaporation (per-
formed at the same values of Vb + Vp = 8 kV + 5.6 kV
with almost the same number of informative pulses,
n = 104 and 111) gives rise to a “negative” electron
emission pattern [3, 7], which evidenced the removal of
more than a monoatomic layer from the sample surface.
The ion accumulation curves (integral curves) for both
spectra in Fig. 2 included about 2–2.5 waves, which
corresponded to evaporation of the same number of
monolayers or about 200 ions.1 The spectrum presented
in Fig. 2b was measured immediately after that in
Fig. 2a (naturally, after restoring the ribbed crystal by
means of the standard thermal-field treatment), without
readjustment of the probing hole (adjusted to the region
of a crystal step at the edge of a {100} face). The spec-
tra in Fig. 2 are constructed in the same scale on both
axes.

A comparison of the mass spectra presented in
Figs. 2a and 2b reveals no significant distinctions. The
spectra display virtually the same set of ions, with peak
heights varying within statistical error limits. Similar
experiments, with the pairs of mass spectra recorded at
room temperature and a cryogenic temperature for the

1 This number of accumulated ions (200 for n ≈ 100) indicates that
(although the informative pulses accounted for only 5–8.3% of
the total number of pulses N), each working pulse carried on the
average two ions (real number could vary from one to four).
TE
same parameters Vb , Vp , and n were multiply repeated
and the comparison always confirmed the similarity of
the pattern observed. In all such experiments, the frac-
tion of the pulsed voltage component ω = Vp/(Vb + Vp)
amounted to 0.4–0.41. From this we may conclude that
determination of the surface composition of a sample at
room temperature is correct, as well as the result of
measurements at a cryogenic temperature. The evapo-
rated layer composition determined from the spectra in
Figs. 2a and 2b by direct count of the number of carbon
(with subtraction of those entering into the composition
of residual gas phase, CO and CH4) and tungsten atoms
corresponded to the formulas CW1.6 and CW1.5, respec-
tively. In other cases, when the spectra were measured
at room temperature for ω ≥ 0.4, it was possible to reli-
ably determine the surface composition of a ribbed
crystal. It was found that this composition corre-
sponded to WCx with x varying from 2.3 in the initial
stages of ribbed crystal formation (a carbon-rich sam-
ple not subjected to field or thermal evaporation) to
x = 1.3–1.8 (in most cases of medium carbon content)
and to x = 0 (upon complete removal of a carbidized
layer, whereby a tungsten core was reached as mani-
fested by the typical W+3, W+4, and W+2 ions).

An analysis of the spectra presented in Fig. 2 (and
many others) revealed a large variety of molecular and
cluster ions detected in the evaporated flux. The spectra
contain significant peaks corresponding to almost all
CHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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ions of the formula (WmCk  (where m = 1, 2, 3; k = 1,
2, 3, 4;  f = 1, 2; and s = 2, 3). In addition to the tung-
sten–carbon ions, the spectra also display carbon and

tungsten species of the types C+2, , , , and

. Such a variety of ion species and the presence of
polymerized (cluster) ions is surprising only at first
glance. In fact, the presence of carbon cluster ions is
typical of the field evaporation of graphite [8], although
such ions are formed in extremely high fields. The car-
bon-saturated layer of a ribbed crystal contains excess
carbon as compared to the amount that can be adsorbed
on a tungsten crystal lattice. The material formed in the
surface layers of such a ribbed crystal probably occurs
in a nonequilibrium state and contains weak inter-
atomic bonds besides strong ones. This can facilitate

the formation of ion cluster ions such as (WC ,

(W2C , and W3  in the course of field evaporation.
The lattice of a stoichiometric equilibrium CeB6 crystal
[9] also readily emitted cluster ions because of the pres-
ence of weak internal interatomic bonds. Ions such as

 can form upon breakage of the nonequilibrium
carbon–tungsten formations. The energy of ionization

required for the formation of such  ions is smaller

than that required for  ions. The breakage of a
greater number of bonds can be also explained by the
presence of weak bonds.

The presence of purely carbon ions ( , , etc.)
requires special consideration because the ions of some
residual gases also fall within the same range of masses
(more precisely, of the mass to charge ratios, m/q). The
origin of ions observed in this range was elucidated by
analysis of the curves of the accumulation of ions of
certain selected types. In the case of ions originating
from a crystal lattice, the curves exhibit coarse
steps [10], while ions representing particles adsorbed
from the gas phase (uniformly arriving in the ionization
region) are smooth and consist of small steps [11]. A
coarse-step appearance confirmed the lattice origin of
the observed cluster and atomic carbon ions.

We failed to observe purely atomic evaporation of
W and C (usually taking place during the field evapora-
tion of carbides [12] and many metal alloys [5]) neither
at room temperature nor at a cryogenic temperature.
Apparently atomic evaporation is more likely in the
case of a chemically equilibrium crystal (such as WC)
at low temperatures and strong electric fields.

As for the large variety of the molecular and cluster
ions that have evaporated from ribbed crystals, the
fields can be much lower as compared to those required
for the evaporation of pure carbon or tungsten. We have
calibrated the field by means of the current–voltage
characteristics [13] using the published data on the
electron work function of a carbidized tungsten [7]:
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4.27 and 4.34 eV for the initial and final surface in the
course of the field evaporation. These estimates showed
that the electric field strength necessary for the evapo-
ration of various ions of the WmCk type, as well as the

 and  species, falls within the interval from
9 × 107 to 1.9 × 108 V/cm (depending on a particular
spectrum and ion collection time). As the carbidized
surface layer is removed and the carbon content in the
WCx formula decreases from x = 1 to zero, the applied
voltage (and the field) necessary for the field evapora-
tion increases. The evaporation of W+3 and W+4 ions
from pure tungsten corresponded to the well-known
value of 5 × 108 V/cm [5].

At a sample temperature of 1300–1600 K, measure-
ments in the regime of field ion desorption microscopy
showed intense field evaporation. The sample surface
exhibited the formation of microroughnesses visual-
ized by their own ions (Fig. 3). These microrough-
nesses walked over the surface, formed rings around
plane crystal faces, and then collapsed at the centers of
these faces. This behavior was analogous to that
observed for the high-temperature field evaporation of
some pure metals such as iridium [14]. However, the
collapse of rings formed by microroughnesses was not
observed on pure tungsten (although it is not excluded
that this phenomenon may take place at significantly
higher temperatures).

We failed to obtain a high-temperature field evapo-
ration mass spectrum. At elevated temperatures, intense
field evaporation took place already at Vb and the atom
probe detected a typical noise spectrum of separate
lines (sometimes of double, triple or greater intensity).
However, it was possible to measure such a noise spec-
trum at a given Vb at Vp = 0 and then compare this to the
noise spectrum measured for the same Vb and a possible
maximum of Vp ≠ 0 (in our case, Vp = 6.2 kV). In the
region of light ions with m/q from 0 to 300 (the total
uniform spectrum extended up to m/q = 2000), the latter
spectrum exhibited a greater number of lines with large
amplitudes, significantly exceeding a statistically rea-
sonable amount observed in the former case. However,
it would be incorrect to attempt to assign these lines to

W2
+3 W4

+3

Fig. 3. Field ion desorption image of a thermal-field micro-
roughnesses on the surface of a ribbed crystal heated to
about 1300 K.
3
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certain m/q values of expected ions. We can only state
that there was a certain contribution due to application
of the pulsed voltage component. Nevertheless, it was
interesting to measure the ion accumulation curves in
the course of evaporation at Vb . These curves displayed
several (up to five or six) regions separated by almost
horizontal plateaus. The regions of buildup corre-
sponded to the moments of time when a walking micro-
roughness passed under the probing hole. Using the
total number of ions evaporated at Vb , it was possible to
estimate the ion current in the regime of high-tempera-
ture field evaporation from walking microroughnesses.
In this regime, the total ion current collected from the
sample point amounted up to 10–14–10–13 A.
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Abstract—Mechanisms leading to complication of the dependence of a transient process duration on the initial
conditions upon a change in control parameters of a two-dimensional dynamical system with discrete time (Eno
map) are considered. It is shown that the character of this dependence for a stable cycle is determined by mul-
tiplicators. A change in the control parameters in the same dynamical regime produces a bifurcation leading to
reclosure of the stable and unstable manifolds. This results in a qualitative complication of the dependence of
the transient process duration on the initial conditions in the system. © 2003 MAIK “Nauka/Interperiodica”.
In recent decades, nonlinear dynamical systems
have received much attention. Irrespective of the sys-
tem type (discrete or continuous time, lumped or dis-
tributed parameters), the effort is concentrated on
studying established regimes and on determining how
one dynamical regime is changed by another in
response to variations of the control parameters [1, 2].
At the same time, the transient processes are considered
as secondary and not studied in much detail. However,
transient processes carry important information about
the system and sometimes it is more expedient to con-
sider behavior of a system in the transient stage [3–5]
rather than on attaining the attractor.

The range of problems closely related to the descrip-
tion of transient processes is rather wide, including elu-
cidation of the structure of attraction basins of the exist-
ing attractors and their boundaries in cases of multista-
bility [6, 7], study of transient chaos [8, 9] as a process
accompanying crises of chaotic attractors [10, 11], and
determination of the lifetime of an imaging point in a
small region of the phase space of a system with con-
trolled chaos [12–14]. Thus, transients play an impor-
tant role in the behavior of dynamical systems and are
worthy of detailed investigation. Such processes are
usually studied in dynamical systems with discrete
time: while being relatively simple, such system can
feature all the main nonlinear phenomena characteristic
of both distributed and current dynamical systems.

Previously [16], we have studied transient processes
in a two-dimensional system with discrete time (Eno
map [17]) of the type

(1)
xn 1+ λ xn 1 xn–( ) byn,+=

yn 1+ xn,=
1063-7850/03/2907- $24.00 © 20533
in the simplest dynamic regime representing a stable
cycle of period 1. Dependence of the transient process
duration on the initial conditions, Tε(x0, y0), was deter-
mined for a given initial point (x0, y0) and preset accu-
racy ε using the same method as in [15, 16, 18, 19].

The results obtained in [16] revealed a mechanism
leading to complication of the dependence of the tran-
sient process duration on the initial conditions,
Tε(x0, y0), in the Eno map for a cycle of period 1. It was
found that the character of this dependence is deter-
mined by multiplicators µ1, 2 of a stable immobile point
(x0, y0) and by the stable and unstable manifolds of the
stable and unstable points. In particular, it was demon-
strated that, in a given dynamic regime, the minima of
the transient process duration coincide with points of
the stable manifold corresponding to a multiplicator
with minimum absolute value. Initially, for small val-
ues of λ and b > 0, the multiplicators obey the relation
|µ1| < |µ2| and the minima of Tε(x0, y0) correspond to a
manifold characterized by the negative multiplicator
µ1. For λ = λeq , whereby |µ1| = |µ2|, both manifolds
become significant. When λ > λeq , |µ2| becomes smaller
than |µ1| and the manifolds change their roles: mini-
mum values of the transient process duration corre-
spond to a manifold characterized by the positive mul-
tiplicator µ2. This results in complication of the behav-
ior of Tε(x0, y0).

This study is aimed at tracing a change in the depen-
dence of the transient process duration on the initial
conditions in the Eno map (1) for a more complicated
periodic dynamic regime. A bifurcation analysis of the
map (1) shows that, when the control parameter falls in
003 MAIK “Nauka/Interperiodica”
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the interval 3(1 – b) < λ < 1 – b + , the
(x, y) plane contains two unstable points, (0, 0) and
(x0, y0) (where x0 = y0 = (λ + b – 1)/λ), and a stable cycle
of period 2 with the elements (x1, y1) and (x2, y2),

6 8b– 6b2+

x1 1 λ b– λ2 2λ b 1–( ) 3 b 1–( )2–++ +
2λ

-----------------------------------------------------------------------------------------------,=
T

(2)

and the multiplicators

y1 1– λ– b λ2 2λ b 1–( ) 3 b 1–( )2–++ +
2λ

----------------------------------------------------------------------------------------------------– ,=

x2 1– λ– b λ2 2λ b 1–( ) 3 b 1–( )2–++ +
2λ

----------------------------------------------------------------------------------------------------– ,=

y2 1 λ b– λ2 2λ b 1–( ) 3 b 1–( )2–++ +
2λ

-----------------------------------------------------------------------------------------------,=
(3)
µ1

2c 4 λ2– 2λ 1 b–( ) 6b– 4b2 4b2– 4– λ2 2λ b 1–( ) 6b 4b2–+ + +( )2
+–+ +

2
----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------,=

µ2
2c 4 λ2– 2λ 1 b–( ) 6b– 4b2 4b2– 4– λ2 2λ b 1–( ) 6b 4b2–+ + +( )2

++ + +
2

----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------.=
Figure 1 shows the plots of multipliers  and 
versus control parameter λ for a fixed value of b = 0.1.
The region of complex values of the multiplicators (for
2.91246 < λ < 3.0095) corresponds to a gap in Fig. 1.
At λ = 2.91246 and λ = 3.0095, which corresponds to

the boundaries of the gap, the multiplicators  and

 are equal. In the region of λ < 2.91246, multiplica-

tor  is initially positive and close to zero and then
slowly increases to approach 0.1. At the same time,

multiplicator  decreases from 1 to 0.1. Thus, in the
entire interval of 2.7 < λ < 2.91246, the absolute value

of  is smaller than that of . On the other side of
the gap, at λ = 3.0095, both multiplicators are equal to
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Fig. 1. The plot of multipliers  and  versus control

parameter λ for a fixed value of b = 0.1. The gap corre-
sponds to the region of complex conjugate multiplicators.

µ1
2c µ2

2c
E

–0.1. In the region of λ > 3.0095, the absolute value of

 is smaller than that of . As λ increases from

3.0095 to 3.1935, multiplicator  decreases from
−0.1 to –1. In the interval 2.91246 < λ < 3.0095, the

quantities  and  are complex conjugate and obey

the condition | | = | |.
A comparison of the projection of the Tε(x0, y0) sur-

face onto the plane of initial conditions (x0, y0) (Figs. 2a
and 2b) to the arrangement of stable manifolds of a sta-
ble cycle (2) of period 2 (Fig. 3a and 3b) reveals a pat-
tern analogous to that described in [16]. According to
this, the minima of the transient process duration coin-
cide with a manifold corresponding to the multiplier
possessing a minimum absolute value (light bands in
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–6.727
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Fig. 2. Projections of the surface Tε(x0, y0), representing the
transient process duration as a function of the initial condi-
tions, on the plane of possible states (x, y) for the Eno map
with (a) λ = 2.75, b = 0.1 and (b) λ = 3.16 and b = 0.1. Vari-
ations in the transient process duration are reflected by the
gray color gradations: from white (corresponding to T = 0)
to black (corresponding to T = 200 units of the discrete
time). A light-gray shade outside the basin of attraction of
the cycle of period 2 corresponds to the initial conditions
with an attractor at infinity.
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Fig. 3. (a) Schematic diagrams showing manifolds, the unstable immobile points (0, 0) and (x0, y0), and the elements of the cycle
of period 2 for the fixed value of the control parameter (b = 0.1) and the parameter λ = 2.75. For these parameters, the cycle of

period 2 is characterized by the multiplicators  = 0.0123 and  = 0.815. In the first panel, a thick solid curve shows the stable

manifolds for the unstable point (0, 0); dashed curves show the unstable manifold of the same point. One thin solid curve represents
the stable manifold of the unstable immobile point (x0, y0). Another thin solid curve, passing through the unstable immobile point
(x0, y0) and the elements of the cycle of period 2 (black circles) represents the unstable manifold of this point. Dash–dot curves show

the stable manifold of the cycle of period 2 characterized by the maximum absolute value of . Panels on the right show increas-

ing fragments of the manifolds in the vicinity of immobile points and the elements of the cycle of period 2. (b) Schematic diagrams
showing manifolds, the unstable immobile points (0, 0) and (x0, y0), and the elements of the cycle of period 2 for the fixed value of
the control parameter (b = 0.1) and the parameter λ = 3.16. For these parameters, the cycle of period 2 is characterized by the mul-

tiplicators  = – 0.846 and  = –0.012. Here, dash–dot curves show the stable manifold of the cycle of period 2 characterized

by the maximum absolute value of . Panels on the right show increasing fragments of the manifolds in the vicinity of immobile

points and the elements of the cycle of period 2. In the two last fragments, the dashed line indicates the second stable manifold of

the cycle of period 2 corresponding to the multiplicator .
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Figs. 2a and 2b). Dark regions, corresponding to the
maximum durations of the transient process, coincide
with a stable manifold of the unstable cycle of period 1.
At the same time, it is seen that the character of the
Tε(x0, y0) projection is significantly complicated at λ >
3.0095, as manifested by the appearance of an infinite
number of minima accumulated on approaching the
stable manifold of the unstable cycle of period 1.

In order to explain this phenomenon, let us consider
(as in [16]) the behavior of manifolds of the unstable
points and the stable cycle of period 2. The stable mani-
fold of the unstable point (0, 0) forms the boundary of
the attraction basin. The unstable manifold of this
unstable point asymptotically tends to the unstable
immobile point (x0, y0) along the unstable manifold of
the unstable immobile point (x0, y0) and does not signif-
icantly influence the character of Tε(x0, y0).

Since the unstable manifold of the point (0, 0) inter-
sects the stable manifold an infinite number of times in
the vicinity of the point (x0, y0), the stable manifold of
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
the point (x0, y0) also intersects the unstable manifold
an infinite number of times in the vicinity of the point
(0, 0) (see [16]). As was noted above, the stable mani-
fold of the point (x0, y0) on the projection of the
Tε(x0, y0) surface onto the (x0, y0) plain corresponds to
the maxima of the transient process duration (dark
bands in Fig. 2a).

The unstable manifold of the unstable point (x0, y0)
tends to each element of the stable cycle (2) of period 2
in the direction of the stable manifold of this cycle,
which is characterized by a greater absolute value of the
multiplier and, hence, by slower convergence to the
attractor (Figs. 3a and 3b). For the control parameter in
the interval 2.7 < λ < 2.91246, the behavior of the
unstable manifold of the unstable point (x0, y0) in the
vicinity of each element of the stable cycle of period 2

is determined by multiplicator , whereas in the
region of 3.0095 < λ < 3.1935, the behavior is deter-

mined by multiplicator . In the interval 2.91246 <

µ2
2c

µ1
2c
3
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λ < 3.0095, the multiplicators of the cycle of period 2,

 and , are complex conjugate and, hence, a sta-
ble cycle of period 2 has no stable and unstable mani-
folds. In this case, the dependence of the transient pro-
cess duration on the initial conditions exhibits two
clearly pronounced minima coinciding with elements
of the stable cycle of period 2. The maximum values of
the transient process durations still correspond to the
initial conditions belonging to the stable manifold of
the unstable point (x0, y0).

As can be seen from Fig. 1, the multiplicators 

and  are positive for 2.7 < λ < 2.91246 and both are
negative for 3.0095 < λ < 3.1935. Thus, in the latter
interval, the unstable manifold of the point (x0, y0) inter-
sects an infinite number of times the stable manifolds of
a stable cycle of period 2 characterized by negative
multiplicators and “wounds” on the immobile point. As
a result, the stable manifold of the cycle of period 2

characterized by multiplier  with a maximum abso-
lute value also intersects an infinite number of times the
unstable manifold of the unstable point (x0, y0). This
leads to the appearance of an infinite number of minima
in the projection of the Tε(x0, y0) surface (Fig. 3b). An
analogous mechanism accounts for complication of the
character of Tε(x0, y0) within the same dynamic regime
for cycles of period 4, 8, etc.

Thus, the transient processes of minimum duration
in dynamic systems with discrete time correspond to
the initial conditions (x0, y0) belonging to that stable
manifold of the stable cycle which is characterized by a
multiplicator with the maximum absolute value (the
multiplier must be a real quantity). At the moment
when a change in the control parameter (in the same
dynamic regime) makes the multiplier with the maxi-
mum absolute value negative, the structure of the
Tε(x0, y0) surface exhibits rearrangement and the depen-
dence of the transient process duration on the initial
condition becomes complicated. Such a complication,
related to a change in the roles of the multiplicators, can
be either due to the fact that multiplicators become
complex (for cycles of period 2, 4, etc.) on the Eno
map, or due to a situation when the absolute value of
one multiplier increases and that of the other decreases,

µ1
2c µ2

2c

µ1
2c

µ2
2c

µ1
2c
TE
while both multiplicators remain real (as in the case of
a stable immobile point, see [16]).
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Abstract—A universal method is suggested that provides empirical estimates of the kinetic coefficients in the
equations of quasiparticle transfer in crystalline structures. The method is based on a criterion for the onset of
Landau convection and on an analysis of experimental data on the electric and thermal resistance and the ther-
mal expansion coefficient for crystals with different types of interatomic bonds. © 2003 MAIK “Nauka/Inter-
periodica”.
Kinetic coefficients in transfer equations are com-
plex functions of temperature. These functions are
determined by the contributions of various elementary
excitations to the conductivity and by different mecha-
nisms of scattering of these excitations. As the temper-
ature varies from T = 0 K to the melting point, the
kinetic coefficients change by many orders of magni-
tude due to the scattering of quasiparticles on phonons.

An important achievement in the theory of transfer
processes in condensed media was the development of
an approach (see, e.g. [1]) to determining the kinetic
coefficients without solving the corresponding transfer
equation. The formal expressions for these coefficients
are essentially the exact solutions of the kinetic equa-
tions, a peculiarity of which is that the coefficients are
related to the correlation function of physical fluxes in
the equilibrium state [2, 3]. Explicitly, the kinetic coef-
ficients are expressed, in the first approximation with
respect to deviations of the density operator from the
equilibrium state, using the Kubo formula [2–4]. How-
ever, transformation of the formal expressions in order
to obtain a particular physical interpretation encounters
considerable difficulties [2, 4]. For this reason, the only
really possible way of calculating the kinetic coeffi-
cients in some cases (primarily, for crystalline systems)
is offered by the variation method based on the solution
of the kinetic equation [5]. A solution of the linearized
kinetic equation can be obtained proceeding from a
phenomenological transfer equation.

In usual nonequilibrium thermodynamics, the flux
density j is proportional to the gradient of an external
field potential Y,

(1)

where σ is the corresponding kinetic coefficient. In the
case of a crystalline structure, a physical flux can be
considered as the thermal diffusion of quasiparticles
representing elementary quantum excitations in the

j σgradY ,–=
1063-7850/03/2907- $24.00 © 20537
medium. At any finite temperature, the system of such
quasiparticles is an almost ideal gas of excitations in
which spontaneous convection is hindered by the inter-
action between quasiparticles [6].

In the case of a sufficiently dense gas of quasiparti-
cles (i.e., when the medium can be considered as a con-
tinuum), a criterion for the onset of convection can be
expressed using the Landau condition [7],

(2)

where S is the entropy of the subsystem of particles
under consideration, varying depending on the linear
parameter x. In the general case, S is a function of the
external field potential, the temperature, and the pres-
sure. At a given temperature T, the entropy is S = S(Y, P)
and condition (2) can be rewritten as [7]

(3)

In the case of crystals, the subsystem volume can
change only as a result of variation of the atomic vol-
ume. Therefore, the term 1/V(∂V/∂T)P in Eq. (3) repre-
sents the thermal expansion coefficient (TEC) of the
crystal. A dynamic interaction between the gas particles
in Eq. (3) is described by the force parameter g (see [7])
possessing a dimensionality of acceleration. Using the
well-known thermodynamic relations, Eq. (3) can be
written in the following form:

(4)

where cP is the heat capacity of the system and tY ≡
(∂T/∂Y)P is the temperature matching factor describing
variations of the crystal temperature under the action of
the external field.

Using the convection onset condition in the form
of (4) and transfer equation (1), we obtain a phenome-

dS/dx 0,=

dS
dx
------

∂S
∂T
------ 

 
P

∂T
∂Y
------ 

 
P

dY
dx
------ g

V
--- ∂V

∂T
------- 

 
P

+ 0.= =

dY
dx
------–

g
cPtY

---------βT ,=
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nological expression for the corresponding averaged
values of the kinetic coefficients σi ,

(5)

In particular, for βT  1, condition (2) gives the fol-
lowing characteristic resistance of the ith subsystem:

(6)

Formula (5) leads to an important conclusion
according to which

(7)

that is, the reduced resistances of subsystems in a crys-
tal are given by a universal function directly related to
the crystal lattice. This conclusion can be corroborated
by two examples: the electric resistance of a metal and
thermal resistance of a dielectric. The transfer pro-
cesses involving fermions (electrons in metals) or
bosons (phonons in nonmetallic crystals) obey the
model of convective charge and heat transfer with a
nonzero gradient of the electric potential and the tem-
perature field, respectively. In experimental justifica-
tion of relation (7), especially important data are pro-
vided by measurements of the temperature dependence
of the kinetic coefficients and TEC of the same object
measured in one experiment.

σi
1– Ri≡ g

jcPtY

------------ 
 

i

βT .=

Ri*
g

jcPtY

------------ 
 

i

*
.=

Ri

Ri*
------- βT ;=

Fig. 1. A correlation between the electric resistance and the
isobaric thermal deformation for copper (by data summa-
rized in [8]).
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The electric resistance and TEC of metals from var-
ious groups of the Periodic Table (Cu, Zn, Al, Pb) in the
temperature interval from 100 to 500 K were measured
on the same samples under identical conditions. This
temperature interval contains the regions above and
below the Debye temperature, in which the electric
resistance is proportional to Tn, where n varies from ~3
to 1, and is usually described by the Bloch–Grüneisen
interpolation formula [4].

The measurements were performed in a setup repre-
senting a quartz dilatometer with a photoelectric detec-
tor of displacements. The samples were provided with
electric contacts. The junctions of chromel–alumel
thermocouples fastened at two points of the sample also
served as potential probes. The relative errors of deter-
mination of the electric resistance and TEC did not
exceed 0.5 and 0.3%, respectively.

An analysis of the experimental data showed that
the electric resistance and the isobaric thermal defor-
mation for all metals obey linear relations with the cor-
relation coefficients r close to unity. The corresponding
expressions are as follows:
for copper (r = 0.9990):

(8)

for zinc (r = 0.9995):

(9)

for aluminum (r = 0.9995):

(10)

and for lead (r = 0.9990):

(11)

In these relations, the first terms correspond to the scat-
tering of electrons on static defects and the second terms
(ρph) reflect the scattering on phonons. The linear coeffi-
cients in expressions (8)–(11) are essentially the charac-
teristic electric resistances ρ*, representing the limits to
which the phonon resistances tends for βT  1. Analo-
gous relations are observed at low and high tempera-
tures. For illustration, Fig. 1 shows a correlation
between ρph/ρ* and βT for copper plotted using the data
of various researchers summarized in [8]. Data on the
thermal expansion were taken from [9]. From among
about two hundred temperature dependences of the
electric resistance presented in [8], we selected those
for the widest and most different temperature intervals,
ranging from ~20 K up to the melting temperature of
copper (1375 K). The correlation coefficients for all
results were not lower than 0.999. At temperatures
below ~20 K, the correlation is not as good, probably
because of competition between the electron–phonon
and electron–electron collisions [10]. A linear relation
between the electric resistance and the isobaric thermal
deformation was also observed for transition metals [11]
at temperatures both above and below the Curie point.

ρ 0.0412 10 8– 1.184 10 6– βT ;×+×–=

ρ 0.0396 10 8– 2.23 10 6– βT ;×+×=

ρ 0.123 10 8– 1.27 10 6– βT ;×+×=

ρ 0.439 10 8– 8.14 10 6– βT .×+×=
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An analysis of the experimental data on the thermal
resistance W and TEC, including reference data [9, 12–
15] and our experimental results for silicon [16], leads
to analogous relations between the phonon resistance
Wph and βT for nonmetallic single crystals. Figure 2
shows a correlation between Wph/W* and βT in a broad
temperature range for various substances with different
types of interatomic bonds (figures in parentheses give
the values of correlation coefficients and indicate the
temperature intervals in which reliable data on W and β
were available).

Thus, we may ascertain that the generalized model
of the Landau convective transfer adequately describes
the charge transfer by electrons and the heat transfer by
phonons in crystalline solids.

1
2
3
4
5
6
7
8

–1
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–4 –3 –2 –1

log(Wph/W*)

log(βT)

Fig. 2. A correlation between the thermal resistance and the
isobaric thermal deformation for various crystalline solids
(data from [9, 12–16]): (1) KCl (0.997; 60–300 K);
(2) NaCl (0.999; 80–300 K); (3) SiO2 (0.996; 100–600 K);
(4) SiC (0.998; 200–1200 K); (5) MgO (0.995; 120–1600 K);
(6) BeO (0.998; 573–1673 K); (7) Si (0.999; 120–1100 K);
(8) diamond (0.998; 150–1000 K).
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Abstract—We have studied the effect of neutron irradiation on the exciton absorption in n-GaAs crystals. It is
shown that the observed decrease in the absorption coefficient, broadening of the exciton peak, and its shift
toward higher energies are caused by the electric and strain (compression) fields generated by the radiation-
induced defects. © 2003 MAIK “Nauka/Interperiodica”.
We have studied the exciton absorption spectra of
n-GaAs (n = 1014 cm–3) samples irradiated by fast neu-
trons at T ≤ 60°C to a total dose in the range of Φ =
1015–1018 cm–2. The samples had the form of plane-par-
allel plates with thicknesses reduced by mechanical
grinding and chemical etching to 4–5 µm. The proce-
dure used for the sample preparation [1, 2] ensured the
absence of residual stresses in the crystal structure. In
the course of measurements, the samples occurred in a
“free” state, whereby no mechanical stresses were
induced by holding elements [1, 2]. The optical absorp-
tion spectra were measured at T = 77 K before and after
neutron irradiation and in various states of subsequent
isochronous thermal annealing. The samples were
annealed in vacuum at various temperatures for 30 min.

Figures 1 and 2 show the optical absorption spectra
measured before and after irradiation and in the course
of isochronous annealing at various temperatures for
the samples exposed to a total neutron dose of Φ = 1016

and 1017 cm–2, respectively. As can be seen, the spec-
trum of unirradiated GaAs exhibits a clearly pro-
nounced exciton structure. The neutron bombardment
leads to a decrease in the intensity of absorption in the
exciton region, whereby the absorption peak broadens
and shifts toward higher energies. In the course of sub-
sequent annealing, the coefficient of absorption in the
exciton region increases and the peak maximum shifts
toward the initial position.

In the samples irradiated to a total dose of Φ ≤
1016 cm–2, the annealing at T = 600°C results in the
complete restoration of the initial exciton absorption
peak (Fig. 1). At the same time, the treatment at this
temperature was insufficient for the complete annealing
of a material irradiated to higher neutron doses (Fig. 2).

The irradiation-induced broadening and decrease in
intensity (up to complete vanishing) of the exciton peak
can be explained by the presence of either the free
charge carriers (screening the Coulomb interaction of
1063-7850/03/2907- $24.00 © 20540
the electron–hole pairs) or the local fluctuating electric
fields (breaking the exciton states) in the samples. The
latter fields can be generated either by localized charges
of ionized impurity centers [3, 4] or by charged radia-
tion defects [5–7]. Taking into account that the initial
samples were not strongly doped and that neutron irra-
diation produces defects leading to compensation [7], it
can naturally be suggested that a change in the exciton
structure of the absorption edge is caused by the electric
fields generated by fluctuating accumulations of charged
radiation defects and disordered regions. The strength of
the exciton-breaking field E ≈ 3 kV/cm [4–6]. As can be
seen from our experimental data, such fields are gener-
ated by the radiation defects in GaAs samples irradiated
even to Φ = 1016 cm–2.

The irradiation-induced shift of the exciton peak can
be related to changes either in the bandgap width (∆Eg)

2 × 104

1 × 104

1.506 1.508 1.510

1, 6

2

3
4

5

hν, eV

α, cm–1

Fig. 1. Exciton absorption coefficient of n-GaAs (1) before
and (2) after irradiation with fast neutrons to a total dose of
Φ = 1016 cm–2 and upon subsequent isochronous thermal
annealing to T = 200 (3), 300 (4), 500 (5), and 600°C (6).
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or in the exciton binding energy (∆Eex). As is known,
the exciton absorption peak in GaAs corresponds to the
allowed “heavy” Wannier–Mott exciton [8]. The exci-
ton binding energy is Eex = µe4/2"2ε2, where ε is the
permittivity of the crystal, µ = memh/(me + mh), and me
and mh are the effective masses of electrons and holes,
respectively. For GaAs, ε = 13.1, me = 0.066m0 (in the
central valley of the conduction band), and mh = 0.52m0
(for heavy holes), where m0 is the mass of the free elec-
tron. As can be seen, a change in Eex can be related to
changes in both ε and µ values and by the Stark shift of
the exciton level in the fluctuating electric field of the
radiation-induced defects.

As for the Stark shift, the situation can be qualitatively
analyzed as follows. The exciton ground level in GaAs
corresponds to the S-state of the relative motion of the
electron and hole. Therefore, the system must feature the
quadratic Stark effect, whereby the exciton level shifts
toward lower energies. Since the experiment reveals a
shift of the absorption peak toward higher energies, we
may conclude that the Stark effect is insignificant.

A more significant effect must be due to residual
strain fields of internal stresses arising in GaAs in the
course of neutron irradiation. As is known [9], the cen-
tral lowest valley of the conduction band (k = 〈000〉)
and the side valley (on the axis k = 〈100〉) with 0.34 eV
higher energy are characterized by different pressure
coefficients: (dEg/dP)〈000〉 = 11.3 × 10–11 eV/Pa versus
(dEg/dP)〈100〉 = –8.7 × 10–11 eV/Pa. As the pressure
increases, the two valleys approach one another and the
lowest valley changes its type. Since the effective elec-
tron mass in the side valley is me〈100〉 = 1.2m0 @ me〈000〉 =
0.066m0 [10], this change in the type of the lowest valley
will modify the exciton energy via a change in µ.

Using the values of parameters given above, we can
readily estimate the critical value of the stress σc lead-
ing to a change in the valley type and the corresponding
changes in the exciton energy (∆Eex) and the bandgap
width (∆Egc): σc = 1.7 × 109 Pa, ∆Eex = 20 meV, and
∆Egc = 0.192 eV. Taking into account that the experimen-
tal shift of the exciton peak amounts to ~1 meV, we may
conclude that the residual strain fields are significantly
below the critical value. For relatively small lattice defor-
mations, we can neglect the change in the exciton binding
energy related to the ε and µ variations and consider the
exciton level as shifting with the absorption band edge.

Thus, it is the strain-induced change in the bandgap
width that is responsible for the exciton peak shift.
According to the experimental data, a maximum dis-
placement of the exciton absorption peak amounts to
∆E = 1 meV. This corresponds to a maximum level of
internal stresses σmax ≈ 107 Pa. Note that σmax is in fact
significantly lower than σc . The experimentally
observed shift of the exciton peak toward shorter wave-
lengths suggests that the neutron irradiation of GaAs
gives rise to compressive stresses [2].
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
Since no shift of the exciton absorption peak is
observed in electron-irradiated GaAs samples [5, 6], it
can naturally be assumed that the appearance of signif-
icant strain fields in the case of neutron irradiation is
related to the formation of disordered regions. The
strain fields are manifested even at Φ ≤ 1016 cm–2, when
the disordered regions do not overlap [11].
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Fig. 2. Exciton absorption coefficient of n-GaAs (1) before
and (2) after irradiation with fast neutrons to a total dose of
Φ = 1017 cm–2 and upon subsequent isochronous thermal
annealing to T = 250 (3), 350 (4), 450 (5), 500 (6), and
600°C (7).
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Abstract—We have studied the influence of finite dimensions of the end screens on the spectrum of whispering
gallery modes in a teflon cylindrical quasioptical resonator. The dependence of the resonance oscillation fre-
quency on the radius of conducting end screens is determined for the first time. Variation of the screen radius
leads to transformation of the axial index of HE modes. © 2003 MAIK “Nauka/Interperiodica”.
The microwave characteristics of materials are fre-
quently determined using cylindrical quasioptical
dielectric resonators featuring oscillations of the whis-
pering gallery mode type. Such resonators are simply
coupled to both active and passive elements of hybrid
schemes in the millimeter and submillimeter wave-
length range. However, the spectral characteristics of
oscillations in these systems have been calculated only
assuming the presence of infinite ideally conducting
end planes [1]. Resonators with superconducting films
at the ends can be used for the measurement of small
surface resistances of superconductors in the millimeter
wavelength range [2, 3]. For practice, it would be
important to study the effect of finite end screens on the
resonance oscillations.

We have experimentally and theoretically studied
the pattern of oscillations in a cylindrical resonator with
a diameter of 2r0 = 78.15 mm and a height of L =
6.84 mm, with 5-mm-thick aluminum disk screens on
the ends (Fig. 1). The resonator was made of teflon with
ε = 2.04. In the course of our experiments, the disk
screen diameter D was varied from 0 to 120 mm. The
resonance frequencies were theoretically calculated for
two limiting cases: D = 0 and D = ∞.

A strict theory for the open dielectric resonator
(D = 0) has not been developed so far. With allowance
for the boundary conditions on the side surface of an
isotropic cylindrical resonator, the resonance frequen-
cies obey the following characteristic equation [1]:

where the prime denotes differentiation with respect to

the argument; Jn(qr0) and (q0r0) are the cylindrical
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qr0Jn qr0( )
--------------------------

Hn
1( )' q0r0( )

q0r0Hn
1( ) q0r0( )

-----------------------------------–
kkzn

q2q0
2r0

2
--------------- 1 ε–( ),=

Hn
1( )
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Bessel and Hankel functions of the first kind; q =

, q0 = , kz is the axial component of
the wave vector; and k = ωp/c, ωp is the resonance fre-
quency of the pth oscillation (p stands for the triple
index nsm, where n, s, and m are the azimuthal, radial,
and axial indices, respectively).

The resonance frequencies of the open resonator
were previously calculated by methods of a magnetic
wall, variation, and partial regions using appropriate
approximations of the electromagnetic field distribu-
tion outside the resonator and taking into account pecu-
liarities of the field distribution near dielectric edges
[4]. We have used an experimental identification of the
resonance frequencies with azimuthal and radial indi-
ces [5]. The radial and axial components of the wave
vector were determined by solving the above transcen-
dental equation. The effective resonator height was
defined as Leff = mπ/kz .

For a resonator with nonideally conducting walls
and unbounded end surfaces (D = ∞), the resonance fre-

εk2 kz
2

– k2 kz
2

–

L

D

r0

Fig. 1. Schematic diagram of a cylindrical quasioptical
dielectric resonator with conducting end screens.
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quencies ε are determined by solutions of the character-
istic equation

describing a shift of the pth oscillation under the action
of the nonideally conducting end surfaces [6]. In this
equation, δpp' is the Kronecker delta, ζ is the surface
impedance of the end surface, the term

takes into account losses in the end walls and describes
intermode interaction in the resonator (the integration is
performed over the end surface S (whose normal coin-
cides with the ez unit vector), and the term

determines the energy of the electromagnetic field gen-
erated by the pth oscillation with the electric and mag-
netic field vectors Ep and Hp , respectively, in the vol-
ume (V) of a resonator with ideally conducting sur-
faces.

Figure 2 shows the influence of the reduced radius
γ = D/2r0 on the eigenmode frequencies f in the interval
of 36–40 GHz. In this interval, the resonator with γ > 1
features the following independent modes: EH3511,
EH3611, HE3810, and HE3910; the same system with
γ < 0.9 features the EH3511, EH3611, HE3811, and HE3911
modes. For γ < 0.77 and γ > 1.1, the frequencies of these
modes are virtually independent of the end screen
diameter. The frequencies of HE3810 and HE3910 are
almost constant for γ > 0.97.

When the reduced radius is comparable with the res-
onator radius (γ ≈ 1), the screen can be considered as an
axial and radial inhomogeneity. As the screen radius
decreases, the influence of this inhomogeneity results
in the appearance of partial oscillations with various
radial and axial indices. The axially homogeneous
modes correspond to a very low Q and have not been
detected in experiment (only HE3811 and HE3911 modes
are observed). The axially inhomogeneous mode Q
value for the given screen size significantly exceeds
that of the axially homogeneous modes.

As the reduced radius decreases (γ ≤ 0.97), the fre-
quencies of axially homogeneous modes increase and
asymptotically approach the frequencies of the HE3811
and HE3911 modes in the open resonator. The observed
frequency difference between HE modes for the open
and screened resonators reaches hundreds and thou-
sands of megahertz. The inhomogeneity greatly
influences the EH3511 and EH3611 modes. The correspond-
ing resonance frequencies decrease with the reduced
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radius γ and asymptotically tend to the corresponding
resonance values for the open resonator. The frequency
shift for the EH modes is twice as small as that for the
HE modes.

Thus, the high accuracy of calculation of the spec-
tral characteristics of the resonator under consideration
is achieved when the ratio γ of diameters of the end con-
ducting screen and the dielectric cylinder is greater than
1.1. Cylindrical quasioptical dielectric resonators with
conducting end screens can be used for determining
small surface impedances ζ. Using such devices, it is
possible to study the microwave characteristics of high-
temperature superconductor films of finite dimensions
in the millimeter and, probably, submillimeter wave-
length range.
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Fig. 2. Plots of the resonance frequencies versus reduced
radius for eigenmodes in the 36–40 GHz interval.
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Abstract—The results of modeling snowflake growth by method of diffusion limited aggregation are consid-
ered from the standpoint of the Curie principle. Exceptions to this principle are found, related to the essentially
nonequilibrium character of the process studied. © 2003 MAIK “Nauka/Interperiodica”.
In the past two decades, much attention has been
paid to computer simulation of irreversible processes
using diffusion limited aggregation (DLA) models (see,
e.g., reviews [1–3]). Numerous modifications of the
classical Witten–Sunder algorithm have been devel-
oped so as to take into account the surface tension,
anisotropy, and other factors. In addition to the large
applied value for electrochemistry, colloid chemistry,
surface crystallization physics, etc., these models are of
considerable basic interest. The main theoretical con-
siderations and numerical simulations have been
devoted to the fractal character of clusters, the scaling
effects in growth processes, and the dependence of
these properties and the symmetry of nonequilibrium
structures on the symmetry of the medium (lattice) used
in the calculations.

This brief communication touches upon one point
not given proper attention previously. We will consider
the results of DLA simulation from the standpoint of
the Curie principle [4–6].

In application to the problems under consideration,
the Curie principle can be formulated as follows: the
symmetry of a parent medium is imposed onto the sym-
metry of a body formed in this medium. As a result, the
shape of the body retains only those elements of the
intrinsic symmetry which coincide with the imposed
symmetry elements. In other words, the symmetry
group of this body is a common symmetry subgroup of
all interactions manifested in this body. This principle
is considered one of the most important and general
laws in physics [4–6].

Figure 1 shows the results of our two-dimensional
snowflake growth simulation using a standard two-
parametric variant of the DLA model. The particles
start from a randomly selected point on a circle circum-
scribed about the lattice and move along random bro-
ken lines with equal segment length L. In order to
decrease the stochastic action of separate particles (a
homogeneous diffusion field is sufficient for simulation
purposes), a certain critical averaging threshold H (the
number of particles falling within a given boundary
cell) is introduced such that, upon attaining this limit,
1063-7850/03/2907- $24.00 © 20544
the cell is considered as belonging to the crystal. As a
result, the aggregate growth proceeds only via the cells
most frequently visited by the “diffusing” particles. At
the initial time, the crystal contains a single cell at the
center of the lattice (coinciding with the center of the
initial circle).

Our simulations were performed on a hexagonal lat-
tice, which provides for the modeling of structures pos-
sessing a symmetry of the L66P type. Selecting this
symmetry is not of principal importance for the prob-
lem under consideration and is explained by a relatively
small number of data for the DLA simulation on such
lattices (the experiments have mostly been performed
on L44P lattices) and by the importance of such calcu-
lations from the standpoint of snowflake formation in
the Earth’s atmosphere. As can be seen from Fig. 1,
parameter L is responsible for the structure porosity
(the greater L, the higher the crystal structure density),

(a) (b)

(c) (d)

Fig. 1. Snowflake structures simulated using a DLA model
on a 301 × 347 lattice (each cluster contains 10000 parti-
cles) for various L and H values: (a) L = 10, H = 1;
(b) L = 10, H = 50; (c) L = 500, H = 1; (d) L = 500, H = 50.
003 MAIK “Nauka/Interperiodica”
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while parameter H determines the symmetry of the
growing structure (increasing H implies increasing
influence of the lattice on which the simulation is per-
formed).

Let us analyze the results from the standpoint of the
Curie principle. The diffusion field possesses L∞∞P
symmetry (see, e.g., Fig. 2), while the model lattice
(responsible for the symmetry of the growing crystal
structure) possesses L66P symmetry. Therefore, the
growing structure must possess either L66P symmetry
or (if the model parameters are selected so that the lat-
tice symmetry is suppressed) by the symmetry of the
diffusion field. These conclusions are confirmed by the
results presented in Fig. 1. Note that the symmetry of
clusters presented in Figs. 1a and 1c can be considered
only in a statistical sense (this is especially true for the
classical Witten–Sunder aggregate depicted in Fig. 1a).

Variation of the parameters of the model under con-
sideration revealed an interesting behavior in the region
of small L and H ≈ 50. The structures corresponding to
this region of parameters (Fig. 3) are obviously asym-
metric (at least, they do not possess L66P or L∞∞P sym-
metry). According to the above considerations, this
means that these structures do not obey the Curie prin-
ciple. Let us consider this situation in more detail.

First, note that analogous discrepancies have been
previously encountered in other modifications of the
DLA model, but these results were not given proper
attention [7]. This fact, together with numerous checks
and additional calculations performed in the present
study, exclude the possibility of programming errors in
the course of simulation. Second, one might suggest
that the modeling procedure, should it be further con-
tinued, will provide for attaining the cluster symmetry
according to the Curie principle. However, this hypoth-
esis has to be checked separately and, even if it were
true, the situation is not principally changed: we are
modeling a certain physical process that can in fact stop
at any stage (Fig. 3) rather than proceed infinitely.

The asymmetry can be even more clearly pro-
nounced in the following modification of the model: let
parameter H be set to zero for all cells when some par-
ticle is added to the cluster (so that all boundary cells of
the growing cluster become equal after each addition).
One can readily find a real physical aggregation process
corresponding to this model. The result of such a pro-
cess is presented in Fig. 4 (the direction of aggregation
may change in each subsequent experiment and is gen-
erally arbitrary). Apparently, the asymmetry of this
cluster will even increase with time.

The most serious objection is that the Curie princi-
ple, like any other phenomenological law, is macro-
scopic and does not apply to the “microscopic” level of
DLA simulation. Indeed, consider a medium featuring
a manifold of randomly oriented structures of the type
depicted in Figs. 3 and 4. Then, the overall statistical
symmetry of the system will coincide with that of the
diffusion field. However, despite a certain doubt con-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
Fig. 2. A diffusion field of the DLA model determined for a
multiply repeated start of a particle from a random point at
the system boundary (circumscribed circle). The lighter the
region, the more frequently it is visited by the particle (the
greater the final concentration of particles). The brightest
areas correspond to 80000 visits, and the black areas, to
25000 visits (301 × 347 lattice; L = 2).

(a) (b)

Fig. 3. Asymmetric structures obtained using a DLA model
with (a) L = 2, H = 50 and (b) L = 7, H = 50.

Fig. 4. A threadlike structure obtained using a modified
DLA model with periodic “reset” of H (L = 10, H = 50).
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cerning the possibility of interpreting DLA as a macro-
scopic simulation model equivalent to solving phenom-
enological equations [8], most researchers believe that
the results of such modeling apply on both the atomic
and macroscopic scale [1–3, 7, 9].

Thus, the results of our simulations either provide
support to opponents of using DLA as a means of sim-
ulating physical processes in an arbitrary spatial scale
or give evidence that there are exceptions to the Curie
principle. The authors are rather inclined to the latter
opinion, the more so that nature also gives examples of
such exceptions. Indeed, the Earth’s atmosphere shows
the formation of snowflakes possessing both irregular
shapes [10, 11] and three-arm configurations [7, 10, 11].

To summarize, any principle has a domain of appli-
cability. The results of our investigation suggest two
restrictions on the Curie principle. First, this is obvi-
ously a macroscopic principle. Second, this principle is
valid for equilibrium processes and only partly applies
to nonequilibrium ones. This is a classical principle of
“equilibrium” physics. The more nonequilibrium a
given process, the more significant the influence of
each particular fluctuation and, hence, the more proba-
ble the exceptions to the Curie principle. The latter lim-
itation is confirmed by the results of our DLA simula-
tions. This method is traditionally employed for study-
TE
ing nonequilibrium and strongly nonequilibrium
processes of structure formation.
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Abstract—We have studied the influence of a precursor on the magnetostatic and dynamic characteristics of
Co68Fe4Cr4Si12B12 amorphous alloy ribbons. It is established that a rational choice of the precursor provides
for a significant increase in the properties of soft magnetic ribbons and noticeably increases the magnetoimped-
ance. © 2003 MAIK “Nauka/Interperiodica”.
Although amorphous magnetic materials were dis-
covered more than three decades ago, the interest in
studying the structure and the magnetic, kinetic, and
dynamic properties of these materials is still great. This
is primarily due to the considerable potential of using
amorphous magnets in modern microelectronics, at a
relatively low cost of production.

In recent years, much attention has been given to
increasing the glass-forming ability of amorphous
alloys, which is aimed at increasing the magnetic and
mechanical characteristics, corrosion resistance, and
other structure-dependent properties of these materials.
As is known, the number of possible compositions pos-
sessing extremely high glass-forming ability is rather
small, which is explained by the small number of eutec-
tics for the glass-forming compounds.

It was proved [1, 2] that the glass-forming ability of
amorphous alloys can be achieved by selecting the
seeding material (precursor) and a proper thermal treat-
ment of the melt. The main requirement on the precur-
sor structure is the absence of rough separated primary
phases necessitating a high overheating of the melt to
provide for their complete dissolution. The clusters of
primary phases acting as the crystallization centers
hinder supercooling and glass formation. It was
shown [3] that a significant increase in the glass-form-
ing ability of amorphous alloys can be achieved by
using as a precursor a soft magnet powder possessing
an amorphous structure. A special additional thermal
treatment of the melt can also increase the glass-form-
ing ability of a given amorphous alloy [2]. Obviously,
this modification of the technology of amorphous ally
ribbons must influence the physical properties of the
final material.
1063-7850/03/2907- $24.00 © 20547
It is known that the practical application of amor-
phous alloys is determined by their characteristics, such
as magnetoresistance and magnetoimpedance. As dem-
onstrated in [4, 5], these characteristics depend on the
micromagnetic structure (i.e., on the equilibrium distri-
bution of magnetization) of a material. For this reason,
the micromagnetic structure of amorphous alloys fabri-
cated in the form of wires and ribbons has been exten-
sively studied.

In this Letter, we report on the original results con-
cerning the influence of the technology of production of
Co68Fe4Cr4Si12B12 amorphous alloy ribbons on the sur-
face micromagnetic structure, magnetic properties, and
dynamic characteristics of the material.

An initial Co68Fe4Cr4Si12B12 amorphous alloy rib-
bon (sample 1) with a thickness of 20 µm was prepared
by rapid solidification technique in air, using the melt of
an ingot of this composition. Another ribbon of the
same composition (sample 2) was obtained by rapid
solidification technique in a He atmosphere, proceed-
ing from the melt of a sample of the first ribbon after a
special thermal treatment. The X-ray diffraction mea-
surements confirmed that both ribbons were amor-
phous. The magnetostriction saturation constant λs for
both ribbons was on the order of 1 × 10–7.

The surface magnetic properties of the samples of
amorphous ribbons were studied on a magnetooptical
micromagnetometer described in detail elsewhere [6].
The ribbons were cut to pieces of length 20 mm. The
alternating magnetic field with a frequency of f = 80 Hz
was applied parallel to the sample surface. The sample
surface was scanned with a 20-µm-diam light spot over
the length L and the profiles of the in-plane magnetiza-
tion components, the local magnetization curves, and
003 MAIK “Nauka/Interperiodica”
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the hysteresis loops were obtained by measuring the
equatorial Kerr effect δ. The results represented essen-
tially the ratios δ(L, H)/δS ∝  M(L, H)/MS, where δ =
(I − I0)/I0; I and I0 are the intensities of light reflected
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Fig. 1. Typical local magnetization curves measured on the
contact side of ribbon 1 with a planar magnetic field applied
(a) parallel and (b) perpendicular to the sample length L.
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Fig. 2. Typical local magnetization curves measured on the
contact side of ribbon 2 with a planar magnetic field applied
(a) parallel and (b) perpendicular to the sample length L.
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Fig. 3. Typical profiles of the in-plane magnetization com-
ponent parallel to the magnetic field applied along the sam-
ple length L in the ribbons of (a) type 1 and (b) type 2 (mea-
sured by scanning the samples with a 20-µm-diam light spot
along the central line of the contact side of the ribbon).
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from the magnetized and nonmagnetized sample,
respectively; δS is the equatorial Kerr effect at M = MS;
and MS is the saturation magnetization of the sample
studied. It should be noted that the length L is measured
in the direction coinciding with that of the ribbon
growth bands.

The magnetoimpedance Z was studied as a function
of the external magnetic field applied in the direction of
L parallel to the ac probing current i~ = 5 mA. The mea-
surements were performed using a four-point-probe
system of the HP 4192A type. The cyclic magnetic field
was generated by Helmholtz coils. The magnetic field
dependence of the magnetoimpedance ratio ∆Z/Z(%) =
{Z(H) – Zsat}/Zsat × 100% (Zsat is the magnetoimped-
ance at H = 36 Oe) were measured for various frequen-
cies of the probing current in the course of a cyclic vari-
ation of the applied field (from +H to –H and back).

The results of magnetooptical determination of the
magnetic characteristics averaged over the sample sur-
face showed that our ribbons possessed a planar mag-
netic anisotropy with the easy axis perpendicular to the
ribbon length L, which is typical of magnetic materials
with negative magnetostriction.

Figures 1 and 2 present typical local magnetization
curves measured for ribbons of the two types with the
external magnetic field applied parallel and perpendic-
ular to the sample length L. As can be seen from these
data, the local magnetization curves differ significantly
for sample 1, while being almost identical for sample 2.
These results are indicative of the difference in the
degree of homogeneity of the local magnetic properties
of the amorphous ribbons of the two types studied. The
pronounced inhomogeneity of the local magnetic char-
acteristics in sample 1 can be attributed to strong dis-
persion of the magnetic anisotropy—a phenomenon
typical of magnetic materials obtained by the tradi-
tional rapid solidification technique technology [7–10].
The high homogeneity of the local magnetic character-
istics observed in sample 2 can be explained by
increased glass-forming ability of the melt, which was
achieved via a rational selection of the precursor and a
special thermal pretreatment of the melt. It should be
noted that, despite the significant difference between
the local magnetization curves of sample 1, the trans-
verse orientation of the easy axis (perpendicular to the
sample length L) is still clearly pronounced. An analy-
sis of the experimental data showed that both the coer-
cive force HC and the saturation field HS of sample 2
are about one-tenth of the corresponding values for
sample 1.

Figure 3 shows typical profiles of the in-plane mag-
netization component parallel to the magnetic field
applied along the sample length L in the ribbons of
types 1 and 2. As can be seen, strong dispersion of the
magnetic anisotropy in the former case and high homo-
geneity of the magnetic characteristics in the latter case
account for an irregular and a periodic distribution of
magnetization observed in samples 1 and 2, respec-
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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tively. Using these data, it is possible to determine the
characteristic size W of magnetic inhomogeneities in
the sample studied. The W value is usually estimated as
the distance between maxima (or minima) on the mag-
netization profiles. As can be seen, W ~ 150–200 µm for
the sample of ribbon 1, while in ribbon 2 the W value
does not exceed 100 µm.

The difference in the surface micromagnetic struc-
ture observed in the amorphous ribbons studied leads to
dissimilar field and frequency dependences of the mag-
netoimpedance ∆Z/Z (Fig. 4). As can be seen from the
data in Fig. 4, the magnetic field dependences exhibit
two peaks. The general shape of the curves does not
change with frequency, but the maximum values of
these peaks are observed at different frequencies. A
comparison of Figs. 1, 2, and 4 reveals that the ∆Z/Z
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Fig. 4. Typical plots of the magnetoimpedance ∆Z/Z versus
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peaks are observed for nearly the same fields as those
corresponding to the magnetization reversal along the
easy axis. This implies that the positions of the ∆Z/Z
peaks reflect the magnetic softness of the sample stud-
ied. These data indicate that the main physical factor
accounting for the magnetoimpedance is the magneti-
zation reversal process. The maximum values of ∆Z/Z
for samples 1 and 2 are 25 and 120%, respectively. The
increase of magnetoimpedance in the latter case can be
explained by a significant increase in homogeneity of
the local magnetic properties of the material. This
experimental fact agrees well with the theoretical
results [11], according to which a higher dispersion of
the magnetic anisotropy in amorphous magnets must be
accompanied by a decrease in the magnetoimpedance.

To summarize, the results of our investigation
showed that a significant increase in the soft magnet
characteristics and magnetoimpedance of amorphous
ribbons can be achieved via a rational choice of the pre-
cursor and a special thermal pretreatment of the melt.
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Abstract—We have studied the dynamic regimes of an autonomous chaotic system (a modified oscillator with
inertial nonlinearity) and found a chaotic attractor of a new type. The autocorrelation function, power spectrum,
and Lyapunov exponents of this attractor have been calculated. Some of these characteristics resemble the
behavior of a strange nonchaotic attractor. © 2003 MAIK “Nauka/Interperiodica”.
This investigation was inspired by the communica-
tion of Belykh [1] in which it was ascertained that a
dynamical system with a saddle separatrix loop can fea-
ture the appearance of an attracting hyperbolic subset,
that is, of an attractor of the hyperbolic type. In the
Poincaré section, this attractor possesses the structure
of the Plykin attractor [2]. This is a very interesting
result, since hyperbolic attractors (including the Plykin
attractor) have never been experimentally observed in
real differential systems.

Previously [3], a three-dimensional autonomous
dynamical system was introduced in which a saddle–
focus separatrix loop and the transition to a saddle sep-
aratrix loop regime can be realized depending on the
system parameters. It was interesting to check for the
prediction [1] and to attempt to find a hyperbolic chaos
regime in this system by methods of numerical model-
ing. While not yet succeeding in finding a hyperbolic
attractor, we have established the existence of a nonreg-
ular attractor of a new type. To our knowledge, attrac-
tors of this type have never been reported for autono-
mous three-dimensional systems. In this Letter, we
describe the properties of the new type of attractors.

The classification of attractors is not only important
from the standpoint of the basic concept of determinis-
tic chaos, but it has a direct applied significance as well.
In analysis of chaotic signals in experiment, it is very
important to know the statistical characteristics of
the attractors of various types. The lack of this knowl-
edge markedly complicates diagnostics of the system
behavior.

The system under consideration is described by the
following set of equations [3, 4]:

(1)

The presence of a dissipative term (dx3) in the right-
hand part of the first equation does not allow the trajec-

ẋ mx y xz– dx3,–+=

ẏ x– γ,+=

ż gz– gI x( )x2.+=
1063-7850/03/2907- $24.00 © 20550
tory to go to infinity at large values of m. This is related
to the condition of negative divergence of the vector
field (1), which has the following form [3]:

For small values of m, the parameter d is usually
ignored; however, in our case this quantity has to be
taken into account.

System (1) has been studied by numerical methods
for d = 0.0001, γ = 0.05 and the parameters m and g var-
ied in the intervals 2 < m < 2.5 and 0.1 < g < 0.14. This
was accompanied by alternation of the regions featur-
ing regular and chaotic regimes. Figure 1a shows the
typical form of the chaotic attractor observed for g =
0.125 and m = 2.100. The numerical calculation was
performed using the Runge–Kutta scheme with a vari-
able step and a preset accuracy (e = 10–10). Under these
conditions, the integration step did not exceed ∆t ≈
10−4. Taking this into account, the subsequent calcula-
tions were performed using schemes with a fixed step
of ∆t = 10–4.

However, this is not the only type of a chaotic attrac-
tor possible in the system studied. We have found a new
attractor with the phase portrait presented in Fig. 1b
(for g = 0.125 and m = 2.105). This attractor exists in a
very narrow interval of parameters (approximately for
m from 2.1048 to 2.1052). Even visual examination
reveals certain differences in the structure of two cha-
otic attractors. However, in order to have a deeper
notion about these regimes, it is necessary to study
some quantitative characteristics.

Figures 1c and 1d show the model maps of both
attractors for a fixed g (g = 0.125) and different m (m =
2.100 and 2.105). The Poincaré section was performed
with the plane x = 0. The implication map for m = 2.100
(Fig. 1c) has a maximum in the form of a quadratic
parabola. The presence of a smooth maximum is evi-
dence that the system features a smooth contact of sta-
ble and unstable manifolds, which results in the appear-

m g z 3dx2.+<–
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Attractors of system (1) for g = 0.125 and m = 2.100 (a, c) and 2.105 (b, d): (a, b) phase portraits; (c, d) implication maps.
ance of stable cycles. Therefore, we deal with a nonhy-
perbolic chaos regime. The implication map for m =
2.105 (Fig. 1d) substantially differs from the preceding
one. As can be seen, there is no quadratic maximum and
no smooth contact of manifolds, which suggests that an
attractor of some other type does exist.

Here, a question arises as to whether this attractor is
chaotic or is merely a cycle with a very large period
(which is typical of nonhyperbolic regimes). In order to
elucidate this point, it is necessary to calculate the
Lyapunov characteristic exponent in both cases. We
have performed these calculations and obtained the fol-
lowing results:

A comparison of these data shows that the high-
order Lyapunov exponents differ by almost one order of

m λ1 λ2 λ3

2.100 0.052435 0.000020101 –0.21692

2.105 0.0058609 –0.0000084835 –0.72996

2.1065 0.00019758 –0.012658 –1.3897
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magnitude. In the case of m = 2.105, the maximum
Lyapunov characteristic exponent is very small (but
still nonzero). For comparison, we have also calculated
the Lyapunov exponents for a regular regime observed
at m = 2.1065. As can be seen, the characteristic index
is zero to within the fourth decimal digit. Therefore,
despite the fact that the maximum characteristic index
for m = 2.105 is rather small, we can still consider this
regime as chaotic.

Thus, we have established that the new regime is
characterized by a relatively small value of the high-
order Lyapunov exponent and by the absence of a qua-
dratic maximum in the implication map.

Then we calculated the autocorrelation function
(ACF) and the power spectrum. The results of these cal-
culations are presented in Fig. 2. As can be seen from
Fig. 2a, the ACF for m = 2.100 has the form character-
istic of a nonhyperbolic chaotic attractor (i.e., exhibits
a relatively fast decay with increasing τ). A quite differ-
ent behavior is observed for the new attractor (Figs. 2b
and 2c). Here, the ACF does not decay to zero even for
sufficiently large times. Moreover, it is seen that the
3
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ACF attains a certain constant level at large τ, which is
typical of strange nonchaotic attractors [5, 6].

Figures 2d–2f show the power spectra relative to
variable y for both attractors. In the case of m = 2.100,
the spectrum is continuous with peaks at certain char-
acteristic frequencies. This spectrum is typical of non-
hyperbolic attractors. A different pattern is observed for
m = 2.105. Here, the spectrum is sharply irregular
(resembling a singular-continuous spectrum [6]) and its
maximum is shifted toward lower frequencies. Note
that the region of the spectrum depicted in Fig. 2f is
repeated in the adjacent interval [0.015; 0.03]. This
behavior also resembles that of a strange nonchaotic
attractor.

For comparison, we have calculated the power spec-
trum for a stable periodic solution (existing close to the
attractor under consideration). It was found that some
peaks of this spectrum coincide with those in the spec-
trum of the chaotic attractor at m = 2.105. This coinci-
dence can be explained in two ways: (i) the cycle has
became unstable but the trajectory still moves in the
vicinity of this cycle or (ii) the cycle is stable and we
observe the coexistence of two regimes, chaotic and
regular, related to the integration uncertainty. The
results of calculations performed with a higher preci-
sion (e = 10–10) confirmed the first explanation. Upon
passage to the new attractor, a periodic regime becomes
T

unstable (with the multiplicator exiting the unit circle).
However, because of the finite (albeit high) precision of
the calculation, we still cannot exclude the existence of
yet another stable cycle and an intermittency of the
cycle–chaos type related to the calculation errors.

Conclusions. A shift of the singular point of the sys-
tem and introduction of an additional dissipative non-
linear term into the ordinary differential equations of a
modified oscillator with inertial nonlinearity leads to
the appearance of a new chaotic regime in the system.
This regime possesses some properties close to those of
a strange nonchaotic attractor: (i) the high-order
Lyapunov exponent is very small (but is not zero, as for
a strange nonchaotic attractor); (ii) the autocorrelation
function decreases to a certain nonzero level and then
ceases to decay; (iii) the power spectrum is sharply
irregular, resembling a singular-continuous spectrum.

Strange nonchaotic attractors have never been
observed in autonomous systems and were reported
only for systems with quasiperiodic excitation [5–7].

The new type of attractor described above combines
the properties of a usual chaotic attractor (positive
Lyapunov exponent, continuous spectrum, splitting of
correlations) and those resembling a strange nonchaotic
attractor (positive Lyapunov exponent close to zero, the
autocorrelation function decreases to zero with time,
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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the power spectrum resembles a singular-continuous
spectrum).
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Abstract—Nonstationary processes involved in the interaction of a CO2 laser beam with a free-falling drop of
water were numerically simulated by calculating the gasdynamic streamlining of the drop by air, the tempera-
ture field in the drop, and the two-phase transformations on the liquid surface. Validity of the model and the
results of calculations were checked in experiment. The study was aimed at explaining the effects related to
degradation of large polysaccharide molecules in a drops of aqueous solution under the action of laser radiation.
© 2003 MAIK “Nauka/Interperiodica”.
Previously [1], we reported the results of a theoreti-
cal and experimental investigation of the process lead-
ing to degradation of polysaccharide molecules in a
drop of aqueous solution under the action of laser radi-
ation. It was demonstrated that absorption of the laser
radiation at the liquid surface is accompanied by the
generation of waves in water, in which the medium
strain rate [2] is sufficiently high to produce significant
deformation of amylopectin molecules [3]. The most
probable hydrodynamic effect responsible for the deg-
radation of large polysaccharide molecules with the
formation of molecular fragments (highly effective in
the immunology of infectious and oncological disor-
ders) was determined [4].

This work is a continuation of the investigation
reported in [1]. In addition to calculating the tempera-
ture field in a free-falling liquid drop exposed to laser
radiation, we have numerically simulated the motion of
a gaseous mixture (air with water molecules evaporated
from the liquid surface) surrounding the drop. The
evaporation rate was determined using the Hertz–
Knudsen formula [5]. The results of numerical model-
ing, performed in addition to experiments on determin-
ing the velocity of repulsion of the drop from the laser
beam, allowed us to estimate the condensation coeffi-
cient. This quantity influences both the evaporation rate
and the temperature field in the drop and, hence, the
onset of laser-induced explosion boiling in the surface
layer of the liquid. Based on the analysis of these
results, we explain termination of the laser-induced
degradation of a polysaccharide (amylopectin), which
is observed when the laser beam power exceeds a cer-
tain threshold.
1063-7850/03/2907- $24.00 © 20554
Description of model. The motion of a gaseous
mixture surrounding the drop was calculated using a
system of nonstationary Navier–Stokes equations
describing the mass and heat transfer in the system:

(1)

(2)

(3)

(4)

(5)

Here, T, p, and ρ are the temperature, pressure, and den-
sity of the gas phase, respectively;  is the velocity
vector; µ is the liquid viscosity; R is the universal gas
constant; Ni is the number of components in the gas-
eous mixture; mi and ci are the molecular weight and the
mass fraction of the ith component in the gaseous mix-
ture; λ is the thermal conductivity; cp is the heat capac-
ity, and Di is the coefficient of diffusion of the ith com-
ponent.

The coefficients of viscosity, diffusion, and thermal
conductivity were calculated using the Wilky and
Mason–Saxena formulas [6]. The flux of water vapor

ρ∂V
∂t
------- ρ V∇( )V+ ρg ∇ p– ∇µ ∇ V( ),+=

∂ρ
∂t
------ ∇ ρ V( )+ 0,=

cpρ
∂T
∂t
------ cpρV ∇ T( )+ ∇λ ∇ T( ),=

∂ci

∂t
------- V ∇ ci( )+ ∇ Di ∇ ci( ),=

p ρRT
ci

mi

-----.
i 1=

Nk

∑=

V
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transferred through the liquid–gas interface was calcu-
lated by the Hertz–Knudsen formula

(6)

where T is the surface temperature,  is the satu-

rated water vapor pressure at this temperature,  is
the partial pressure of water at the surface, γ is the con-
densation coefficient, and  is the molecular weight
of water.

The thermal field in the drop was calculated in the
form of temperature profiles along the normal to the liq-
uid surface. The calculations were performed using an
equation written in the frame of reference moving at a
velocity equal to that of evaporated water (v s) [7]:

(7)

with the boundary condition λ*∂T*/∂y* = ρ*hVs . Here,
t is the current time, y* is the coordinate along the nor-
mal to the surface, λ* is the thermal conductivity,  is
the heat capacity, h is the specific heat of water evapo-
ration, ρ* is the water density, and T* is the radiant
power density. The velocity of the evaporation surface
was calculated as

(8)

while the gas velocity at the drop surface was deter-
mined by the formula

(9)

The recoil force acting upon the drop in the laser
beam direction (x axis) was defined as

(10)

where Vgx is the gas velocity component along the x
axis.

Results of calculations and experiments. The
experiments were performed in a setup described previ-
ously [1]. A drop with a diameter of D = 2.6 mm formed
at a height of h = 12 mm above the zone of interaction
with the CO2 laser beam. After the interaction, the drop
traveled a distance H = 135 mm down to a level where
the horizontal displacement L (caused by the recoil
force due to water evaporation) was determined. The
laser beam had a diameter of d = 1.6 mm in the interac-
tion zone and was characterized by a Gaussian power
density distribution in the beam cross section.

In order to adequately calculate the temperature
field in the drop and describe the related effects (e.g.,

RH2O

γmH2O pH2O
s pH2O–( )

2πmH2ORT
------------------------------------------------,=

pH2O
s

pH2O

mH2O

ρ*cp*
∂T*
∂t

---------- ρ*cp*Vs
∂T*
∂y*
----------– λ∂2T*

∂y*2
------------ α Ie αy*– ,+=

cp*

Vs

RH2O

ρ*
-----------,=

Vg Vs
ρ*
ρ
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Fx Vgx
2 ρ s,d

S

∫=
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the onset of laser-induced explosion boiling), it is nec-
essary to know the condensation coefficient for water.
For determining this value, we have calculated the hori-
zontal displacement L using the system of Eqs. (1)–(10)
and verified two values of the condensation coefficient
reported in the literature: γ = 0.04 [8] and 1.0 [9].
In [10], the condensation coefficient was determined by
one-dimensional modeling of water evaporation under
the conditions of an acoustooptical experiment [11].
Calculations with both γ = 0.04 and 1.0 gave an ampli-
tude of recoil pressure coinciding with measured values
to within the experimental error.

Figure 1 shows the plots of experimentally mea-
sured and calculated values of the horizontal displace-
ment L of the drop versus laser beam power Q. As can
be seen, the best fit of theory to experiment is obtained
with γ = 0.04. For γ = 1.0, a significant discrepancy
between theoretical and experimental data takes place
even at low values of the laser beam power (below
80 W), where the model is most adequate because of
the low probability of uncertain effects related to explo-
sion boiling.

Figures 2a–2c show the distribution of the mass
fraction of water molecules evaporated from the drop sur-
face. These patterns were calculated using Eqs. (1)–(6)
for three moments of time counted from the beginning
of interaction with the laser beam (the total interaction
time was τ = 8.7 × 10–3 s). There is intense ejection of
vapor, and the shape of the vapor cloud agrees with the
results of photographic monitoring of this process in
experiment. The results of calculations show that water
evaporation leads to the formation of a supersaturated
vapor at the drop surface. Condensation of this vapor in
the zone of interaction is unlikely [7] because water
strongly absorbs the CO2 laser radiation, as confirmed
by measurements of the radiation power transmitted
through a cloud of evaporated water [1].

According to the results of our calculations, the
proposed model (1)–(10) with γ = 0.04 adequately

(γ = 1)

(γ = 0.04)
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Fig. 1. The plots of (1) experimentally measured and
(2, 3) calculated values of the horizontal displacement L of
a falling drop versus laser beam power Q.
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Fig. 2. Distributions of the mass fraction of evaporated water molecules around a falling drop calculated for three moments of time:
(a) t = 4.35 ms; (b) t = 7.35 ms; curves show the current lines of air streamlining the drop and the distribution of water mass fraction;
(c) t = 11.75 ms.
describes the experimentally observed effects. This
value of the condensation coefficient was used in the
analysis of factors responsible for the termination of the
laser-induced degradation of amylopectin observed
when the laser beam power exceeds a certain threshold
(Q ≈ 80 W). An analysis of the calculated temperature
profiles in the surface layer of the drop showed that, as
the laser beam power grows, the temperature increases
up to a level at which the laser action leads to explosion
boiling of water in the surface layer. The boiling front
propagates through the falling drop. This leads to a
decrease in nonequilibrium overheating of the surface
layer of the liquid which, as was demonstrated in [1],
accounts for the deformation of amylopectin macro-
molecules.

Conclusions. We have constructed a mathematical
model describing the action of a CO2 laser beam on a
free-falling drop of water. Experiments on determining
displacement of the drop under the action of a laser
beam allowed us to establish the most probable value of
the condensation coefficient for water (γ = 0.04). Calcu-
lations of the temperature field in the surface layer of
the drop lead to the conclusion that termination of the
laser-induced degradation of amylopectin dissolved in
the drop falling through a laser beam can be related to
the onset of explosion evaporation in the surface layer.
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Abstract—We suggest a new approach to creation of a quantum cascade laser with coherent electron transport
on intersubband transitions with electron transfer from a quantum well to the valence band. © 2003 MAIK
“Nauka/Interperiodica”.
Increasing demand for compact sources of coherent
radiation in the terahertz frequency range has stimu-
lated the development of semiconductor lasers employ-
ing electron transitions between quantum confinement
levels in quantum wells (QWs) formed by various het-
erojunctions. The most known representative of these
devices is the quantum cascade laser based on
GaAs/AlGaAs and GaInAs/AlInAs heterojunctions [1],
in which the electron processes take place only in the
conduction band. Every injected electron traveling
from emitter to collector participates in numerous radi-
ative transitions (cascade scheme). The main nonradia-
tive process in such lasers is scattering on the optical
phonons, which results in a relatively high start current.

This disadvantage can be eliminated using the
scheme of coherent quantum cascade laser [2], which
differs from the usual heterostructures by a signifi-
cantly smaller thickness of potential barriers, such that
injected electrons pass through the active region not
experiencing collisions with optical phonons, while
retaining a sufficiently high probability of a radiative
transition. It was demonstrated [3, 4] that this regime
not only provides for a decrease in the threshold cur-
rent, but allows reaching a record quantum efficiency of
up to 66% per active cell (without taking into account
the cascade process). Such a high quantum efficiency
is, however, obtained only for the transitions between
energy levels with sufficiently large numbers, for which
the widths of the upper and lower levels become
approximately equal. For the transitions between low-
lying energy levels, the quantum efficiency is signifi-
cantly lower because not all electrons transferred via
the upper (broader) level can pass to the lower (nar-
rower) level. For example, the quantum efficiency for
the transitions between second and first (ground) levels
drops to 12%.

A possible solution of this problem consists in using
electron transitions between quantum confinement lev-
els in QWs situated in different energy bands of a semi-
conductor material [5]. This approach allows the width
of the working levels to be more readily controlled due
1063-7850/03/2907- $24.00 © 20557
to different barrier heights in the conduction and
valence bands. In this scheme, the emission quantum
energy is always greater than the bandgap width of the
QW material, which limits the possibility of approach-
ing the terahertz range. In order to remove this limita-
tion, it is possible to use electron transitions in a QW
implementing a broken-gap heterojunction [6]. In prac-
tice, this is achieved in an AlSb/InAs/GaSb/AlSb het-
erostructure with AlSb barriers and a QW containing
the InAs/GaSb heterojunction. In this system, the elec-
tron transitions are performed to a level formed as a
result of hydridization of the electron states in the con-
duction band of InAs and the hole states in the valence
band of GaSb [7].

It should be noted that the possibility of using these
hybrid states for the effective lasing remains insuffi-
ciently studied. For this reason, it is expedient to try an
approach in which both working levels occur in the
conduction band and the width of the lower level is
determined by the power (a product of the width and
height) of a potential barrier in the valence band. An
example of such a structure is schematically depicted in
the figure.

In order to estimate the high-frequency conductivity
and quantum efficiency of this structure, we have used
a method developed recently [8] based on the simplest
two-band Kane model taking into account a nonpara-
bolic law of dispersion of the charge carriers. In this
model, the interaction between states of the conduction
and valence bands is described taking into account only
states in the light hole subband of the valence band. The
interaction with other (distant) subbands is approxi-
mately taken into account by using a free fitting param-
eter (which additionally provides for the possibility of
matching the effective masses of electrons and holes to
the experimental data). The notation used in the formu-
las below is the same as in [8].

Let us consider a flux of electrons with the energy
ε = E –  incident onto the left side of the structure
depicted in the figure. The structure occurs in a homo-
geneous high-frequency electric field U(x) = –qFx with

Ec0
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the electric field strength F varying in time according to
the law 2Fcosωt = F(eiωt + e–iωt). Let us consider the
second barrier of the heterostructure (the boundary
conditions at the first barrier have been treated in great
detail in [8]). Let ϕc denote the barrier height in the con-
duction band, and ϕv, the same in the valence band. As
can be shown for thin barriers (kb ! 1),

(1)

where the expression in square brackets (denoted by
Rgc) is analogous to the product of the barrier power

and the effective electron mass  [3, 4] and factor

R is the ratio of powers of the second and first potential
barriers.

In the resonance two-level approximation, the elec-
tron wave function for the levels with numbers N and L
in the high-frequency electric field can be written as

(2)

The wave function coefficients ψN and ψL inside the
structure can be represented (as in the single-band
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A schematic diagram of the semiconductor structure
studied.
TE
model [3, 4]) in the form of a product of a constant fac-
tor by an alternating series (geometric progression)

(3)

the sum of which in the domain of convergence (z < 1)
is 1/(1 + z). Here,

(4)

The calculation yields

(5)

where k is the wavevector of electrons inside the quan-
tum well; k0 and k1 refer to electrons on the left and
right sides of the structure, respectively, and k1–, to the
electrons having passed left to right with emission of
the energy quantum hω; R is the ratio of the second to
first barrier thicknesses.

Using expressions (5), the high-frequency conduc-
tivity of the structure studied can be determined as

(6)

where j[ψ–(a)] is the flux of electrons from the structure
to the valence band. For the electron energies small rel-
ative to the conduction band bottom (E – Ec0 ! Eg, Eg =
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Ec – Ev) and ζ = 0 (effective electron mass equal to the
light hole mass), expression (6) reduces to the formula

(7)

Under these conditions, the width of the lower reso-
nance level with the energy EL is

(8)

These results are of special interest in two respects.
First, there is a certain amplitude of the high-frequency
field corresponding to z = 1, for which the reflection
coefficient D in Eqs. (5) becomes zero. For this ampli-
tude, all incident electrons with the energy correspond-
ing to the center of the upper level pass to the lower
level and then exhibit tunneling via the second potential
barrier to the valence band. This process is fully analo-
gous to the electron transfer in the case of coherent tun-
neling via two-barrier structures with energy levels
belonging to the same band [3, 4].

Second, by selecting the mutual arrangement of
bands in the structure so that the upper level would cor-
respond to the forbidden band of the right-hand semi-
conductor, and the lower level, to that of the left-hand
material (as depicted in the figure), it is possible to pro-
vide for the situation when the upper level width is
determined by the power of the first (input) barrier and
the lower level width, by that of the second (output)
barrier. Under these conditions, the lower level width
can be greater than that of the upper level, which is
impossible in single-band transport schemes.

σ
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When the structure is pumped by the current with a
real carrier energy distribution, such broadening of the
lower (output) level results in that the increasing frac-
tion of electrons transferred to the upper level will pass
to the lower level with emission of an energy quantum.
As can be readily shown, the quantum efficiency of this
process, provided an optimum ratio of the upper to
lower level width, may reach up to 80%. Under the
coherent electron transport conditions, a small-signal
conductivity (7) can be maintained at a sufficiently high
level, ensuring an acceptable threshold current.
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Nanoparticle Velocity Relaxation 
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Abstract—The interaction of a nanoparticle occurring in a carrying condensed medium with fluctuations of the
medium momentum caused by the particle motion have been studied. The space–time velocity correlation func-
tions of the nanoparticle and surrounding molecules were determined by the molecular dynamics method.
These functions exhibit one or two maxima, depending on the system parameters. The first maximum is
related to an acoustic wave propagating in the medium, and the second, to multiple collisions between the
nanoparticle and nearest neighbor molecules. It is established that collective effects significantly influence
both the velocity autocorrelation function and the diffusion coefficient of the nanoparticle. © 2003 MAIK
“Nauka/Interperiodica”.
The increasing role of nanoparticles in various fields
(advanced technologies, colloid chemistry, biophysics,
etc.) makes it necessary to study the mechanisms of
relaxation of such objects in liquids and gases. Nano-
particles occupy an intermediate position between mol-
ecules and coarse dispersed particles, which accounts
for a rather specific physical pattern of their relaxation
and related transfer processes. Attempts at describing,
for example, the process of nanoparticle diffusion
within the framework of the classical concept of
Brownian particles are unsuccessful. For example, our
study of the diffusion of nanoparticles in rarefied
gases [1] showed that the well-known experimental
Cunningham–Mulliken–Davis correlation based on the
Einstein diffusion model is absolutely inapplicable to
description of sufficiently small particles. The hydrody-
namic models of streamlining in a continuous medium
are obviously unjustified. It was experimentally estab-
lished [2, 3] that the diffusion coefficients of large mol-
ecules and fullerenes in liquid solvents significantly
exceed the values predicted by the Stokes–Einstein
hydrodynamic law. The error of calculations using this
law grows with decreasing ratio of the diameters of a
disperse particle and a solvent molecule: for the diffu-
sion of fullerene C60 in benzene, this error amounts to
about 25%.

The process of nanoparticle relaxation is related to
the nature of its interaction with the carrying medium.
The character of relaxation of the velocity of a mole-
cule (probe) in a molecular medium is determined by
two processes [4]: individual interactions of the probing
particle with molecules of the medium give rise to a local
perturbation, which is subsequently dissipated by means
of diffusion. Accordingly, the autocorrelation function of

the probe velocity ψvv  = 〈vp(0)vp(t)〉/〈 (0)〉  (here andv p
2

1063-7850/03/2907- $24.00 © 20560
below, vp is the velocity of a probing molecule or nano-
particle and angle brackets denote averaging) reveals
two relaxation stages. As was originally established
in [5], the second stage has a power character: ψvv  ~ t–3/2

(see also [6]). It should be noted that this power “tail”
of the autocorrelation function accounts for only a few
percent of the total magnitude.

Recently [6, 7], we have studied the diffusion of a
nanoparticle in a condensed molecular medium by the
molecular dynamics method. The interaction between
molecules of the medium and between these molecules
and the nanoparticle was modeled by the hard sphere
potential. It was found that the autocorrelation function
is described by a curve that also reveals at least two dif-
ferent regions, but both have exponential character. An
analysis of the relaxation times showed that velocity
decay in first region is related to individual interaction
of the nanoparticle with molecules of the medium, so
that this stage may be called kinetic. At this stage, the
nanoparticle (unlike a diffusing molecule) loses a small
part of the momentum and the velocity autocorrelation
function decreases, depending on the particle mass,
only by a few percents relative to the initial value.

In a condensed medium, the relaxation time in the
second stage is about ten times that in the first (kinetic)
stage. It was suggested [6, 7] that the second relaxation
region of the velocity autocorrelation function reflects
the interaction of the nanoparticle with microfluctua-
tions of the fields of macroscopic variables of the car-
rying medium. This hypothesis was confirmed by
numerical estimates. However, the mechanism of a col-
lective interaction of the medium with the nanoparticle
was not studied.

Here, we report on the results of investigation of this
collective interaction using the molecular dynamics
003 MAIK “Nauka/Interperiodica”
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method developed previously [6, 7] for a system of hard
spheres in a cell with periodic boundary conditions. A
cubic cell with volume V contains a single nanoparticle
with diameter σp and N molecules with diameter σ. The
relative density of the medium α = (V – Vp)/V0 was var-
ied from 2 to 10 (Vp is the volume of the nanoparticle

and V0 = Nσ3/  is the close packed volume of the car-
rying medium).

For a closed system in the absence of external
forces, the collective interaction of a nanoparticle with
the medium can lead to a nonzero observable effect
only in the presence of microfluctuations of the fields of
macroscopic variables of the carrying medium. It is
possible to separate two types of such fluctuations:
(i) equilibrium homogeneous fluctuations, which are
also present in the initial equilibrium homogeneous
molecular medium, and (ii) nonequilibrium heteroge-
neous fluctuations caused by the motion of a nanoparti-
cle in the molecular medium.

The first question that must be answered is which of
the two types of fluctuations makes a decisive contribu-
tion to relaxation of the nanoparticle velocity at large
times. In order to elucidate this, we have performed a
series of numerical calculations aimed at determining
the character of evolution of the velocity autocorrela-
tion function of the nanoparticle in two essentially dif-
ferent situations. In the first case, we studied relaxation
of the velocity of a nanoparticle occurring in thermal
equilibrium with the molecular thermostat. In the sec-
ond case, a nanoparticle placed into the equilibrium
molecular medium had an initial velocity ten times
greater than the thermal value. It was found (see Fig. 1)
that the process of the particle velocity relaxation in
both cases is the same. This implies that mechanisms of
the interaction between the nanoparticle and the
medium in both equilibrium and nonequilibrium situa-
tions are identical. Therefore, we may ascertain that the
equilibrium stochastic fluctuations do not significantly
influence behavior of the ψvv  function in both situations
described above. Otherwise, a rapidly moving nanopar-
ticle could be stopped only provided that the fluctua-
tional momentum would be comparable with that of the
particle. In an equilibrium system, the probability of
such a correlated molecular motion is extremely small.

Thus, relaxation of the nanoparticle velocity at large
times is caused by nonequilibrium microfluctuations
generated by this nanoparticle moving in a molecular
medium. The influence of this motion on the distribu-
tion of molecular velocities v f in the medium is conve-
niently described in terms of the space–time correlation
function

(1)

2

ψv r
f t r,( ) vp 0( )

v fi t r,( )
i 1=

N

∑
N v p〈 〉 v f〈 〉
-----------------------------,=
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
where r is the distance from the nanoparticle to the ith
molecule. In order to calculate function (1), the space
around the nanoparticle was divided into concentric
spherical layers, each having a width equal to the
molecular radius. Then, correlations entering into (1)
were calculated in each layer for a discrete set of times.

Figure 2 shows the typical behavior of the correla-
tion function (1) for an equilibrium system. Here, the
time is measured in units of the mean free time of the
carrying medium and the distances are expressed in
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Fig. 1. The velocity autocorrelation functions of an equilib-
rium (solid curves) and a nonequilibrium (symbols) sys-
tems calculated for α = 4.8, R/r = 4, and M/m = 25 and 50.
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Fig. 2. A typical correlation function (r, t) of an equi-

librium system described by Eq. (1) for α = 4.8, R/r = 4, and
M/m = 100.

ψv r
f

3



 

562

        

RUDYAK, BELKIN

                                                      
units of the molecular radius. As can be seen, the func-
tion exhibits two maxima, the first corresponding to the
sound velocity in the medium under consideration. The
second maximum (for massive nanoparticles) exceeds
the first in both magnitude and width on the time scale.
The character of this correlation function significantly
depends on the nanoparticle to molecule mass ratio. As
this ratio decreases, the second maximum decreases in
intensity and vanishes. With increasing mass ratio, the
second maximum grows and almost absorbs the first.

Thus, a nanoparticle generates an acoustic wave ion
the carrying medium thus driving the nearest neighbor
molecules in the direction parallel to the particle veloc-
ity vector. The nearest neighbors transfer the momen-
tum to molecules of the subsequent layers and then
move slower or even reverse the direction of motion.
This corresponds to a region between the two maxima
of the correlation function. Subsequent behavior of the
correlation function depends on the nanoparticle mass
and size. If the mass is sufficiently large and the nano-
particle can drive the nearest neighbor molecules again,
function (1) will exhibit the second maximum. Natu-
rally, this maximum will not appear in a rarefied
medium, where the probability of multiple nanoparticle–
molecule collisions is small and correlations rapidly
decay. It should be noted that the velocity correlations

are substantially retarded and the values of (t, r) at
t = 0 are virtually zero at any distance from the nano-
particle.

The diffusion of Brownian particles is usually
described in terms of the Einstein diffusion coefficient

(2)

where γ is a certain coefficient describing the resistance
of the medium to the nanoparticle and M is the particle
mass. However, since the relaxation of nanoparticles is
not described by a single relaxation time, formula (2) is
inapplicable to the system studied. The results of calcu-
lations showed that the diffusion coefficient can signif-
icantly exceed the values predicted both by the Stokes–
Einstein law and by a modified kinetic theory (the dif-
ference reaching 30–50% for α = 4.8, R/r = 4, and
M/m = 5–100). On the other hand, the diffusion coeffi-
cient can be related to the velocity autocorrelation func-
tion ψvv  of the nanoparticle using the Kubo formula

(3)

In calculating the molecular self-diffusion coefficient,
it is usually possible to neglect the power “tails” [3],
after which the autocorrelation function in (3) acquires
the form of an exponent with a certain relaxation time.
In such cases, formulas (2) and (3) lead to virtually

ψv r,
f

D kT /Mγ,=

D
1
3
--- ψvv t.d

0

∞

∫=
TE
identical results. However, as was demonstrated above,
we cannot ignore the tails of the autocorrelation func-
tion in the case under consideration. Nevertheless, it is
possible to separate the systematic component of the
resistance force related to kinetic processes involved in
the interaction of a nanoparticle with molecules of the
carrying medium. To this end, we may attempt to
describe the evolution of the nanoparticle velocity fluc-
tuation by the Langevin equation

(4)

where γ* ~  is a resistance coefficient related to indi-
vidual collisions of the nanoparticle with molecules of
the carrying medium and τk is the usual kinetic relax-
ation time (in [6], this time was determined using a
modified Enskog theory). The random force f(t) enter-
ing into the Langevin equation (4), in contrast to the
Langevin source in the equation of Brownian motion, is
no longer δ-correlated. It can be shown that, for an
autocorrelation function of the type

the nanoparticle velocity autocorrelation function is

which coincides with the function obtained previously
by the molecular dynamics method [6].
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Abstract—The surface energy of an alkali metal nanoparticle surrounded by a dielectric medium is calcu-
lated in the jelly approximation taking into account a vacuum gap between the particle surface and the
medium. © 2003 MAIK “Nauka/Interperiodica”.
In developing novel nanocrystalline materials con-
taining metal nanoparticles [1], it is difficult to provide
for ideal contact between these particles and the sur-
rounding dielectric medium. In connection with this, it
would be interesting to evaluate the influence of a vac-
uum gap between a metal and a dielectric on the surface
energy (and, hence, on the adhesion) of such a nano-
particle.

Consider a metal nanoparticle with radius R0 sur-
rounded by a dielectric medium with permittivity ε and
let a vacuum nanogap of width H to exist between the
metal surface and the dielectric. A stepwise distribution
of the positive charge density in the system will be
described by the function

(1)

where r is the coordinate measured in the radial direc-
tion and n0 is the positive charge density. The electron
density profile in the system is given by the function

(2)

where β is a variation parameter, which depends on the
permittivity ε and the charge distribution and is deter-
mined from the condition of minimum surface energy
of the particle, and RG is the coordinate of the Gibbs
interface. The latter quantity is determined from the
condition of charge conservation in the system,

(3)

n+ r( )
n0, 0 r R0;< <
0, R0 r,<




=

n– r( ) n0

1 e
βRG–

βr( ), r RG;<cosh–

βRG( )e βr– , RG r,<sinh



=

4πqs R0 H+( )2 4π
3

------n0R0
3+

4π
3

------n0RG
3 8πn0RG

β2
-------------------,+=
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where qs is the surface charge density at the vacuum–
dielectric interface.

The electrostatic potential profile in the system can
be determined from the Poisson equation written in
spherical coordinates,

, (4)

supplemented by the boundary conditions and the con-
ditions of continuity of the potential and its derivative
at the interfaces.

This yields for RG < R0

(5)

where

1

r2
---- ∂

∂r
----- r

2∂ϕ
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------ 
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for R0 < RG < R0 + H

(6)

where

and for RG > R0 + H

(7)
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The values of the variation parameter β, the Gibbs coordinate
RG, and the surface energy σj of a sodium nanoparticle (R0 =
10.8193 a.u.) for various values of the gap width H between
the particle and a dielectric medium with permittivity ε

H,
a.u.

ε = 2 ε = 81

β,
a.u.–1

RG,
a.u.

σ,
mJ/m2

β,
a.u.–1

RG,
a.u.

σ,
mJ/m2

0 0.960 10.6188 243.3 0.885 10.5834 222.7

0.1 0.968 10.6219 236.0 0.903 10.5926 226.6

0.5 0.990 10.6308 240.3 0.956 10.6170 236.3

1 1.006 10.6367 242.6 0.991 10.6310 241.2

2 1.017 10.6406 243.8 1.014 10.6396 243.6

3 1.019 10.6414 243.9 1.019 10.6412 243.9

4 1.020 10.6416 244.0 1.020 10.6415 244.0

5 1.020 10.6416 244.0 1.020 10.6416 244.0
T

where

In Eqs. (5)–(7), the functions ϕ1(r) and ϕ2(r) are as
follows:

(8)

In the homogeneous background approximation, the
surface energy of the particle is given by the formula [2]

(9)

where Cxc(rS) = (2.702 – 0.174rS) × 10–3 and rS =

πn− . Formula (9) takes into account contribu-

tions to the particle surface energy from (i) the electro-
static self-energy due to the interaction between the
electron gas and the jelly charge, (ii) the kinetic energy
of the noninteracting electron gas (corrected for the
field inhomogeneity) in the Weizsäcker–Kirznits
approximation, and (iii) exchange-correlation energy
calculated in the local density approximation with a
correction for nonlocality in the Geldart–Resolt
approximation.

The numerical calculations were performed for a
sodium nanoparticle containing 20 atoms. The proce-
dure included minimization of the surface energy by
varying the parameter β at a step of 0.001 (the quantity
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inverse to β characterizes the length of the electron dis-
tribution “tail” at the vacuum–dielectric interface). The
calculation accuracy was 10–5 for the coordinate RG and
10–3 for the surface energy σj . The results of calcula-
tions are presented in the table and in the figure, where
the gap width and the particle diameter are expressed in
atomic units (Bohr’s atomic radius, 1 a.u. = 0.529 ×
10−10 m).

As can be seen from the figure, the surface energy
increases (accordingly, the adhesion energy decreases)

245

240

235

230

225

220
0 1 2 3 4 5

H, a.u.

σj, mJ/m2

1

2

3

The plots of surface energy σj of a sodium nanoparticle ver-
sus width H of the gap between the particle and a dielectric
medium with ε = 1 (1), 2 (2), and 81 (3).
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with the gap width, tending to a line parallel to the
abscissa axis (this line represents the energy of the
nanoparticle–vacuum interface). An increase in the
dielectric permittivity of the medium leads to a
decrease in the surface energy of the sodium nano-
particle.

Allowance for the charge qs in the calculations of σj

showed that the surface energy decreases in the pres-
ence of a positive charge and increases if the charge is
negative. The values of the variation parameter and the
Gibbs interface coordinate change with the charge sign
in a similar manner.

Conclusions. (1) As the width of the vacuum gap
between a metal nanoparticle and the surrounding
dielectric medium increases, the surface energy of the
particle increase, approaching the value for the parti-
cle–vacuum interface. (2) Significant changes in the
surface energy take place for a gap width of H < 3 a.u.,
which indicates that such values correspond to the for-
mation of high-adhesion contacts.

Acknowledgments. This study was supported by
the Russian Foundation for Basic Research, project
no. 03-02-96010.

REFERENCES

1. A. I. Gusev, Nanocrystalline Materials: Properties and
Production Methods (Ural. Otd. Ross. Akad. Nauk,
Yekaterinburg, 1998).

2. A. Z. Kashezhev, A. Kh. Mambetov, V. A. Sozaev, and
D. V. Yaganov, Poverkhnost, No. 12, 53 (2001).

Translated by P. Pozdeev
3



  

Technical Physics Letters, Vol. 29, No. 7, 2003, pp. 566–568. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 29, No. 13, 2003, pp. 83–88.
Original Russian Text Copyright © 2003 by Konstantinov, Maly

 

œ

 

, Babenko.

                                                                        
Application of Holographic Interferometry
for Determining the Solubility of Gases in Liquids 

V. B. Konstantinov*, A. F. Malyœ, and V. A. Babenko** 
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia 

e-mail: * V.Konstantinov@mail.ioffe.ru; ** babenko@mail.ioffe.ru 
Received January 24, 2003 

Abstract—The effect of a gas dissolved in a liquid on the variation of the refractive index of the compressed
mixture was studied. The compression process was monitored with the aid of a holographic interferometer. The
sensitivity of this method allows the compressibility of water and the solubility of helium and nitrogen to be
studied at pressures below 4 atm. A procedure for obtaining qualitative and quantitative data on the solubility
of gases in liquids is proposed. © 2003 MAIK “Nauka/Interperiodica”.
The investigation of processes in transparent media
is significantly facilitated upon visualization of the
related effects. Using the method of holographic inter-
ferometry, it is possible to detect very small changes in
the object parameters such as deformation and refrac-
tive index. Advantages of holographic interferometry
are not very high requirements to the quality of the opti-
cal system elements and the possibility of automated
compensation of the influence of background tempera-
ture fields and dissolved gases on the results of mea-
surements. The compression of a liquid containing dis-
solved gases leads to a change of the refractive index as
a result of density and temperature variations. A change
in the refractive index determined by the holographic
interferometry can be used in studying the solubility of
gases in liquids. A necessary condition for such mea-
surements is the thermal stabilization, since an increase
in the temperature in the course of compression is
accompanied by a decrease in the density and, hence, in
the refractive index of the medium. 

The compressibility coefficients of liquids are very
small (typically, on the order of 10–5 atm–1). The sensi-
tivity of a holographic interferometer increases with
increasing optical pathlength of the object beam in a
medium studied. The longer the pathlength, the lower
the average pressure required for obtaining the interfer-
ogram [1]. The pressure-induced changes in the refrac-
tive index of a liquid with a dissolved gas range from
very small (e.g., for helium, which is almost insoluble
in water in a wide range of pressures) up to the values
comparable to the refractive index (e.g., for nitrogen,
which is well soluble in water). 

In our experiments, a holographic interferometer
was used to determine the change in the refractive index
∆n by measuring a relative shift ∆k of the interference
fringes. These quantities are related as 

(1)∆n λ /L( )∆k,=
1063-7850/03/2907- $24.00 © 20566
where λ is the laser wavelength and L is the pathlength
of the object beam in the liquid studied [2, 3]. The
experiments were performed using a laser with λ =
0.63 µm and an optical cell with L = 10 mm. 

Compression changes the density of the medium. A
relation between the densities of liquids (d1), gases (d2)
and the refractive index is described by the Gladstone–
Dale formula for the specific refraction [4]: 

(2)

Here, it is assumed that the specific refraction r is
independent of the external conditions (temperature
and pressure) and the sample state. The specific refrac-
tions of mixtures are virtually additive and depend on
the weight fractions of the components. For a liquid–
gas mixture with the component weight fractions p1 and
p2, respectively, this yields 

(3)

where nΣ is the refractive index of the mixture, 

(4a)

(4b)

and m1 and m2 are the masses of liquid and gas, respec-
tively. 

Let us evaluate the values of m1 and m2 in the mix-
ture. The mass of 1 liter of water at T = 20°C is 1 kg (to
within the third decimal figure) [5], while the mass of a
gas (nitrogen) dissolved in water can be calculated
using the coefficient of solubility. At T = 20°C and a
pressure of 1 atm, this coefficient is α = 0.0154 (of the
ratio of masses of equal volumes of the gas and liquid).
Note that the coefficient α neither indicates the amount
of nitrogen dissolved in water with increasing pressure
nor informs on the linearity of this relation. According
to published data [5], the coefficient of solubility for

n 1–( )/d r.=

rΣ nΣ 1–( )/dΣ p1r1 p2r2,+= =

dΣ d1 d2,+=

p1 m1/ m1 m2+( ), p2 m2/ m1 m2+( ),= =
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nitrogen in water is α25 = 0.348( / ) atm–1 at T =

25°C and ∆P = 25 atm. By taking the ratio α25/25, we
obtain α = 0.0139( / ) atm–1, which coincides to
within the third decimal figure with the vale of α =
0.0143( / ) atm–1 at T = 25°C and a pressure of
1 atm. Therefore, the value of α at T = 20°C and partial
gas pressure can be used in what follows as the coeffi-
cient of nitrogen solubility in water under increasing
pressure. 

The mass of nitrogen is m2 = αd, where d is the gas
density at T = 20°C. The tabulated value at T = 0°C and
P = 1 atm is d = 1.2505 × 10–3 g/cm3. Using the Gay–
Lussac law, we obtain d = 1.16552 × 10–3 g/cm3 and,
accordingly, m2 = 0.0179 g. 

Now let us estimate the mass fractions p1 and p2 in
Eq. (4b). Using the known masses m1 and m2, we con-
clude that p1 is nearly equal to unity p2 = m2/m1. The lat-
ter ratio is essentially the coefficient of solubility α
expressed via the ratio of masses: α' = m2/m1 atm–1.
Then, in the case of simultaneous compression of the liq-
uid and the gas in contact with this liquid, formula (3)
can be presented in the following form: 

(5)

where r1 = 0.332, r2 = 0.2375, and α' = 17.9 × 10–6 atm–1.
As can be seen from this expression, the total specific
refraction will change with the pressure, but (taking
into account the value of α') the second term can be
ignored even at very high pressures. Indeed, this contri-
bution is smaller than 5 × 10–5 at ∆P = 10 atm, which is
below the experimental accuracy. Therefore, the total
specific refraction is 

(6)

Using the expression of the isobaric compressibility, 

(7)

where ∆V = V0 – V is the volume difference upon com-
pression, we obtain 

(8)

Rewriting formula (4a) as 

(9)

taking into account that (for the isothermal comp-
ression) 

(10a)

(10b)

and using expression (6), we obtain 

(11)

lN2
lH2O

lN2
lH2O

lN2
lH2O

rΣ r1 α'∆Pr2,+=

rΣ nΣ 1–( )/dΣ r1 n1 1–( )/d1.= = =

χ V V0–( )/ P2 P1–( )V0[ ]– ∆V / ∆PV( ),–= =

V /V0 1 χ∆P.–=

dΣ d1 d2 m1 m2+( )/V ,= = =

m1 m2+ m1 1 α'∆P+( ),=

V V0 1 χ∆P–( ),=

nΣ 1–( )/ n0 1–( ) dΣ/d 1.= =
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The ratio dΣ/d0 can be determined using formulas (10) as 

(12)

Since χ∆P ! 1, 

(13)

Retaining terms of the first order of smallness, we
obtain 

(14)

Thus, a change in the refractive index ∆n upon com-
pression of the mixture is 

(15)

Equating expressions (1) and (15), we obtain 

(16)

In experiment, the compression of liquid and gas
can be performed either mechanically or by connecting
a chamber with liquid to a vessel with gas under pres-
sure. The figure shows plots of the change ∆nΣ in the
refractive index of water versus pressure of (1) helium,
(2) nitrogen (calculated using the above theory), and
(3) nitrogen (experiment).

In the experiments with helium, the results of theo-
retical calculations coincided with the experimental
data, since the solubility of helium in water is
extremely small (in the pressure range studied). These
data correspond to the published values of the com-
pressibility of water [5]. 

The experiments showed that the solubility of nitro-
gen in water is higher than that predicted by the theory.
The pressure dependence was always linear and only
the slope varied. The slope variations can be explained,
in addition to the effect of dissolved nitrogen, by an
increase in the object beam pathlength in the medium
and by a change in the temperature. However, the
experiment with helium gives a change in the refractive

dΣ/d0 1 α'∆P+( )/ 1 χ∆P–( ).=

1/ 1 χ∆P–( ) 1 χ∆P.+=

dΣ/d0 1 χ∆P α'∆P.+ +=

∆nΣ n 1–( ) χ α '+( )∆P.=

χ α '+ λ∆K / L n0 1–( )∆P( ).=

11
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9
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5
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1

∆nΣ × 10–5

1

2

3

1 2 3 4 5 ∆P

Plots of the change ∆nΣ in the total refractive index of water
versus pressure of (1) helium, (2) nitrogen (theoretical cal-
culation), and (3) nitrogen (experiment). 
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index ∆nΣ coinciding to within 2–4% with the liquid
compressibility factor, which confirms that expansion
of the cell with the liquid under pressure is relatively
small. Estimates of a change in ∆nΣ related to the tem-
perature deviation from the value T = 20°C used in the
calculation down to T = 0°C showed that even this
unreal temperature variation cannot be responsible for
the difference observed between the experimental and
theoretical plots. Therefore, we may suggest that the
coefficient of nitrogen solubility in water at low pres-
sure is significantly greater than the value used in the
calculation and amounts to α' = 30 × 10–6 atm–1. It is
also possible that this coefficient varies with increasing
pressure (that is, the solubility of nitrogen does not lin-
early vary depending on the range of pressures). 

Thus, we have demonstrated that dissolved gases
may significantly influence change in the refractive
index of a liquid under compression. Using this effect,
it is possible to detect the presence of dissolved gases in
a liquid, provided that the compressibility coefficient of
this liquid is known. At the same time, both the experi-
mental data and the above theoretical analysis show
that identification of the dissolved gas by the value of
solubility (calculated from the experimental data) and
TE
determination of the amount of dissolved gas is possi-
ble only provided that the low-pressure solubility coef-
ficient is known. 
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Abstract—Polycrystalline silicon films on polyimide substrates were obtained by a method based on the crys-
tallization of amorphous films under the impact of nanosecond pulses of excimer laser radiation. Characteristics
of the film structure were studied by methods of Raman scattering and high-resolution electron microscopy. For
the laser crystallization regimes employed, nanocrystalline silicon films with an average grain size of 5 nm were
obtained. The results are of interest for the development of large-scale microelectronic devices (active thin-film
transistor matrices) on cheap flexible substrates. © 2003 MAIK “Nauka/Interperiodica”.
The development of large-scale microelectronics
poses the problem of obtaining high-quality semicon-
ductor films on cheap nonrefractory substrates. In
recent years there is a pronounced tendency to increase
the area of such devices (inverse Moore’s law [1]).
Another important trend is the competition between
semiconductor films and organic materials both in
large-scale optoelectronics and in the fields of tradi-
tional semiconductor applications [2]. This has stimu-
lated the development of new semiconductor film tech-
nologies, in particular, for the obtaining of semiconduc-
tor films on flexible plastic substrates of large area.
Here, the main difficulty is the low plasticity tempera-
ture range of the substrate materials. This problem can
be solved by using the method of crystallization under
the conditions of pulsed heating provided by excimer
laser radiation [3–5]. Recently, thin-film transistors
were fabricated [6] using polycrystalline silicon films
obtained by this method on poly(ether sulphone) films.

In our experiments, we obtained the initial silicon
films by plasmochemical deposition in a low-frequency
discharge. This methods is characterized by increased
deposition rate and provides for satisfactory electrical
properties of the deposit [7]. The silicon films with a
thickness of 100 nm were deposited onto a polyimide
film with a 370-nm-thick buffer Si3N4 layer. The choice
of substrate material was determined by high mechani-
cal and electrical properties of polyimide and by a rel-
atively high plasticity temperature range (up to 250°C).
The laser treatments were performed using a XeCl
excimer laser operating at a wavelength of 308 nm. The
coefficient of light absorption in amorphous silicon at
this wavelength is 1.5 × 106 cm–1 [8], which implies that
all incident radiation is absorbed in the silicon films,
1063-7850/03/2907- $24.00 © 20569
not reaching the substrate. This, together with a small
laser radiation pulse duration (on the order of 10 ns),
ensured that the irradiation did introduced significant
overheating of the substrate film. According to the
results of calculations of the spatial distribution and
time variation of the temperature in the laser treatment
regimes employed, the temperature at the sub-
strate/buffer interface did not exceed 120°C. We used
the regimes of laser treatment at an energy density in
the vicinity of and above a threshold for the formation
of macroscopic regions of local melting of the amor-
phous silicon. According to the published data [9], the
value of the melting threshold determined in the exper-
iments on the light reflection with a nanosecond time
resolution is 120–150 mJ/cm2. The method of crystalli-
zation under the impact of nanosecond excimer laser
radiation pulses is described in more detail elsewhere [4].

The Raman spectra of the samples were recorded
using an automated setup based on a DFS-52 spectrom-
eter (LOMO, St. Petersburg) linked to computer via a
CAMAC interface. The spectra were excited by
514.5 nm radiation from an Ar laser. The Raman mea-
surements were performed in a quasibackscattering
mode at a laser beam incidence angle close to the Brew-
ster angle for silicon. The scattered light was detected
without a polarizer (i.e., with an arbitrary polarization).
The film structure was studied by high-resolution elec-
tron microscopy (HREM) using a JEOL 4000EX elec-
tron microscope (Japan) operating at an accelerating
voltage of 250 keV, for which the lateral point resolu-
tion is 0.19 nm.

Figure 1 shows typical Raman spectra of the initial
silicon film and the films treated by the excimer laser
radiation. The spectrum of the initial silicon deposit
003 MAIK “Nauka/Interperiodica”
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(curve 1) contains a peak with a width of about 50 cm–1

and a maximum at about 485 cm–1. This signal corre-
sponds to the Raman scattering on optical vibrations of
the Si–Si bonds in amorphous silicon. The presence of
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Fig. 1. Raman spectra of silicon films: (1) initial deposit;
(2) silicon films processed by XeCl laser without melting;
(3) silicon films processed in the regime with partial melting.

3 nm

Fig. 2. A typical HREM image of a nanocrystalline silicon
obtained by laser crystallization in the regime without
melting.
TE
a high-frequency shoulder extended up to 500 cm–1 is
evidence of a small amount of nanocrystalline inclu-
sions with an average size on the order of 1.5 nm. In
order to initiate crystallization of the amorphous films
under the impact of excimer laser radiation at an energy
density below the melting threshold, it was necessary to
the treat the samples in a repeated mode (5 pulses). The
Raman spectrum of a sample processed in this regime
(Fig. 1, curve 2) shows significant transformation of the
peak, which becomes narrower (22 cm–1) and is shifted
to higher wavenumbers (a maximum at 503 cm–1). The
intrinsic vibrational modes of nanocrystals are spatially
localized. For this reason, the Raman spectra of nanoc-
rystals exhibit a peak whose position depends on the
grain size and, as the grain size increases above 50 nm,
becomes almost identical to the signal from a single
crystal silicon (520 cm–1). The width of this peak is
determined by the dispersion of grain dimensions and
by the phonon lifetime. The grain average size was esti-
mated by calculation using the method of effective con-
volution of the vibrational states [10]. According to the
results of these calculations, the average grain size cor-
responding to spectrum 2 in Fig. 1 is about 3 nm. When
the laser energy density was increased above the melt-
ing threshold, the film exhibited crystallization after
exposure to a single radiation pulse and the average
grain size in the film increased. According to the corre-
sponding Raman peak position (Fig. 1, curve 3) at
508 cm–1, the average size of nanograins in this film
was estimated at 4–5 nm. The ratio of intensities of the
amorphous and nanocrystalline signal components
shows that the latter film is almost completely crystal-
lized.

The results of HREM observations agreed well with
the above analysis of the Raman spectra. Figure 2
shows a typical HREM image of the atomic structure of
a nanocrystalline silicon film corresponding to spec-
trum 2 in Fig. 1. As can be seen, the average grain size
in this sample is about 3 nm. However, the dimensions
of some grains reach up to 10 nm. The local volume
density of grains varies from 1016 to 1019 cm–3. It should
be noted that a characteristic morphological feature of
the grains formed in the course of solid-state laser
recrystallization is the absence of distinct grain bound-
aries in the amorphous matrix. In our opinion, this is
related to the chain crystallization mechanism, accord-
ing to which the crystal phase is nucleated on one-
dimensional chains of silicon atoms oriented in the
〈110〉  direction, formed by means of small displace-
ments of the closely spaced atoms in the amorphous sil-
icon matrix. The presence of 〈110〉-oriented atomic
chains is clearly traced in the structure of amorphous
matrix surrounding the grains, but the dimensions of
these chains are small and correspond to the minimum
grain size in the amorphous matrix (1–1.5 nm accord-
ing to Fig. 2). It is suggested that the formation of such
grains in the initial amorphous silicon films is related to
the formation of silicon clusters in the gas phase during
CHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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the plasmochemical deposition [11]. This initial crys-
tallization can be additionally stimulated by the ion
component in the deposited silicon vapor [12]. 

Thus, we have crystallized the initially amorphous
silicon films on a plastic substrate by treating these
films with nanosecond pulses of excimer laser radia-
tion. This technology can be used in a scan mode for the
obtaining of nano- and microcrystalline silicon films of
large-area substrates.
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A Mechanism of Current Noise Reduction in Systems
of Ion Beam Formation from Vacuum Arc Plasma
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Abstract—The influence of a residual gas plasma on the ion beam transport in the drift chamber of an ion
source based on the vacuum arc discharge was numerically simulated by the pellet injection method. The
plasma formed as a result of ionization of the residual gas causes a change in the potential profile in the drift
chamber. This leads to the appearance of an extended slow ion transport zone (occurring at a virtual anode
potential) and to a change in the mechanism of suppression of the ion current noise as compared to the well-
known mechanism operative in an equipotential vacuum gap. The results of model calculations show that the
modified mechanism is related to a spatial redistribution of the density of ions (in the beam characterized by a
certain scatter of velocities) in the slow ion transport zone. © 2003 MAIK “Nauka/Interperiodica”.
The parameters of ion beams generated in a vacuum
arc discharge depend on the state of plasma and, since
the arc discharge featuring transient processes in cath-
ode spots is essentially unstable, the ion beam current
is subject to fluctuations in time. In order to obtain ion
beams with parameters independent of the plasma
source instability, the systems of ion beam formation
are provided by grid control [1–3].

In a system for the ion beam formation with grid
control (Fig. 1), plasma generated by the arc discharge
expands and enters the accelerating gap through an
1063-7850/03/2907- $24.00 © 20572
anode grid. A high voltage applied to the gap separates
the plasma electrons and ions and accelerates the latter.
Passing through a cathode grid, ions enter the equipo-
tential drift chamber, where the spatial charge of ions
forms (under certain conditions) a virtual anode.

The main role in stabilization of the ion current in
such systems belongs to the equipotential drift cham-
ber. Should the beam current in the flat drift chamber
exceed a certain critical level, a virtual anode is formed
that reflects some of the ions, thus limiting the current
passing through the chamber. The flat equipotential
1
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Fig. 1. A schematic diagram of the ion beam source with grid control illustrating the dynamics of variation of the virtual anode
potential profile as a result of the residual gas ionization in the drift chamber: (I) vacuum arc discharge plasma; (II) residual gas
plasma; (1) plasma source; (2) plasma expansion chamber; (3) anode grid; (4) accelerating gap; (5) cathode grid; (6) equipotential
drift space; Pt+ are the beam ions and i+, the residual gas ions. Solid curves show the potential profiles for a vacuum gap (ϕI), for
the stage of a slow ion transport zone formation (ϕII), and for the stationary state (ϕIII).

ϕII
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drift region can transmit an output current jout , which is
related to the injected beam current jin by the equation

(1)

Here, jcr1 is the first critical current equal to the Child–
Langmuir current for a gap with the length d/2, d being
the drift space length [4]. As the injected beam current
increases, the jout value asymptotically tends to jcr1/4
and, hence, small variations in jin will not significantly
influence the output beam current.

It should be emphasized that the above mechanism
decreasing the relative amplitude of current fluctua-
tions in such systems is operative only in the quasista-
tionary case, whereby the characteristic time of the
injection current variation due to the plasma source
instability is much greater than the flight time τf
required for an ion to travel through the entire drift
space:

(2)

Here, d is the drift chamber length [cm], mi is the ion
mass [amu], E is the ion energy [eV], and τf is measured
in seconds.

Systems of ion beam formation with grid control
have been studied in [2, 3]. In both studies, a decrease
in the amplitude of the beam current fluctuations at the
output relative to that at the input was experimentally
confirmed despite the fact that condition (2) was not
satisfied. On the other hand, the results of our calcula-
tions show that the ion current noise in a high-vacuum
drift chamber can even increase rather than decrease [5].
At the same time, both experimental investigations [2, 3]
showed that the current transmitted through a drift
chamber was greater than the limiting value for an equi-
potential vacuum gap [4]. One possible reason for an
increase in the output current can be the plasma forma-
tion in the drift chamber as a result of ionization of the
residual gas.

In order to study the mechanism of the current noise
reduction in the drift chamber of an ion beam source of
the type depicted in Fig. 1, we have studied the ion
beam transport through an equipotential drift space by
numerical modeling using the one-dimensional code
Tracks (ES-1D) [5]. The ion transport was simulated,
with allowance for the presence of a residual gas
plasma, by the method of pellet injection with initial
conditions corresponding to the experimental parame-
ters used in [3]. A bunch of platinum ions with an
energy of 47 keV and a given angular velocity distribu-
tion was accelerated by a voltage of 100–300 V and
injected into a 6-cm-long drift chamber. The initial
beam current density was varied from 1 µA/cm2 to sev-
eral milliamperes per square centimeter within a time
period of 50 µs, after which a sinusoidal signal with a
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period of 10 µs and an amplitude of 2∆jin/jin = 25% was
superimposed to model noise in the injected current.

In modeling the plasma formation, it was assumed
that secondary electrons were emitted from the drift
chamber walls under the action of injected ions. The
secondary electron emission coefficient was varied
from 10–1 to 10–3 (electrons per ion). The results of our
calculations showed that a potential profile in the drift
space represents a potential well for these electrons, in
which they can oscillate and produce ionization of the
residual gas. According to the experimental conditions
studied, the residual gas concentration was varied from
1011 to 1012 cm–3. The ionization cross section was
taken equal to ~10–16 cm2, which is the maximum value
for molecular hydrogen. The density of oscillating elec-
trons was limited by their recombination with ions of
the injected beam and by the loss on the chamber walls.
The process of plasma formation was modeled so as to
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Fig. 2. Simulated time series of (top to bottom) the injected
ion beam current jin , the currents j(x [cm]) in intermediate
sections of the drift chamber, the output current jout , and the
current jrg of residual gas ions. The first peak corresponds to
the moment of the virtual anode formation in the drift cham-
ber (at t ~ 5–7 µs).
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ensure that the rate of the ion current increase at the out-
put corresponded to that observed in experiment [3].

The results of numerical simulation showed that
interaction of the ion beam with the ionized residual gas
leads to the formation of a steady-state potential profile
in the drift chamber, which can be separated into three
characteristic regions (Fig. 1). In region A, situated in
front of the potential maximum, ions are decelerated in
the space charge field, while electrons are accelerated
toward region B. In region B, occurring at a virtual
anode potential, electrons are held by this potential,
while ions are transported with low energies in the
regime of full compensation by the space charge of
oscillating electrons (formed both as a result of second-
ary electron emission from the walls and due to residual
gas ionization in regions A and C). In region C, ions are
accelerated toward the system output, while electrons
are retarded and returned back to region B.

Figure 2 shows the calculated time series of the
injected and output currents, as well as the currents in
intermediate sections of the beam transport zone. As
can be seen, the current noise amplitude decreases in
the region of slow ion transport (Fig. 1, region B).

For an ion beam with a certain scatter in the particle
velocity, the current noise can also decrease as a result
of a spatial redistribution of the ion density in the beam.
A minimum transport zone length in which the current
noise is reduced can be estimated for the condition that
fast ions will reach the output simultaneously with the
ones possessing an average velocity, injected one
period before the former ions. This yields

(3)

where L is the beam transport length over which the
current noise amplitude is reduced; vmax and vmin are

L v max

v max v min+
v max v min–
---------------------------T ,≥
TE
the maximum and minimum ion velocities in the beam;
and T is the noise period. Estimates using condition (3)
showed that, for the model parameters studied, the
beam transport zone length ensuring reduction in the
noise must be not less than 1–2 cm, in agreement with
the results of numerical simulation.

Thus, under real experimental conditions, ionization
of the residual gas leads to a change in the potential pro-
file in the drift chamber and to the formation of a slow
ion transport zone responsible for the ion current noise
reduction. The mechanism of the current noise reduc-
tion is related to a spatial redistribution of the density of
ions (in a beam characterized by a significant scatter of
velocities) in the slow ion transport zone. Under these
conditions, the amplitude of current fluctuations can
decrease (Fig. 2) even if the characteristic time of cur-
rent variations is comparable with the flight time of ions
through the drift space, which is confirmed by the
experimental data [2, 3].

REFERENCES
1. S. Humphries, Jr., C. Burkhart, S. Coffey, et al., J. Appl.

Phys. 59, 1790 (1986).
2. S. Humphries, Jr. and H. Rutkowsky, J. Appl. Phys. 67,

3223 (1990).
3. E. Oks, G. Yushkov, I. Litovko, et al., Rev. Sci. Instrum.

73 (2), 702 (2002).
4. R. B. Miller, Introduction to the Physics of Intense

Charged Particle Beams (Plenum Press, New York,
1982; Mir, Moscow, 1984).

5. V. A. Shklyaev, S. Ya. Belomyttsev, V. V. Ryzhov, and
I. Yu. Turchanovskiœ, in Proceedings of the 6th Interna-
tional Conference on Modification of Materials with
Particle Beams and Plasma Flows, Tomsk, 2002, p. 631.

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003



  

Technical Physics Letters, Vol. 29, No. 7, 2003, pp. 575–577. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 29, No. 14, 2003, pp. 8–14.
Original Russian Text Copyright © 2003 by Nashchekin, Kolmakov, Soshnikov, Shmidt, Loskutov.

                                      
Application of the Multifractal Concept 
to Characterization of the Structure of Composite Films

of Fullerene C60 Doped with CdTe
A. V. Nashchekin, A. G. Kolmakov, I. P. Soshnikov, N. M. Shmidt, and A. V. Loskutov

Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia
Baikov Institute of Metallurgy and Materials Science, Russian Academy of Sciences, 

Moscow, 117334 Russia
Received February 11, 2003

Abstract—Peculiarities in the surface morphology of fullerene C60 based composite films containing various
amounts of CdTe (0 to 100 mass %) were studied using methods of information theory. The characteristic size
of the surface structure elements for these films amounts to 150–200 nm. It is shown that the concept of multi-
fractals and the methods of multifractal analysis can be used for a quantitative comparison of the surface topog-
raphy of such composite films. The multifractal analysis reveals the interval of fullerene based film composi-
tions containing 15–20% CdTe, which corresponds to the most equilibrium conditions of film formation and
provides for the most ordered material configuration. It was established that, using films with such composi-
tions, fullerene-containing network nanostructures with a lateral resolution of 250 nm can be obtained by direct
electron-beam lithography. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. After the discovery of fullerenes in
1985 and the subsequent development of their produc-
tion technology, fullerene-based materials have found
increasing application in various fields, including elec-
tronics and optoelectronics [1–4]. Fullerenes and
related compounds are also promising materials for
obtaining nanostructures. In particular, recently we
demonstrated [4] that fullerene based films can be used
for the creation of two-dimensional photonic crystals.
The optical properties of such films can be modified by
doping the base material with semiconductor com-
pounds such as CdSe and CdTe [3, 4]. This doping also
influences the topography of the film surface, which
can be revealed by methods of atomic force microscopy
and scanning electron microscopy. However, the quan-
titative comparison of topographic features on the sur-
face of fullerene films was hindered by the lack of cor-
responding methods.

A useful approach to the quantitative description of
objects with complicated structures in the physics of
condensed matter and materials science is offered by
information theory, in particular, by methods developed
for the multifractal parametrization of structures [5].
This approach essentially supplements the traditional
methods and allows properties such as the degree of
homogeneity and ordering of the configuration studied
as a whole to be quantitatively characterized. Good
prospects of the use of multifractal parametrization
methods for a quantitative description of the surface
topography of film materials for electronic and opto-
electronic applications were demonstrated recently [6].
1063-7850/03/2907- $24.00 © 20575
This study was aimed at assessing the possibility
and efficacy of using the concept of multifractals for the
quantitative characterization of topographic features on
the surface of composite films based on fullerene C60
doped with various amounts of CdTe (0 to 100 mass %).

Materials and methods. The experiments were
performed on C60–CdTe composite films with thickness
from 200 to 1000 nm obtained by thermal deposition in
vacuum onto GaAs(100) and Si(100) substrates. The
samples were prepared in a VUP-5M vacuum stage
(“Elektron” Corporation, Sumy) with an effusion
source. The substrate temperature during film depo-
sition was 160°C. The initial components were special
purity grade fullerene C60 (99.98%) and CdTe
(99.999%). Prior to being placed into the effusion
source, the C60–CdTe mixture was comminuted to a
particle size of 1 µm and sintered for 2 h at 300–350°C.
The content of CdTe in the (C60)1 – x(CdTe)x composi-
tion was x = 0, 15, 40, or 100% (pure CdTe).

The surface topography of the film surface was stud-
ied on a CamScan Series 4 DV100 scanning electron
microscope (SEM). Additional information about the
surface topography was obtained by imaging the sam-
ples at two different magnifications.

The multifractal characteristics of the surface topog-
raphy were obtained using an original approach to the
multifractal parametrization based on the method of
rough division measure generation [5]. Preliminary
processing of the SEM micrographs consisted in their
approximation by rough images generated by methods
of computer graphics. The approximated images were
003 MAIK “Nauka/Interperiodica”
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(a) N 15–15 00000 300 nm (b) N 15–17 00000 300 nm (c) N 15–9 00000 300 nm

Fig. 1. SEM images showing the surface topography of various films of the fullerene C60–CdTe system: (a) C60–15% CdTe;
(b) C60–40% CdTe; (c) 100% CdTe.
obtained using the following procedure: pixels corre-
sponding to the surface protrusions (hills) were
assigned measure 1 (white color), while the other pixels
were assigned zero (black color) [5]. Thus, multifractal
calculations were performed for the black-and-white
images of the sample surface topography thus prepared,
representing graphic files in the bmp format. The
subsequent calculations were performed using a special
computer program MFRDrom [5] developed by
G.V. Vstovsky.

According to the results of our previous theoretical
and experimental investigations [5], parametrization
should be performed in terms of quantitative multifrac-
tal characteristics such as the generalized entropy
(Renyi dimension) Dq with positive qmax (in our case,
qmax = 100) and the order parameter ∆q (with positive
qmax) determined from “descending” branches of the
canonical multifractal spectra and “ascending”
branches of the pseudomultifractal spectra. The quanti-
ties Dq bear some quantitative information about ther-
modynamic conditions of the sample structure forma-
tion [5]. In some cases, it is possible to ascertain that Dq

(q @ 1) increases with the entropy. In connection with
this, Dq can be an effective means of recognizing struc-
tures indistinguishable (or poorly distinguishable) by
traditional quantitative methods. In other words, this
characteristic provides for the possibility of recogniz-
ing structures formed under identical conditions, on the
one hand, and establishing relations with the conditions
of structure formation, on the other hand.

The quantity ∆q reflects the degree of ordering (and
symmetry breakage) in the general configuration of the
system studied. An increase in the absolute value of ∆q

in the series of structures studied is indicative of an
increase in the fraction of a periodic component, the
amount of information (negative entropy) “pumped” into
the system, and the degree of symmetry breakage [5].
The values of ∆q obtained from the canonical multifrac-
tal and pseudomultifractal spectra reflect somewhat dif-

ferent orders. The parameter  determined from the
canonical spectra characterizes the degree of ordering

∆q
c

TE
and the symmetry breakage in a macroconfiguration of

the system, while the parameter  obtained by the
pseudomultifractal calculation reflects local symmetry
breakage in a measure of the given structure (deter-
mined relative to the multifractal transformation), aver-
aged over the structure [5].

A multifractal analysis consists in studying the dis-
tribution of a selected quantity over some geometric
carrier. In this study, we have analyzed the distribution
of structural elements representing sharp protrusions
(hills) of the surface relief on the sample image plane.

Results and discussion. The results of our exami-
nation of the surface topography of a fullerene based
C60–CdTe composite in a SEM revealed significant
changes on the film surface with increasing CdTe con-
tent in the system (Figs. 1a–1c). These changes possess
a complicated character, which is manifested by coars-
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Fig. 2. Relationships between the main multifractal charac-
teristics of the surface topography (calculated in the canon-
ical variant) and composition (mass %) of the fullerene
based C60–CdTe composite films.
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(b) 3 µm(a) 3 µm

Fig. 3. SEM micrographs of the nanodimensional network structures obtained by electron-beam lithography on fullerene based
composite films: (a) C60–15% CdTe (lateral period, 780 nm); (b) C60–40% CdTe (lateral period, 900 nm).
ening of the surface relief and by the clusterization
effects. Traditional methods of processing of the SEM
images do not allow a quantitative comparison of such
trends. We have obtained adequate quantitative charac-
teristics with the aid of multifractal analysis. To this
end, the SEM images of C60–CdTe films with variable
CdTe content were computer processed and character-
ized by the Renyi dimension (D100) and the degree of

ordering in the whole macroconfiguration ( ).
The plot of D100 versus CdTe content in the fullerene

based films exhibits a clearly pronounced minimum for
the compositions containing 15–20% CdTe (Fig. 2a).
Since the parameter Dq bears information about ther-
modynamic conditions of the sample structure forma-
tion [5], this behavior indicates that the composite films
with minimum Dq values are formed under the most
equilibrium conditions and exhibit the maximum level
of structural self-organization. 

The plot of the order parameter  versus CdTe
content in the film exhibits a clear maximum (Fig. 2b).
These data show evidence of the maximum degree of
ordering in the same fullerene based compositions with
15–20% CdTe.

The conclusions derived from the data of multifrac-
tal analysis agree well with the results of electron-beam
lithography. Using this technique in combination with
chemical etching [4], we fabricated nanodimensional
network structures with a period of 780 nm using
fullerene based films with various CdTe content. The
best resolution (~250 nm) was obtained for composi-
tions containing 15–20% CdTe (cf. Figs. 3a and 3b).

Conclusions. (1) The introduction of CdTe into
fullerene C60 films leads to significant changes in the
surface topography, which is manifested by coarsening
of the surface relief and by clusterization effects. These
changes possess a complicated character, and tradi-
tional methods of processing of the SEM images do not
allow a quantitative comparison of such trends in films
with variable CdTe content.

(2) Using the concept of multifractals and the methods
of multifractal analysis, it is possible to perform a quanti-
tative comparison of the surface topography of fullerene

∆100
c

∆100
c
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based C60–CdTe films with different compositions. This
analysis reveals the interval of film compositions corre-
sponding to 15–20% CdTe, which corresponds to the
most equilibrium conditions of film formation and pro-
vides for the most ordered final material configuration.

(3) The data of the multifractal analysis are well cor-
related with the results of electron-beam lithography. In
the network structures formed by direct electron-beam
lithography and chemical etching in C60 films doped
with CdTe, the best resolution was achieved with com-
positions containing 15–20% CdTe.

Thus, the first experiments on application of the
concept of multifractals and the methods of multifractal
analysis to the quantitative characterization of topo-
graphic features on a composite film surface gave good
results, offering a promising approach to optimization
of composite film technology.
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Controlled Magnetoresistance
in Y3/4Lu1/4Ba2Cu3O7–CuO Composites at 77 K
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Abstract—We have studied the low-temperature magnetoresistance of Y3/4Lu1/4Ba2Cu3O7–CuO composites
obtained by fast sintering technique and established a relation between the probing to critical current density
ratio j/jc and the shape of the magnetoresistance curve ρ(H). For j/jc < 1, the electric resistance arises at a thresh-
old value of the magnetic field strength Hc. For j/jc ≥ 1, a linear variation of ρ(H) at 77 K in the range from 0
to 14 Oe can be provided by selecting the CuO content (in the 15–30 vol % interval) and the j value (in the
0.003–0.2 A/cm2 range). In the latter case, the slope dρ/dH (i.e., the sensitivity of the electric resistivity with
respect to the magnetic field) is 1–20 mΩ cm/Oe and the relative field-induced increase in the resistivity
ρ0 = (ρ(H) – ρ(H = 0))/ρ(H = 0) amounts to 1320 and 685% at H = 200 and 35 Oe, respectively. Composites
possessing controlled magnetoresistance are promising materials for the active elements of magnetic field sen-
sors capable of operating at a practically convenient liquid nitrogen temperature. © 2003 MAIK “Nauka/Inter-
periodica”.
Previously [1], we presented preliminary data on the
magnetoresistance of composites based on high-tem-
perature superconductors (HTSCs). The composites,
representing a system of artificial Josephson junctions
with a non-HTSC component playing the role of barri-
ers between HTSC grains, possess large magnetoresis-
tance in a broad range of temperatures (below the
superconducting temperature Tc of the HTSC compo-
nent) and relatively weak (below 200 Oe) magnetic
fields. This property allows such composites to be used
in magnetic field sensors capable of operating at a prac-
tically convenient liquid nitrogen temperature.

The effect of magnetic field on the resistance of pure
HTSC ceramics was studied shortly after the discovery
of the phenomenon of high-temperature superconduc-
tivity [2–10]. A strong sensitivity of the resistivity ρ of
HTSC materials to a weak external magnetic field is
observed in a very narrow temperature interval below
Tc . To obtain a significant response at T = 77 K, it is
necessary to employ high transport currents (~102–
103 A/cm2), which encounters considerable technical
difficulties related to the heat removal from current-car-
rying leads [3, 5]) and strong magnetic fields (H ~ 10–
60 kOe). The magnetic field hysteresis of the electric
resistance [4, 6, 7, 9–11] and the nonlinear character of
the ρ(H) function [3–7, 11] also restrict the possible
applications of magnetoresistive HTSC ceramics.

Below we report the results of a thorough investiga-
tion of the magnetoresistance ρ(H) at various transport
current densities j in a series of composites based on
yttrium ceramics and copper oxide. The parameters of
the magnetoresistance observed at 77 K in these
1063-7850/03/2907- $24.00 © 20578
HTSC–CuO composites show more optimistic pros-
pects for the practical use of such materials in magnetic
field sensors.

The samples of composites were synthesized from
an HTSC composition Y3/4Lu1/4Ba2Cu3O7 (referred to
below as YBCO) and copper oxide CuO by fast sinter-
ing technique as described previously [1, 12]. The sam-
ples were annealed according to the following sched-
ule: 2 min at 910°C, 3 h at 350°C, and cooling down to
room temperature with the furnace. The X-ray diffrac-
tion measurements confirmed the absence of foreign
phases in the final composites. We have synthesized
and studied the samples of two different compositions
denoted below as YBCO + 15 vol % CuO and YBCO +
30 vol % CuO (with an HTSC component fraction of 85
and 70 vol %, respectively).

The electric resistivity as a function of the tempera-
ture, ρ(T), and the magnetic field strength, ρ(H), was
studied by a standard four probe technique using sam-
ples with typical dimensions of 1 × 2 × 12 mm. The dis-
tance between the potential contacts was ~10 mm and
the probing (transport) current density was varied in the
range from 0.002 to 0.2 A/cm2 (which corresponds to a
total current of ~0.1–10 mA). The superconducting state
(R = 0) was detected to within ~10–6 Ω cm. The critical
current density jc was determined using the initial part
of the current–voltage characteristic according to the
conventional criterion of 10–6 V/cm [13]. During the
magnetoresistance measurements, the magnetic field
was applied perpendicularly to the electric current
direction. No special measures were taken for shielding
the Earth’s magnetic field. The magnetization measure-
003 MAIK “Nauka/Interperiodica”
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ments were performed using a vibrating-sample mag-
netometer [14].

Figure 1 shows the experimental ρ(T) curves of the
YBCO + 15 vol % CuO and YBCO + 30 vol % CuO
composites measured at 77 K using different values of
the probing transport current. All variants of the
observed ρ(T) curves can be divided into three types
depending on the probing current density (at a given
temperature). When the current density is below the
critical value, j < jc , there is an interval in which ρ ≤
10−6 Ω cm. Only beginning with a certain Hc (Hc ≈
10 Oe for YBCO + 15 vol % CuO at j = 0.12 A/cm2 and
T = 77 K), for which the given current density is criti-
cal, does the resistivity exhibit a nonlinear growth with
the magnetic field strength (Fig. 1a, curve 1). For j ≈ jc ,
the growth of ρ(H) begins at the origin of coordinates
(Fig. 1a, curve 2). Finally, for j > jc , the resistivity var-
ies from a certain zero-field value ρ(H = 0) (Fig. 1,
curve 3) and ρ(H) is a linear function of the field
strength in the interval from 0 to 14 Oe with a slope of
dρ/dH ≈ 2.5 mΩ cm/Oe.

For the YBCO + 30 vol % CuO composition, the
critical current jc (77 K) is below 0.001 A/cm2 and all
the ρ(H) curves measured in the entire interval of prob-
ing currents j (Fig. 1b) are similar to curve 3 in Fig. 1a.
These ρ(H) plots are also linear in the interval from 0 to
14 Oe, but the slope is dρ/dH ≈ 17.5 mΩ cm/Oe.

In the magnetic fields with |H| ≤ 37 Oe, both com-
posites were characterized by coinciding ρ(H) curves
measured when increasing and decreasing the absolute
value of the field strength. For greater magnetic field
amplitudes, the ρ(H) curves exhibit a hysteresis. Fig-
ure 2 shows the pattern of ρ(H) and the corresponding
magnetization curve M(H) measured for the same spec-
imen of YBCO + 30 vol % CuO with the field varied in
the interval –210 Oe ≤ H ≤ 210 Oe. Note that the behav-
ior of M(H) is typical of HTSC ceramics [11]. The ρ(H)
loops are well reproduced in the course of multiply
repeated field cycling. The thermomagnetic history can
be reset by heating a sample above Tc followed by cool-
ing in a zero field. A comparison of the ρ(H) and M(H)
curves shows that the sample resistance is a compli-
cated function of the magnetization.

The results of ρ(H, j) measurements at other temper-
atures were similar to those presented in Figs. 1 and 2.
The ratio of the probing to critical current density, j/jc ,
is the main parameter determining the type of the ρ(H)
curve. Figure 3 shows the temperature dependence of
the critical current density jc(T) in the vicinity of Tc .
Using these data and selecting the probing current den-
sity, it is possible to predict the shape of the ρ(H) char-
acteristic of a given magnetic field sensor for any tem-
perature in the range studied. In ceramics with natural
grain boundaries, the values of jc(77 K) range within
10–250 A/cm2 [5, 6, 15]. For this reason, ρ(H) curves
of various types such as 1–3 in Fig. 1a are more difficult
to obtain in pure ceramics than in composites.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
The phenomenon of magnetoresistance observed in
polycrystalline HTSCs (including composites) is
explained by the fact that these materials represent a
system of Josephson junctions. The boundaries
between the HTSC grains are weak bonds of the
Josephson type, the electric resistance of which is
highly sensitive to external magnetic fields [13]. The
number of weak bonds per unit length is very large, on
the order of 103 per mm for a typical size of supercon-
ducting granules reaching ~1.5 µm (according to scan-
ning electron microscopy data). Accordingly, the
response of one HTSC–grain boundary–HTSC junc-
tion has to be multiplied by this number. In the YBCO–
CuO composites studied, copper oxide forms dielectric
layers between HTSC grains [12]. By selecting the vol-
ume content of components, it is possible to control the
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Fig. 1. Plots of the resistivity ρ versus magnetic field
strength H at T = 77 K: (a) YBCO + 15 vol % CuO compos-
ite, j = 0.037 A/cm2 < jc (1), j = 0.12 A/cm2 ≈ jc (2), and j =
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“strength” of the Josephson bonds so as to provide that
the overall superconducting transition takes place at a
preset temperature (in our case, ~80 K for YBCO +
15 vol % CuO and ~76 K for YBCO + 30 vol % CuO).
Then, a significant magnetoresistance at 77 K can be
observed for relatively weak magnetic fields and low
probing current densities. In addition, CuO can be con-
sidered as an insulator at low (<100 K) temperatures
[16]. This leads to an increase in the resistivity of
YBCO–CuO composites in the normal state as com-
pared to that of the pure HTSC ceramics [12]. For this
reason, the slope dρ/dH (i.e., the sensitivity with
respect to the magnetic field) obtained in the compos-
ites (2–20 mΩ cm/Oe) is greater by at least two orders
of magnitude than that in polycrystalline HTSCs (0.01–
0.15 mΩ cm/Oe, as estimated from the data reported in
[2, 3, 5, 6]).

Another important parameter characterizing the
magnetoresistance is the relative field-induced increase
in the resistivity ρ0 = (ρ(H) – ρ(H = 0))/ρ(H = 0), which
is the factor by which the resistivity grows upon appli-
cation of the magnetic field H. Of course, the growth in
the resistivity relative to that in the superconducting
state (R = 0) is always very large. In practice, it is more
important to estimate the resistivity growth relative to a
certain finite value of ρ(H = 0). In YBCO + 15 vol %
CuO, the value of ρ0 for j > jc (Fig. 1a, curve 3) amounts
to 1320% at H = 200 and 685% at 35 Oe (i.e., in the
region of reversibility). The zero-field resistivity
ρ(H = 0, T = 77 K) at j = 0.37 A/cm2 is 8 mΩ cm. In
YBCO + 30 vol % CuO, the value of ρ0 for j =
0.0032 A/cm2 amounts to 140 and 78% at H = 200
and 35 Oe, respectively, and ρ(H = 0, T = 77 K) is
725 mΩ cm.

The behavior of ρ(H) such as that depicted in Fig. 1a
can be used in devices intended to signal in response to
a threshold magnetic field strength Hc . HTSCs materi-
als operating in this regime are called supermagnetore-
sistors [5]. In out composites, the required Hc value can
be adjusted by selecting the volume content of a non-
HTSC component and the transport current density.

Thus, the behavior of ρ(H) in the composites under
study is determined by the probing (transport) to criti-
cal current density ratio j/jc . For j/jc , the electric resis-
tance arises at a threshold value of the magnetic field
strength Hc . For j/jc ≥ 1, there is a region in which
ρ(H) is a linear function with a high value of the sen-
sitivity with respect to the field strength: dρ/dH ~
1−20 mΩ cm/Oe. The relative increase in the resistivity
ρ0 in the region of reversibility at T = 77 K reaches sev-
eral hundred percent. The resistivity response to mag-
netic field in the Y3/4Lu1/4Ba2Cu3O7–CuO composites
studied (at relatively low values of the probing current,
j ~ 1 mA/cm2) is two orders of magnitude greater than
that in pure polycrystalline HTSC ceramics. All these
results are indicative of good prospects for using these
composites in the active elements of magnetic field sen-
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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sors capable of operating at a practically convenient liq-
uid nitrogen temperature. In the region of reversible
magnetoresistance (|H| ≤ 37 Oe), the characteristics of
such sensors (ρ0, dρ/dH, ρ(H)) are comparable with those
of the best devices based on magnesium oxide [17].
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Abstract—We have studied the evolution of the diffuse reflectance spectra of YBa2Cu3O7 – x powders with
0.1 ≤ x ≤ ~1.0 in the spectral interval of 0.5 eV≤ hν ≤ 6.0 eV. Combination of the optical spectroscopy with
thermal desorption measurements revealed a band at 1.25 eV that reversibly varied in the redox cycle. This
band, assigned to interband absorption in the CuO2 planes with low coordination of Cu(2), can be used for
in situ monitoring of the degree of oxidation of YBa2Cu3O7 – x powders with x ≥ 0.5. © 2003 MAIK
“Nauka/Interperiodica”.
Dependence of the optical spectra of YBa2Cu3O7 – x
(YBCO) on the oxygen content was established long
ago [1, 2]. This discovery allowed the optical spectros-
copy to be used both for studying the nature of high-
temperature superconductivity and for nondestructive
monitoring of the oxygen deficit (measured by the x
value). Single crystals and compact ceramics are suc-
cessfully studied using the specular reflectance tech-
nique, but the ceramic samples have to be polished so
as to obtain a specular reflecting surface. This tech-
nique cannot be used for measuring the spectra of pow-
ders in situ. The specular reflectance spectra of powders
are virtually unstudied because of the low amplitude of
the reflected signal. Amplification of the signal would
allow exclusion of the sample preparation stage and use
of the diffuse reflectance component.

This study was aimed at assessing the possibility of
using the diffuse reflectance spectroscopy for in situ
monitoring of the degree of oxidation of YBCO pow-
ders in the course of thermal treatment in vacuum and
in oxygen.

The spectra of the diffuse reflectance (DR) ρ(hν)
were studied in the spectral interval of 0.5 eV ≤ hν ≤
6.0 eV. The measurements were performed on a Beck-
man Model 5270 spectrophotometer with an integrat-
ing sphere and BaSO4 reference. A sample of YBCO
powder was placed into a quartz cell provided with a
means of pumping to ultrahigh vacuum, controlled gas
admission, and the temperature and pressure monitor-
ing. The measurements of thermal desorption (TD)
were performed in the spectrophotometric and mass-
spectrometric [3] systems. The experiments were
mostly performed on an YBCO powder with x ≈ 0.1
synthesized at the Institute of Physics (St. Petersburg
State University) by sintering component oxides.
1063-7850/03/2907- $24.00 © 20582
Figure 1 shows the DR spectra of the initial YBCO
powder (curve 1) and the powder calcined at 1200 K in
air (curve 1a) in comparison to the typical spectra of
ceramics from various batches (curves 2 and 2a). Spec-
tra 1 and 1a show a monotonic increase in ρ(hν) in the
region of hν < 2 eV and exhibit bands with maxima
at 2.4–2.5, 4.5–4.6, and 5.2–5.3 eV. The same features
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Fig. 1. Diffuse reflectance spectra of YBCO: (1, 1a) pow-
der; (2, 2a) ceramics. The spectra in the inset are shifted
along the abscissa axis. See the text for explanations.
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are present in the DR spectra of ceramic samples. This
pattern is also characteristic of the specular reflectance
spectra of polished compact ceramics [1, 2] and YBCO
single crystals [4]. Indeed, the specular reflectance
spectra of single crystals display bands at 2.78, 4.52,
and 5.32 for the E || a polarization and 2.84, 4.62, and
5.3 eV for the E || b polarization [4]. Upon calcination
at 1200 K in air followed by rapid cooling, the DR spec-
trum exhibits an additional band at ~4.1 eV (Fig. 1,
curve 1a), which is also present in the specular reflec-
tance spectra of polished YBCO ceramics and single
crystals with x ≥ 0.5 [1, 2, 4]. Thus, the DR spectra of
powders reproduce all the main features of the specular
reflectance spectra of single crystals and polished
ceramics.

Figure 2 compares the DR spectra of an YBCO pow-
der measured in air (curve 1) and upon heating to vari-
ous temperatures in vacuum (curves 2–4). As can be
seen, heating to 290 K in vacuum suppresses the inten-
sity of reflection at hν < 1.5 eV. This can be explained
by the removal of oxygen, leading to a decrease in the
density of free electrons. As a result, the Drude reflec-
tance decreases and the plasma reflectance boundary
shifts toward lower energies. Heating to 290 K < T ≤
740 K in vacuum weakly modifies the spectrum (Fig. 2,
curve 2), but increasing the temperature to T = 900 K
results in the appearance of bands at 1.3 and 4.1 eV
(curve 3). Upon heating to T = 1000 K (curve 4), the
band at 1.25 eV becomes predominant. Thus, the
growth of reflectance at 1.25 and 4.1 eV in the course
of heat treatment in vacuum repeats the pattern of
changes observed in the specular reflectance spectra of
YBCO single crystals and polished ceramics with x ≥
0.5 [1, 2, 4].

Taking into account that a band in the near infrared
(NIR) region begins to dominate in the DR spectrum of
oxygen-deficient powders, we have thoroughly studied
the behavior of this band in the course of heat treatment
of the YBCO powder in vacuum and in oxygen. Figure
3 (curve 1a) shows a change in the NIR band intensity
(∆ρNIR) plotted versus temperature for the YBCO pow-
der heated in vacuum. The ∆ρNIR value was calculated
as a difference of the ρ values at 1.25 eV in the DR
spectra measured in vacuum at room temperature and
after heating to a given temperature. As can be seen, the
intensity of the NIR band starts growing at T ≈ 800 K.
According to the results reported in [5] (reproduced in
the inset in Fig. 3), this treatment corresponds to x ≈ 0.5.
For the same x, a NIR band was also observed in the
specular reflectance spectra of YBCO ceramics [1, 2].

Figure 3 (curve 3a) also shows a TD curve of oxy-
gen, representing the oxygen desorption rate Vd for a
mass peak with m/e = 32 amu versus T measured in a
linear heating regime. As can be seen from a compari-
son of curves 1a and 3a, the NIR band appears simulta-
neously with the onset of oxygen desorption at 835 K.
Previously, one or two weakly resolved peaks at 730–
770 and 820– 870 K observed in the spectra of O2 ther-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
modesorption from YBCO [6, 7] were attributed to the
oxygen release from an orthorhombic phase. The
appearance of the NIR band in the specular reflectance
spectra of YBCO ceramics was explained by the tran-
sition of YBCO from orthorhombic to tetragonal
phase [1, 8]. A peak observed in the TD spectrum of
YBCO at ~1020 K was also assigned to the tetragonal
phase [5, 6]. Thus, the conditions of appearance of the
NIR band in our DR spectra agree with the known
dependence of this signal on the parameter x and with
changes in the YBCO structure.

We have also studied variation of the NIR band
intensity in the course of repeated oxidation of the
YBCO powder in oxygen at P = 100 Torr. Figure 3
(curve 2) shows the ∆ρNIR value as a function of the
temperature of 25-min heating in oxygen for a powder
preliminarily annealed at 1000 K in vacuum. As can be
seen, the NIR band is almost completely removed by
annealing in oxygen (P = 100 Torr) at a temperature in
the interval 400 K ≤ T ≤ 580 K. In addition, a sample
annealed in vacuum at 1000 K was used to measure the
temperature variation of the oxygen absorption rate Va

(determined as Va = dP/dt) in the course of heating in
oxygen at P = 0.1 Torr (Fig. 3, curves 4a and 4b repre-
senting the 1st and 3rd heating cycles, respectively).
The Va versus T curves show that T ≈ 400 K is a thresh-
old temperature for the oxygen absorption from the gas
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Fig. 2. Diffuse reflectance spectra of YBCO powders
(1) before and (2–4) after heating in vacuum at (2) 290 K ≤
T ≤ 740 K, (3) 900 K, and (4) 1000 K.
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phase. The results of TD measurements using 18O iso-
tope showed that this temperature corresponds to the
onset of intense oxygen incorporation into the YBCO
structure [3]. Therefore, these data show the possibility
of spectroscopic monitoring of the variable oxygen
content in the YBCO structure in the course of
exchange with the gas phase provided there is revers-
ible variation of the NIR band intensity in the redox
cycle.

In addition, Fig. 3 (curve 1b) shows a plot of the
NIR band intensity versus temperature of heating in
vacuum for a sample preliminarily oxidized by anneal-
ing in oxygen. Before the measurement of curve 1b, the
part of the oxygen corresponding to the peak at 850 K
was removed in the course of TD measurements. For
this sample, the oxygen desorption is observed at T ≥
800 K (Fig. 3, curve 3b) and the NIR band intensity
corresponds to the point of curve 1b denoted by the
asterisk. Subsequent points on this curve were obtained
in the course of 30-min heating at increased tempera-
tures in vacuum. A comparison of curves 1b and 3b in
Fig. 3 shows that the growth in the NIR band intensity
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Fig. 3. (1a, 1b, 2) Plots of a change in the NIR band inten-
sity (∆ρNIR) versus the temperature of a 30-min annealing
of YBCO powders (1a, 1b) in vacuum and (2) in oxygen;
(3a, 3b, 4a, 4b) the temperature variation of the rate of oxy-
gen (3a, 3b) desorption (Vd) and (4a, 4b) absorption (Va)
from an YBCO powder heated at a rate of β = 0.1
(3a, 3b) and 0.3 K/s (4a, 4b); oxygen pressure P = 100 (2),
0.1 Torr (4a, 4b). The inset reproduces the plot of x versus
annealing temperature from [5]. See the text for explana-
tions.

*

T

is related to the removal of oxygen from the YBCO
structure in course of transition to the tetragonal phase
at T > 800 K. Thus, the NIR band exhibits reversible
variation in the redox cycles of YBCO powder.
Removal of the structural oxygen at T ≥ 800 K leads to
the appearance of the NIR band, while the absorption of
oxygen at T ≥ 400 K results in vanishing of this band.

Let us consider the nature of the band at 1.25 eV.
The NIR band is assigned to an optical transition with
charge transfer between the pσx and pσy bands of oxy-
gen and the dx2 – y2 band of copper belonging to the
CuO2 planes [8–11]. The appearance of this band is
explained by the removal of oxygen from Cu(1)O(1)
planes and the structural transition to a tetragonal
phase. In this state, the YBCO crystal is a dielectric
with populated O2p and vacant Cu3d bands. The corre-
sponding variations in the reduced density of states are
manifested both in the absorption spectra and in the
reflectance spectra. At the same time, no data were
reported on the conditions of annealing of the NIR band
in the course of YBCO oxidation. We have established
that the NIR band vanished upon annealing the powder
in oxygen in a rather narrow temperature interval
400 K < T ≤ 580 K (Fig. 3, curve 2). Investigations of
the 18O isotope diffusion into YBCO ceramics at T =
600–720 K showed that the diffusant initially occupies
the O(1) and O(5) positions in the structure [12]. The
diffusion of oxygen into powders was also studied at
lower temperatures (T ≥ 523 K) [13]. Our estimates
based on the data reported in [13] show that the oxide
layer formed for 25 min at T = 500 K and P = 760 Torr
has a thickness of ≤30 nm. Thus, the vanishing of the
NIR band in the course of annealing of the YBCO pow-
der in oxygen is related to occupation of the O(1) sites
and reconstruction of the initial orthorhombic phase in
a thin near-surface layer.

The position of the NIR band maximum in the
reflectance spectra of ceramics and thin films varies
from ~1.4 to ~1.7 eV [1, 2, 14, 15], depending on the
number of oxygen atoms coordinated to Cu(2) [8, 9].
For N = 6 in La2CuO2 with two apical oxygen atoms
O(4) forming an octahedron with oxygens in the CuO2
plane, the NIR band is peaked at 2.0 eV; for N = 5 in a
pyramidal cell of LaGdCuO4, the band has a maximum
at 1.7 eV; and for N = 4 in the cells of Nd2CuO4 and
CaCuO2 deprived of the apical oxygen atoms, the peak
shifts to 1.5 eV [8, 9]. The maxima at 1.7–1.8 and
1.4−1.5 eV are also observed in the spectra of induced
photoconductivity in oxygen-deficient YBCO [16, 17].
In [17], the maximum at 1.4–1.5 eV was attributed to
absorption by photoelectrically active defects in the
CuO2 planes at the grain boundaries. It should also be
noted that a NIR band at 1.5 eV was observed in the
specular reflectance spectra of a tetragonal YBCO phase
formed at the boundary of the twinning regions [18].
Thus, the maximum of the optical absorption of various
cuprates in the region of interband transitions in the
CuO2 planes varies within 1.3–1.8 eV. The lower limit
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003



NEAR IR DIFFUSE REFLECTANCE SPECTROSCOPY 585
of this range corresponds to absorption at the bound-
aries of grains and twinning regions, where the coordi-
nation of Cu(2) can be lower than that in the bulk. From
these considerations, it follows that the band peaked at
1.25 eV in the DR spectra of YBCO powders is due to
the interband absorption in the surface (subsurface)
low-coordinated CuO2 planes.

The above results and analysis indicate that the DR
band at 1.25 eV can be used for in situ monitoring vari-
ations in the content of oxygen during the formation
and breakage of the orthorhombic phase in YBCO pow-
ders. The DR measurements require no sample prepa-
ration, allow integration of the reflected light in a large
solid angle, and make possible variations in the
arrangement of sample and detector relative to the
probing beam. A convenient source of the probing radi-
ation is offered by a Nd laser operating at hν = 1.14 eV.

Conclusions. (1) The diffuse reflectance spectra of
YBCO powders and ceramics in the spectral interval of
0.5 eV ≤ hν ≤ 5.5 eV reproduce all the main features of
the specular reflectance spectra of single crystals and
polished ceramics.

(2) The intensity of the NIR band at 1.25 eV in the
diffuse reflectance spectra of YBa2Cu3O7 – x powders is
correlated with the parameter x for x ≥0.5, which allows
this band to be used for a nondestructive distant in situ
monitoring of the stoichiometry of YBCO powders.
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Abstract—The main requirements on neutron detectors based on storage phosphors (SPs) are formulated. It is
shown that commercial gadolinium-containing neutron SPs (Gd-SPs) based on mixtures of BaFBr:Eu2+ with
Gd2O3 (a neutron converter) do not possess optimum neutron characteristics because of a high sensitivity to
gamma radiation. A comparative study of photostimulated luminescence (PSL) kinetics was performed for
samples of halogen-containing borates Sr2B5O9Br(Cl) and Ca2B5O9Br(Cl) activated with Ce3+ ions and of the
commercial Gd-SPs upon neutron and gamma irradiation. The results suggest that the PSL characteristics of
the above borates with 100% content of 10B must be similar to those of Gd-SPs. Use of the halogen borates as
SPs offers an advantage to Gd-SPs, because the former neutron detectors are less sensitive to gamma radiation.
© 2003 MAIK “Nauka/Interperiodica”.
The principle of operation of a neutron detector
based on storage phosphors (SPs) can be described as
follows. The flux of incident particles is absorbed in the
active layer of a screen containing SPs in an organic
binder matrix. The particles primarily loss their energy
for ionization, thus producing electron–hole pairs. In
contrast to scintillators, in which the energy of elec-
tron–hole pairs is rapidly transferred to the luminescent
centers, electrons and holes in SPs are partly trapped.
As a result, the secondary emission pattern is modu-
lated by a spatial distribution of the centers capable of
trapping the radiation-induced electrons and holes. This
(record) stage is followed by the readout procedure,
whereby the SP screen is scanned (pixel by pixel) with
a focused laser beam. In each element, the laser radia-
tion stimulates the trapped electrons and/or holes to
transfer their energy to the emission centers producing
the photostimulated luminescence (PSL). The emitted
photons are detected by a photoelectron multiplier,
whose output is proportional to the ionizing radiation
flux absorbed in the given pixel. The overall pattern
reproduces a profile of the incident flux intensity.

Screens based on X-ray-sensitive SPs are widely
used in medicine (radiography) and in various means of
nondestructive monitoring. However, use of such
screens for detecting thermal neutrons is still in the
stage of experiment. The most promising applications
are now expected in the field of neutron diffraction in
biological objects [1]. Taking into account the weak
intensity of the neutron diffraction, it is necessary to use
intense neutron fluxes. A detecting system has to be
arranged as close as possible to a nuclear reactor, which
is typically characterized by a high level of background
gamma radiation. Therefore, SPs intended for detecting
neutrons should not be as sensitive to the gamma radi-
1063-7850/03/2907- $24.00 © 20586
ation component, otherwise the image quality will be
impaired.

Thus, the main requirements to SPs can be formu-
lated as follows: (i) high absorption coefficient for ther-
mal neutrons; (ii) low sensitivity to gamma radiation;
(iii) high efficiency of laser stimulation; (iv) high PSL
yield; and (v) slow “discoloration” (fading). The last
point is very important, since the time interval between
record and readout may exceed one day.

In the past two decades, X-ray radiation was usually
detected with the aid of phosphors based on alkali earth
halides activated with Eu2+ ions. In particular,
BaFBr:Eu2+ is still the best SP for X-ray detectors. The
properties of SPs have been extensively studied, but the
proposed mechanisms of carrier trapping and the mod-
els of recombination are still rather controversial.
According to the most realistic model, electrons are
trapped by halogen vacancies with the formation of an
F-center while the holes are trapped by Eu2+ ions with
the formation of a trivalent ion. As a rule, a red laser
stimulates the emission of electron from F– centers;
these electrons recombine with adjacent holes (trapping
centers) to produce a blue emission typical of Eu2+ ions
[2]. However, screens intended for detecting X-rays
cannot be used in neutron detectors because of a lack of
sensitivity to these particles.

Commercial gadolinium-containing neutron-sensi-
tive phosphors (Gd-SPs) are obtained by mixing
BaFBr:Eu2+ with Gd2O3 (a neutron converter). How-
ever, high effective atomic charge (Zeff) also makes this
material highly sensitive to gamma radiation. In prac-
tice, this sensitivity can be reduced by replacing both
SP and neutron activator components with other com-
pounds possessing lower Zeff values. Alternatively, only
003 MAIK “Nauka/Interperiodica”
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a low-Zeff phosphor that contains a neutron-sensitive
element in the crystal lattice is introduced. In addition
to gadolinium, there are other elements, such as 6Li and
10B, which can be used as neutron converters. Despite
possessing the maximum cross section for neutron cap-
ture, the Gd-containing SPs are not optimum for neu-
tron detectors because of the aforementioned high Zeff .
Selecting 6Li or 10B offers a compromise between large
neutron capture cross section and small energy shift in
an SP under the action of secondary radiation.

Our investigations are concentrated on halogen-con-
taining borates Sr2B5O9Br(Cl) and Ca2B5O9Br(Cl) acti-
vated with Ce3+ ions. Some of the samples also con-
tained a coactivator component (singly charged cations
M+ = Li+, Na+, or K+) providing for a better solubility
of Ce3+ ions. The relevant physical characteristics of the
SP compositions studied are presented in the table. The
energies of α particles and 7Li nuclei released upon the
capture of a neutron by 10B are about 40 times that of
the corresponding energies of conversion electrons and
X-ray quanta in the case of Gd trapping centers. There-
fore, the relative intensity of the neutron-induced PSL
with respect to the level of emission due to β particles
has to be much greater for the borate SPs than for the
Gd based systems.

Detailed investigations of the thermoluminescence
and PSL in SPs exposed to ionizing radiation of various
types included samples of all compositions mentioned
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Fig. 1. The kinetics of PSL stimulated by laser radiation
(λ = 470 nm) in various SP samples upon preliminary β
irradiation: (1) Gd-SP; (2) Sr2B5O9Br:1%Ce3+, Na+; and

(3) Ca2B5O9Br:1%Ce3+, Na+. The curve for Gd-SP is cor-
rected for an incomplete overlap of the PSL spectrum (band
maximum at 390 nm) and the transmission spectrum of a
wideband filter (U-340) used in the photodetector for sepa-
rating scattered laser radiation; the PSL spectra of halogen-
containing borates fully overlap with the filter transmission
window.
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above. The curves of the PSL intensity variation under
constant laser irradiation provide important informa-
tion about SPs: the integral PSL yield determines the
conversion efficiency of a given SP (i.e., the fraction of
ionizing radiation converted into photons), while the
PSL kinetics determines the readout rate. The study of
fading showed that the PSL intensity after a 4-h storage
falls within 46–63% of the initial value measured
immediately upon irradiation. For the BaFBr:Eu2+

Calculated values of Zeff, density, and neutron absorption
range for SPs studied

SP composition
Density1,

g/cm3 Zeff

Neutron 
absorption
range2, mm

Ca2B5O9Br 2.03 24.7 0.15

Sr2B5O9Br 2.28 32.2 0.17

BaFBr:Eu2+ · Gd2O3 3.5 56 0.041

Note: 1 The density was calculated using data on the crystal lattice
parameters, assuming the grain filling factor to be 0.7; in
BaFBr:Eu2+ · Gd2O3 (Gd-SP), the molar ratio of BaFBr:Eu2+ to
Gd2O3 was assumed to be 1 : 1.
2 For an incident neutron wavelength of 1.8 Å; the neutron
capture cross section was 3837 barn for 10B and 48890 barn
for Gd; borate-based SPs were assumed to contain 100% of 10B.
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Fig. 2. The kinetics of PSL stimulated by laser radiation
(λ = 470 nm) in various SP samples upon preliminary neu-
tron irradiation: (1) Gd-SP; (2) Sr2B5O9Br:1%Ce3+, Na+;

(3) Ca2B5O9Br:1%Ce3+, Na+. The curve for Gd-SP is cor-
rected for an incomplete overlap of the PSL spectrum (band
maximum at 390 nm) and the transmission spectrum of a
wideband filter (U-340) used in the photodetector for sepa-
rating scattered laser radiation; the PSL spectra of halogen-
containing borates fully overlap with the filter transmission
window.
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phosphor, this value amounted to 65%. The yield of
thermoluminescence for the borate phosphors was on
the same order of magnitude as that for BaFBr:Eu2+.

Based on the results of our experiments, it was con-
cluded that Ca2B5O9Cl:Ce3+ coactivated with Na+ ions
offers a most promising SP for practical applications:
this composition possesses high photoluminescent
properties and is characterized by the minimum Zeff .

Figures 1 and 2 present comparative data on the PSL
kinetics in laser-stimulated samples of halogen-con-
taining borates and Gd-SP. The samples were exposed
either to β radiation from a 90Sr/90Y source or to a flux
of neutrons with an energy corresponding to λ = 1.8 Å
(IRI reactor, Delft). As can be seen, the difference
between the PSL yields of halogen-containing borates
with a natural content of 10B and that of Gd-SP is
approximately the same for both β and neutron irradia-
tion. However, the energy of secondary particles trans-
ferred to the phosphor as a result of the (10B, n) reaction
is 40 times that due to the (Gd, n) reaction. The results
are explained by lower neutron absorption and higher
PSL absorption in an SP layer in the former case. In
T

Gd-SP, photons are predominantly formed in the near-
surface layer (because of a greater neutron capture
cross section of this material) and, hence, a smaller
fraction of these photons is absorbed in the SP layer.

The results of our calculations showed that the level
of PSL absorption in Gd-SP is about one-tenth of that
in halogen-containing borates. In halogen-containing
borates with 100% content of 10B, this absorption has to
be twice as small as that in Gd-SP. Therefore, it can be
expected that the PSL characteristics of the above
borates with 100% content of 10B must be similar to
those of Gd-SPs. The results of investigations for such
compounds will be published soon.
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Abstract—We have studied the acceleration of electrons by wake fields excited in a resonator by a train of elec-
tron bunches. The resonator comprised a cylindrical metal waveguide section, containing a dielectric sleeve
with a vacuum channel and ends closed by metal walls. Expressions describing the wake field excited by uni-
formly moving exciting electron bunches have been derived. The self-consistent process of resonator excitation
by a train of charged bunches and the particle acceleration in the excited wake field has been numerically sim-
ulated. © 2003 MAIK “Nauka/Interperiodica”.
The possibility of accelerating a beam of charged
particles by means of a resonator excited by the same
beam was studied long ago [1, 2]. Besides theoretical
results, there are promising experimental results on the
acceleration of electrons in various resonator structures
excited by electron beams [3, 4]. However, the previous
theoretical descriptions of the excitation of dielectric
slow-wave structures by charged particle bunches in
wake field schemes ignored the effects related to the
presence of longitudinal boundaries in the dielectric
structures [5, 6].

When a train of charged bunches propagates in a
dielectric waveguide of finite length without reflection
at the ends, a wake field wave excited by these bunches
is outgoing from the system at a group velocity [7].
This poses a restriction from above on the number of
bunches whose wake fields can add in the waveguide.
The higher the coefficient of reflection from the ends,
the lower the negative influence of the microwave
energy loss on the field amplitude. In application to an
electron accelerator employing the wake field in a
dielectric, the most effective accumulation of the wake
field energy from a large number of regular bunches
and high-gradient acceleration at a relatively small
charge of each bunch can be achieved with dielectric
resonators.

Consider a resonator in the form of a round cylindri-
cal metal waveguide section with a length of Lsys , partly
filled with a homogeneous isotropic dielectric with a
vacuum channel for the transport of charged particles.
The dispersion function of an infinite waveguide can be
written as follows:

D ω kz,( ) εkv

A1 kda( )
A0 kda( )
------------------- kd

I1 kv a( )
I0 kia( )
------------------,–=
1063-7850/03/2907- $24.00 © 20589
where ε is the relative permittivity;  ≡ (ω, kz) =

εω2/c2 –  (kd is the radial wavenumber in the dielec-

tric);  ≡ (ω, kz) =  – ω2/c2 (kv is the radial wave-
number in vacuum); c is the velocity of light in vacuum;
Aj(x) = N0(kdb)Jj(x) – J0(kdb)Nj(x); Nj , Jj , and Ij are the
cylindrical functions of the jth order (j = 0, 1); a is the
radius of the vacuum channel; and b is the radius of the
metal sheath. The roots of the dispersion equation
D(ω, kz) = 0 determine the natural frequencies ω and
the longitudinal wavenumbers kz of the natural waves of
the waveguide. The ends of the waveguide are closed
with metal walls transparent to charged particles.

Let a bunch of particles bearing a charge q and having
the form of a thin ring of radius rb be injected into the
resonator through the entrance wall (z = 0) at the moment
t = 0. The bunch is assumed to propagate uniformly
along the waveguide at a velocity of vb. The charge den-
sity distribution in the bunch is described as ρ =
[q/(2πrbvb)]δ(r – rb)δ(t – tb – z/vb). Omitting tedious cal-
culations, we present a final expression for the longitudi-
nal electric field excited by such a thin ring-shaped
bunch:
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(1)

where

α0 = 1 and αn = 2 for n = 1, 2, …; kn = πn/Lsys, ωn = knv b

(n = 0, 1, 2, …); D(ωmn, kn) = 0; kd, mn ≡ kd(ωmn, kn),
kv, mn ≡ kv(ωmn, kn); and θ(x) = 1 for x > 0 and θ(x) = 0
for x ≤ 0. The field generated by a bunch of finite
dimensions is obtained by integrating the elementary
field (1) over the bunch volume. In the case of a rectan-
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Fig. 1. Longitudinal electric field profile Ez(z) in the resona-
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gular charge density distribution in the bunch, the inte-
gration result can be expressed in quadratures.

We have performed a numerical calculation for a res-
onator with the following parameters [8]: Lsys = 64.7 cm;
b = 4.325 cm; a = 1.05 cm; and ε = 2.1. Each electron
bunch had an energy of 2 MeV and a rectangular charge
density profile with a total charge of −0.32 nC, a length
of 1.7 cm, and a radius of 0.5 cm. The bunch repetition
period Lmod = 10.78 cm corresponded to a resonance
frequency of the first radial harmonic of the waveguide:
f1 = 2722.6 MHz. Note that Lsys = 6Lmod.

Let us consider the results of the numerical calcula-
tion of a field generated by charged bunches in the
approximation of uniform motion. A single bunch
excites a multimode wake field which coincides with
the field in a semibounded waveguide [7, 9] (Fig. 1a)
until being reflected from the exit wall of the resonator.
The rear boundary of the region of an intense wake field
follows the bunch at a velocity close to the group veloc-
ity of the first resonance harmonic. The presence of a
vacuum channel results in the appearance of oscilla-
tions at a group velocity equal to the velocity of light in
vacuum. These oscillations advance ahead of the elec-
tron bunch and form a very weak field precursor [9] (see
the inset in Fig. 1a). Excitation of the resonator by a
sequence of bunches results, first, in the separation of a
resonance harmonic with the frequency equal to the
modulation frequency (Fig. 1b) and, second, in a linear
growth of the field amplitude with time, in proportion to
the number of injected electron bunches. A similar pat-
tern takes place in the infinite system, but the rate of the
wake field increase in the finite resonator is smaller than
in an analogous segment of the infinite waveguide [6].

A linear increase in the field strength is observed
only in the initial excitation stage, where the field
amplitude is small. An important mechanism limiting
the oscillation amplitude is the reverse action of the
intense field on the particles in exciting bunches [10].

To simulate the self-consistent process of excitation
of a dielectric resonator by a train of charged bunches
and the particle acceleration in the excited wake field,
we have developed a special numerical code based on
the particle-in-cell algorithm [11]. The model structure
geometry corresponded to the problem of bunches uni-
formly propagating in a resonator, considered above.
The numerical experiment was performed with the
same parameters of the resonator and bunches as those
used in the numerical calculation. In order to provide
that the nonlinear effects are manifested before the grid
instability development, the charge of a bunch was
increased by 20 times to –6.4 nC. The process of accel-
eration along the system axis was studied by injecting a
probing beam. The simulation results were as follows.

After the injection of 300 bunches, the amplitude of
the excited field exhibits saturation and the maximum
energy of accelerated particles ceases to grow (Fig. 2a).
The leading bunches lose energy on the first half of the
system length and then are locked by the accelerating
CHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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phase of the wake field and begin to gain energy
(Fig. 2b). The bunch energy at the exit only slightly dif-
fers from that of the injected bunch. During the flight
through the resonator, the phase of particles of the lead-
ing bunches performs half an oscillation [10]. The
energy of particles injected in the accelerating phase
linearly grows as these particles propagate along the
system. The maximum energy gain over the resonator
length (for the given system parameters) amounts to a
double initial energy of the leading bunches. This gain
is independent of the exciting beam current: a lower
beam current would require injecting a greater number
of bunches in order to reach the maximum acceleration
gradient. The acceleration rate is 6.15 MeV/m and the
number of bunches injected by the moment of satura-
tion is 300, which is comparable in the order of magni-
tude with the experimental results reported in [8].1 

1 As the bunch charge is increased by a certain factor, the field sat-
uration accelerates approximately by the same factor.
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Fig. 2. (a) Plots of (1) the electromagnetic field energy Wem
and (2) the maximum energy of accelerated particles Wacc
versus the number Nbun of injected bunches; (b) the “energy
W versus coordinate z” phase plane (crosses show the posi-
tions of injected macroparticles) and the longitudinal elec-
tric field profile Ez(z) on the resonator axis (solid curve)
after the injection of 550 bunches.
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Thus, a finite longitudinal size of the dielectric slow-
wave structure plays an important role in the dynamics
of wake field excitation by trains of relativistic electron
bunches. Using the effect of oscillation energy storage
in a dielectric resonator, it is possible to significantly
increase the electric field strength and reduce the length
of a wake field accelerator as compared to the case of a
nonreflecting waveguide structure [7]. High-gradient
acceleration can be achieved using electron bunches of
relatively small charge.
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Photoconverters Based on GaAs/Ge Heterostructures
Grown by Low-Temperature Liquid Phase Epitaxy
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Abstract—A low-temperature liquid phase epitaxy technique involving rapid cooling of a solution melt has
been developed for the growth of epitaxial GaAs films on germanium substrates. Using this method, it is pos-
sible to obtain high-quality submicron GaAs epilayers on Ge substrates for photoelectric converters. © 2003
MAIK “Nauka/Interperiodica”.
The production of photoelectric converters with
limiting parameters is possible only on the basis of het-
erostructures with submicron epilayers. At present,
reproducible synthesis of GaAs/Ge heterostructures for
photoelectric converters is performed by methods of
metalorganic hydride vapor phase epitaxy. The disad-
vantage of this process consists in the diffusion of Ga
and As atoms from the gas phase into germanium sub-
strates (up to a concentration of ~1021 cm–3) during the
epitaxial growth stage, which decreases the efficiency
of photoelectric converters based on such structures [1].
On the other hand, the synthesis of epitaxial layers of
AIIIBV semiconductor compounds on germanium sub-
strates by liquid phase epitaxy (LPE) encounters diffi-
culties related to some peculiarities of the phase dia-
grams of Ge-based systems and to the retrograde solu-
bility of germanium in most solution melts used for the
LPE of AIIIBV semiconductors [2, 3].

In order to obtain GaAs epilayers on germanium
substrates, we have developed a special LPE procedure
involving rapid cooling of a solution melt at a rate of
about 2 K/s. It was suggested that such technological
conditions provide for the possibility of starting the
LPE growth at an initial oversaturation of the solution
melt close to the limiting and of conducting the process
under significantly nonequilibrium conditions. The ger-
manium substrates are brought into contact with a liq-
uid phase at a relatively low temperature (~400°C),
which increases the stability of the interface and sup-
presses the tendency to dissolution.

The epitaxial growth was performed from a lead-
based solution melt. Lead is a neutral solvent and, in
addition, is characterized by a minimum solubility of
germanium in comparison to other media used for
LPE growth. In developing the LPE technology for
1063-7850/03/2907- $24.00 © 20592
GaAs, we proceeded from an experimental solubility
diagram [4].

It should be noted that, despite a high cooling rate,
the growth rate was relatively low (v  ≈ 0.05 µm/s),
which allowed the layer thickness to be monitored with
a high precision and to obtain high-quality thin (submi-
cron) epilayers.

The GaAs layers grown by the proposed method
exhibited mirror-smooth surfaces and had a sharp pla-
nar heteroboundary without signs of substrate etching.
The parameters of GaAs epilayers were determined by
Raman spectroscopy. Figure 1 shows a typical Raman
spectrum of a GaAs epilayer grown by the proposed
method on a Ge(111) substrate. The spectrum displays
two bands with the frequencies corresponding to the
natural phonon modes of pure GaAs. The presence of
the longitudinal phonon mode is indicative of a suffi-
ciently low content of impurities in the GaAs layer
studied.
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Fig. 1. Raman spectrum of GaAs/Ge(111) structure grown
by the proposed method.
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Fig. 2. External quantum yield of a photoelement based on
the p-GaAs/p-Ge/n-Ge heterostructure grown by the pro-
posed method.

Based on the GaAs/Ge heterostructure obtained by
the proposed method, we manufactured a photoelectric
converter by means of diffusion from a gas phase in a
quasiclosed volume. The device had an external quan-
tum yield of about 0.8 in the spectral interval from 900
to 1550 nm (Fig. 2), which is evidence of a low density
of recombination centers at the p-GaAs/p-Ge heter-
oboundary. An increase in the main characteristics of
the (n–p)Ge/p-GaAs photoelement, related to a
decrease in the surface recombination rate, led to a
growth in the efficiency of the solar energy conversion
(AMO) from 9–10 to above 13% at a light concentra-
tion factor of 100–1000 and a photocurrent density of
3–20 A/cm2 (Fig. 3).

Thus, the proposed method of low-temperature liq-
uid phase epitaxy, involving rapid cooling of a solution
melt, allows high-quality submicron GaAs layers to be
obtained on germanium substrates. These heterostruc-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
tures can be used as narrowband (bottom) elements in
combination with a GaAs (top) element to obtain high-
efficiency cascade solar cells.
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Tunneling Selection of Optical Vortices
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Abstract—We have studied the process of separation of the dominant mode and guided vortices in a Y-shaped
directional fiber beam splitter. It is shown that, under certain conditions, the dominant mode field is completely
pumped to the second channel, leaving the optical vortex field in this channel unchanged. Based on such a split-
ter, a vortex fiber interferometer has been created and characterized with respect to linearity and temperature
sensitivity. © 2003 MAIK “Nauka/Interperiodica”.
Although optical vortices represent eigenmodes of
the ideal round isotropic fiber [1], the excitation and
independent propagation of a single guided vortex in a
waveguide channel is among the most important prob-
lems in singular fiber optics. This situation is caused
by two circumstances. The first is related to the eigen-
mode cutoff conditions, since the same cutoff fre-
quency corresponds to three natural waves of a weakly
guiding fiber [2]: CV vortex, TE mode, and TM mode;
in addition, the dominant HE11 mode exhibits no cutoff
at all. Therefore, three “parasitic” modes are excited in
a fiber simultaneously with the CV vortex. The second
circumstance is related to the fiber technology: any
(even very small) deviation of the fiber cross section
from circular favors the appearance of a geometric
birefringence. A significant additional (or even the
main) contribution is due to an induced anisotropy of
the fiber material, which maintains a single-polariza-
tion regime of the dominant HE11 mode but breaks a
guided vortex [3]. In fact, the CV vortex separates into
four eigenmodes, with beats arising between these
modes. since the propagation constants of these modes
are irrational numbers, the initial field state cannot be
restored in any cross section of the fiber.

Recently [4], it was demonstrated that, under certain
conditions, the latter process can favor restoration of
the guided vortex structure. Indeed, a twist of the fiber
anisotropy axes in a fiber with large material birefrin-
gence stimulates the appearance of a topological Berry
phase. If the specific topological phase is significantly
greater than the polarization correction to the eigen-
mode propagation constant, the birefringent action of
the medium is suppressed by the twist of axes and a lin-
early polarized optical vortex becomes an eigenmode
of the fiber. By the same token, a circularly polarized
optical vortex becomes an eigenmode of a fiber with a
twisted elliptical core.

Generally speaking, the first process can also be
suppressed or minimized by using fibers with induced
1063-7850/03/2907- $24.00 © 20594
absorption distributed in a narrow paraxial region [5].
Then, the losses related to the absorption of HE11, TE,
and TM modes will be significantly greater than those
related to the CV vortex because of the special structure
of the longitudinal and transverse electrical and mag-
netic fields. However, the technology of such fibers is
by no means simple and requires significant correction
of a well-adjusted process.

In this context, we addressed another, almost evi-
dent possibility of separating a single optical vortex in
a fiber channel, not involving modification of the fiber
technology. This is the well-known optical tunneling
effect, which can influence the behavior of optical vor-
tices and the HE11 mode in two closely spaced (cou-
pled) fibers [2] in various ways. The optical tunneling
effect is widely used in fiber splitters of the dominant
HE11 mode but, to our knowledge, no practical applica-
tions of this effect to high-order modes have been
reported so far.

Here we report the results of investigation of the
process of selection of the dominant mode and optical
vortices in fiber splitters.

Theory. Consider two weakly guiding fibers with
equal core radii ρ and the axes spaced by a distance d
(Fig. 1a). To simplify the problem, the fibers are
assumed to possess a parabolic profile of the refractive
index:

(1)

Here and below, the signs (+) and (–) refer to the first
and second fiber, respectively. The excitation condi-
tions and the waveguide parameter V are selected so as
to provide that only two circularly polarized (CV and
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Fig. 1. (a) Coupled optical fibers; (b, c) dependences of the coupling coefficient for (1) HE11 mode and (2) CV vortex on the distance
between fibers D = d/ρ and the waveguide parameter V, respectively; (d) the general shape of the CV/CHE surface as a function of
V and D.
HE11) modes are excited. The corresponding wave
functions can be represented in the following form:

(2)

where

nco and ncl are the refractive indices of the fiber core and
cladding, respectively; βHE and βCV are the propagation
constants of HE11 and CV modes, respectively.

The coefficient of coupling between the mode fields
Ψi and Ψj can be written as [2]
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where

and the integration is performed over infinite cross sec-
tion area S. Expression (3) shows that the energy
exchange is much weaker for modes with different indi-
ces than for like modes: HE11 ⇒  HE11 and CV01 ⇒
CV01. Using formulas (1)–(3), we obtain expressions
for the coefficients of coupling between like fields:

(4)

When d < ρ, the coupling coefficients are comparable
(CCV ∝  ); under the condition Vd2/2ρ2 ≥ 3, the cou-
pling between HE11 modes is much stronger than that
between CV vortices (CCV ! ). This process is
illustrated in Fig. 1b. Initially, the energy exchange
between HE11 modes in neighboring fibers is almost the
same as that between CV vortices, but for d @ ρ, the
balance is violated and the energy is pumped only
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between HE11 modes, not involving vortices. However,
this condition is not as strict, since the process signifi-
cantly depends both on the waveguide parameter V and
on the relation between V, fiber spacing d, and fiber
radius ρ. This circumstance is illustrated in Figs. 1c and
1d. The difference between the coefficients CHE and
CCV allows the parasitic HE11 mode and CV vortex to be
separated.

Experiment. We have experimentally studied the
process of selection of the dominant HE11 mode and CV
vortex using a Y-shaped directional fiber beam splitter
obtained by jointing two standard quartz–quartz fibers
featuring the HE11 mode at a wavelength of λ =
0.95 µm. For λ = 0.63 µm, such fibers allow the excita-
tion of HE11, HE21, TE, and TM modes by linearly

polarized light, while , unstable IV and stable CV
vortices can be excited by a circularly polarized light
beam [1].

Figure 2 shows a scheme of the Mach–Zehnder fiber
interferometer based on the above beam splitter. A cir-
cularly polarized light beam was obtained by passing
the radiation of a He–Ne laser (λ = 0.63 µm) through
polarizer P and a λ/4 plate. The beam was focused with
a 20× microobjective on the input of the Y-shaped beam
splitter. The output ends were connected to the object
arm (I) and reference arm (II) of the interferometer. The
object arm was 1.7 m long and passed via a reservoir

HE11
±

TE
with water. The reference arm had the same length and
was arranged in a thermostat (Fig. 2, dashed contour).
Using 20× microobjectives and a beam-splitting prism,
the light from both fibers was collected in a single beam
and passed through a system comprising a λ/4 plate and
polarizer P with axes making an angle of 45° (circular
polarization filter). Then the beam was detected by a
CCD camera (Samsung, 720 × 540 working cells) and
the interference image was processed by a computer.

A nonparaxial circularly polarized beam excited a
mixture of modes in the first fiber, including the HE11

mode and IV and CV vortices with uncontrolled
“weights” (Fig. 2a). Owing to the difference in the cou-
pling coefficients for the HE11 mode and vortices (the
CV vortex and TE and TM modes, whose superposition
yields the IV vortex, possess equal coupling coeffi-
cients), the HE11 mode energy was almost completely
pumped to the object arm I (Fig. 2b), while the energy
of the CV and IV vortices in reference arm II remained
virtually unchanged. This is clearly illustrated by
Fig. 2c, showing the position of the field singularity
(black spot). Even at a 1 : 1 ratio of the energies of the
HE11 mode and vortices, the singularity is displaced out
from the visible zone. In our case, the black spot occurs
almost at the center; inhomogeneous polarization of the
reference beam is evidence of the presence of the IV vor-
tex with the circulation direction opposite to that of the
CV vortex. The polarization filter was adjusted so as to
CHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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suppress the IV vortex field. Indeed, the filtered beam
(Fig. 2d) added with the reference beam formed a spiral
pattern (Fig. 2f) characteristic of the interference field
of an optical vortex.

A change in the temperature of water in the reservoir
led to rotation of the interference spiral. The rotating
image was computer-processed on a real time scale as
described in [6]. It was found that the rotation angle is
directly proportional to the liquid medium temperature.
The temperature sensitivity of this fiber interferometer
was 189 rad/(K m) at an absolute error of determination
of the rotation angle 0.015 rad. This sensitivity is com-
parable with that of single-mode interferometers [7],
but a broad linearity range characteristic of vortex inter-
ferometers is an obvious advantage of the proposed
device.
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Abstract—The thermo emf in Czochralski grown silicon single crystals annealed at 450°C was experimentally
studied in a range of pressures up to 16 GPa in a chamber with synthetic diamond anvils. There is a correlation
between the curves of thermo emf versus pressure, the semiconductor–metal transition pressure, and the
mechanical properties (microhardness, compressibility) of samples with various oxygen content. The val-
ues of thermo emf in the high-pressure metallic phases have been determined. © 2003 MAIK “Nauka/Inter-
periodica”.
Investigations into the properties of silicon at high
pressures are currently of importance because this
material is widely used in tensometric devices and pres-
sure sensors and, more recently, in microelectrome-
chanical (MEMS) and microoptoelectromechanical
(MOEMS) systems [1]. Silicon single crystals for
microcircuits are usually grown by the Czochralski
technique. High-pressure processing of this material
(Cz–Si) modifies the structure of primary defects
related to residual oxygen [2–4]. In the course of ther-
mal treatments, this oxygen (occurring mostly in the
interstitials) forms electrically active clusters (thermo-
donors) and accumulates in electrically inactive precip-
itates (reaching micron dimensions) in the region of
structural defects [2–4]. The state of defects and oxy-
gen in Cz–Si determines both the mechanical proper-
ties and the electron structure of silicon crystals [4].

A highly informative method for the investigation of
Cz–Si is based on the measurement of thermoelectric
properties in a broad range of pressures P, including the
region 9–16 GPa featuring pronounced changes in the
structural and electronic properties [5–14]. In particu-
lar, the behavior of the thermo emf S characterizes the
type and density of charge carriers and allows the pres-
sure corresponding to the semiconductor–metal phase
transition to be determined [11–14]. This pressure may
also depend on the state of defects in a silicon crystal.
The pressure-induced semiconductor–metal transition
in silicon, as manifested by thermo emf, was originally
reported by one of the authors [14]. It was demon-
strated that silicon is characterized by S ≤ +10 µV/K,
which is close to the values reported for high-pressure
metallic phases in AIIBVI and AIIIBV semiconductor com-
pounds [15, 16]. Based on these data, Weber et al. [17]
explained the experimentally observed decrease in
thermo emf on point Si contacts (experiments with such
1063-7850/03/2907- $24.00 © 20598
contacts are used for studying electron–phonon interac-
tions and determining the phonon density of states).
Therefore, the S(P) measurements on Cz–Si samples in
a broad range of pressures (up to ~16 GPa) are of con-
siderable interest for solving various technological
problems.

This study was aimed mainly at determining the
possibility of characterizing the quality of Cz–Si crys-
tals with different residual oxygen concentrations and
defect structures by thermoelectric measurements at
high pressures.

In recent years, investigations of the behavior of
S(P) under hydrostatic compression in the range where
silicon features phase transitions have not been con-
ducted. The range of pressures achieved in a chamber
with a compressed capsule [18], as well as in chambers
with electrical contacts ion-implanted into diamond
anvils [19], does not extend above ~10 GPa. A method
for the S(P) measurements in a greater range reaching
up to 25–40 GPa was developed in [20, 21]. According
to this, a quasihydrostatic pressure in a microsample
with pressed contacts is created by diamond anvils in a
solid medium: a polymer film [21] or catlinite [20].

In this study, the values of thermo emf S(P) and
electric resistivity ρ(P) of Cz–Si samples were mea-
sured at a variable hydrostatic pressure of up to ~9 and
~16 GPa using high-pressure chambers with hard alloy
and synthetic diamond anvils, respectively [14, 20].
The pressure was determined to within 10% using cali-
bration plots constructed based on the results of moni-
toring phase transitions in reference compounds (ZnSe,
CdTe, etc.) [14, 20]. The experiments were performed
in two independently calibrated chambers with an anvil
diameter of ~0.8–1.0 mm. The samples with dimen-
sions ~0.2 × 0.2 × 0.1 mm and ~0.4 × 0.4 × 0.2 mm (for
the diamond and hard alloy anvils, respectively) were
003 MAIK “Nauka/Interperiodica”
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placed in catlinite containers playing the role of a pres-
sure-transmitting medium. The temperature gradient
was created by heating one of the anvils; the tempera-
ture was monitored with the aid of thermocouples fas-
tened at various points on the anvils [22, 23].

The values of S(P) and ρ(P) were measured as
described in [14, 20] on an automated setup capable of
monitoring and storing data on the pressure (force),
temperature difference, sample response signals, anvil
displacement (compressive strain of the sample), and
some other parameters. Then, these data were trans-
ferred via interface to a computer for long-term storage
and processing [22, 23]. The errors of determining ρ
and S (with neglect of the sample shape variation due to
compression) amounted to ~5% and 20%.

The experiments were performed with samples cut
from the same Cz–Si(001) wafer. Unannealed samples
(A1) were characterized by a high residual oxygen con-
tent. Samples A2–A4 were annealed for various periods
of time at atmospheric pressure and a temperature of
450°C. The oxygen content was determined by Fourier
transform IR spectroscopy (calibration factor, 2.45 ×
1017 cm–2) [3]. The properties of initial samples A1–A4
are presented in the table.

The crystal structure of Cz–Si samples A1 before
and after treatment at ~9 and ~16 GPa was studied by
X-ray diffraction using CuKα radiation (λ = 1.5418 Å).
All samples were characterized by the microhardness H
measured on a PMT-3 instrument by indentation for
10 s at a load of 20 g (A1) and 50 g (A2–A4). Unan-
nealed sample (A1) was subject to cleavage when
indented at 50 g.

Under the action of external pressure, silicon exhib-
its a sequence of phase transitions converting the lattice
structure from diamondlike to a body-centered tetrago-
nal (β-Sn) phase at 9–11.5 GPa, then to an intermediate
orthorhombic phase (at ~13 GPa), and eventually, at
~14–16 GPa, to a primitive hexagonal type [5–10]. The
semiconductor–metal transition accompanies the first
structural transformation [5, 11–14]. In our experi-
ments, the electric resistance of Cz–Si samples exhib-
ited jumps when the pressure was increased to P ~ 6–
10 GPa (these data are not presented here). Similar
behavior of ρ(P) was previously reported in [5, 6, 24];
variations of the semiconductor–metal transition pres-
sure and the shape of the resistance versus pressure
curves depend on the plasticity of the quasihydrostatic
medium transferring pressure from the anvils to sample
[5, 6, 11, 24]. At the same time, even relatively low
hydrostatic compression (to ~1 GPa) produces irrevers-
ible changes in silicon samples with a high density of
defects [2, 3]. The ρ(P) curves indicated that the semi-
conductor–metal transition was completed in Cz–Si
samples compressed to ~16 GPa in diamond anvils while
remaining incomplete upon compression to ~9 GPa in
hard alloy anvils.

The initial values of thermo emf determined in dia-
mond anvils for samples A1–A4 were S ≈ +0.60, −0.40,
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
–0.56, and –0.50 mV/K, respectively. As the pressure
increased up to ~7–10 GPa (where the semiconductor–
metal transition took place), the thermo emf decreased
in absolute value and changed sign in annealed n-Si
samples (Fig. 1). The values of the semiconductor–
metal transition pressure Pt estimated from the S(P) and
ρ(P) curves measured in different anvils are mutually
consistent (Fig. 2). In the vicinity of P ~ 12 GPa, the
S(P) curves exhibited breaks that could be attributed to
the next phase transition (Fig. 1) [7–10]. As the pres-
sure was subsequently decreased, the behavior of
thermo emf was reversible in hard alloy anvils and irre-
versible in diamond anvils, where the S value remained
positive upon unloading (see the inset in Fig. 1). Inves-
tigation of the samples upon unloading showed the
appearance of several intermediate metastable phases
(e.g., Si-XII at P ~ 9 GPa [9, 10] and Si-III at ~ 2 GPa
[7–10, 25]). The nonmonotonic variation of S(P) in the
course of unloading can be related to the corresponding
phase transitions. Upon compression up to ~16 GPa in

The properties of initial Cz–Si samples at 293 K

Sample type A1 A2 A3 A4

Annealing time
t (450°C), h

0 10 20 40

Charge carrier density
Np, n, 1015 cm–3

1.88
(p-type)

2.2
(n-type)

3.3
(n-type)

5.12
(n-type)

Oxygen content
C0, 1017 cm–3

11–11.5 11.3 9.1 10.0

40

20

0

400

200

0

–200

–400

S, µV/K

A1

A2A3 A4

4 8 12 16
P, GPa

4 8 12 160

Fig. 1. Plots of the thermo emf S versus quasihydrostatic
pressure P for the Cz–Si samples A1–A4 measured at
T = 293 K in a chamber with diamond anvils. The inset
shows on a greater scale the behavior of S(P) in the vicin-
ity of the semiconductor–metal transition measured on
(solid curves) increasing and (dashed curves) decreasing
the pressure.
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diamond anvils, the samples separated into ~0.04-mm-
thick plates parallel to the anvil surface.

The X-ray diffraction study of the samples upon
high-pressure treatment showed that silicon loaded to
~9 GPa retained a strongly textured diamondlike struc-
ture. The samples loaded up to ~16 GPa exhibited a
mixture of the initial phase (I) and a tetragonal phase
(Si-IX) with the lattice parameters a = 5.33 Å and a =
7.50 Å, c = 3.87 Å, respectively. Close values a =
7.482 Å, c = 3.856 Å for the Si-IX phase were reported
for the samples treated at 12 GPa [25].

The results of microhardness measurements showed
that there is a correlation between H and Pt as functions

12

10

8

0 20 30 40

10

t, h

Pt, H, GPa

3

1

2

Fig. 2. Effect of the annealing time t on the (1, 2) semicon-
ductor–metal transition pressure Pt determined by a sharp
change in the slope of the S(P) curves measured in the dia-
mond and hard alloy anvils, respectively, and (3) on the
microhardness H of Cz–Si samples.

6

2

9 12 15

4

6

8

0

∆x, µm

3

P, GPa

A1

A2

A4

A3

Fig. 3. Plots of the relative displacement ∆x versus pressure
P for the Cz–Si samples A1–A4 compressed in anvils (the
values are reduced by subtracting a linear contribution of
α × P, where coefficient α is the same for all samples).
TE
of the thermal treatment duration (i.e., of the residual
oxygen content) (Fig. 2). The room-temperature micro-
hardness is approximately equal to the semiconductor–
metal transition pressure [26–28]. During the micro-
hardness measurements, material under the indenter
really features this transition [27, 28], and it is probable
that a change in the defect–oxygen structure similarly
influences both H and Pt . It should be noted that no
clear relationship between the microhardness and oxy-
gen defects of various types was observed in experi-
ments with microindentation of Cz–Si samples [29–31].
In annealed silicon samples, the decrease in the oxygen
concentration in interstitials (see table) is related to the
formation of thermoactivated donor centers (supplying
electrons to the conduction band) and electrically inac-
tive oxygen precipitates [29–31]. Based on the results
reported in [29–31] and the data on the electron density
variation with the annealing time (see table), we may
conclude that oxygen precipitates have a maximum
concentration in sample A3 (with the minimum con-
centration of interstitial oxygen). In this sample, a
change in the sign of S and the semiconductor–metal
transition take place earlier than in the other annealed
samples (Fig. 1). The difference in the mechanical
properties of silicon samples is also manifested by the
plots of anvil displacement (compressive strain of the
sample) versus pressure (Fig. 3). The maximum com-
pression takes place in the initial p-type sample, for
which the ∆x(P) curve exhibits a jump (Fig. 3); accord-
ing to [5–10], a pressure-induced volume jump upon
the transition to a phase with the β-Sn structure
amounts to about 10%.

The above data unambiguously indicate a relation-
ship between S(P), the mechanical properties (repre-
sented by Pt and H), and the oxygen content in Cz–Si.
For example, the lower Pt and H, the earlier the S(P)
value changes sign (Fig. 1). The behavior of thermo
emf in compressed samples is more sensitive (than the
behavior of mechanical characteristics such as Pt and
H) to a change in the content of oxygen (and the related
defects). This allows high-pressure thermoelectric
measurements to be used for testing Czochralski grown
silicon single crystals with different oxygen content
upon annealing in various regimes, which can be
important for various silicon device technologies.
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Abstract—The suppression of S-band microwave pulses in a nonlinear spin wave interferometer was experi-
mentally studied for the first time. The microwave interferometer employed a nonlinear spin wave phase shifter
based on an yttrium iron garnet film. A signal representing a periodic sequence of rectangular pulses with a
power of up to 2.5 mW passes through the nonlinear interferometer without distortion, while an increase in the
pulse power to 13.8 mW results in virtually complete suppression of the pulsed signal. © 2003 MAIK
“Nauka/Interperiodica”.
In the past decade, there was a constant interest in
the investigation of waveguide integral optical interfer-
ometers of the Mach–Zehnder type and the application
of such devices for the processing of both analog and
digital optical signals (see, e.g., [1, 2]). Such interfer-
ometers are implemented according to a two-arm
scheme based on Y-shaped splitters and connectors
using channel or stripe optical waveguides and the ele-
ments controlling phase shift in the interferometer
arms. However, it was not until very recently that the
interest of researchers was drawn to the development of
microwave interferometers employing this scheme [3, 4].
Fetisov and Patton [3] described a linear spin wave
interferometer employing magnetostatic spin waves,
which was provided with an external feedback circuit
and possessed bistable transmission characteristics.
More recently, we demonstrated [4] the possibility of
creating nonlinear microwave interferometers employ-
ing a magnetostatic spin wave and studied the transmis-
sion characteristics of such a device measured using a
continuous microwave input signal.

The operation of a nonlinear spin wave interferom-
eter (Fig. 1a) is based on the phenomena of interference
of high-intensity spin waves and a nonlinear shift of
their frequencies in response to changes in the input
wave amplitude. A microwave signal entering the
device is divided into two waves traveling in the corre-
sponding arms of the nonlinear interferometer. The
waves acquire different phase shifts and are added to
give the interference pattern. As the input signal power
increases, the phase shifts vary and the phase difference
between interfering signals changes, thus determining
the output signal level. The transmission characteristics
of a nonlinear spin wave interferometer for a continu-
ous microwave input signal have the shape depicted in
Fig. 1b. As can be seen, the signal is completely sup-
pressed when the power reaches a certain level  forPin'
1063-7850/03/2907- $24.00 © 20602
which the phase shift between signal traveling in the
interferometer arms equals 180°.

In order to assess the possibility of processing digi-
tal microwave signals, it is interesting to study a nonlin-
ear spin wave interferometer operating in a pulsed
mode, whereby radio pulses of relatively high power
are suppressed while the low-power pulses are trans-
mitted through the interferometer without distortion.
Our experiments were aimed at studying the suppres-
sion of a signal having the form of a periodic sequence
of rectangular pulses in a nonlinear spin wave interfer-
ometer.

The experimental prototype of a nonlinear spin
wave interferometer implemented a bridge scheme with
two arms (Fig. 1a). The first arm represents a spin wave

Pin Pout

(a)

1

2

34

5

H

Pout

PinP'in

(b)

Fig. 1. A nonlinear spin wave interferometer: (a) schematic
diagram; (b) transmission characteristic.
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Fig. 2. Oscillograms of the microwave pulse envelopes (left-hand panels) and numerically calculated amplitude–frequency charac-
teristics (right-hand curves) of an experimental prototype of the nonlinear spin wave interferometer for an input pulse power of
(a) 0.7, (b) 2.6, (c) 8, and (d) 13.8 mW. The top and bottom oscillograms refer to the input and output microwave pulses.
phase shifter 1, while the second (reference) arm con-
tains a variable attenuator 2. The nonlinear phase
shifter represented an epitaxial single crystal yttrium
iron garnet (YIG) film 3 with a thickness of 5.7 µm and
a saturation magnetization of 1750 G, grown on a gad-
olinium gallium garnet substrate. The spin waves in the
YIG film were excited and detected by short-circuited
microstrip transducers 4 with a length of 2 mm and a
width of 50 µm deposited onto an 0.5-mm-thick alu-
mina (polycor) substrate. The transducers (spaced by
6 mm) were powered via microstrip lines 5 with a wave
impedance of 50 Ω. The YIG film was placed on and
fixed directly to the microstrip transducers. The phase
shifter was exposed to a constant magnetic field
(2963 Oe) generated by an electric magnet. The mag-
netic field vector was perpendicular to the film plane.
This orientation corresponded to excitation of the for-
ward volume spin waves, whose phase shift is more
sensitive to the input signal as compared to that of the
backward reverse volume and surface spin waves. The
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
attenuator was adjusted so as to ensure equal ampli-
tudes of the interfering signals.

The input signal in the form of a periodic sequence
of rectangular pulses with a carrier frequency of f0 =
3453 MHz and a pulse repetition rate of 100 µs was fed
to the interferometer input. A part of the input signal
power was separated by a directional splitter, attenu-
ated by 20 dB, detected, and fed to the first channel of
an oscilloscope. The second channel received a
detected signal from the output of the nonlinear spin
wave interferometer. The above experimental setup
readily detected and displayed changes in the shape of
envelopes of the output microwave pulses in response
to variation of the input microwave signal power.

The oscillograms in Figs. 2a–2d (left panels) illus-
trate the suppression of output pulses with increasing
input signal power. The top and bottom oscillograms
show envelopes of the input and output pulses, respec-
tively. The gains in the channels of the double-beam
oscilloscope were different, which accounts for the
3
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Fig. 3. Suppression of the microwave pulses of various duration in the range from (a) 10 to (d) 0.5 µs in the nonlinear spin wave
interferometer.
higher amplitude of the bottom picture. As can be seen
from these data, the input microwave pulses of low
power (up to about 2.5 mW) reach the output virtually
without shape distortions (Figs. 2a and 2b). An increase
in the input power level led to a nonlinear shift in fre-
quencies of the carrier spin waves, which resulted in
partial suppression of the output signal (Fig. 2c). As the
input power reached a level of 13.8 mW, the output
pulses were almost completely suppressed (Fig. 2d).

The suppression of microwave pulses observed
upon increase in the input signal power is readily
explained based on an analysis of the amplitude–fre-
quency characteristic of the nonlinear spin wave inter-
ferometer studied. This characteristic was numerically
modeled using a formula of adding oscillations, a dis-
persion law of the forward volume spin waves, and an
expression describing a change in the phase shift of the
spin waves. The nonlinear phase shift was calculated
with allowance for the decrease in the spin wave ampli-
tude during the wave propagation in the YIG film.

The amplitude–frequency characteristics numeri-
cally calculated for various values of the input micro-
wave signal power are presented in the right-hand part
of Figs. 2a–2d. The alternating maxima and minima
correspond to the frequencies of interfering signals
added in phase or with opposite phases, respectively. As
can be seen from the curves in Fig. 2a, the maximum of
the amplitude–frequency characteristic at a low input
signal power coincides with the carrier frequency f0. An
increase in the microwave pulse power shifts the char-
acteristic toward higher frequency as a result of the
nonlinear change in the spectrum ω(k) of spin waves
with increasing amplitude. When the input signal
power reaches a value of 13.8 mW, the amplitude–fre-
T

quency characteristic shifts so that f0 corresponds to
A = 0 (Fig. 2d), which implies that the microwave
pulses at the output are virtually completely sup-
pressed.

An analysis of Fig. 2d leads to the following conclu-
sion concerning the possibility of suppressing pulsed
microwave signals in a nonlinear spin wave interferom-
eter. If the width of the main lobe in the frequency spec-
trum of a pulsed microwave signal is smaller than the
frequency difference between adjacent maxima of the
amplitude–frequency characteristic of the interferome-
ter, the signal is effectively suppressed. In the oscillo-
grams presented in Fig. 2, the microwave pulse dura-
tion is 3 µs and, hence, the main lobe width in the signal
spectrum was much smaller than the frequency differ-
ence (about 7 MHz) between adjacent maxima of the
amplitude–frequency characteristic of the interferome-
ter. For this reason, input pulses of such duration are
virtually completely suppressed.

As can be seen from Fig. 2, there are short peaks
corresponding to the fronts of suppressed microwave
pulses. The appearance of both leading and trailing
peaks is explained by the different times of signal prop-
agation in the two arms of the interferometer. This was
confirmed by numerical calculations of the signal delay
time in a nonlinear spin wave phase shifter. The front
peak also contains a contribution related to the spin
wave nonlinearity development, which accounts for the
additional intensity of this peak. The edge peaks are not
influenced by the dispersion smearing of the input
microwave pulses, which was confirmed by the results
of experiments on the suppression of pulses of variable
duration (Figs. 3a–3d). These data indicated that the
shape and duration of peaks corresponding to the fronts
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003
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of suppressed microwave pulses remain unchanged
when the input microwave pulse duration changes from
10 to 0.5 µs.

Figure 3d shows that the peaks corresponding to the
leading and trailing fronts of suppressed pulses begin to
merge when the input pulse duration is decreased to
0.5 µs. Upon further decrease in the input pulse dura-
tion, the output signal represented a sequence of two
pulses spaced by a time interval equal to the signal
delay in the nonlinear phase shifted. Thus, the situation
in which the width of the main lobe in the input signal
spectrum is greater than the frequency difference
between adjacent maxima of the amplitude–frequency
characteristic of the interferometer was impossible.

The results of experiments on the suppression of
pulses of variable duration (Fig. 3) lead to an important
conclusion that the effect of attenuation observed in the
nonlinear microwave interferometer is actually related
to the intrinsic nonlinearity of spin waves propagating
in the YIG film rather than to the film heating as a result
of the microwave power absorption. This conclusion is
confirmed by the unchanged shape of the edge peaks
observed when the input pulse duration is decreased
from 10 µs (0.1 of the pulse repetition period) to 0.5 µs
(0.005 of this period).

Thus, the results of our investigation show that a
nonlinear spin wave interferometer based on the YIG
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
film is capable of effectively suppressing microwave
pulses with a duration of above 1 µs and a power on the
order of ten milliwatts while transmitting pulses with
the power of a few milliwatts. Therefore, devices of this
type can be used, for example, in the entrance circuits
of receivers for suppressing strong burst noise.
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Abstract—Electromechanical properties of the 0–0–2–2 type composite based on platelike crystals of solid
solutions of ferroelectric relaxors of the Pb(A1/3Nb2/3)O3–PbTiO3 system (A = Zn, Mg) have been studied
for the first time. Factors accounting for the record values of some effective parameters of this composite are
considered. The relationship between the components of the elastic compliance tensor of the layered struc-
tures forming the composite and the positions of maxima of the effective hydrostatic parameters is estab-
lished. © 2003 MAIK “Nauka/Interperiodica”.
The crystals of solid solutions of ferroelectric relax-
ors of the Pb(A1/3Nb2/3)O3–PbTiO3 system are next-
generation piezoelectric materials [1–3] possessing
unique physical properties near the morphotropic
boundary [4–6]. The interest in these materials is related
both to their high piezoelectric activity [4, 5, 7] and to the
variety of domain (twinned) structures [5, 7, 8], the
existence of intermediate ferroelectric phases [3, 9],
and some features of the domain orientation processes
and coexisting phases [9–11]. By now, the complete
sets of elastic compliances, piezoelectric coefficients,
and dielectric permittivities [4, 5] have been deter-
mined for 0.955Pb(Zn1/3Nb2/3)O3–0.045PbTiO3 (I) and
0.67Pb(Mg1/3Nb2/3)O3–0.33PbTiO3 (II) polydomain
crystals polarized along the [001] perovskite cell direc-
tion. However, the question as to whether such crystals
can be used as components of the piezoelectric com-
posites is still open.

The purpose of this study was to determine, within
the framework of a new model of the piezoelectric com-
1063-7850/03/2907- $24.00 © 20606
posite based on crystals I and II, the concentration
dependences of the effective electromechanical proper-
ties, find their maxima, and reveal the advantages of
these piezoelectric composites in comparison to well-
known materials.

In developing a new model of the piezoelectric com-
posite, we took into account the platelike shape of the
ferroelectric crystals [4], advantages of the layered
matrix [12], and some other peculiarities of microge-
ometry of the system. In the proposed piezoelectric
composite model possessing 0–0–2–2 connectivity in
terms of the Newnham classification [13] (Fig. 1), the
rods composed of the platelike (001)-oriented crystals I
and II penetrate through a matrix comprising alternat-
ing layers of the polymer components, vinylidene fluo-
ride–trifluoroethylene (VDF–TrFE, 75 : 25 mol %) (III)
and elastomer (IV). The interfaces between compo-
nents I–II and III–IV are parallel to the X1OX2 plane,
and the axes of the cartesian coordinate system X1X2X3
are parallel to the vectors of translation of the perovs-
Fig. 1. A schematic diagram showing the structure of a piezoelectric composite of the 0–0–2–2 type based on Pb(A1/3Nb2/3)O3–
PbTiO3 crystals (I, II) in a layered III–IV matrix (m is a volume fraction of the 2–2 I–II rods surrounded by the 2–2 III–IV matrix,
1 – m is the “pore” volume fraction). The insets (1) and (2) show elements of the rod and matrix structures, with mI and mIII being
the volume fractions of component I ion the rod and component III in the matrix, respectively.
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kite cells of crystals I and II: a(I) ⇑  a(II) || OX1,
b(I) ⇑  b(II) || OX2, and c(I) ⇑  c(II) || OX3. The rods have
square cross sections and their side faces are parallel to
the X1OX3 and X2OX3 planes. According to these char-
acteristics and experimental data [4, 5, 14, 15] on the
room-temperature electromechanical properties of
components, I–II–III–IV piezoelectric composites can
be described within the framework of the point symme-
try group mm2.

Averaging of the electromechanical parameters of
components I–IV is based on a modified matrix method
[16, 17] and is performed in three steps. In the first step,

the elastic compliances , piezoelectric coefficients

, and dielectric permittivities  are averaged
for n = I and II with respect to the volume concentra-
tion mI (Fig. 1) with allowance for the boundary con-
ditions [16] for the electric and magnetic fields for x3 =
const. In the second step, an analogous averaging with
respect to mIII is performed using the sets of electrome-
chanical constants for n = III and IV. Finally, the
obtained sets of electromechanical constants of the lay-
ered I–II rods and the III–IV matrix are averaged with
respect to m. The latter procedure differs from that
described previously [17] in that now we simulta-
neously take into account the boundary conditions for
x1 = const and x2 = const, i.e., on the side faces of
I−II rods (Fig. 1).

As a result of averaging, we obtain the concentration
dependences of the effective elastic compliances

(m, mI, mIII), piezoelectric coefficients (m, mI,

mIII), and dielectric permittivities (m, mI, mIII) of the
proposed piezoelectric composite. Using these depen-
dences, it is possible to calculate the parameters of
practical importance [12–15, 17–20], such as piezo-

electric coefficients  = / , hydrostatic piezo-

electric modulus  =  +  +  and piezoelec-

tric coefficient  = / , squared figures of merit

( )2 =  and ( )2 = , and hydrostatic
electromechanical coupling factor

(1)

An important feature of the proposed piezoelectric
composite is the nonmonotonic character of the con-
centration dependences of the effective parameters of
piezoelectric sensitivity ( ), hydrostatic piezoelectric

activity ( ), hydrostatic piezoelectric sensitivity ( ,

( )2), and the electromechanical conversion effi-

ciency  determined by formula (1).
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Figure 2 gives examples of the surfaces of local
maxima (X*)m = maxX*(m, mI, mIII) of the above
parameters determined for the fixed concentrations mI

and mIII . The proposed I–II–III–IV piezoelectric com-
posite of the 0–0–2–2 type exhibits the following
record values of the absolute maxima of the effective
electromechanical parameters: max( )m = (0.265,

0.01, 0.35) = 829 pC/N; max( )m = (0.008, 0.05,

0.25) = 805 mV m/N; max(  = ( )2(0.039, 0.03,

0.35) = 156 × 10–12 Pa–1; and max( )m = (0.069,

0.03, 0.51) = 0.534. Note that max( )m (Fig. 2a)

exceeds the experimental values of max  for the 1–3
type ferroelectric piezoceramic composites (FEPCs)
PZT-5A–epoxy resin type [19] and Pb(Zr,Ti)O3–III
[14] by a factor of approximately 7.5 and 5.9, respec-
tively. The value of max( )m (Fig. 2b) exceeds the

experimental values of max  calculated for the 1–3
type FEPC PZT-5A–IV [18] and the 2–2 type FEPC
Pb(Zr,Ti)O3–polymer [20] by a factor of approximately

5 and 2.5, respectively. The value of max(

(Fig. 2c) is more than three times that of max( )

 

2

 

calculated for the 1–2–2 type FEPC PKR-7M–IV–
araldite [12]. And max( )

 

m

 

 (Fig. 2d) is about 1.4 times

the value calculated for max  of the 1–0–1 type
FEPC PKR-7M–porous araldite [17].

The reasons for such large values of max(

 

X

 

*)

 

m

 

 are
related both to the high piezoelectric activity of compo-
nents of the I–II rods and to the layered structure of the
III–IV matrix possessing a low piezoelectric activity.
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surface 1) is 77 times that of . Apparently, such

large differences between max( )m and max( )m

reflect the influence of the layered structure of the
III−IV matrix on the piezoelectric sensitivity of the
composite.

It is important to note that the anisotropy factor
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0.25 and 0.35, respectively. This fact indicates that the
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mIII = 0.51. This fact eventually determines the position
of max( )m (Fig. 2d).

The results obtained within the framework of the
above model of the 0–0–2–2 type piezoelectric com-
posite show a large potential of platelike (001)-ori-
ented crystals of ferroelectric relaxors of the
Pb(A1/3Nb2/3)O3–PbTiO3 system, on the one hand, and
the layered structures (especially, of the III–IV type) on
the other hand. The relationship established between
the components of the elastic compliance tensor and the
positions of maxima of the effective hydrostatic param-
eters has to be taken into account in the search for high-
efficiency piezoelectric composites.
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Abstract—We have observed an anomalous magnetic hysteresis in polycrystalline (ceramic) and single crystal
(film) samples of La0.6Sr0.2Mn1.2O3 – δ manganites with a perovskite structure. The anomaly is explained by the
coexistence and interaction of two magnetic phases (ferromagnetic and antiferromagnetic) in these lanthanum-
containing manganites. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. Perovskitelike rare-earth manganites
of the R1 – xMxMnO3 type (R = La3+, Pr3+, Nd3+, etc.;
M = Sr2+, Ca2+, Ba2+) have been extensively studied in
recent years. This interest is related to the phenomenon
of colossal magnetoresistance observed in these sys-
tems. The research is aimed at explaining the nature of
this phenomenon and assessing the possibility of its
practical application [1–4].

Explanations of the colossal magnetoresistance
effect are based on various mechanisms, including the
double Zener exchange and the dynamic Jahn–Teller
effect [5, 6], and the notions about the state featuring
two magnetic phases typical of magnetic semiconduc-
tors [3].

Here we report on the results of investigation of the
magnetic state of La0.6Sr0.2Mn1.2O3 – δ manganites,
aimed at assessing the possibility of coexistence of var-
ious magnetic phases [7–12] and phase separation with
the formation of clusters [13, 14].

Methods of sample preparation and investiga-
tion. Manganites are complex metal oxides exhibiting
a unique combination and interplay of electronic, mag-
netic, and structural properties controlled by the chem-
ical composition and preparation technology.

The base composition represented a nonstoichiomet-
ric lanthanum strontium manganite La0.6Sr0.2Mn1.2O3 – δ
with a perovskite structure, possessing a high Curie
temperature (TC > 300 K). A special feature of our sam-
ples was an increased content of manganese whose ions
determine the magnetic and transport properties of
manganites [13, 14].

Polycrystalline samples were prepared using a stan-
dard ceramic technology using a mixture of La2O3,
SrCO3, and Mn3O4 powders (all of analytical purity
1063-7850/03/2907- $24.00 © 20610
grade). The synthesis was performed by annealing at
900°C for 20 h, after which the pressed pellets were sin-
tered at 1150°C for 21 h. Single crystal film samples
were prepared by means of laser deposition at 730°C
(without additional annealing) onto (100)-oriented
LaSrGaO4 single crystal substrate.

The magnetic properties were studied using a
vibrating sample magnetometer and a setup for induc-
tance–frequency measurements. The electric conduc-
tivity was determined by the conventional four-point-
probe technique. The X-ray diffraction measurements
were performed on a DRON-2 diffractometer.

Experimental results and discussion. According
to the X-ray diffraction data, the ceramic samples con-

tained a perovskitelike rhomohedrally distorted (R c)
phase with the lattice parameters a = 0.3893 nm, α =
90.44° and a small amount of γ- Mn2O3. The single
crystal film possessed a nearly cubic structure with the
lattice parameter a = 0.3845 nm.

The results of the magnetization measurements on a
vibrating sample magnetometer showed that the sam-
ples are typical magnetically soft ferromagnets exhibit-
ing saturation in a magnetic field of H ≈ 320 kA/m. The
specific saturation magnetization of the ceramic sam-
ples measured in a magnetic field of 540 kA/m at a tem-
perature of 77 and 290 K was 85 and 53 A m2/kg,
respectively, and the Curie temperature was TC = 348 K.
For the single crystal film, the saturation magnetization
was 16 kA/m.

The temperature dependence of the electric resis-
tance of a ceramic sample exhibited a maximum at
Tms = 348 K related to the semiconductor–metal transi-
tion in the region of TC. The magnetoresistance ∆R/R0 =
R0 – RH/R0 of the ceramic sample was 4.5–5% (R0 and

3
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RH are the sample resistance measured in the magnetic
fields H = 0 and 400 kA/m, respectively). The maxi-
mum magnetoresistance in a field of H = 400 kA/m was
observed 14 K below the Curie temperature. For the
single crystal film, the magnetoresistance amounted to
6–6.5% and the magnetoresistance peak was observed
at Tp = 255 K. The temperature dependence of the elec-
tric resistance of the film exhibited a maximum at Tms =
285 K. Thus, the semiconductor–metal transition tem-
perature in the ceramic is 63 K higher than that in the
film. This discrepancy in Tms values of the ceramic and
film is explained by their different nonstoichiometry
with respect to oxygen [15]: the oxygen content is
higher in slowly cooled ceramics than in the single
crystal film (not subjected to additional low-tempera-
ture annealing).

The results of inductance–frequency measure-
ments [16], previously employed for studying the mag-
netic properties of garnet ferrite films, revealed anoma-
lies on the magnetization curves of the manganite sam-
ples studied. The measurements were performed on
samples placed into a coil of the measuring oscillator
with a natural frequency of f = 5 MHz. Application of
the external magnetic field changes the magnetic state
of a ceramic or film sample and, hence, modifies the
inductance of the measuring coil and the resonance fre-
quency of the oscillator circuit.

Figures 1 and 2 present the plots of a change in the
resonance frequency (∆f) of the coil with a ceramic or
film sample versus the strength of an external quasis-
tatic magnetic field applied perpendicularly (H⊥ ) or
parallel (H||) to the sample plane; arrows indicate the
direction of variation of the magnetic field strength.
The measurements were performed at room tempera-
ture (T = 290 K). Since the resonance frequency shift is
proportional to the sample magnetization (∆f ∝  ∆M) or
a change in the energy of a magnet in the applied mag-
netic field, the shape of the function ∆f = f(H) is equiv-
alent to the behavior of the magnetization M = f(H).

As can be seen in Fig. 1, the upper parts of the ∆f
curves of the ceramic sample exhibit a “normal” hyster-
esis characteristic of a magnetically soft material,
whereby the magnetization branch lies below the
demagnetization branch. The lower (low-field) parts of
the ∆f curves reveal an “anomalous” hysteresis behav-
ior: the demagnetization branch occurs above the mag-
netization branch, so that the minimum energy of the
magnet is attained in a field of the same sign.

Figure 2, which shows analogous curves for a single
crystal film of La0.6Sr0.2Mn1.2O3 manganite, reveals a
significant difference in behavior of the sample magne-
tization in the external field oriented parallel and per-
pendicularly to the film plane. When the applied field is
parallel to the sample surface (H||), the material is satu-
rated in a relatively small field and exhibits no hystere-
sis. In the magnetic field perpendicular to the sample
surface (H⊥ ), the sample magnetization is almost
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      200
unchanged up to a field strength of about 144 kA/m,
after which the film is rapidly magnetized to saturation.
As can be seen from Fig. 2, the film sample magnetized
and demagnetized at room temperature (T = 290 K)
exhibits virtually no normal hysteresis component and
shows only the anomalous behavior, whereby the mag-
netization branch passes below the demagnetization
branch and the minimum energy of the magnet is
attained in a field of the same sign.

An analysis of the experimental data suggests that
the manganite samples may contain magnetic inhomo-
geneities behaving as magnetic phases with different
magnetization directions, which can be responsible for
the normal and anomalous hysteresis. A possible mech-
anism explaining this behavior is the interaction
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(exchange anisotropy) between the ferromagnetic and
antiferromagnetic phases. The exchange anisotropy in a
boundary region between the two phases leads to a shift
of the hysteresis loop during the low-temperature mag-
netization of such materials [9, 17].

The aforementioned interaction accounts for the
anomalous hysteresis and explains the results of room-
temperature observations. It should be noted that the
anomalous hysteresis was maximal in the samples mag-
netized to saturation. Some samples of different com-
positions, as well as in the ceramic samples of the same
composition synthesized at 900°C but not annealed at
1150°C, exhibited only the normal hysteresis, which is
probably explained by the lack of ordering in the anti-
ferromagnetic phase. The antiferromagnetic phase can
be represented by clusters in ferromagnetic grains
and/or grain boundaries. In addition, it should be men-
tioned that the film samples of manganites may contain
magnetoelectrically “dead” layers [18] and may pos-
sess a block structure [19].

Conclusions. We have discovered an anomalous
magnetic hysteresis in the initial parts of the magneti-
zation curves of ceramic and film samples of nonsto-
ichiometric La0.6Sr0.2Mn1.2O3 – δ manganites. This
anomalous behavior is explained by a mechanism
related to the coexistence and interaction of ferromag-
netic and antiferromagnetic phases and/or clusters. The
effect probably represents a manifestation of different
magnetic susceptibilities of the ferromagnetic and
“tilted” magnetic phases under the action of an external
magnetic field.
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Abstract—The necessity of taking into account the Barnett correction to the gas distribution function in
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The construction of exact analytical solutions of
inhomogeneous model equations in boundary-value
problems of the kinetic theory of rarefied gases, related
to the description of curvilinear surfaces streamlined by
a rarefied gas flow with inhomogeneous temperature
and mass flow velocity distributions, was considered
in [1–8]. Using exact analytical methods, these investi-
gations refined the values of some coefficients previ-
ously obtained within the framework of approximate
methods [9–11]. At the same time, the question as to
how the solutions obtained in [1–8] can be related to the
original results of Sone and Aoki [12, 13] is still open.
Below we will analyze this problem in some detail.

Consider a solid spherical surface streamlined by a
steady flow of a rarefied gas. Let a boundary condition
on the surface correspond to the model of diffuse reflec-
tion. Introduce a spherical coordinate system with the
origin coinciding with a particle center and the polar
axis directed along the mass velocity vector at a point
far from the solid surface. In this coordinate system, the
Boltzmann kinetic equation with a linearized collision
operator in the form of the Bhatnagar–Gross–Kruck
(BGK) model can be written as follows:

Here, β–1/2C is the dimensional velocity of gas mole-
cules; Lr is the dimensional radius vector; L is a char-
acteristic size of the streamlined body (for a sphere L
coincides with the radius); f 0(r, C) = (β/π)3/2exp(–C2) is
the absolute Maxwellian, β = m/2kBT0; kB is the Boltz-
mann constant; m is the molecular mass of the gas; k =

Cr
∂f
∂r
----- 1

r
--- Cθ

∂f
∂θ
------

Cϕ

θsin
----------- ∂f

∂ϕ
------ Cθ

2 Cϕ
2+( ) ∂f

∂Cr

---------+ ++

+ Cϕ
2 θcot CrCθ–( ) ∂f

∂Cθ
--------- CϕCθ θcot CrCϕ+( ) ∂f

∂Cϕ
---------–

=  k 1– f 0 r C,( ) K C C',( ) f r C',( ) C'd∫∫∫ f r C,( )–[ ] .
1063-7850/03/2907- $24.00 © 20613
2π–1/2Kn; Kn = l/L is the Knudsen number; l is the mean
free path of the gas molecules; ν = l(2kT/πm)1/2 is the
kinematic gas viscosity; and f(r, C) is the distribution
function of the gas molecules with respect to coordi-
nates and velocities, and

Assuming that the deviation of the state of the rar-
efied gas from equilibrium is small, let us linearize
f(r, C) relative to the absolute Maxwellian:

Here, the function Ψ(r, C) obeys the equation

(1)

Taking into account that the ratio of the right-hand
part of Eq. (1) to the left-hand part of this equation is on
the order of Kn–1, a solution for the gas bulk can be con-
structed by the iterative method. Presenting Ψ(r, C) in
the form 

(2)

substituting this expression into Eq. (1), and equating
the coefficients at the same powers of k, we obtain the
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following relations:

(3)

(4)

Relations (2)–(4) determine a solution to Eq. (1) in
the Barnett approximation:

The obtained distribution function satisfies Eq. (1),
but it does not obey the boundary condition on the
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spherical surface. In order to meet this condition, let us
represent the distribution function as

where Y(r, C) describes deviation of the distribution
function in the Knudsen layer (a thin boundary layer of
the gas immediately adjacent to the streamlined sur-
face, with a thickness equal to the mean free path of the
gas molecules) from the distribution function in the gas
bulk. In order to determine the deviation function, let us
pass to a new gage in the configuration space and intro-
duce a dimensionless coordinate so that the dimen-

sional radius vector is (2/ )lr, where l is the mean
free path of the gas molecules (the new dimensionless
coordinate is denoted again by r). In these notations,
the inverse dimensionless radius of the sphere is R–1 =
2π–1/2Kn = k and the function Y(r, C) obeys the equation

Expanding Y(r, C) into series with respect to k,

and taking into account the diffuse character of the gas–
surface interaction, we obtain

In the sliding problems (µ = Cr) [2]:

where gj(Cθ, Cϕ) forms together with Cθ a complete set of
orthogonal polynomials (in terms of the scalar product).

Using the results obtained in [2, 5], the calculation
of the velocity of rarefied gas sliding on the spherical
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surface can be reduced to solving the system of equa-
tions

with the boundary conditions

Taking into account the results obtained in [2, 5, 6],

the expressions for  and  are obtained from the
conditions

, (5)

(6)

The last three terms in Eq. (6) were obtained in
descriptions of the second-order slip [6] and the effect
of the surface curvature on the thermal [2] and isother-
mal [5] slippage coefficients; a(µ) are the coefficients in
the expansion of a solution to the problem of isothermal
slip along the flat solid surface with respect to the vec-
tors of continuous spectrum [5]; Qn are the Loyalka
integrals [14]; CT = 1.30272 is the temperature jump
coefficient; Cn = –0.55844 is the coefficient determined
in the description of the temperature jump, based on the
condition that the interface is impermeable for the gas
molecules.
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Calculating the integrals in relations (5) and (6) and
accomplishing the necessary transformations, we
obtain

(7)

where it was taken into account that [5, 14]

Analogous expressions in [13] were written as fol-
lows:

Thus, the results obtained in this study fully coincide
with the analogous results of Sone and Aoki [12, 13]. If
the linearization of the distribution function f(r, C) is
restricted to the Chapman–Enskog approximation with
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neglect of the term ψB(r, C) in Eq. (2) (as was done

in [9–11]), the expression for  takes the form

Thus, the expression for  obtained in this
approach to linearization of the distribution function
significantly differs from the result obtained in [12, 13].

Conclusions. An analysis of the description of a
solid spherical surface streamlined by a rarefied gas
shows that the results obtained in [1–8] with allowance
of the Barnett correction to the gas distribution function
coincide with the results obtained in [12, 13]. All coef-
ficients describing the influence of the surface curva-
ture on the velocity of gas sliding, except the coefficient
at the mixed second-order derivative of the temperature
perturbation, are expressed through the first two Loy-
alka integrals.

REFERENCES
1. A. V. Latyshev, V. N. Popov, and A. A. Yushkanov,

Pis’ma Zh. Tekh. Fiz. 28 (5), 70 (2002) [Tech. Phys.
Lett. 28, 204 (2002)].

Uθ
2( )

Uθ
2( ) βR'

∂τ 0( )

∂θ
-----------– βR βB–[ ] ∂2τ 0( )

∂r∂θ
-------------+=

=  0.5338
∂τ 0( )

∂θ
-----------– 0.7745

∂2τ 0( )

∂r∂θ
-------------,–

βR 0.5380503, βR' 0.5338,= =

βB 1.3126.=

Uθ
2( )
T

2. A. V. Latyshev, V. N. Popov, and A. A. Yushkanov, Sib.
Zh. Industr. Mat. 5 (3), 103 (2002).

3. A. V. Latyshev, V. N. Popov, and A. A. Yushkanov, Inzh.-
Fiz. Zh. 75 (3), 104 (2002).

4. V. N. Popov, Zh. Tekh. Fiz. 72 (10), 15 (2002) [Tech.
Phys. 47, 1219 (2002)].

5. V. N. Popov, Inzh.-Fiz. Zh. 75 (3), 107 (2002).
6. V. N. Popov, Pis’ma Zh. Tekh. Fiz. 28 (19), 10 (2002)

[Tech. Phys. Lett. 28, 800 (2002)].
7. V. N. Popov, Prikl. Mekh. Tekh. Fiz., No. 5, 105 (2002).
8. V. N. Popov, Pis’ma Zh. Tekh. Fiz. 29 (3), 33 (2003)

[Tech. Phys. Lett. 29, 99 (2003)].
9. Yu. I. Yalamov, A. B. Poddoskin, and A. A. Yushkanov,

Dokl. Akad. Nauk SSSR 254, 343 (1980) [Sov. Phys.
Dokl. 25, 734 (1980)].

10. A. B. Poddoskin, A. A. Yushkanov, and Yu. I. Yalamov,
Zh. Tekh. Fiz. 50 (1), 158 (1980) [Sov. Phys. Tech. Phys.
25, 92 (1980)].

11. A. B. Poddoskin, A. A. Yushkanov, and Yu. I. Yalamov,
Zh. Tekh. Fiz. 52, 2253 (1982) [Sov. Phys. Tech. Phys.
27, 1383 (1982)].

12. Y. Sone, Rarefied Gas Dynamics (Academic, New York,
1969), Vol. 1, pp. 243–253.

13. Y. Sone and K. Aoki, in Rarefied Gas Dynamics, Vol. 51
of AIAA Progress in Astronautics and Aeronautics, Ed.
by J. L. Potter (American Institute of Aeronautics and
Astronautics, New York, 1977), Part 1, pp. 417–433.

14. S. K. Loyalka, Transp. Theory Stat. Phys. 4, 55 (1975).

Translated by P. Pozdeev
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 7      2003


	529_1.pdf
	533_1.pdf
	537_1.pdf
	540_1.pdf
	542_1.pdf
	544_1.pdf
	547_1.pdf
	550_1.pdf
	554_1.pdf
	557_1.pdf
	560_1.pdf
	563_1.pdf
	566_1.pdf
	569_1.pdf
	572_1.pdf
	575_1.pdf
	578_1.pdf
	582_1.pdf
	586_1.pdf
	589_1.pdf
	592_1.pdf
	594_1.pdf
	598_1.pdf
	602_1.pdf
	606_1.pdf
	610_1.pdf
	613_1.pdf

