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1. The brane approach to the SUSY gauge theories in different dimensions seems to
be the most promising tool to capture their nonperturbative features. It is believed that all
universal characteristics of the vacuum sector can be seen in terms of the brane picture.
Recently a proper brane configuration was found in‘l&dM theory? for the theories
with N=1 supersymmetry. The configuration for the pure gauge theory suggested in
Ref. 1 involves NS5 and D4 branes which when liftedvtdheory are identified with the
single M5 brane wrapped around a Riemann surface embedded into the three-
dimensional complex space.

It is known that a gluino condensate develop®Nin 1 SQCD, and the properties of
the vacuum sector are governed by superpotentials generated in different ways depending
on the relation betweeN; andN.. The gluino condensate is indicative of chiral sym-
metry breaking, so its derivation in the MQCD framework is very important. It was found
that superpotentials can be calculatedMntheory?* moreover, it turns out that the
superpotential can be attributed to the 5-brane instaritbi@eneral considerations of
chirality in the brane approach indicate that at least in some situations it depends only on
the local properties of the brane configuratioh.was also founf that the algebra of
N=1 SUSY implies the existence of a domain wall between spatial regions with differ-
ent phases of the gluino condensate.

In this note we consider the Banks—Casher reldtietating the properties of the
Dirac operator eigenvalues in the instanton ensemble background with the value of the
vacuum fermion condensate. This relation has been known for some time in QCD, where
fermions in the fundamental representation condense in the vacuum. Generalization to the
adjoint fermions relevant for the supersymmetric theory as well as additional sum rules
for the spectral density of the Dirac operator have been discovered in Ref. 10. Spectral
density is a universal characteristic of the low-energy sector of the theory, so one expects
that it can also be treated in brane terms. Note that the universal behavior of the spectral
density admits a matrix model approach for the investigation of its propéstesRef. 11
for a review, which successfully describes key features of the spectrum. Below we
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suggest an interpretation of a Banks—Casher relation in terms of M5 brane world volume
and discuss the possible role of the Dirac operator eigenvalue as one of the dimensions
involved in the brane picture.

2. Let us recall the main facts about the spectrum of the Dirac operator in QCD. One

is concerned with eigenvalues of the operddoF =\, and the density of the eigen-
valuesp(\) provides the order parameter in the low-energy sector. Namely, due to the
Casher—Banks relatidrior the fundamental fermions

_ )
<qqu>=—7p(0)=—Jp()3 , D

the density at origin can be considered as the derivative of the partition function with
respect to the massp(0)=—dInZ/dm at m=0. More generally, there is an infinite
tower of sum rules for the inverse powers of the eigenvalfiés:, instance

1\ (vw)v)?
<2 E> TaleNg @

where the averaging with the spectral density is implMéds the four-dimensional Eu-
clidean volume, and is the topological charge of the gauge field configuration. The sum
rules probe the structure of the smallregion of the spectrum.

Another approach to the same object comes from the representation of the partition
function as the path integral averaged fermion determinant

Z(m)=(Det(iD —m)). 3

The averaging can be replaced by integration over the instanton moduli space, which due
to the ADHM description, is modeled by the proper matrix mddein this way of
reasoning it is possible to derive the eigenvalue distribution itself. Actually the determi-
nant can be considered as the observable in the theory dealing with the instanton moduli
space. It is generally believed that the spectrum in the QCD instanton vacuum acquires a
band structure due to delocalization of the zero mode on the single instanton in the
instanton ensemble. It is assumed that zero eigenvalue lies in the allowed band, providing
the chiral symmetry breaking.

A little bit different way to capture the fermion condensate is to consider the analytic
properties of the resolvent of the Dirac operator considered on the complex mass plane

1
G(z)=<TriD_Z>. (4)

The Riemann surface d@&(z) has the cut along the imaginary axis, which is in one-to-
one correspondence with the presence of the condensate.

3. Let us now proceed to the supersymmetric case. To start, note that we are now
considering the condensate of gluinos—fermions in the adjoint representation. Banks—
Casher relation for the adjoint fermions holds ttfiep the issue of the derivation of the
gluino condensate via the spectral density is well defined.
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We would like to obtain the brane interpretation of the Banks—Casher relation as
well as some features of the spectral density. Mi¢heory picture amounts to thd
=2 SUSY gauge theory on the world volume of tHetheory fivebrane wrapped around
the surface®'? (see also Ref. 13

t>—P,(v)t+1=0. )

In what follows we would like to present arguments thatan be identified with the
eigenvalue of the four-dimensional Dirac operator. To treatNkel theory we should
proceed in two steps. First, we have to shrink all monopole cycles on the stiface
reducing the curve to

o[V 2 Y
y = Z_l anl(v)i y:t_t ’ (6)

whereQ,, are the Chebyshev polynomials. Then one performs a ‘“rotation” which em-
beds the new curve into three-dimensional complex space. The resulting rational curve
has the form

v=t",  vw=4, (7

whered can be identified with the gluino condensate in Refs. 2 and 3. We would like to
consider the equation

(£6)= J wdv, (8

where¢ is the gluino field, as a Banks—Casher relation. Since in the IIA language D4
branes are located between two NS5 branes, this identification implies that the conden-
sate develops purely due to the presence of one NS5 brane Gt

Let us comment on the interpretation of thew, andt variables in the field theory
framework. In the theory wittN=4 supersymmetry it is straightforward to identify six
dimensions with the zero modes of three complex scalar fields. If one Meafstheo-
ries starting from softly brokeN=4 theories, then the trace from two complex dimen-
sions corresponding to the massive scalar fields survives due to the dimensional trans-
mutation. We conjectured a quite different interpretatioNia 1 theory, assuming that
is the eigenvalue of the Dirac operator. Therefore the coordinataadt have to be
considered as the eigenvalues of operators commuting with the Dirac operator and can
therefore be associated with the global symmetries.

Let us compare our interpretation Nf=1 theory withN=2 theory and show that
there is qualitative agreement with the standard treatment of these theories. We will use
arguments coming from an approach based on the relatioN=02 theories to the
integrable system¥'

In the 1A picture theN=2 theory lives on the world volume &, D4 branes with
finite extent in thexs dimensiont? Parallel NS5 branes are located x¢=0 and
xs=1s/9%gs Wheregs and| are the IIA string coupling and length respectively. It was
argued in Refs. 15 and 16 that integrable structure behind the solution of the theory
implies that there aré\, DO branes living on D4, one per each, whose equilibrium
positions are

Xex=Kls/Ncg?. 9
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When lifted to theM theory, the DO branes represent the linear bundle on the spectral
curve of the integrable system, which has been identified with the Riemann siirface
which the M5 brane is wrapped around. The linear bundle yields half of the phase space
of the integrable system, and the fluctuations of interacting DO branes around these points
define a Toda dynamics which linearizes on the Jacobian of the spectral curve. These
branes can be treated as the point-like Abelian instantons in the four-dimensional theory,
and their possible role was discussed in Refs. 16—18.

Let us now discuss fermions on the M5 world volume. Consider the zero mode of
the six-dimensional Dirac operat@r, which we decompose as

D=D*+d>, (10

whered> denotes the Dirac operator on the spectral curve. We decompose the fermion
wave function after IIA projection as

qf(x,xﬁ):; W, (X)D(Nn,\), (12)

where Xx=(Xg,X1,X2,X3), andn denotes the sites where tli20’'s are localized. We
conjecture thatb (n,\) is just the Baker function for the Lax equation in the Toda system
if the eigenvalue of the four-dimensional Dirac operdddris equal tox. Baker fermions

in the Toda system havk as the Fermi surface.

In IIA projection one has the fermion zero modes localized>d¥is so it is natural
to consider the fermion wave functieh(n,\) with discreten. Fermion zero modes on
the nearesD4’s overlap, and the Dirac operator alorgacquires the discrete form

Ch®po1+PnPntCry1Ppi1=APy, Cn=€XP(Xnt+1—Xn), (12

wherex; is the position of théth DO brane along th&g direction and coincides with the
familiar expression for the Lax equation in the Toda system in th& Zepresentation.

Let us emphasize that the Hitchin-like dynamical system involixybranes can-
not be seen at the classical level and has to be regarded as a quantum or quasiclassical
effect. The phase space of the relevant Hitchin system is the hygd#eikaanifold and
can be interpreted as a hidden Higgs branch of the moduli spade-ia theories. The
very role of the integrability is to restritd, KK modes in theM-theory picture to thé15
brane world volume. Comparing expressions for the condensat¢=d theory, we
expect the identification

w(:;)dm@dx. (13

It is worth remarking on the corresponding deformation of the integrable system. At
the first step we should fix all integrals of motion in the Toda system and then perturb it
by the mass term. It is not clear at the moment if some integrable dynamics survives, but
the potential degrees of freedom, namely @’s, still play an important role in the
generation of the superpotentidlTherefore one has the proper candidates for the phase
space-rational spectral curve which tM5 brane is wrapped around, and the linear
bundle on it.
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4. Some insights come from the analogy with the discrete Peierls mMbdglich is
relevant for the description of one-dimensional superconductivity. The model is defined
as follows: There is a periodic one-dimensional crystal Wthsites and fermions inter-
acting with phonon degrees of freedom. It is assumed that fermions are strongly coupled
to the lattice and can jump only between nearest sites. This system is described by the
periodic Toda latticé! where the Toda Lax operator serves as the Hamiltonian for the
fermions and the Toda degrees of freedom derive from the phonons.

The spectral curve for the Toda system coincides with the dispersion relation of the
fermions, and the Lax equation coincides with the Sdhger equation. The initial
condition for the Toda evolution is chosen dynamically to minimize the total energy of
fermions and phonons, and it appears that the generic curve degenerates tb-=tize
curve” with all monopole cycles vanishing. This resembles the first step towards the
N=1 theory. Fermions develop a mass gap, and the analog of the chiral invariance
known in the model is broken dynamically due to the nontrivial band around zero energy.
This yields a dynamical scenario which resembles the one iiNth& theory.

To conclude, we have considered the possible meaning of the Banks—Casher rela-
tion in the MQCD framework. We have obtained a qualitative picture explaining the
nonvanishing spectral density of the Dirac operator at the origin and have discussed the
geometrical meaning of the eigenvalues themselves. We have conjectured that six dimen-
sions involved in the brane configuration fir=1 theory admit interpretation as the
Dirac operator eigenvalue and eigenvalues of the two global symmetry generators. Cer-
tainly more quantitative analysis is required to confirm the picture suggested.

We would like to thank H. Leutwyler, A. Mironov, A. Morozov and A. Smilga for
helpful discussions. This work was supported in part by grants CRDF-RP2-132, INTAS
96-482, and RFFR-97-02-16131.
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The spectral structure of the wing of the Rayleigh line in ice, ordinary
water (H,0), and heavy watefD,0) is recorded in the frequency
range 0—50 cm® by means of four-photon polarization spectroscopy.
It is shown that this structure can be explained by the collective rota-
tional motion of molecules in cells determined by the structure of hex-
agonal ice. ©1999 American Institute of Physics.
[S0021-364(99)00301-1

PACS numbers: 61.25.Em, 33.20.Sn

The investigation of the spectra of low-frequency rotational motions in associated
liquids, specifically, water and aqueous solutions, yields information about the structure,
degree of orientational order, and lifetimes of clusters. However, in spontaneous light
scattering spectroscopy one cannot observe any structure in the wing of the Rayleigh line
at frequency detunings greater than 0.5 énbecause of the low signal/noise ratio. For
this reason, we took on the task of investigating experimentally the structure of the wing
of the Rayleigh line in ice, water, and heavy water over a wide spectral range by means
of four-photon polarization spectroscopy.

The experimental arrangement is presented in Ref. 1. The four-photon spectrum of
ice in the frequency range 20 cm ! to +7 cm ! is displayed in Fig. 1. The spectrum
is seen to have a complicated structure, which can be explained using a model of the
formation and migration of orientational defects in fc&@he model is based on the
assumption that the reorientation of O—H dipoles occurs as a result of proton migration
along a chain of hydrogen bonds. The orientational defect is defined as a collection of
O-H bonds that consists of a collective associate in which the reorientation of O—H
dipoles occurs coherentfy® Given the maximum moment of inertia of a water molecule
(2.94x 10" 4% g-cn?) and the fact that the frequency of the rotational mode of a water
molecule can be expressed(@se Refs. 7 and)8

_h
~ Acl,

Vi
(wherec is the speed of light anlj are the principal moments of inertia of the molegule

one can calculate the minimum frequency of the rotational mode of a water molecule as
9.52 cm L. Taking into account that a cell in hexagonal ice consists of eight molecules

0021-3640/99/69(1)/4/$15.00 11 © 1999 American Institute of Physics
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FIG. 1. Low-frequency four-photon spectrum of ice Ih. The arrows mark the principal resonance frequencies.

and using the results of Ref. 2, one can show that the minimum libration frequency in
such a cell should be-1.2 cm! (Ref. 2. As one can see from Figs. 1 and 2, these
resonances both appear in the spectra of ice and waigr 2). The calculations per-
formed using the two other principal moments of inertia (X4® “°g-cn?, 1.02

X 10”4 g-cn?) showed that the corresponding orientational resonafwitis frequen-

cies 14.52 cm! and 27.5cm?) are also present in the spectra of ice and water. To
calculate the frequencies of other rotational modes of a free water molecule, various
combinations of the three principal moments of inertia,; /1/1,, 11+ 1/, 1/,
+1/13, and 11+ 1/1,+ 1/1 3, must be substituted into E€1).2 A calculation showed that

the spectra of ice and ordinary waf@tigs. 1 and 2 possess peaks that correspond to the
librations of free molecule9.5, 14.6, 27.4, 24.1, 37, 42.3, 51.6 ¢l and complexes
consisting of two(7.3, 8.12 cm?), three(12.3, 14.1, 17.2 cmY), four (6, 9.25, 10.6,
12.9 cm ), six (1.6, 4.6, and 8.6 cimt), and eight(1.2, 1.8, 3, 3.6 cm*) molecules.

Using the computed frequencies we performed a model calculation of the four-
photon spectrum of water. The results, together with the experimental spectrum, are
displayed in the inset in Fig. 2. It is evident from Fig. 2 that the experimental and
computed spectra agree quite well with one another. Therefore it can be inferred that the
structure of the wing of the Rayleigh line in the experimental range of frequency detun-
ings is due to the coherent reorientations of molecules in the cells determined by the
structure of hexagonal ice.

To check these assumptions, similar experiments were performed with heavy
water, whose principal molecular moments of inertia are 8.87 “°g.cn?,
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3.83x 10 g-cn?, and 1.84 10 4% g-cn? (Ref. 9. The corresponding values of the
rotational frequencies of J® molecules(4.94, 7.3, 15.2, 12.23, 22.58, 20.14, and
27.45 cm 1) can be calculated as was done for th@OHnolecule. The experimental and
computed four-photon spectra of heavy water are displayed in Fig. 3. It is evident from
this figure that the computed and experimental values of the resonance frequencies also
agree well with one another.

In summary, we were able to observe the structure of the wing of the Rayleigh line
in ice, ordinary water, and heavy water in the frequency range 0—50 iy means of
four-photon polarization spectroscopy. Such a structure has not been previously detected
by other methods. The observed structure in the spectra of ig@, Bnd DO can be
explained by the collective rotational motion of water molecules in cells determined by
the structure of hexagonal ice.

This work was supported by the Russian Fund for Fundamental Resgarahts
Nos. 96-02-16533 and 98-02-16Q74nd the Russian Federal Programs “Fundamental
Spectroscopy” and “Fundamental Metrology.”
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A new effect — the splitting of the tipgbranching of a microwave
streamer arising from a pre-existing dense plasma cloud in an above-
threshold electric field — is obtained numerically on the basis of a
planar two-dimensional model. The causes of this phenomenon and the
factors suppressing it are found. An expression is obtained for the value
of the cloud radius above which branching occurs. 1899 American
Institute of Physics.S0021-364(109)00401-6

PACS numbers: 52.80.Tn, 51.50¢

Theoretical investigations of microwave streamers arising near a discrete, extremely
small center of ionization, for example, a single electron, in an above-breakdown field
have thus far focused only on the main characteristics — the plasma density in the
channel, the amplitude of the field in the channel and at the tips, the elongation and
expansion rates, and the width of the ionization wave front propagating along the electric
field.1 > As a result, a definite picture has been constructed of the streamer shape and the
dynamics of these characteristics both in the preskae absencé of the photoplasma
produced in front of the tips; an investigation of the electrodynamic stage of the process
has been initiated;and, a semianalytical model describing the electrostatic stage of the
evolution of a streamer has been constructed using a system of plasma chemical
reactions' How will this picture change if the “seed” employed is a dense plasma cloud
produced by an external source, with a density profile differing strongly from the density
profile that is formed by the time that the avalanche—streamer transition commences in
the case with a discrete ionization center? In this letter we attempt to answer this ques-
tion.

Formulation of the problem

Let a plasma cloudplasmoid be located at an antinode of a standing electromag-
netic plane wave with componens andE, . Let the radius of the cloud b, and let
the cloud be infinitely long and uniform along tkzeaxis. The initial dimensions of the
plasmoid satisfy the conditickr,<<1, wherek= w/c andw is the microwave frequency.
The amplitudeE,, of the electric field at the antinode is greater than the breakdown value.

The numerical calculations were performed on the basis of a system of equations for
the slowly time-varying §;<w) complex amplitudes and a model electron-balance
equation:

0021-3640/99/69(1)/5/$15.00 15 © 1999 American Institute of Physics
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1 1 i i
(9xzz9x+z9yzt9y+1 BZZO, Exzzasz, Ey:_E&xBZ! (1)

[0—|E[#=D(d+d5,)In=0,

where
9e= 3l 9E;
vivt, kX, Ky, B,/Ey, Ex,/Ey, ning—1t, X, y, B,, Eyxy, M
e=1-n(1-iv); v=v./w>1; ncrzm(w2+v§)/4we2; D=D k% vy ;

viv(er) is the ionization frequency in the fieH,,, v, is the transport collision fre-
quency of the electrons, arld, is the ambipolar diffusion coefficient. The boundary
conditions are the Sommerfeld radiation conditions. We underscore that only the terms
that are primarily responsible for the branching effect are retained in the electron balance
equation. The numerical algorithm used to solve @4.is described in detail in Ref. 2.

Anticipating the results, we shall say that streamer branching depends strongly on
the plasma density distribution in the initial plasma cloud. For this reason, to avoid
overburdening this letter, we shall present only the results obtained for the simplest case,
taking as the initial profile

2

| =N ( 0
O(ny) c0 r
0, rZr( ’

wherer?=x2+y? gq=1. The indexc indicates everywhere in this letter that the param-
eter so labeled refers to the poit, 0). One can switch from a gently sloping density
profile to the almost uniform density by increasing the paramgter

Results of numerical simulation

For fixed values of the parametels n.y,q, and B3, the streamer can assume dif-
ferent forms in the course of its evolution, depending on the initial radyislf
ro<Ry(1—45_) (6_<1; the radiusR, is discussed below the streamer propagates
along they axis as a unit which looks like an ellipse in they cross section. If
ro>Ry(1+6.)(5,<1), each streamer tifin what follows, we shall talk only about one
of two tips arranged symmetrically relative to tkexis) splits into two(or more parts
arranged symmetrically relative to tgeaxis. This result is demonstrated in Fig(vthere
on account of the symmetry of the problem, only half of a streamer is shamhich
shows isolines of the electron densityx,y,t;)/n,= const f,,=maxn(x,y,t;)) at the
time t;=4.9 in the case,=1.5x10 2, n,=2x10"2, q=4, D-Ef=2x10"%, and
B=5. In the narrow transition regiod_+ &, , asr, decreases, the branches approach
one another and merge =R, into a single, onion-shaped tip.

The generalfor anyr) characteristic features of the initial stage of the evolution of
a streamer, during which=1,/1,<1.5 (I, andl, are the length and width, measured
at the 0.h,, level), are as follows. In a timd, the electric field at the center,
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FIG. 1. Isolines of the plasma electron density normalized to the maximum (alaead isoline of the modulus
of the normalized electric fieltb) for rq=1.5X10"2, ny=2x10"2, q=4, D-Ef=2%X10"%, B=5 attime
t=4.9.

E.=(1+ih) Yh=0./(L+1), L=I1y/ly,0.=vn;), reaches a quasistationary value,
and the initial plasma density profile changes appreciably, becoming flatter or steeper
depending on the value of the paramedeiThis results in the formation of longitudinal

and transverse fronts, whose velocities can be described by the expressions

uy=2s,\D[E,[* and u,=2sD[E]?, ©

wheres,=1.5, s,=1, and|E,,| is the maximum amplitude of the field at a tip. At this
stage the dynamics of the main characteristigs |E¢|, and|E,,| and, together with
them, the velocities, andu, are determined mainly by the parameteand depend only
weakly onr .

The differences in the shapes of streamers with large and small initial radii become
clear by the end of the initial stage. The density maxima move away from the(poibjt
into the region near the tips, settling either on yhaxis (in this case, the density profile
n(0,y,t) is dumbbell-shapedor somewhere near theaxis (N,(—X,y)=nn(X,y)). We
note that the longitudinal effe¢tlisplacement of the density maxima along ytexis) has
been observedsee Refs. 1 and)dn a numerical simulation of a microwave streamer
developing from a discrete ionization center. As far as we know, the transverse splitting
of a streamer tip has not been previously reported.

When transverse zones where the density is high appear, the maxima of the field
amplitude move into them. This is demonstrated in Fig. 1b, where the isolines
|E(x,y)|=const are displayed.

Thus side branches, which overtake the central part, form at the tip of a streamer, if
the front is sufficiently steep. These branch streamers propagate parallel to the external
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electric field, and their length and the field amplitude at their tips gradually increase. In
the present work we confined our attention only to a quite short stage in the development
of the type of microwave discharge describégk(3r,), but this scenario apparently can
also take place at later times.

Branching mechanism. Estimate of the transition radius Ry -

Since the amplitude of the field inside a plasmoid with diffuse boundaries increases
from the center toward the periphery and, conversely, the electron density decreases,
zones of accelerated ionization of the gas will arise in an above-breakdown field right
from the very beginning of the evolution of an initiated discharge. Conditions for the
nucleation of local regions with elevated plasma density are produced precisely at these
locations. Since these loacl regions comprise a small fraction of the total volume of the
plasmoid, the amplitude of the field in them, being an integral characteristic of the charge
density, is insensitive to local density variations. Therefore plasma production continues
until the streamer has grown appreciably in siz€t)=ry+uyt, I,(t)=ro+u,t, i.e., as
long as

ro>Uyty  (Uyty=28,ty/D|Ey|P> D), (4)

whereu,>u,, t,>1 is the time of the onset of branching, plasma production continues.

A number of factors impede the formation of zones of elevated plasma density. The
main ones are diffusion, which smooths density perturbations, and an increase in the
velocitiesu, and u, (mainly, of courseu,). To determine the role of diffusion in the
branching mechanism, the results of calculations with and without diffusion were com-
pared at the same small valug<R;. It turned out that forD=0 (in contrast to
D #0), the side density maxima arise after a short period of time.

When a local density humpn>0 arises on the profila(x,y) near some point, the
plasma production rate at this point will change by an amount of the ordén@f
—D/A?), where i is the response of this rate to the disturbadoe which depends
strongly on the field amplitude, and is the characteristic size of the perturbation,
A<rq. To obtain a rough estimate @&, , for us it is not the value of the response
function that is important but rather the fact that this function, together with the field
amplitude, depends mainly on the ratio of the streamer length to the streamer width and
is insensitive to the variation in,. For this reason, the sign of the expression in paren-
theses is determined by the diffusion length, i.e., ultimately by the initial ragiuBor
>0 andr,> D, this sign is positive, and the perturbation grows.

The final result is the following expression for the radRis at which a transition
occurs from one streamer shape to another:

Rtr:f(nC01q1ﬁ)\/51 (5)

wheref>1 is a form factor, which is established on the basis of numerical calculations.

It follows from Eq. (5) that the transition radius depends strongly on the amplitude
of the external fieldit is inversely proportional tcE@’z) and that it increases with the
ambipolar diffusion coefficientas \D,). The simulation gave the following results.
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1. The valueqy=10, 5, 2.5, and 1 correspond fB3="5,n,o=2x 10 ?)=22, 24,
28, and 40. We underscore that the relatidnrefers only to a profile of the forr2), but
even in this very simple case the dependef(@p is quite strong foilg<5.

2. As the parametep varies from 2 to 6, the form factor varies in the range
f(q=10, neg=2Xx10 ?)=18-26.

3. The form factor is virtually independent of the initial density forx &
<4(o.=wvn.). Outside this range the question of the relation between the transition
radius anchy merges with the question of the influence of the shape of the initial plasma
cloud on the branching.

The present work is the first attempt to understand what causes the branching of an
rf streamer, and we are not yet ready to compare the results with the experimentafdata.
Such a comparison can probably be made in subsequent works, where we intend to: a
clarify the influence of the shape of the initial plasma cloud and, specifically, the back-
ground plasma density) nvestigate the dynamics of the branches up until the complete
stopping of the streamer in the electrodynamic stage, anexamine branching in a
subthreshold field with a model initiator. Here we note only that for an initial plasma
cloud of the form(2) the branching probability increases with the paramejguy /D ,.
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Cylindrical cumulation of fast ions in a ring focus of a
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A new method of cylindrical cumulation of fast ions undergoing pon-
deromotive acceleration at the focus of a high-power subpicosecond
laser is proposed. When a laser beam is focused in a preionized gas at
a ring focus, radial acceleration of ions by the ponderomotive force
occurs. The ions accelerated from the inner side of the ring form a
cylindrical shock wave converging toward the axis. As the shock wave
cumulates, the ion density increases rapidly and the ion—ion collision
probability increases along with it. A numerical simulation for-400

TW subpicosecond laser pulse predicts the generation of up to 200 keV
ions and up to 100-fold volume compression of the plasma in a cylinder
~1um in diameter. The lifetime of the dense plasma filament over the
length of the laser caustic is several picoseconds. It is suggested that
laser cumulation of ions be used for the production of a bright and
compact subpicosecond source of fast neutrons, media ford y-ray
lasers, and multiply-charged ions and for the initiation of nuclear reac-
tions. © 1999 American Institute of Physics.

[S0021-364(99)00501-7

PACS numbers: 52.50.Jm, 42.60.Jf, 42.55.Ah

The advances made in the development of the technology for generating high-power
subpicosecond laser pulses opens up completely new fields of application of such pulses.
Specifically, laser acceleration of particles to high energies and stimulation of nuclear
reactions become possiblie’ In the present letter we propose a new method for produc-
ing a high-density plasma at the focus of a laser beam. The idea of the method is based
on an application of ion cumulation on the axis of a cylindrical discHaage a Coulomb
explosion in a plasma, as predicted theoretically in Ref. 7 and recently observed experi-
mentally in Refs. 8 and 9. A Coulomb explosion is the acceleration of ions by the
electrostatic field separating the charges that arises when the ponderomotive force expells
electrons from the focus of the laser radiation. In the experiments of Ref. 8, radial
ejection of ions with energies up to 550 keV was obtainechwveit5 TW titanium—
sapphire laser with intensity 5x 108 W/cn? and duration~400 fs interacting with a

0021-3640/99/69(1)/6/$15.00 20 © 1999 American Institute of Physics
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helium stream. Relativistic self-focusing of the laser beam substantially increased the
ponderomotive force on account of the increase an increase in the radial gradient of the
intensity of the light beam inside the plasma channel. The radial acceleration of ions by
the ponderomotive force at the focus of a laser beam has also been reported in Refs. 10
and 11.

In Refs. 8 and 11 the intensity of the laser beam was maximum on the axis and the
ions were accelerated away from the axis of the laser beam toward the periphery. For a
laser beam focused into a ring-shaped spot, some of the ions on the inner side of the ring
will be accelerated in a radial direction toward the center and they will form a converging
collisionless cylindrical shock wave. After a certain time has elapsed, cumulation of fast
ions will occur and a high-density plasma filament will form on the axis of the laser
beam. The filament can be less than one micron in diameter-&a@D—200um long,
the length being determined by the length of the laser caustic. The idea of cylindrical
cumulation of fast ions was formulated in Ref. 6 at the end of the 1960s for the purpose
of initiating a fusion reaction, where the ions were accelerated by a cylindrical diode with
a perforated cathode. The laser acceleration method has substantial advantages because
there are no electrodes, the symmetry is much better, the ion energy can be conveniently
controlled, and the overall power requirements are lower. The focusing of the plasma
fluxes that are produced when the inner surface of a cylindrical target is irradiated with a
nanosecond laser pulse has been discussed recently in Ref. 12. Neutron generation in DD
reactions with laser irradiation of gas and solid targets has been reported in Refs. 13 and
14, respectively.

To accomplish efficient transfer of laser energy to the ions by means of the pon-
deromotive effect, it is necessary to use a uniform plasma that is transparent to laser
radiation and a subpicosecond laser pulse that is powerful enough so that there will not be
enough time for the ions to leave the acceleration region during the time that the pulse is
applied. Otherwise, efficient acceleration of the ions will not occur. At the same time, the
laser pulse should vary gradually over a distance of the order of the electronic Debye
radius in order to avoid substantial energy losses due to excitation of electron plasma
waves. Under these conditions the acceleration of ions with Maasd charge in the
field of a laser beam can be described by the equftion

du; Z
e LA @

whereu; is the ion velocitya=0.85< 10 °\ |/l is the dimensionless vector potential of
the laser field, the intensityis measured in W/cf the laser wavelength is measured
in microns,mis the electron mass, amds the speed of light. Estimates based on &g.
show that it is possible to accelerate10 ions to 200 keV for a caustic of length
~100um. This requires a 100 TW neodymium laser beam with intensityl @° W/cn?
and duration 400 fs, and the beam must be focused to a ringni@h radius and §m
thick (at half intensity in deuterium gas with density 10?° cm™ 3.

The ion energy can be controlled by varying the size of the focal ring, the intensity
distribution in the focus, and the energy and duration of the laser radiation. Relativistic
self-focusing of a laser beam can greatly increase the length of the caustic and, accord-
ingly, the number of accelerated ions. Thus, in the experiments of Ref. 8 the laser channel
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was~1 mm long, and the results of the investigation of the ionization dynamics of the
surrounding gas attested to approximately a twofold decrease in the diameter of the laser
beam in the plasma as a result of self-focusing.

In the scheme proposed here, approximately half of the accelerated ions move to-
ward the axis of the laser beam, producing a converging shock wave. The mean free path
of the ions is much greater than the size of the focal ring. For this reason, as a result of
cylindrical cumulation there arises on the axis a region of high density, formed by
interpenetrating ion fluxes. The minimum radius is a fraction of the initial thickness of
the ring of accelerated ions. On account of the sharp increase in the fast-ion density at the
moment of cumulation, the yield of secondary reactions, whose rate is proportional to the
product of the densities of the colliding particles, can increase sharply.

To illustrate the laser acceleration effect and the subsequent ion cumulation and to
estimate the efficiency of the accompanying nuclear reactions, we performed a numerical
simulation of the ion dynamics. The ions were described by the particle-in-cell method,
and the electrons formed a cold neutralizing background. Initially, the stationary ions
acquire an acceleration in accordance with 8g, after which they coast in the radial
direction. The deceleration and elastic scattering of the accelerated ions in collisions with
electrons and ions were neglected, since the corresponding energy losses do not exceed
10—-20% for the parameters employed in the simulation. Preionized deuterium gas with
density 18° cm™2 was chosen as the target. Laser radiation with wavelength 1053
was assumed to be focused to a ring of radigis 10 um, and the intensity distribution
in the focal spot was taken to be of the form

L(r,t)=1lo(r/ro)*exp(2—2r2/r3—t?/t3), 2)

wherel is the maximum intensity reached at time 0, andty= 240 fs (which corre-
sponds to a pulse duration of 400 fs at half hélghtThe pulse energy was chosen as 50
J on the basis of optimization of the cross section of the reactioB>He3+ n.

The evolution of the radial ion density distribution is presented in Fig. 1. In the
initial stage, plasma is displaced from the region of the laser beam, and two collisionless
shock waves are formed. One shock wave consists of ions from the inner side of the ring
and moves toward the center; the other shock waet shown in Fig. 1 moves toward
the periphery. The high narrow peaks show the trajectories of the fast ions, which move
toward the axis, collapse, and then move away from the axis. Cumulation of fast ions on
the axis occurs 1.2 ps after the maximum of the laser pulse. After another 0.1-0.2 ps
have elapsed, the maximum volume compression reaches a value of the order of 2000 in
a small region less than 04m in diameter. It is possible that taking into account the
transverse motion and collisions of fast ions with electrons and ions near the axis of the
laser beam will lead to scattering of the ions and, in consequence, some decrease in the
maximum compression of the plasma and increase in the diameter of the compressed
region. However, this has no effect on the yield of secondary reactions and the dynamics
of the compression process will remain essentially unchanged. The lifetime of the dense
plasma filament is several picoseconds, which is much longer than the transit time of a
fast ion across the compressed region. This is explained by the fact that the ponderomo-
tive acceleration produces a spectrum of ions, and the slower ions reach the axis with a
delay.
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FIG. 1. Radial deuteron density distribution/ny, normalized to the initial plasma density, at different times.
The energy of the laser is 50 J, the initial gas density f8 @@ 2, and all other parameters are given in the text.
The narrow crests show the trajectory of the fastest ions forming the front of a cylindrical shock wave.

The time dependence of the average compression ratio for the plasmazumairl
diameter region near the axis and the neutron yield per unit length are presented in Fig.
2a. The maximum velocity of ions moving toward the center-i.2x 16 cm/s, which
corresponds to energy 200 keV. The maximum average compression reaches 130, and
the neutron yield~2.3x 10" cm™ 1. The extremely short duratior 0.1 ps of the neutron
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FIG. 2. Compression ratio of the plasma in a regionrh in diameter near the axi4), the neutron yield\(t)

in the fusion reactiori2), and the neutron production radé/dt (3) for pure deuteriunia) and a mixture with
different parts deuterium and tritiugb) as functions of time. The computational parameters are given in the
caption to Fig. 1 and in the text.
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pulse is interesting. It is comparable to the transit time of the fastest ions through the
compressed region.

The neutron yield in such a scheme can be increased by replacing pure deuterium by
a deuterium—tritium mixture, since the cross section of the DT reaction is much larger.
But then ion cumulation does not increase the neutron yield as efficiently, since on
account of their mass difference deuterons and tritons acquire a different velocity under
the ponderomotive force and therefore reach the axis at somewhat different times. The
dynamics of near-axis compression and of the neutron yield for a 1:1 DT mixture are
shown in Fig. 2b. All laser beam and plasma parameters are the same as in the preceding
case(Fig. 29. The two peaks on the compression curve correspond to cumulation first of
deuterium and then the tritium. On account of the kinetic separation of ions, the neutron
pulse is delayed with respect to the first cumulation and has a longer duration than in the
case of the DD reaction. However, on account of the large cross section of the reaction
the total neutron yield is approximately 5 times higher, reachiriych® *.

The advantage of the laser ion acceleration and cylindrical ion cumulation scheme
considered above lies in the fact that the neutron pulse has an extremely short duration
and the transverse size of the generation region is small. Correspondingly 1fonm
long laser beam caustic the efficiency of the conversion of laser energy into neutrons is of
the order of 18 neutrons/J or X107, since the energy of each neutron-id4 MeV.

The power of such a picosecond neutron source is very substanti@,MW, and the
source is extremely small in size. The efficiency of such a neutron source increases
appreciably with the power of the laser pulse. For a petawatt laser’pwitte 1 kJ
energy, 1um wavelength, and 1 ps duration focused to a ring with radj#s20um

with the intensity distributior(2), the expected neutron yield in the DD reaction in the
scheme proposed is already of the order of ? cm ! at an average compression of
~2000 in a cylinder um in diameter. The maximum energy of fast ions is then greater
than 600 keV.

The quite high efficiency of the conversion of laser energy into neutrons under the
conditions of cylindrical cumulation of the accelerated ions advantageously distinguishes
the scheme proposed here from a previously used schewteere the DD reaction was
initiated by a diverging flux of fast ions, flying out of the channel produced by the laser
beam and propagating in a gas plasma produced in advance. In the experiment of Ref. 13
the average neutron yield was 700 neutrons/J. This is probably due to the low efficiency
of laser acceleration of ions in the channel. At the same time, the laser acceleration of
ions in a rarefied plasma is probably less efficient than in a solid target, though it gives a
neutron pulse of shorter duration. The results obtained in Ref. 14, wh#€& neutrons
were obtained by focusing a laser pulse with intensity0'® W/cn? and duration~1 ps
on the surface of deuterated polystyrengldg).

In conclusion, we note that the method, examined above, of cylindrical cumulation
of ions by a subpicosecond ring-shaped laser pulse can be implemented on existing
short-pulse~100 TW lasers, and it can be used to generate a neutron pulse for other
applications. For example, the lifetime of the plasma produced by cumulation on the axis
is quite long, of the order of 10 picoseconds. It will contain a large number of ions in
excited states- 10— 10'3 cm™ L. For this reason, with an appropriate choice of gas and
target the compressed plasma can be used as an amplifying mediunofoy-ray lasers
and for initiation of nuclear reactions.
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The specific heat of a 35i single crystal T.=17 K, H;,=20 T) in
magnetic fields upat 8 T is investigated experimentally for three ori-
entations of the field relative to the crystallographic directions —
H[|(001),H|(110), andH|(111). Both the upper critical magnetic field

and the specific heat of the mixed state are observed to depend on the
orientation of the magnetic field relative to the crystallographic direc-
tions (anisotropy: The critical field reaches its maximum value and the
specific heat its minimum value in a field along #@01) direction.

The anisotropy scale in both phenomena increases as the magnetic field
and reaches 3%ia 6 Tfield. The interrelationship of the upper critical
field anisotropy and the specific-heat anisotropy in type-Il supercon-
ductors is studied. It is shown that the anisotropy of the specific heat in
the mixed state in weak fields can serve as a criterion for nontrivial
pairing. © 1999 American Institute of Physics.

[S0021-364(99)00601-3

PACS numbers: 74.25.Ha, 74.25.Bt

A number of unusual phenomena observed in the last few years in high-temperature
superconductors suggest the possible manifestation of unconventional mechanisms of
superconductivity, including mechanisms involving unconventional pairing, for example,
with d symmetry of the order parameter. For example, in Refs. 1-5 a nonlinear, close to
square-root, magnetic-field dependence of the specific heat in the mixed state was ob-
served, and it was interpreted in accordance with the theoretical asles manifestation
of d pairing. However, later, a similar behavior of the specific heat was also obénved
a superconductor witk pairing — V;Si. For this reason, control investigations of con-
ventional superconductors wheggairing is known to exist are required in order to make
a more accurate interpretation of such phenomena. It is desirable that their superconduct-
ing properties be as close as possible to those of high-temperature superconductors. The
most suitable objects for such control measurements are compounds with the A-15 struc-
ture, which have high critical temperatures and fields and a short coherence length.
Examples are ¥Si and NRSn.

In Ref. 8 a specific-heat anisotropy of the high-temperature superconductor
La, ,Sr,CuQ, in the mixed state with the magnetic field oriented in ¢ plane was
observed, and it was interpreted to be an indicatiod phiring.

0021-3640/99/69(1)/5/$15.00 26 © 1999 American Institute of Physics
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FIG. 1. Specific heat of a 35i single crystal in magnetic fields 0, 2, 4, 6da® T for two orientations relative
to the crystallographic directions: open symbols H{(100), filled symbols H||(111); O — H=0;
V—H=2T,0 —H=4T;,A —H=6T; 0 —H=8T.

In the present work the upper critical magnetic field and specific heat ofS V
single crystal in magnetic fields were investigated experimentally, their anisotropy was
observed, and the dependence of the anisotropy on the magnitude of the magnetic field
was studied in fields up to 8 T.

The V;Si single crystal was prepared by the technology described in Ref. 9. The
superconducting transition temperature, determined by the standard four-contact method,
was 17.15 K, the width of the transition was of the order of 0.2 K, and the resistance ratio
paook/ p1sk=16. The directions of the crystallographic axes were determined according
to the x-ray diffraction patterns, and the error in the orientation of the crystal mounted in
a calorimeter did not exceed 5°. The specific heat of a 1.5 g sample was measured by the
adiabatic method® and the measurement error did not exceed 1%.

The results of the specific-heat measurements performed in the temperature interval
13-17 K are presented in Fig. 1. Sharp jumps, corresponding to a superconducting
transition in a magnetic fieldmore accuratgl — a transition from a mixed state to a
normal statg were observed in the temperature dependence of the specific heat. This
made it possible to determine the temperature dependence of the upper critical magnetic
field. One can see that the temperature of the jump in the specific heat depends not only
on the magnitude but also on the orientation of the magnetic field. The orientation
dependencéanisotropy increases rapidly with the magnetic field: The critical tempera-
ture of the superconducting transition varies essentially linearly with the magnetic field,
while the difference of the critical temperatures for different field orientatiéis
=T.(H||(00D)) — T.(H[[{111) increases quadratically and reaches 0.16 kni8 & field.

Thus the scale of the relative anisotropy of the upper critical fi#ld/(T.(H=0)
—T(H)) increases linearly with the magnetic field. Extrapolating this dependence to
H., at zero temperature gives a value of the order of 20%.

It should be noted that the anisotropy of the critical magnetic field iSiMvas
investigated previously in Refs. 11—-14, but no temperature dependence of the anisotropy
was noted. The anisotropy of the critical magnetic field in crystals with cubic or tetrago-
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FIG. 2. Temperature dependence of the specific heat at low temperatures in magnetid figttisdifferent
orientations: open symbols H(100), filled symbols —H|(11); O —H=0;V —H=2T;0 — H=6T.

nal symmetry is a nontrivial phenomenon, since the effective mass tensor is isotropic in
such symmetry. However, when second-order effects, such as Fermi velocity anisotropy
and the electron—phonon interaction, are taken into account, anisotropy of the upper
critical magnetic field is obtained in models wigtpairing’® and its magnitude is found

to depend on the temperature and vanishds=at ., which corresponds to that observed

in V3Si in the present work. The criterion of nontrivial pairing, however, is the presence
of H, anisotropy at temperatures closeTtg (Ref. 16, i.e., in weak fields.

It is interesting to note that in one of the models investigated in Ref. 15, anisotropy
also leads to an anomalous temperature dependence, with positive curvature, of the upper
critical field. The physical meaning of this mechanism is that the magnetic field partially
isotropizes the order parameter, which decreases the effective critical parameters. There-
fore a stronger field dependence of the critical temperaly¢el), a larger value of the
derivative dT./dH, and therefore a lower value of its reciprocal — the temperature
derivative of the upper critical fieldH.,/dT — should be observed in the region of
isotropization of the order parameter, and this process is more intense in weak fields.

The temperature dependence of the specific Beigt the mixed state is shown in
Fig. 2 in the coordinate€/T versusT? for different values and orientations of the
magnetic field. A magnetic field increases the specific heat of the mixed state, and a
dependence on the magnetic field orientafianisotropy is also observed: The specific
heat of the mixed state is minimum for an orientation in (881) direction and maxi-
mum for(111). For a field oriented in thé110) direction, the experimental data on both
the specific heat and critical magnetic field fall between the data for the orientations
(001) and(111).

The scale of the relative specific-heat anisotropy increases with the magnetic field: It
equals 3%n a 6 Tfield and decreases to zero as the field approaches zero.

In the standard theory of superconductiVify!®the magnetic-field dependence of
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the specific heat of the mixed state at low temperatures is nearly ligat) C(H
=0))/T=vyH/H,, wherey is the Sommerfeld coefficient, characterizing the specific
heat of the electronic system in the nornflabnsuperconductingstate. On the basis of

this relation one would expect that the scale of the specific heat anisotropy at low tem-
peratures will not depend on the applied field and will correspond to the scale of the
anisotropy ofH, at zero temperature, i.e., it will be of the order of 20%.

Comparing our experimental data on the specific heat and critical field shows that
the scale of the specific-heat anisotropy and the character of its dependence on the
magnitude of the magnetic field are very close to those for the critical magnetic field
taken at the same values of the external magnetic field but at very different temperatures.
Hence it can be concluded that the anisotropy of the specific heat of the mixed state is
determined not by the temperature but by the applied magnetic field.

In Ref. 5 the thermodynamics of the mixed state of a superconductor is analyzed on
the basis of quite general model-free assumptions and it is shown that the magnetic-field
dependence of the specific heafH) of the mixed state is more complicated and is
related with the temperature dependence of the critical magnetic HigldiT) by the
condition of entropy balance, which leads to the relatisee Ref. b

(dy*IdH)- (dH, /dT)=—pAC(H)/T2(H). (1)

Here y*=C/T asT—0, p is a factor of the order of 1, anAC(H) and T.(H) are,
respectively, the magnitude of the jump in the specific heat at the transition from the
mixed to the normal state in the magnetic fieldand the temperature of this transition.

The application of this relation to a superconducting transition in low fields, where
in the presence of pairing dH,/dT, AC(H), and T (H) are almost isotropic, leads
immediately to the conclusion thaty*/dH, which describes the specific heat of the
mixed state, must also be almost isotropic in weak fields, as is in fact observed in the
present experiment in 35i. In strong fields and at low temperatures the specific-heat
anisotropy can also be observed in the presencepairing, as happens in;i.

In summary, the specific-heat anisotropy in weak fields but not that in strong fields
can serve as a criterion of nontrivial pairing.

I thank V. A. Marchenko for providing the sample.
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The effect of absorption of nonequilibrium acoustical phonons on the
intensity of recombination of a two-dimensional electron gas in a mag-
netic field is investigated. The nonequilibrium acoustical phonons are
emitted in the relaxation of electrons in a tunnel junction deposited on
the back side of a sample with a two-dimensional electronic channel. It
is demonstrated that the optical signal showing the intensity of the
recombination of nonequilibrium electrons from a photoexcited size-
guantization subband can serve as a sensitive detector of acoustical
phonons. Because the general heating of two-dimensional carriers and
the intersubband transitions stimulated by the absorption of nonequilib-
rium acoustical phonons lead to effects of different sign, the useful
signal can be discriminated unambiguously. 1®99 American
Institute of Physicg.S0021-364(109)00701-X]

PACS numbers: 73.20.Mf, 73.20.Dx, 85.30.Mn

1. The investigation of the spectrum of the collective excitations of a two-
dimensional2D) electron gas in the ultraquantum limit is one of the most pressing and
interesting problems in the physics of low-dimensional systems. The energy of acoustical
phonons in GaAs with wavelength of the order of the magnetic le(ifid A) is 15 K,
which makes the phonon method unique for investigating features in the dispersion of
collective excitations suc as, for example, the magnetoroton in the fractional quantum
Hall effect regime.

The main problem in using the phonon method for measurements on 2D electronic
channels is the high sensitivity of the measured quantities to changes in temperature. The
electrical power released in the sample for generating high-energy phonons also leads to
an undesirable general increase of the lattice temperature. From this standpoint, a tunnel

0021-3640/99/69(1)/7/$15.00 31 © 1999 American Institute of Physics
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junctiont has an advantageous over a thermal source in terms of the efficiency of con-
version of electrical power into a flux of high-energy phonons. The spectrum of acous-
tical phonons emitted as a result of energy relaxation of tunneling carriers is determined
by the voltageV applied to the junction. On the high-energy side the spectrum of emitted
phonons has a cutoff neék,=eV. The thermal power released in this mettfaith a

fixed spectrum of nonequilibrium phongrean be varied over wide limits by varying the
tunneling resistance.

In the present work we investigated the effect of acoustical phonons, generated by a
tunnel junction, on the intensity of the recombination radiation line of the nonequilibrium
electrons of a photoexcited subband in an isolated GaAs/AlGaAs heterojunction. For
sufficiently high electron densities in the ground-state sublfabdut 4.8 10** cm™?)
the Fermi level of the system of 2D carriers lies directly adjacent to the bottom of the
next size-quantization subband. Photoexcited electrons arrive in the 2D channel from the
bulk of the GaAs, replacing the 2D carriers lost as a result of recombination. Localization
of the photoexcited carriers in thedirection occurs in the course of relaxation between
the size-quantization subbands. The relaxation between the first excited and zeroth sub-
bands is accompanied by the emission of acoustical phonons with characteristic quasi-
momenta of the order of the Fermi momentlin When the energy gap between the
bottom of the first size-quantized subband and the Fermi level of a 2D electronic system
is less than the energy of the acoustical phonBgs=7sk=0.4 meV, a bottleneck
forms for intersubband relaxation processes. The main channel for loss of photoexcited
carriers becomes their recombination with photoexcited Holgee absorption of acous-
tical phonons is an alternative channel for relaxational kg inset in Fig. and
decreases the intensity of recombination of nonequilibrium electrons in a photoexcited
subband.

2. In the present work we investigate a sample with a 2D electronic channel in an
isolated GaAs/AlGaAs heterojunction with a monolayer of acceptors laid down during
growth of the structure at a distance of 300 A from the heterointerface, was
investigated Since the overlap of the wave functions of the 2D electrons in the main
subband and a hole on a distant neutral acceptor is small, the lifetimes of the photoexcited
holes is long(hundreds of nanosecondshe extent of the wave function of the 2D
electrons of a photoexcited subband is much greater than that of the wave function of the
zeroth subband. This gives a much better overlap of the electrons with a hole localized on
a distant acceptor, and for this reason their radiative recombination lifetime is of the order
of 30 ns? In the spectra of the recombination radiation the linehat corresponding to the
photoexcited size-quantization subband can therefore have a much higher intensity than
that for electrons in the ground-state subband, even though the density of nonequilibrium
carriers in the photoexcited subband is several orders of magnitude lower than the density
of equilibrium 2D electrons.

Optical excitation of the experimental sample was accomplished with a tunable
Ti:Sp laser, and the radiative recombination was detected with a CCD camera. A spectral
resolution of 0.03 meV was achieved with a Ramanor U-1000 spectrometer.

An Al-Al ,05—Al (1 mn?, 0.6Q) tunnel junction was deposited on the back side of
an experimental sample 0.5 mm thick in a £anbar vacuum, and the oxidation of the
Al was carried out in a plasma discharge in an oxygen atmosphere 403 mbar
pressure. The Al films were 50 nm thick, which corresponded to an Ohmic resistance of
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0.5 Q) per square. To generate nonequilibrium acoustical phonons, we passed a 30 mA
current through the tunnel junction. The applied electrical power of 1 mW was compa-
rable to an optical pump power of 2 mW and did not produce appreciable heating of the
sample at temperature 1.4 K. Phonon absorption was detected according to the change in
the intensity of the luminescence of the 2D electrons.

3. Figure 1 shows the magnetooscillations, measured at 1.4 K, of the intensity of the
recombination of electrons in the photoexcited subband. The density of the 2D electrons
in the ground-state subband was X480 cm 2. A diagram of the magnetic-field de-
pendence of the energy of optical transitions which was obtained for the experimental
sample is presented at the bottom of Fig. 1b. It consists of a set of spectra measured with
a small magnetic-field step. An example of such spectra is presented in Fig. 1c for several
values of the magnetic field. The contrast of the diagram reflects the intensity of recom-
bination, so that a high intensity corresponds to a light color. Black corresponds to a
weak signal. In Ref. 2, it was demonstrated that there is a single-valued relation between
the magnetooscillations shown in Fig. 1a and the oscillations of the relaxation time of
photoexcited carriers as the zeroth Landau Ie\@bﬂthe first subband crosses empty
Landau IeveIsNg of the ground-state subbar(dee Fig. 1h The relaxation time of
nonequilibrium electrons from the excited subband into the ground-state subband in-
creases as the splitting between the subband and the closest Landau level decreases, just
as in the case of zero magnetic field. The magnetooscillations of the relaxation time give
rsie to sharp maxima of the recombination intensity, with a pefiadterms of the
reciprocal of the magnetic fieldequal to the ratio of the intersubband splittirig, ) to
the electron cyclotron energy: (7).

Figure 2b shows the magnetic field diagram of the effect of phonons on the intensity
of the 2D-carrier recombination radiation. It was obtained as the difference of the inten-
sities in the recombination luminescence spectra with and without excitation of acoustical
phonons in the experimental sample. An example of such difference spectra is presented
in Fig. 2c for several characteristic values of the magnetic field. The phonon signal did
not exceed 1% of the optical signal in the entire range of magnetic fields. It should be
noted that the detected signal at the spectral positions corresponding to Landau levels of
the ground-state subband, is due exclusively to the change in the shape of the well as a
result of repopulation of the photoexcited subband. For proof, we performed similar
measurements on the same sample with a substantially lower 2D-electron density. The
channel was emptied by illuminating the sample with 4880 A laser light, which is ab-
sorbed in the AlGaAs layerAt lower densities the distance between the bottom of the
subband and the Fermi level of the system becomes greater than 5 meV, and intersubband
relaxation is rapid, so that the intensity of the recombination line of the electrons of the
photoexcited subband becomes negligibly small.

The intensity change at the spectral position of the photoexcited size-quantization
subband as a result of phonon illumination and as a result of a change in the temperature
of the sample by 0.5 K is shown in Fig. 2a. Comparing the two curves in Fig. 2a, shows
that the effects due to thermal heating and absorption of high-energy phonons are of
different sign. This situation has no analogs in the literature and is an essential feature of
the experimental object. The temperature dependence of the intensity of recombination of
the electrons of the photoexcited subband is determined by two basic mechanisms. The
first one is an increase in the population of the photoexcited subband as a result of the



34 JETP Lett., Vol. 69, No. 1, 10 January 1999 Zhitomirskil et al.

Intensity (arb. units)
1.50

1.49

Energy [eV]
1.48

0 1 2 3 4 5
Magnetic field [T]
0
- | "
s e
1]
2 — 47T
v
5 3.45T
=
0.15T
I ¥ I ¥ 1
1.48 1.49 1.50

Energy [eV]

FIG. 1. Magnetooscillations of the intensity of recombination of the electrons of a photoexcited subband
measured at 1.4 Ka). The 2D electron density of the ground-state subband ig 4@' cm™2. Diagram of the
magnetic-field dependence of the energy of optical transitions measured for the experimental(saripie

diagram is a set of spectra measured with a small magnetic-field step. An example of such spectra is presented
for several values of the magnetic figlt). The contrast of the diagram reflects the intensity of recombination,

so that high intensity corresponds to a light color. Black corresponds to a weak signal. Inset: Diagram of optical
transitions in an isolated heterojunction with a delta-layer of acceptors.

broadening of the Fermi distribution function of the 2D electrons in the ground-state
subband with increasing electron temperature. The second one is a decrease in the density
of nonequilibrium carriers due to the acceleration of the intersubband relaxation as a
result of the absorption of high-energy phonons. In doped systems, the first mechanism
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FIG. 2. Variation of the intensity at the spectral position of the photoexcited size-quantization subband as a
result of both phonon illumination and a change in the temperature of the sample by(8.5Tke magnetic-

field diagram of the effect of phonons on the intensity of the recombination radiation of two-dimensional
carriers(b). The diagram was obtained as the difference of the intensities in the recombination luminescence
spectra with and without excitation of acoustical phonons in the experimental sample. An example of such
difference spectra is presented for several characteristic values of the magnetic)figtdet: Diagram of
intersubband transitions of photoexcited carriers with absorption of nonequilibrium acoustical phonons in weak
magnetic fields.

— a change in the 2D-electron statistics — is much stronger than the second one, and
only the phonon method permits distinguishing the second mechanism in a pure form.
The use of a tunnel junction as a phonon generator is decisive for preventing lattice
heating, since the undesirable lattice heating can completely mask phonon absorption
effects, as happens in investigations of the temperature dependence. We performed test
measurements in which the same electrical power was released by passing a current
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either through the tunnel junction or through the bottom resistive film of the tunnel
junction. In the latter case the signal due to heating of the sample was measured. In this
way one can discriminate the useful signal, but for our object the heating signal was at
least an order of magnitude weaker in all fields than the phonon signal, so that the
experimental results presented above need no correction.

4. Two features in weak fields can be seen clearly near 0.15 and 0.55 T in the
magnetic-field dependence of the phonon-induced si¢ffigl 2g9. They are observed
despite the fact that in the experiment acoustical phonons with all possible energies and
propagation directions are excited. This situation arises because of the selectivity of the
intersubband transitions with respect to the quasimomentum of the absorbed acoustical
phonons. Since the Fermi velocity of the 2D electrons in the ground-state subband is
two orders of magnitude higher than the velocity of sound in GaAs, intersubband tran-
sitions are possible only with absorption of acoustical phonons with in-plane quasimo-
menta of the order of the Fermi momentlam The position 0.15 T of the first resonance
with respect to the magnetic field approximately corresponds to the intersubband cyclo-
tron resonance, where the frequency of the absorbed phonon is equal to the cyclotron
frequency of electrons in the photoexcited subband and the electrons are in temporal
resonance with the acoustic wave. The frequency of the phonons whose absorption gives
rise to intersubband relaxation és,,= sk;=600 GHz for the given 2D electron density
in the ground-state subband. Equality of the cyclotron frequangy eB/m and wy,
occurs in the magnetic fielB=0.2 T, which agrees well with the experiment. Therefore
we infer that the first minimum is associated with the resonance amplification of phonon-
induced intersubband transitions from an excited into the ground-state subband via a
virtual cyclotron transition in the excited subband.

In somewhat higher magnetic fields it is possible to satisfy another resonance con-
dition, where the magnetic length becomes of the order of the wavelength of the charac-
teristic phonons — 2/k;. Such an estimate gives for the magnetic field a value 0.51 T,
which corresponds to the second feature in weak magnetic fields in Fig. 2a. We infer that
phonon absorption is intensified on account of such geometric resonance, and hence the
phonon-induced intersubband transitions of photoexcited carriers are accelerated. The
classical analog of a resonance of this type is the well-known geometric resonance, where
the electron cyclotron diameter equals the phonon wavelength. In this case, the electrons
always remain in a region of constant phase and efficiently extract energy from the
ultrasonic wave.

5. In summary, in the present work the existence of cyclotron and geometric reso-
nances for absorption of nonequilibrium acoustical phonons was demonstrated for
phonon-induced intersubband transitions. In high magnetic fields, the intersubband tran-
sitions between Landau energy levels with the same energy values but from different
subbandgFig. 23 are caused by absorption of phonons withpq.qélH-(N/Z)l’z, where
N is the number of the Landau level in the ground-state subband. The detection of the
absorption of such phonons by 2D carriers in our experiments demonstrates the excep-
tional possibilities of our phonon method for investigating features in the spectra of the
collective excitations of a system of 2D electrons in the fractional quantum Hall effect
regime withk-l,=1.
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The equations of state and elastic properties of the lithium isotopfes Li
and Li’ at high pressures are investigated at a temperature of 76 K by
a pulsed ultrasonic method. Proofs of the existence of appreciable
guantum contributions to the pressure and elastic moduli of lithium are
given. © 1999 American Institute of Physics.
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PACS numbers: 64.36t, 62.20.Dc

The effect of the isotopic composition on the properties of matter is a manifestation
of the quantum laws of nature. Indeed, according to Heisenberg'’s uncertainty principle, a
particle confined in a bounded region of space possesses kinetic energy inversely propor-
tional to its mass. This leads to the existence of the so-called zero-point dhgagy the
appearance of isotope effects in bound, including condensed, systems. To observe quan-
tum effects of this kind experimentally, certain conditions must be satisfied. For example,
it is obvious that the temperatuiieof the system under study should not be high com-
pared to the Debye temperatugy,, i.e., T/Op<1. At the same time, the zero-point
energy E, of the system should be appreciable compared to the total energy or the
cohesive energi of the system:

E,/|E|=0,/|E|> 3, 1)

whered is a small quantity whose numerical value is determined by the specific experi-
mental conditions. The present letter is devoted to an experimental investigation of the
equation of state of lithium, which, on account of its low atomic mass, is a ndamdl
nearly the only candidate for studying quantum effects, including isotope effects, in
metals. The numerical calculations in Ref. 1 show that the kinetic energy of lithium is
still higher than the classical vald@ even at 520 K. However, since the cohesive energy
E. is substantial, the ratifl) in the case of lithium is-0.02, signifying that the quantum
effects are generally small. In this connection, it is worthwhile to estimate the expected
quantum contributions to the pressiit@nd the bulk moduluK for lithium isotopes. We
write the quantum contribution to the pressurd at0 in the quasiharmonic approxima-
tion as

E.
P,= ')’Va (2

0021-3640/99/69(1)/6/$15.00 38 © 1999 American Institute of Physics
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where y is the Grineisen constant:, is the zero-point energy, and is the atomic
volume. Takingy=1 andE,= 20, we rewrite Eq.(2) as

P,=0,/V. 3)

Taking account of the fact that natural lithium consists primarily of the isotopealnd

taking ®5"=344 K2 we have®5 =372 K. ForV=12.7 cni/g-atom we obtain, using
relation (3),

AP,=PY°—PL’=0.02 GPa. (4)

Next, from Eg.(3), neglecting the volume dependence of the r@&igen constant, we
have for the quantum contribution to the bulk modulkus= —V(dP,/dV)

Op
K,=vy(1+ y)v 6)
Substituting into Eq(5) the numerical values dPp (Ref. 2 andV (Ref. 2, we obtain
AK,=0.04 GPa. These estimates are, of course, order-of-magnitude estimates and pertain
to absolute zero.

We shall also estimate the isotopic volume effect, especially since in this case it is
possible to make a direct comparison with experimental Hat&e write the relative
volume difference of the corresponding lithium isotopes as

AV VE-VHT AP,

Vv Vo K’

(6)

where V, is the “classical” volume of lithium. TakingAP, from Eq. (4) and K=12

GPa? we obtainAV/V=1.5x 10"2. Curiously, the much more complicated calculations
performed in Ref. 4, which are based on a calculation of the phonon spectrum of Li, give
AV/V=1.8x10"3. The corresponding experimental value 4s1.2<x10° 3 at room
temperaturé.

The estimates presented above show that the problem of determining the isotope
effects in the equation of state of lithium is by no means hopeless. As shown in the
present letter, the contributions of quantum effects to the equation of state and elastic
properties of lithium isotopes are quite distinguishable.

EXPERIMENTAL PART

The equation of state and the elastic properties of polycrystalline lithium were in-
vestigated using the ultrasonic piezometer described in Ref. 5. This method was used in
previous work to investigate natural lithium up to 1.6 GPa and temperature®7i the
present experiment, just as in Ref. 6, the high-pressure unit of the piezometer was im-
mersed in a liquid-nitrogen bath. The temperature of the unit was measured with copper-
constantan thermocouples and was 7#0O4& K. In the course of the experiment the times
At and rangeAl of ultrasonic pulses were measured as functions of the lbathe
measurement errors in these quantities wefe01 mm and~0.01us, respectively. The
pressure was calculated from the obvious relaffienF/S, whereSis the piston area of
the piezometer, with corrections for friction and deformation. The accuracy of the pres-
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FIG. 1. Longitudinal ¥,) and transverse\{;) velocities of ultrasonic waves versus pressBrén lithium
isotopes aff =77.4 K.

sure measurements was better than 0.02 GPa. The velocities of longitudjhand
transverse ;) waves were calculated as functions of the pressure fronAtlP) and
Al(P) data obtainedsee Refs. 7 and 8 for detdils

The investigations were performed on samples of isotopically enriched lithium-6
(Li®) and samples of lithium with the natural isotopic composition, referred to below as
lithium-7 (Li”). The L samples contained 99.9% lithium with the isotopic composition
95.83% LP and 4.17% L{ together with the impurities Na, Mg, Al, and other elements.
The isotopic composition of the 99.87% pure natural lithium’Ywas 96.16% Li and
3.84% LF; the impurity composition was the same as in the case of thesdmples.

The preparation of samples with adequate isotropy which are suitable for the mea-
surements presented a certain problem because of the high elastic anisotropy of lithium.
The best results were obtained by hot deformation followed by rapid quenching of the
initial material. As is well known, when metallic lithium, which possesses a body-
centered structure under normal conditions, is cooled to liquid-nitrogen temperature, it
partially transforms into a rhombohedral 9R phéseuctural type Sm® ! It has also
been asserted that the low-temperature phase of lithium is most likely a mixture of
various polytypes, which are based on close-packed planes of litffiumany case,
when pressure is applied to this structurally nonuniform system, irreversible changes
occur, leading ultimately to stabilization of the elastic properties of the syStérs
believed that pressure treatment eliminates the residual bcc phase of lithium. It should be
noted that the accuracy of the measurements of the velocities of elastic waves in experi-
ments of this type depends strongly on the correctness of the procedures for introducing
corrections for friction when calculating the pressure, acoustic anisotropy of the samples,
and a number of other factors which are difficult to control. In this situation, the only way
to obtain reliable data is to perform repeated independent measurements. At the same
time, the variance of the results obtained in independent measurements makes it possible
to assess their reliability. In this connection, several series of independent experiments
were performed on each of the isotopically enriched samples.

The main experimental result obtained in this work is presented in Fig. 1, which
demonstrates the pressure dependence of the longitudipab(d transverse\(;) ve-
locities of elastic waves for Piand Li’. The errors in the measured values of the velocity
are of the order of 0.5% for longitudinal and 0.3% for transverse waves. The present data
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FIG. 2. Pressur® versus volumeV in lithium isotopes aff =77.4 K. The solid line corresponds toP(V),
whereAP= P'-‘G(V)— P'-‘7(V). The vertical bar shows the error in the valuesAd?.

for lithium with the natural isotopic composition ()i agree well with the results of Ref.

6. It is not difficult to calculate from the data obtained the values of the density afrid

Li” at high pressures, if the initial values are knolfThe densities al=77 K and
atmospheric pressure were takenpas=0.474 g/cmi and p ;7=0.547 g/cm, respec-
tively. These values were obtained by extrapolating the results of Ref. 3 to low tempera-
tures using the data of Refs. 13 and 14.

Figure 2 shows the pressure versus the atomic volhfer Li® and L. The
numerical values of were obtained from the density data with the real isotopic compo-

sition taken into account. The functichP(V)= P“B(V)— P“7(V) is also constructed
here. The adiabatic and isothermal bulk mod{diandK and the shear modulus can

be calculated by an elementary method from the data obtained in Refs. 7 and 8. The
corresponding results are presented in Figs. 3 and 4. The errérs amd G are of the

order of 1% and 0.5%, respectively.

DISCUSSION

The anomalous behavior of the transverse sound veldgitywhich decreases with
increasing pressure in both isoto€sy. 1), is interesting. In the present case this means
that the shear modulus increases more slowly than the density with increasing pressure
(V%zG/p) (Fig. 4). This behavior could indicate an approaching instability of the low-
temperature phase of Li. The flattening of the cur@&@/) at small volumes is an
additional argument in favor of this supposition.

Turning to Fig. 2, we note that for low pressurBsthe pressure differencAP
=0.025 GPa, which agrees very well with the estimate made at the beginning of this
letter (AP=0.02 GPa& Nonetheless, we recall that the amplitudes of the valuesShf
depend strongly on the initial values used for the densitlowever, as the calculations
show, the character of the behaviordP under compression remains unchanged even if

Ap is chosen from the conditiowHG—VH7=0 at T=77 K and atmospheric pressure.
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FIG. 3. Bulk moduluskK versus volumeV for lithium isotopes aflf =77.4 K. Solid line —AKT=K¥6(V)
—KY'(V). The vertical bar shows the error in the values\d€ (V).

Figure 2 shows clearly thaAP increases as volume decreases, though it should be
remembered that the error in the computed valueA Bfis very substantial.

Figure 3, which shows the volume dependence of the bulk mod(ysindicates
the reason whyA P increases under compression. The bulk modulus of the light isotope

is everywhere greater than the corresponding modulus of the heavy isk:#bfspeK#i7

The behavior ofAK{(V) under compression is not entirely clear because of the large
error in the computed values &K . The experimental values &fK; are several times
greater than the estimate made above, though the sign of the estimate is correct. But, in

415 |-
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FIG. 4. Shear modulu§& versus volumeV for lithium isotopes aff =77.4 K.
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view of the simplifications made, this estimate probably should be regarded as a lower
limit.

Finally, we turn once again to Fig. 4. Without discussing, for the time being, the
region where the curveS(V) strongly flatten, we call attention to the fact that for large

volumesG'>G!°. This result could attest to a large anharmonic contribution to the
shear moduli as a result of zero point vibrations, which, generally speaking, is expected.
In this case, the actual equality of the shear moduli at small volusess Fig. 4 could
possibly indicate a decrease in anharmonic effects under compression. However, the data
from Ref. 14, where any quantum contribution to the elastic constants of lithium is
rejected, are at variance with this supposition. We could explain this assertion with
respect to the bulk modulué; . The difference between the corresponding values for Li

and Li" becomes unnoticeable in the coordinags-P. However, this explanation does

not work for the shear moduli. Thus this question requires further investigation.

In closing, it should be stated that the present experimental data apparently can serve
as proof of the existence of quite measurable quantum contributions to the equation of
state and elastic properties of lithium Bt 77 K. These contributions, at least, do not
decrease with pressure, which, strictly, can be expected of a system in which the Cou-
lomb interaction predominatés.
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An explanation is proposed for the spin-reduction anisotropy observed
in an investigation of NMR in the noncollinear six-sublattice antiferro-
magnet CsMny. © 1999 American Institute of Physics.
[S0021-364(09)00901-9

PACS numbers: 75.50.Ee, 33.2%k

In exchange-interaction magnets, relativistic effects lead to a definite orientation of
the spin structure with respect to the crystal axes and to weak distortions of the relative
orientation of the sublattices — weak ferromagnetisimor weak (additiona)
antiferromagnetisf(see the case of gB;). In Ref. 4 relativistic distortions of a new
type, which the authors termed spin-reduction anisotropy, were found in the noncollinear
antiferromagnet CsMagl In the present letter, a description of this phenomenon is given
on the basis of the theory of exchange symmatry.

The relative orientation of the sublattices in Cshid shown in Fig. 1. Following
Dzyaloshinski,?> we introduce instead of the six sublattices their linear combinations

M:M1+M2+M3+M4+M5+M6,
L:M1+M2+M3_M4_M5_M6,

1 1
L1:M1_§(M2+M3)_M4+ E(Ms"'Ms),

3 3 ®

3
L2:7(M2_M3)_7(M5_M6)1

1 1
|—3:M1_E(M2+M3)+M4_§(M5+Me),

V3 V3

3
La=7 (M= M3)+ = (Ms— M),

which transform according to one-dimensiondil,L and two-dimensional
(Lq,L5),(L3,L,) representations of the group of permutations of the sublattices realized
by the crystal transformations of the symmetry grcﬁlﬁa of the crystal. In the exchange
approximation, in CsMnlthe antiferromagnetism vectork {,L,) are nonzero; in addi-

tion, they are equal in modulus and perpendicular to each other, in agreement with the

0021-3640/99/69(1)/6/$15.00 44 © 1999 American Institute of Physics
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FIG. 1.

general requirements of exchange symmetAnalysis of the quadratic relativistic in-
variants shows that the remaining spin vectors do not arise in the structure as an effect
due to weak ferromagnetisM or weak antiferromagnetistn, (L5,L,). It is found that

the distortions of the spin structure that were found in Ref. 4 reduce to breakdown of the
exchange condition — the equality of the moduli of the vectdrs,[,). This effect

arises for the following reasons.

The exchange energy of a structure with arbitrary magnitudes and relative orienta-
tion of the spin vector& {,L, is a function of the form

E{L{+L3, 4(L;-Ly)2+(L2-LD)3. (2)

We introduce as the variables characterizing the magnitudes and relative orientation of
the vectord_;,L, the parameters, ¢, and ¢, defined as

L,=£&cosl, L,=¢&sing, Li-L,=L;L,cosg. (3
The minimum of the exchange energy in Csilobrresponds to the valug= &, and
(=mld, ¢=ml2. (4)

Near this minimum the exchange energy is a positive-definite quadratic form with respect
to small deviations:

const C1[4(8)%+ (8¢)*]+ Cy(66)2. (5
The anisotropy energy of first-order im/c)? reduces to the invariant
—B(L%,+L53,)/2. (6)

As a result of this term, the vectots;,L, will differ from the vaIuesLO,Lg of the
exchange approximatiof8) and(4) by some amoun#L ,,SL,. The term in the anisot-
ropy energy(6) that is linear in these deviations has the form

_B(ngél-lz"' ngﬁLZZ)' 7

In CsMnl; in the ground state the spin plane is perpendicular to the basal plane of
the crystal(the anisotropy constalis positive. The orientation of the sublattices in the
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FIG. 2. Distortions of the exchange structure by anisotropy in CgMnl

spin plane and the azimuthal orientation of the spin plane itself are fixed by the sixth-
order anisotropy enerdyIn the presence of a magnetic field directed along a symmetry
axis of the crystal, the following three orientational states are obséfetfields below
H.1=39 kOe — the phase IL{,=L9,L5,=0, Fig. 28; in the intervalH <H<H,
=52.5 kOe — the phase IILE,=0,L9,=LY, Fig, 2b; and, forH>H_, — the phase Il
(LY, =L2,~0, Fig. 1.

Minimizing the sum of expression&) and (7), we find that in each phase the
vectors (,L,) remain orthogonal §¢=0) and that

phase I 8{=—A;, J&E=Ay¢,
phase Il: 8{=A;,  8é=Ay¢,

phase lll: 5,=0, 56=0, (8

where the constants;= Bgé/lGCl andA;=B/4C, are positive.

Therefore the easy-axis anisotropy can Iead_fee Lg and to an increase in the
squared order parametEﬁJr L§. In the general case, evidently, relativistic effects can
also destroy the orthogonality of the antiferromagnetism vectors. In Gstdalexchange
interaction between the nearest neighbors along tisds is much greater than exchange
in the basal plan&.t is easy to show that this leads @)2>01/§§, so that when com-
paring with experiment we neglect the contributionfof

Inverting the systentl) with respect to the magnetizations of the sublattices with
allowance for the uniform magnetization in the external magnetic field, we obtain

4o 77)
32 0c) ©

wherea andc are the periods of the crystal lattice. Up to terms linear in the magnetic
field, we obtain in the phase |

11
Mj=gM+ z{LicodQ-rj)+LosiNQ-rp}, Q=

H
M]_:MO 1+A1+m

E

, COosa;=1,
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M—MllA 1H —13A+3H
23~ Mol 175 1—§H—,E, CoSazs=—57 7™M Z—,E-
(10)
H
M4:M0 1+A1__ y COSCY4:_1,
He
M vl 1 1A 1H 1 3A 3 H
56— Mo 5 1+§?, ase=5t 7 1+ZH—I,Ea

whereHE=Mg(Na/x,)~4Xx10® kOe, N, is Avogadro’s numbery, is the magnetic
susceptibility in the spin plane; we used the vafue=0.75< 102 cgs units/mole from
Ref. 9; ¢; is the angle between the magnetization of ftresublattice and the axis. In
the phase I

H
M 1’4= M 0(1_ A]_), COSCY]_A:_
He
1 J3 H J3 1 H
= + oAt — — =t —A+ - —
M2,6 MO 1 2A1 2 HI’E y COSCYZVG 2 4 Al 4HI/E,
1 \3H V3 V3 1 H
= +oA - — = At - —.
M315 MO 1 2A1 2 H{E y COSagvs 2 4 Al 4H{E (11)

The structural distortions under discussion are shown schematically in Fig. 2. In phase 11l
the magnetizations of all sublattices arm®l,, and co&;=H/Hg, where Hg
=Mo(Na/x | )2~2x10°kOe andy is the electronic magnetic susceptibility along the
normaln to the spin plane.

Neglecting relaxation, the dynamics of the nuclear sublattice retfiitem the
dynamics of a ferromagnet in an effective field. Therefore the Lagrangian of the low-
frequency spin dynamics of the antiferromagnet CsMniill be the sum of the
Lagrangian of a noncollinear antiferromaghand six Lagrangians of the nuclear sub-
lattices coupled by the hyperfine interaction:

6

1 o
X (n-(Q+ yH) 2 Ut = D mj-<l—AMj+H
6 =1 Yn

Q+yH)2+
2yz( yH)

X|~ X1

where Q is the angular velocity of the electronic spin rotatiod;; is the angular
velocity of the spin rotations of the nuclei in thid sublattice;y, is the susceptibility of
the nuclei;y and vy, are the electronic and nuclear gyromagnetic ra#ois; the hyperfine
interaction constantm; is the magnetization of thgh nuclear sublattice, and its equi-
librium value is x,(—AM;+H).

When the spin plane is normal to the basal plane of the crystal, the ebgrgy
reduces to the expressidiiH)cos6p, f(H)=b;+bgH2+b,H*+bsH®, whereg is the
angle between the vecttr; and thez axis. Since the functiofi(H) changes sign in the
field H¢y,B it is convenient to introduce a different representation
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FIG. 3. NMR spectrum in CsMgl The experimental data are taken from Ref. 7 at temperature 1.3 K.

2
+k,

2
(13

f(H)=b [1 A H

! Hel He He
This function determines the field dependence of the AFMR frequency associated with
oscillations of the angle. The constant®, (associated with the zero-field frequeincy
andk,;=—1.7 can be determined from the experimental data of Ref. 6; the contribution
of the termock, is small in the frequency range investigated in Ref. 6. The congtant
determines the zero-field splitting of the NMR frequencies:

H 4
14k,

w1 Wy M 1~ M 2 3
w1 B M 1 - E 1 (14)
According to the experimental data of Ref.#,/27=417 MHz andw,/27=390 MHz,
whenceA;=0.045.

The magnetic resonance spectrum described by the Lagrafigiaconsists of three
AFMR branchegsee Refs. 6 and 1@nd six NMR branches. Five NMR branches for the
values taken above for the parameters of the theory and for the two remaining adjustable
parametersy,AMy/27= wy/2m=400 MHz andk,=0.71 are presented in Fig. 3. The
frequency of the sixth branch neglecting in-plane anisotropy is zero.

We note that the functiof(H) for the indicated values of the parametkfsandk,
vanishes in a field slightly aboud,, i.e., the system is accidentally close to a spin-flop
transition from the phase Il to the phase Itgis approached.

This work was partially supported by Grant No. 98-02-16572 from the Russian Fund
for Fundamental Research.
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A giant isotope effect, wherein the low-temperature metallic state is
replaced by an insulator state, was recently observed Wf@nwas
substituted for®0 in (Lag 2Py 79 0 7Ca MNO; [N. A. Babushkina, L.

M. Belova, O. Yu. Gorbenket al,, Nature(London 391, 159(1998].

In the present work, the temperature evolution of the magnetic structure
of two samples of this compound is studied by neutron diffraction. One
sample contained a natural mixture of oxygen isotopes, 9959
while the other was enriched to 75% with the isotdf@. It is estab-
lished that the samples are crystallographically identical at room tem-
perature. As the temperature decreases, the sampléS@itandergoes
successive antiferromagneti® {r\,= 150 K) and ferromagnetic gy
=110 K) transitions, which lead to the establishment of a noncollinear
ferromagnetic structure, while a purely antiferromagneligg{,= 150

K) order arises in the sample witO. The temperature dependences
of the intensities of the diffraction peaks associated with the charge
ordering differ substantially in samples witiO and*¥0, and they
correlate with the behavior of their electric resistance and magnetic
structure. ©1999 American Institute of Physics.
[S0021-364(99)01001-4

PACS numbers: 75.30.Kz, 75.50y, 71.30+h

Investigations performed in the last few years have shown that the low-temperature
state of manganites with the perovskite structuge A Mn3* Mn?*O;, where A is La
or a rare-earth ion and'Ais an alkaline-earth divalent cation — Ca, Sr, etc., is deter-
mined by the balance of several types of interactions and can be easily modified by

0021-3640/99/69(1)/7/$15.00 50 © 1999 American Institute of Physics



JETP Lett., Vol. 69, No. 1, 10 January 1999 Balagurov et al. 51

changing the composition or by an external perturbateee, for example, the review
articles of Refs. 1 and 2 and also Rej. 3he phase transition from the paramagnetic
insulator into the ferromagnetic metallic stgiasulator—metal transitionis ordinarily
described in the the “double exchange” mofebn the basis of which the possible
magnetic configurations have been predicted and the correlation between the magnetic
and transport properties has been interprafed.

The observed features of phase transitions in perovskite mangénaeswidely
known as CMR compounds on account of the “colossal”’ magnetoresistance effect ob-
served in therf) cannot be explained solely on the basis of the double-exchange model
and they make it necessary to take account of additional effdwsdynamic and static
Jahn-Teller effects, ordering of the charges®Mmand Mrf* in the structure, and oth-
er9, and special experiments are must be performed in order to clarify the role of these
effects.

The investigation of the coupling of the electronic and phonon subsystems in man-
ganites merits special attention. A great deal of evidence showing the importance of this
interaction is presented in a recent reviésotopic substitution is a direct experimental
method for studying the effect of the dynamics of atomic vibrations on physical
properties ! For example, in the first work on this subjitwas found for the com-
pound Lg ¢Ca, ,MnO; that the Curie temperature decreases by 21 K upon 95% substi-
tution of Y0 for 1°0. This is much greater than the shift of the temperature of magnetic
or electronic phase transitions in other previously investigated oxides, e.g., high-
temperature superconductors. In Ref. 11 the effect of isotopic substitution was investi-
gated for the compound (La,Pr,), Ca MnO; with y=0.75; this choice is based on
the critical value of the tolerance factor of the perovskite structure for this composition
(~0.91), at which the structure becomes especially sensitive to various physical pertur-
bations. In Ref. 11 it was observed that this composition with the natural isotopic oxygen
content(99.7%*%0, referred to in the text below as OJlifecomes a metal dt~ 100 K,
while for the composition 85% enriched in the isotdf@ (referred to below as O—18
the effect is not simply a decrease of the temperature of the transition to the metallic
state but rather the circumstance that the compound remains an insulator right down
to 4 K (Fig. 1). A similar effect has also been obser¥edn the compound

(LagsNdp 5) 0.6/Ca 3MN0O;.

In the present work we investigared how the magnetic structure is affected by the
isotopic substitution of®0 for *°0 in (Lay _,Pr,) o Cay sMNO; with y=0.75. Just as in a
previous work? for the composition withy=0.5, we employed neutron diffraction to
identify the magnetic structure and to determine the changes occurring in the atomic
structure together with the colossal isotope effect.

The samples were prepared in the powder form by means of the so-called “paper
synthesis.” For this, a water solution of a mixture of nitrates of La, Pr, Ca, and Mn, taken
in the required ratios, was deposited on ash-free paper filters, which after ¢tgdg0o
were burned. The oxide product obtained in the process was roasted at 700 °C in air for
2 h. The final heat treatment was performed by annealing compressed tablets at 1200 °C
in air for 12 h.

The process of enriching the composition gLdPr, 759 /& MnO; with oxygen
isotopes was conducted &t=950°C andp=1 atm. Two samples, each of mass 5 g,
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FIG. 1. Temperature dependence of the resistance of the compougngRiyas) o Ca ;MnO; for the samples
0-16 and O-18 near the phase transition of the sample O-16 to the metallicK{ate {00 K). The resistance
of the sample O-18 has a semiconductor dependence right down to liquid-helium temperature.

were annealed simultaneously: one sample ik®@natmospheré€99.7% enrichmentand

the other in an'®0 atmospherg85% enrichment Platinum crucibles holding the pow-

ders were placed inside two quartz tubes arranged parallel in a furnace. Each tube was a
part of a closed loop®0 oxygen circulated in one loop, aftD oxygen circulated in the

other. Eleven successive changes of the oxygen atmosphere were made in the loop. The
oxygen gas depleted as a result of exchange was removed from the loop and the loop was
filled with “fresh” 80 oxygen with 85% isotopic enrichment. The total annealing time

at 950 °C was 100 h. ThHEO content in the sample obtained was 75%, as followed from

the change in weight of the sample and the results of mass-spectrometric analysis of the
oxygen atmosphere in the loop.

Neutron-diffraction experiments were performed on a DMC diffractometer at the
Paul Scherrer Institute using the SINQ source. The diffraction spectra were measured in
a regime with the sample heated from 12 to 293 K. The samples were packed in a
hermetically sealed vanadium contairi8rmm in diameter and 40 mm higffilled with
helium. The magnetic structure was analyzed according to the diffraction spectra mea-
sured at wavelength =2.5616 A . Rietveld refinemer@FULLPROF program, space
groupPnma was performed in the range of scattering anglés=20-90°, correspond-
ing to dp,, from 1.8 to 14.7 A .

It is obvious that a necessary condition for making a correct comparison of the
results obtained for isotopically-substituted samples is that the samples must be crystal-
lographically identical. Analysis of the room-temperature diffraction spectra showed that
the O-16 and O-18 samples are indeed identical; specifically, their oxygen contents were
identical to within=0.03. A comparison of the unit cell parameters of the two samples
gives better accuracy. Their measurement, performed at room temperature in the
FDVR high-resolution neutron diffractometer in Dubna, gave the following results:
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FIG. 2. Diffraction spectra of the O-16 and O-18 samples measured at room tempémiuiigure$ and at
T=12 K (bottom figures The spectra are identical at room temperature. At low temperature the intensity of the
AFM peaks(1/2 0 0 and(1/2 0 1/2 for sample O-18 is much higher, while in the spectrum of the O-16 sample
the intensity of the FM peakd01)/(020 and(200/(121) is higher. The bottom curves in the figures show the
difference of the measured and computéy the Rietveld methodintensities and demonstrate the good
agreement.

a=5.45657(7) A\b=7.69294(9) A,c=5.44788(8) A for O-16 anc=5.45673(6) A,
b=7.69315(8) Ac=5.44786(7) A for O-18, i.e., the unit cell parameters are identical

to within 0.002—-0.004%. A comparison with existing dependences of the cell parameters
of manganites on the amount of oxygeee, for example, Ref. 14jives in this case an
upper limit =0.002 for the difference in the oxygen content between the O-16 and O-18
samples. The data from chemical analysis of the samples O-16 and O-18 by the iodom-
etry method, described in Ref. 15, agree with this estimate: The oxygen content in the
general formula (LgydPro 75 0.7C& sMNO, corresponds tax=2.995+0.008 in O-16 and

to x=2.996+ 0.005 in O-18.

Figure 2 shows the characteristic neutron diffraction patterns measured for the O-16
and O-18 samples at room temperature ardl2 K. One can see that superstructural
reflections of the typ€1/2 0 0 and(1/2 0 1/2 at 20=13.6° and 19.2°, associated with
the establishment of antiferromagnetisFM) order, appear in the neutron diffraction
patterns of both samples as temperature decreases. The intensity of these peaks is much
higher for the sample O-18. An enhanced contribution to the nuclear Bragg peaks of the
type (102)/(020) and(200)/(121) at 20=39° and 56° is clearly noticeable in the neutron
diffraction pattern from O-16 af =12 K; this contribution arises with the establishment
of ferromagnetidFM) order. The temperature-dependences of the intensities of the AFM
and FM peaks in both samples are shown in Fig. 3. For O-18 the intensity of the AFM
peaks grows monotonically with decreasing temperature, and for O-16 the dependence is
nonmonotonic and has a maximumTat 110 K, which correlates with the appearance of
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FIG. 3. Temperature dependences of the intensities of the characteristic diffraction peaks of samples O-16 and
0-18: (a) AFM peak(1/2 0 0, (b) FM peaks(102/(020. The decrease a&<50 K of the intensity of the
(101)/(020) peaks of sample O-16 is due to ordering of the magnetic moments of Pr. The lines are drawn for
clarity.

the FM component in the corresponding Bragg peaks. The intensity dfl@ig/(020

peaks for the sample O-1@-ig. 3b below 50 K decreases somewhat. This can be
interpreted by analogy with Ref. 16 as being due to ordering of the magnetic moments of
the Pr atoms. For the O-18 sample, to within the statistical accuracy achieved
(~1.3%), there was no FM contribution to the diffraction peaks.

The magnetic structure of the sample O-16 was refined in a model consisting of two
antiferromagnetic phases AFM1 and AFM2 and a ferromagnetic phase FM1 with mag-
netic moments on the Mn atoms. The AFM1 phase was described in a crystal cell with
a doubled parametest and propagation vectok;=(1/200); the phase AFM2 was
described in a cell with doubled parameteaasand ¢ and propagation vectok,
=(1/201/2). For the sample O-18, the magnetic structure was refined in a similar man-
ner but with no FM component. The values of the magnetic moments of Mn are essen-
tially independent of their orientation. A search through the variants with different direc-
tions of the moments along the basal directions yielded the best agreement between the
measured and computed intensities with the Mh moments oriented alob@itiein the
AFM phases and along the axis in the FM phase. Figure 4 shows the temperature
dependences of the refined magnetic momens ., maemz2, andupy . The magnetic
structure formed in the O-16 sample can be represented as noncolliaesed ferro-
magnetic, similar to the structure observed for the compositiongdas ;MnO; (Ref. 3
and Pg s Cay 7SI 9 0.39MN0O3 (Ref. 17. In the sample O-18, not only was the electric
conductivity suppressed, but the ferromagnetic component was also completely sup-
pressed, which has not been observed thus far in compositions with Pr with the natural
content of oxygen isotopes. Therefore isotopic substitution did not reduce to a simple
shift of T.({(r)) in the magnetic phase diagram, but rather it led to a fundamentally new
magnetic state.

In both samples AFM orderingT(,zy=~150 K) is preceded by the appearance of
weak superstructural reflections of the ty{#2 0 2 at Too~180 K (Fig. 5. The ap-
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FIG. 4. Temperature dependences of the magnetic moments dinMBohr magnetonsfor the FM and AFM
components of the sample O-16 and the AFM components of the sample O-18. For sample O-16 the points at
some temperatures were measured twice. In both samples the AFM moments for sublattices with different
propagation vectors are virtually identical. The lines are drawn for clarity.

pearance of such reflections is attributed to charge ordé@i@ordering of the cations
Mn3*/Mn** | which results in doubling of the lattice period aloagind lowering of the
spatial symmetry to the monocline2,/m structure'® which has been well studigd®for
the composition RCa ;MnOs.
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FIG. 5. Temperature dependences of the intensity of the CO (#2l0 2 of samples O-16 and O-18. This
peak does not occur at room temperature. For the O-16 sample the points at some temperatures were measured
twice. The lines are drawn for clarity.
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The experimental results presented show that TorT¢o the O-16 and O-18
samples are crystallographically identical and similar to other CMR compounds with the
same ratio of the cations MfA and Mrf*. Below T=T-o~180 K a charge ordering
process commences in both samplesTALT ey~ 150 K antiferromagnetic ordering of
the magnetic moments of manganese commences, forming a structure with two propaga-
tion vectorsk; = (1/2 0 0) andk,= (1/2 01/2) (pseudo-CE-structufe Thus, down to 110
K the CO and AFM ordering processes develop identically in both samples. BElow
=Tgm~110 K a ferromagnetic ordering of manganese moments appears in the O-16
sample. It should be noted especially that the isotopic substitution of oxygen did not
changeTco and T apy -

In Ref. 20 it is shown that the composition ([LgPr)qCa sMNnO;z with y=0.75
lies near the boundary between the metallic and insulator states, and even a relatively
weak perturbation, including isotopic substitution of oxydélan transform one state
into another. A possible microscopic model of such a transition, in which the electron
hopping integral between the states of neighboring ions is related with the reduced mass
of the ions, is presented in Ref. 20. In the present work, the magnetic structure of the
compound (Lg,sPr 7599 3MNO3 was determined and it was shown that under iso-
topic substitution of'®0 for %0 the change in the electronic staimetal—insulator
correlates completely with the changes in the magnetic struttorecollinear ferromag-
net — Fr)fl‘”e antiferromagneand with the process of charge ordering of the cations Mn
and Mrf™.
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Investigations of the magnetic state of a surface lay@00 nm thick

and of the bulk in macroscopic ferrite crystals of the type Ba—M
(BaFg,0,9) are performed in the phase transition region around the
Curie temperatureT;). The method of simultaneous gamma, x-ray,
and electron Mssbauer spectroscopy, which made it possible to com-
pare directly the phase states of the surface and bulk of the sample, is
used for the measurements. It is observed experimentally that in
BaFg,0,4 the transition of a surface layer200 nm thick to the para-
magnetic state occurs at temperatures belQw It is established that

the transition temperatur€.(L) of a thin layer localized at depth

from the surface of the crystal increases with distance from the surface
and reaches the valuk, at the lower boundary of the “critical” sur-
face layer. Therefore, ned@t. a nonuniform state in which the crystal is
magnetically ordered in the bulk but disordered at the surface is ob-
served. A phase diagram of the states of the surface and of the bulk of
macroscopic magnets near the Cue Neel) point is proposed on the
basis of all the experimental results obtained in the present work as
well as previously published results. 99 American Institute of
Physics[S0021-364(109)01101-9

PACS numbers: 75.50.Bb, 75.30.Kz, 75486.

The study of the influence of a “defect” such as a surface on the magnetic proper-
ties of surface and subsurface layers of a crystal has been increasingly attracting inves-
tigators since the 1970s. From the applied standpoint the problem of a surface is of
interest because a surface strongly influences the formation of the properties of nanosize
powders and films, and an understanding of the nature of the formation of the properties
of such materials will make it possible, for example, to determine ways to produce such
materials with the required properties.

Surface processes which accompany fundamental phenomena such as phase transi-
tions in the bulk of a crystal are of special interest. The concept of the surface magnetic
energy was introduced in the first theoretical descriptions of the surface properties of
crystalst and it was shown that for negative values of this energy the surface of a crystal
can possess magnetization at temperatures above the Curie point for the bulk of the

0021-3640/99/69(1)/7/$15.00 57 © 1999 American Institute of Physics
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FIG. 1. Phase diagram of states of the surface and bulk of a semi-infinite ferromagnet near the Curie tempera-
ture a — obtained theoreticalf/b — proposed by the authors on the basis of all experimental HataLine

of surface phase transitiord— ordinary transition3 — extraordinary transitionOB region — magnetically
ordered bulk of the crystalDS— magnetically ordered surface of the crystaB — magnetically disordered

bulk, DS— magnetically disordered surface.

sample. The surface magnetization decreases exponentially in a direction into the bulk of
the sample. Theoretical investigations of the surface of antiferromagnetic crystels
dicted the possibility of the existence of surface magnetization at temperatures above the
Neel point. Later, the surface properties were described using virtually all of the methods
developed for studying the properties of bulk crystakse, for example, the reviews Refs.

3-5 and the references cited thepeiss a result, a theoretical phase diagram of the states

of a surface and of the bulk of a semibounded magnet near the Curie point was obtained.
This diagram, taken from Ref. 5, is presented in Fig. 1a, wiigsea phenomenological
order parameter which was introduced in Ref. 1 and determines the surface energy. The
designations of the phase transition lines are as folftiws: surface 2 — ordinary, and

3 — extraordinary. For a negative value @fsee Fig. 1 magnetic ordering arises on the
crystal surface up to the appearance of magnetization in the bulk, i.e., at temperatures
above the Curiéor Neel) point. For positiveq, as follows from theoretical descriptions

and the phase diagraffig. 13, the surface just as the bulk of the crystal transform into
the paramagnetic state at the Cuide Neel) temperature.

Results confirming the existence of magnetization on Cr, Co, Ni, Tb, and Gd sur-
faces at temperatures above the magnetic ordering point in the bulk of these substances
have now been obtained experimentalige Refs. 3—5 and 7 and the references cited
therein. Thus, these experimental data agree with the region of the theoretical phase
diagram that corresponds to negative values of the parameter

Comparatively recently, it was established experimentally that in antiferromagnets
with a weak ferromagnetic moméritas well as in hexagonal ferrit¥s transition of the
surface to the paramagnetic state occurs at temperatures beloweah@hge) point for
the bulk of the crystals. It has also been shdwhthat the temperature of the order—
disorder transition decreases continuously within a surface layer of “critical” thickness.
These experimental data do not agree with the theoretical descriptions of surface
magnetisni> and the theoretical phase diagrdffig. 18, whence it follows that the
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surface of a magnet at temperatures below the Curie point can be only in an ordered state.

In the present letter we present experimental data obtained near a phase transition at
the Curie point of the magnetic state of a surface and the bulk of macroscopic crystals
with an uncompensated magnetic moment. Ferrite single crystals of the type Ba-M
(chemical formula BaFRgO,) were chosen for the investigations. Ferrites of the type
Ba-M possess the hexagonal crystal structure of magnetoplumbite. At temperatures be-
low the Curie point the magnetic structure of Ba-M crystals is a collinear ferrimagnet
with a high anisotropy field and easy-magnetization axis along the crystallog@akis
(see, for example, Ref. 11 and the references cited therein

The SGXEMS method, proposed in Ref. 12, was used for the investigations. This
method is based on the simultaneous detection oéslauer spectra in radiations with
different mean free paths in the material, specifically, gamma rays, characteristic x rays,
and conversion and Auger electrons, which carry information about the properties of the
bulk and surface layers of a bulk crystal with a thickness of seyemaland 300 nm,
respectively. To study the properties of surface layers less than 300 nm thick in the
SGXEMS method, secondary-electron selection by energy is perforheice the en-
ergy of an electron which has left the sample is progressively lower the greater the depth
of the atom whence this electron originated. The SGXEMS method was implemented in
the form of the automated system described in Ref. 14.

For the M®sbauer measurements, slab$00 wm thick were cut from Ba-M single
crystals synthesized from a fluxed melt. The crystallograplzixis was directed perpen-
dicular to the plane of the slabs. The crystal surfaces were polished cheniically
orthophosphoric acid at temperatuted0 °C for 1 mir). Such treatment of the samples,
as was shown in Refs. 15 and 16, gives high-quality preparation of a surface. The
SGXEMS method was used to obtain experimental spectra at temperatures from 300 to
750 K. The temperature was maintained constant to withthl °C.

The iron ions in Ba-M type ferrites occupy five nonequivalent positions. For this
reason, the Mssbauer spectra of these compounds in the temperature range of magnetic
ordering consist of five Zeeman sextuplets. The following circumstances make it neces-
sary to increase the accuracy of the mathematical analysis of the experimental spectra.
Since the number of magnetic bonds of iron ions occupying nonequivalent positions is
different, the effective magnetic fields at the iron nuclei in each sublattice are different,
and because the quadrupole splittings are different, the lines in the sextuplets are strongly
shifted from one another. In the slabs prepared for the experiments, the crystallographic
¢ axis, along which the magnetic moments in the crystal were directed, was oriented
perpendicular to the plane of the surface. If a gamma-ray beam is directed parallel to the
c axis, then on account of the longitudinal Zeeman effect the second and fifth lines of the
Zeeman sextuplets will be absent in the $dbauer spectrum.

The effective magnetic fields, which are presented as a function of temperature in
Fig. 2 for iron ions occupying the ¥2and 4f, positions in BaFg0O,q, were calculated
from the experimental spectra. To facilitate interpretation of Fig. 2, the fields at the iron
ions in the 4,2a, and 2 sublattices are not shown. It should be noted that the param-
eters of the hyperfine interactions calculated from the experimentasbdwer spectra of
BaFg,0,,, i.e., for the bulk of the sample, agree well with the published ¢sda, for
example, Refs. 17-19 and the references cited therein
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FIG. 2. Temperature dependences of the effective magnetic fields in,Bakat the iron nuclei occupying

nonequivalent 12 and 4f, positions in the bulk of the crystall{,A) and in a 200 nm thick surface layer
(O,4), as well as the intensity of the paramagnetic line of iron ions located in the Bilkafd in a surface

layer (O).

The temperature of the transition to the paramagnetic state was determined by all the
methods employed in Misbauer spectroscopyl the temperature at which the Zeeman
lines vanished in the spectrum and only lines of the paramagnetic phase were observed
was determined from the experimental spectra obtained near a phase transition. The
temperature at which the total width of the lines in the spectrum equals the width of the
lines in the spectrum of the paramagnetic phase was taken as the Curie poihe 2
temperature was determined by the method of temperature scanning, in which the tran-
sition point is determined from the temperature dependence of the number of photons
detected as the gamma-ray source moves with constant velocitywith a stationary
source. In this case, as one can see from Fig. 2, the number of detected quanta increases
as the transition point is approached from the low-temperature side, and then at the
transition point the curve saturates, and as the temperature increases further, the number
of detected photons remains unchanged. The results obtained by these methods agreed
with each other.

As one can see from Fig. 2, the effective magnetic fields obtained from the gamma-
ray absorption spectra, i.e., the fields at the iron nuclei located in the bulk of the crystal,
vanish at a Curie temperature of 735 K. We note that the temperature dependences of the
fields obtained from Mssbauer spectra agree with the data presented by other authors
(see, for example, Ref. 20It follows from Fig. 2 that the effective fields at the iron
nuclei located in a~200 nm thick surface layer of the experimental crystals decrease
with increasing temperature more rapidly than the fields on the iron nuclei located in the
bulk of this crystal. The magnitudes of the effective magnetic fields determined from the
conversion and Auger electron spectra, i.e., the fields at the iron nuclei located in a
~200 nm thick surface layer, vanish at 732 K, which is three degrees lower than the
Curie temperature.
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FIG. 3. Mcssbauer spectra of Baf©,4, obtained at 732 K by detecting gamma réas i.e., from the bulk of
the crystal, and by detecting conversion and Auger electfiontom a ~200 nm thick surface layer.

The experimental Mesbauer spectra obtained near the “order—disorder” phase
transition provide direct confirmation of the result that the surface layer of Bage
crystals transform into the paramagnetic state at a temperature below the Curie point for
the bulk of the sample. Examples of such spectra, recordé€e-aB2 K, are presented in
Fig. 3. Comparing the spectral data obtained at temperatures somewhat below the Curie
point (Fig. 3) shows that Zeeman splitting of the lines, indicating the existence of mag-
netic ordering in the bulk of the sample, is observed in thesslbauer spectruiirig. 33,
while there are no Zeeman lines in the spectrum obtained by detecting conversion and
Auger electrongFig. 3b), but rather only the lines corresponding to the paramagnetic
state of the sample are observed. It should be noted that ossibaaer spectra are
similar to the spectra obtained by other authors near the Curie point by detecting gamma
rays (see Ref. 14 and the references cited therein

Analysis of the experimental spectra showed that the transition of a bulk ferromag-
netic sample to the paramagnetic state occurs as follows. When the crystal is heated, the
paramagnetic phase forms on the surface of the crystal, and it arises at temperatures
below the Curie point. As temperature increases further, the entire surface of the crystal
transforms into the paramagnetic phase, and then the paramagnetic phase propagates into
deeper and deeper layers. At the Curie point the thermal energy destroys the magnetic
ordering in the entire remaining volume of the crystal. The transition temperaj(cd
of a thin layer located at a depthfrom the surface increases continuously with distance
from the surface of the sample, reaching the valydor the bulk of the crystal.

As noted above, experimental data indicating that magnetization can exist on the
surface of a crystal in the absence of magnetic ordering in the bulk of the crystal have
been presented in a number of worlsee Refs. 3-5 and 7 and the references cited
therein). These results correspond to negative values of the phenomenological order
parameteq in the diagram(Fig. 18 obtained from theoretical investigations.
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The experimental results presented in Refs. 8—10 as well as the experimental data
described in the present letter show that the transition of the surface of magnets to the
paramagnetic state can also occur at temperatures below téddeCurie point. This
conclusion fits in with the theoretical phase diagrdfiy. 18. On the basis of all experi-
mental results taken together we propose a more accurate phase d{ggyaib of the
states of the surface and bulk of a crystal near the CiNeel) point. As one can see
from Fig. 1b, the part of the theoretical phase diagr@ig. 18 that corresponds tq
>0 is altered. In this case, as the temperature increases, the paramagnetic phase arises
first at the surface of the crystal, and this happens at temperatures below the Curie point
(see Fig. 1l when the bulk of the sample is still magnetically ordered. In this tempera-
ture range the crystal is in a nonuniform state, specifically, a magnetically disordered
surface with a magnetically ordered bulthe regionDS/OBin Fig. 1b. However, it
cannot be asserted on the basis of the experimental data obtained in the present work that
the order parameter is zero in the region of the disordered states. As the temperature
increases further, a transition to the paramagnetic phase occurs in increasingly deeper
surface layers, and the thermal energy at the Curie point destroys the magnetic ordering
in the bulk of the sample, and the entire crystal becomes paramagnetic.

All of the existing experimental data obtained in investigations of the magnetic
states of the surface and bulk of macroscopic magnets near the @i fit in the
proposed phase diagram presented in Fig. 1b.

In summary, in the present letter direct experimental data indicating that a thin
surface layer of macroscopic ferrimagnetic crystals transforms into the paramagnetic state
at a temperature below the Curie point for the bulk of the crystal were presented. A phase
diagram describing the state of the surface and bulk of a crystal near the(G@uNeel)
temperature was proposed on the basis of all the experimental data.

This work was supported by the Russian Fund for Fundamental Research under
Grant No. 98-02-18279.
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The effect of the nuclear hyperfine interaction on the dc conductivity of
2D electrons under quantum Hall effect conditions at filling faeterl

is observed for the first time. The local hyperfine field enhanced by
dynamic nuclear polarization is monitored via the Overhauser shift of
the 2D conduction electron spin resonance in AlGaAs/GaAs
multiquantum-well samples. The experimentally observed change in
the dc conductivity resulting from dynamic nuclear polarization is in
agreement with a thermal activation model incorporating the Zeeman
energy change due to the hyperfine interaction. The relaxation decay
time of the dc conductivity is, within experimental error, the same as
the relaxation time of the nuclear spin polarization determined from the
Overhauser shift. These findings unequivocally establish the nuclear
spin origins of the observed conductivity change. 1899 American
Institute of Physics.S0021-364(109)01201-3

PACS numbers: 73.40.Hm, 72.35¢, 73.20.Dx

In conductors and superconductors, fluctuations of the hyperfine contact interaction
usually provide the dominant mechanism for nuclear spin relaxation at low
temperature$? These relaxation times are closely related to the electronic structure and
dynamics in these materials. In recent years it has been recognized that the hyperfine
interaction can serve as a powerful tool in studies of 2D conducting electron systems.
Several notable applications include the quantum Hall eff@#E)®> and quantum
computatiorf: However, studies of the effect of electron—nuclear spin interactions on the
electronic transport are very rare. In nonmagnetic metals the spin—spin interaction be-
tween electrons and nuclei is theoretically predicted to produce a strongly magnetic-field
and temperature dependent contribution to the resisfivilye contribution of the hyper-
fine interaction to magnetotransport quantum oscillations of the resistivity has been ob-
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served in bulk InSB:” In a 2D electron system the effect of hyperfine interaction on
electron spin resonan¢®verhauser effefhas been observed in AIGaAs/Ga$In the
present study we demonstrate experimentally that the hyperfine interaction can produce
an observable change of the dc conductivity of a 2D electron system under quantum Hall
conditions.

To predict the effect of the hyperfine field on the 2D conductivity we use the
conventional assumption that the energy of the excitations of the ground state in the QHE
near filling factorv=1 can be expressed as a sum of two tetfs:

A=Ay+|g|up(Bot+By), (1)

whereA is the exchange energy duedee interaction andg|ugBy is the Zeeman term
due to the externally applied fieBl,. Through the hyperfine field the nuclei provide an
additional contributiorig|ugB, to the 2D ground state excitation energy. Hgris the
Lande g factor of the excitations angeg is the electron Bohr magneton. The local
hyperfine fieldB,, is proportional to the nuclear spin polarizati@),= a<|z),12'13wherea

is the contact hyperfine coupling constant. At temperatures much greater than a few mK,
the thermal equilibrium hyperfine fieB: can ordinarily be neglected. In the context of
electron spin resonan¢&SR), B, is known as the Overhauser sHift*14In the absence
of spin—orbit interaction, as in the conduction band of G&AS neither the cyclotron
energy nor the electron—electron Coulomb interactions are affect&jl byegardless of
its magnitude or sign, because the originByf is the spin—spin coupling between the
electron and nucleus.

Under our experimental conditions, whéFe-2.5K andB,=5.35T, the longitudi-
nal conductivity atv=1 obeys an Arrhenius law:

Oyx= 0 eXp(— A/2kT), 2

where g, is a constant. In the thermally activated regime the energy Magan be
determined from the temperature dependence,gf Consider the conductivity change
that would result from a change in the nuclear polarization: through the collective hyper-
fine interaction of the 2D electrons with the nuclei in the vicinity of the 2D electrons, the
local nuclear hyperfine fiel®,, will be enhanced. For a small change in the hyperfine
field, 6B,<B,, we will have from(1) and(2):

80/ oy=—19|ugdB/2kT=a 6B, /By, (€)]

wherea= —|g|ugBo/2KT is a constant. Experimentally we measured the dc conductivity
of the AlGaAs/GaAs multiqguantum well samples by the standard four probe method in
magnetic fields up t@®y,=6 T and temperature=1.7—-4.2 K. To obtain the 2D longi-
tudinal conductivityo,, we measured the longitudinal resistivipy,= B8U,,/l and the

Hall resistivity p,,=U,, /I, whereg is a geometric factor is the current through the
sample, andJ,, and U, are the longitudinal and Hall voltages. To calculate the 2D
conductivity we used the standard formutg,= p,/(pz,+ p%,)-

According to(3) the relative dc conductivity change is proportional to the change in
the nuclear hyperfine fiel®,,. To observe this dependence experimentally, we have
employed the method of dynamic nuclear polarizaiibiNP) by down-field swept ESR
to enhance the magnitude @f,).2° The corresponding DNP-enhanced hyperfine field is
BP"P. The change in the Overhauser shift of the ESR line is givensBy=BPN"
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FIG. 1. Magnetic field dependence of the longitudinal resistivity per légever curvg and variation of the
resistivity induced by microwave excitation near filling factor 1 in sample EA124. The ESR line position
corresponds tay=—0.415. The spectrum was recorded at a microwave frequency of 32.48 GHz and at
T=1.7 K. The angle betweeB, and the normal to the sample is 60°.

—B;%(Refs. 8, 13, and D4 The 2D electron spin resonance signal is detected electrically
as described in a previous paffeon single AlGaAs/GaAs heterojunctions. The mecha-
nism for this phenomenon is not yet fully understood, but it nevertheless provides a
working method to detect and control the Zeeman energy $€rm.

We have studied two different GaAs/AlGaAs multiquantum well samples. The
samples were grown by molecular beam epitaxy and have the following properties at
T=4.2 K: sample EA124(21 GaAs well3 has a 2D electron density per layer of
6.9x 10'°cm™ 2 and mobilityx =440 000 V/cms; sample EA21640 GaAs well3 has a
2D density of 1.X10"cm 2 and mobility x=650000 V/crds. The samples were
mounted on a rotation stage to allove 1 to be obtained over a range of magnetic fields.
We measureg,, at a frequency of 524 Hz using a lock-in amplifier. Application of the
microwave power to the sample induced a change,inwhich is detected on the output
signal of the amplifier. To increase the sensitivity for ESR detection, the microwave
power was modulated at a frequency of 7 Hz. The output of this amplifier was connected
to the input of a second lock-in amplifier which detected , induced by the microwave
excitation at 7 Hz. This method helps to avoid the rectification signal at 7 Hz which is
induced by the microwave electromagnetic field. In Fig. 1 we present an example of the
electrically detected 2D electron spin resonance at filling fagted., recorded using a
microwave frequency of 32.48 GHz. Also shown is the longitudinal magnetoresistance at
T=1.7 K for sample EA124.

To polarize the nuclei the microwave generator was switched to continuous mode
with no modulationt® The magnetic field was first set to a value slightly higher than the
ESR condition, and the field was then swept down. The resonant microwaves begin to
polarize the nuclei through saturation of ESR transitfohis:*As the nuclear polarization
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FIG. 2. Magnetic field dependences of the 2D longitudinal conductivity per layer before and after microwave
irradiation of the sample, obtained 2.5 K in sample EA124. In experimefa) the nuclei were dynami-

cally polarized by resonant saturation of the electron spin transition. A microwave frequency of 32GHz was
employed, corresponding to ESR at 5.5 T with the nuclei at thermal equilibrium. In experiimerthe
conductivity was recorded before and after off-resonant microwave excitation of the sample. The same micro-
wave power was applied as in p&a), but the microwave frequency of 20.8 GKaorresponding to an ESR

field of 3.58 T was far from the ESR condition, resulting in no dynamic nuclear polarization enhancement.

increases, the hyperfine fieR}, due to the nuclei acting on the electrons also increases,
resulting in the Overhauser shift of the ESR line. In GaAs this shift is to lower magnetic
field 81" becausds,, is positive and adds constructively By due to the negative sign of
the g factor. By choosing an appropriate down-sweep rate, it is possible to shift the ESR
line considerably. The maximum ESR shift that we obtained by microwave DNP was
B,=0.2 T atBy=55T.

In accordance with(3) the enhancement of the nuclear hyperfine fiBjdshould
change the longitudinal dc conductivity,, of the 2D electrons under QHE conditions. In
Fig. 2 we present the magnetic field dependences,ffor EA124 atT=2.5 K. To
observe the changéo,, due tosB,,, we first measuredg)(B,) with a magnetic field
up-sweep without microwave excitation, with the nuclei in thermal equilibrium with the
lattice. This conductivity trace is labelé@forein Fig. 2a. To ensure that the nuclear spin
system was initially at thermal equilibrium with the lattice, the 2D electron system was
taken just outside of the=1 magnetoresistance minimum for 300—600 s before the first
sweep. The relaxation of the Overhauser shift of the ESR indicates that the nuclear spin
relaxation timeT, is about 60—120 s under these conditions, in reasonable agreement
with previous report8.After o2%B,) was recorded in the first sweep, the nuclei were
dynamically polarized by the down-swept DNP proceflakea sweep ratdB/dt=0.5
mT/s nearv=1. The microwave power was then switched off, arf]"(B,) was re-
corded during a second magnetic field up-sweep, this time with the nuclear spin system
highly polarized(Fig. 2a. This is the trace labeledfter in Fig. 2a.

Using electrically detected ESR we also measured the Overhauser shift of the ESR
line as a function of time using multiple detection up-sweeps. The relaxation time of the
Overhauser shift at=1 andT=2.7 K was observed to be 240-300 s. Since this is much
longer than the time scale of the ESR detection up-swabput 30 § the amount of
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nuclear spin relaxation which occurs during the up-sweep is small and can be neglected
for the purposes of this paper.

To eliminate the possibility that the observed time evolution of the conductivity is
due to some sort of persistent microwave photoconductivity effect, the dc conductivity
was measured using exactly the same procedure as in the resonant DNP experiment but
with nonresonanimicrowave excitation of the sample at frequencies far from the ESR
condition. The result is that nonresonant microwave excitation changes neither position
of the ESR line nor the dc conductivity of sample EA124. The conductivity traces
obtained before and after nonresonant excitation are therefore overlapping, as is evident
from Fig. 2b.

We now estimate the value of the relative dc conductivity change due to the change
6B, induced by DNP according tB) and compare this with the data represented in
Fig. 2a. LetBj be the magnetic field satisfying the ESR condition in the absence
of the hyperfine fielde.g., nuclei unpolarized The difference between the ESR fields
before(at thermal equilibriumand immediately after enhancement of the nuclear polar-
ization is given bysB,=(Bj— B — (B5— B"F)=BPNP— B9, The observed time de-
pendence of the Overhauser shift demonstrates that the position of the ESR line imme-
diately after switching off the microwaves at the end of the DNP down-sweep coincides
well with B§—BRVP. In the experiment corresponding to Fig. 2a, the ESR was shifted
from its equilibrium positionB§—B&%=5.503 T toBj— BY"P=5.304 T, and therefore
6B,=199 mT. In accordance with relatigB) the dc conductivity variation due ®""

should beso®=7.3x 10 6k 1. The g factor g= —0.415 used to calculatéo e

was determined from ESRee Fig. 1 Using the experimental data from Fig. 2a, the dc
conductivity change due téB,, was found to besoSP=8x10"5kQ 1. This value
corresponds to the difference between the minima obth€B,) curves before and after
enhancement of the nuclear spin polarization. Hence, there is reasonable agreement be-
tween the experiment and the simple theoretical estimate of the conductivity change due

to DNP enhancement of the nuclear polarization.

Figure 3a presents the relaxation decay of the change in the ESR p@Sti¢t)/Bj
for sample EA216, obtained from ESR by multiple magnetic field up-sweeps during a
period of 800 s immediately following the initial DNP down-sweep. The time depen-
dence was fit to an exponential decay functiaiB,(t)<exp(—t/T,,), yielding Ty,
=217s atv=1 andT=2.5K. The timeT,, is comparable with the relaxation times
obtained in Ref. 9.

The relaxation decay of the dc conductivity change of EA216 immediately follow-
ing the DNP down-sweep is presented in Fig. 3b. The relative variation of the conduc-
tivity 8o,/ oxx= (oxx(t) — o)/ o5a was obtained by subtractingl] at the conductivity
minimum before DNP from the dc magnetoconductivity minima which were measured
during the relaxation decay period immediately following DNP. In this procedure the
oy(Bg) traces were recorded over a small region arousdl using multiple up and
down field sweeps during a period of about 800s. The Overhauser shift obtained at the
termination of the DNP down-sweep wa#B,(t=0)/B=0.021. This value and,,
=217 s were used to plot the expressida,,(t)/ogy=a(5B,/B)exp(~t/Ty,) in Fig.
3b. The value ofx is based on thg factor measured by ESR. Quantitative agreement
between this model and the experimental data is obtained with no adjustable parameters.
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FIG. 3. Time dependence of the relative Overhauser sBift/Bj of the 2D electron spin resonance following
DNP atT=2.5 K in sample EA216. The solid line represents an exponential fit to the data. The relaxation time
obtained from the fitting iT,,=217 s. Part(b) shows the time dependence of the relative variation of the
longitudinal conductivity, o, /oy, Obtained by a sequence of magnetic field up-sweeps following an initial
DNP down-sweep. The solid line represents a theoretical calculation of the effect(djsimigh no adjustable
parameters.

In conclusion, we have observed the effect of the nuclear hyperfine field on the dc
conductivity of 2D electrons under quantum Hall effect conditions in AlGaAs/GaAs
multiguantum wells at filling factow=1. The nuclear spin polarization was enhanced
using dynamic nuclear polarization, whereby the nuclei become polarized due to cross
relaxation with electrons being driven by ESR transitions into a nonequilibrium polariza-
tion state. The hyperpolarized nuclei produce a local hyperfine field which is experienced
by the electron spins. The resulting Overhauser shift of the ESR transition was measured
using electrically detected ESR. The value of the dc conductivity change due to the
nuclear spin polarization corresponds quantitatively to the thermal activation model in-
corporating the nuclear hyperfine field into the Zeeman energy of the charged ground-
state excitations. The dc conductivity decay time measured experimentally is, within
experimental error, the same as the nuclear spin—lattice relaxation time observed via
Overhauser shift measurements near filling faaterl. These findings unequivocally
establish the nuclear-spin origins of the observed conductivity changes.
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The problem of the™ — p° mass splitting is discussed. It is suggested
to use the¢p— pr— 37 decay to measure the” — p® mass splitting.
© 1999 American Institute of Physids$0021-364(109)00201-7

PACS numbers: 13.25.Jx, 13.40.Dk

In the framework of theSU(3) theory with U-spin invariance of electromagnetic
interactions, with the ideab—¢ mixing taken into account and with th€—¢ mixing
ignored for reasons of the Okubo—Zweig-lizuki rule, it has been fbémdthe p°—w
mixing that

—ReI1,0,) = (Migs = = Mig0) = (M- = = M2, ). (1)

The advent of quantum chromodynamics did not affect (&j.since theU-spin invari-

ance of isospin symmetry breaking interactions was not affected. Now, however, the
importance of thau—d quark mass splitting in the isospin symmetry breaking is per-
ceived (see, for example, the reviéy Equation(1) is correct to terms caused by both
isospin symmetry breaking interactions agdJ(3) symmetry breaking interactions
(“semi-strong interactions). It means that corrections to E@l) of up to 25% are
possible.

The Particle Data Grodmives for theK* = —K*° mass splitting

Myx0— Mg« +=6.7+1.2 MeV, 2
and for thep™ — p° mass splitting

m,o—m,==0.1+0.9 MeV. 3

But the p~ — p® mass splitting can be calculated with E@), taking into account the
well-specifiedw— 7 7~ decay®

Acually, as was first pointed by Glashdwhe » meson decays inta" 7~ via the
p°—w mixing (see also, for example, Refs. 59
L(pP—mtam; mw)‘ I 0, ’2

Blo—m 7 )= - .
T, | m2—m%—i-m, (I, (m,)—T%(m,))|

(4)

0021-3640/99/69(1)/4/$15.00 7 © 1999 American Institute of Physics
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It is knowrP~° that Im(II 0,,) can be ignored. Besides, the interference pattern of the
p° andw mesons in the reactios e — 7" 7~ and inm* 7~ photoproduction on nuclei
shows™® that Re(l0,)<0. So, taking into account thaB(w— 7+ 77)=0.0221
+0.003(Ref. 3, one gets

—Re(Il 0,) = —(3.91:£0.27) X 10 * Ge\~. (5)
It follows from Egs.(1), (2) and(5) that
m,o—m,==5.26+1.41 MeV. (6)

This result is a puzzle. First, this mass splitting is considerable and contrary to Eq.
(3). Second, it is largely of electromagnetic origin, like thé — 7° splitting, but it has
the opposite sign. The® meson is heavier than the"!

If one considers the linear version of E(q),l) thenm, o—m,==4.1+1.2 MeV, and
the situation remains essentially unchanged. Of course, it may be that corrections to Eq.
(1) are important, but the current theoretical understanding of the vector meson mass
splitting in the isotopical multiplets is far from perfeee, for example, Refs. 2,10912

As to the value given in Eq3), it was obtainetf by fitting ther™ — v~ #° datd®
in combination with thee*e™— 7+ 7~ datal* for which the production mechanism is
the same except for the®—w mixing. But a combined fit of different experiments is
prone to sizable systematic errors. That is why the problem of an alternative experimental
measurement of the™ — p® mass splitting is quite topical. But this task is a considerable
challenge, for it is practically meaningless to compare different experiments with differ-
entp production mechanisms in view of the large width of theneson. The point is that
our current knowledge of hadron production mechanisms is far from perfect, and gener-

ally in the resonance region we have a spectrum
dN f(E)
dE E_E.2iT22’ )
E (E-ER)?2+T%4

wheref(E) is an unknown function which is poorly varying in the resonance retjamd
which can shift the visible peak as much as several MeV fEgm Indeed, let take into
account two first terms of expansion ffE) in the resonance region:

f(E)=fo+(E—ER)fi+.... (8)
Then the shift of the visible peak is
AER=F—2- i 9
8 fy
So, if f;=*fy/4.7X =+1.4f, GeV ! and'=151 MeV, then
AEg=*4 MeV. (10

Certainly, one can use insteadefe” — 7" 7~ andr~ — v, 7~ 7° some other processes
with the samep™ and p° production mechanism, for exampla; (1260)—p~ 7%—
— 7 770 and® a; (1260)—p°7 — w7 7, the advantage of which is the absence
of the p°—w mixing. But in this case the problem of different experimental systematic

errors also exists.
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It seems to us that the most suitable process for the aim under discussiondis the
—pta +p at+p°m’— 7t 7~ 70 decay. Indeed, the charged and neugrahesons
are produced in one reaction with the same mechanisms. By now the Spherical Neutral
Detector(SND) and Cryogenic Magnetic Detector-2 at taée™ collider VEPP-2M in
Novosibirsk have already collected10’¢ mesons each, i.ex; 10°¢— pm— 37 decays
each. With thep factory DA®NE in Frascati, two orders of magnitude larger statistics
will be collected.

The differential cross section of thee e — ¥ (k, )7~ (k_) 7°(k) reaction can be
written in the symmetrical forf?1®

do &Pk, [Pk |Psint Y _sirP oy
dm? dm? dmPdcosdyde 128m%s?
><|F|25(m2++m2,+m2—s—2mi+—mio), (12)

where m? = (k.. +k)?, m? = (k_+k)?, m?=(k, +k_)?,s=(k, +k_+k)?, 9y is the

angle between the normal to the production plane ancettes beam direction in the
center mass systen,. _ is the angle between the directions of thé and7~ momenta
in the center mass system.

The form factorF of the y* — p#r decay with thep’—w mixing taken into account
has the form

F:Ap(sym+)szUn+)eXF)[i . 5(m+)}+Ap(S,m_)wexpﬁ . 6(m_)}
pr(My Dp— )
gp’JT’JT Aw(s) Hpoa) i )
+A,(s,m) ——— D,o(m) exp{| S(my} 1 p(S,m) Dw(m)exp{ i-o(m)},

(12

where Dy(x) is the V meson propagator in the simplest caBg/(x)= mV x2
—i-xIy(x), I'y)(X)= (gpm(x)/67r)(q (x)/x?); to good accuracy one can consider that
the propagators of the™ and p° mesons differ by values of the masseét and
mpo only; 8(x) is a phase due to the triangle singularithe Landau anomalous
thresholds’

At the ¢ meson energyAw(s)/A (s, m)|=0.02, i.e., thep®—w mixing effects are
negligible. As the energy(s) increases, the interference between terms in (£8)
decreases and is unimportant@t=1.5—2 GeV: this circumstance is a favorable one for
the aim under consideration, but the statistics in this energy region are poor, and, besides,
the p°—w effects in this energy region are expected to be considetéble.

The J/y— p7m— 37 decay stands alone. Generally speaking, one can expect ad-
equate statistics in the future f@&(J/y— pm)=(1.28+0.1)x10 2. The interference
between the terms in E(L2) is practically absent here, but th€—w mixing effects can
essentially prevent the measurement of phie- p° mass splittingB(J/ y— p°7°= (4.2
+0.5)x10° %) and B(J/y— wm’=(4.2+0.6)x 10 %), especially since the relative
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phase of the amplitudes of ttiéy— p°#° andJ/y— w7° decays is unknown. Incorpo-
ration of the effects of the heawy’ mesons in thel/4s— 37 decay can be found in
Ref. 18.
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Conductance of a 2D Corbino disk under QHE conditions
in the presence of contact phenomena

V. B. Shikin
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Moscow Region, Russia
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It is noted that contacts of a two-dimensiof2DEG) electronic system
with “external” metallic electrodes destroy the spatial uniformity of
the density of the system. This gives rise to specific dimensional effects
for the conductance of an unscreened Corbino disk in a magnetic field
sufficient for the appearance of local regions with an integer-valued
filling factor in the electron density profile. The overall pattern of the
transport voltage distribution along the disk is seriously transformed. It
becomes possible to explain the larg@mpared with the cyclotron
energy values of the critical transport voltage, leading to breakdown of
the QHE regime. The experiment qualitatively confirms the predictions
of the theory. ©1999 American Institute of Physics.
[S0021-364(99)01301-9

PACS numbers: 73.40.Jn

Contact phenomena at the boundaries of three-dimensi@@@) and two-
dimensional(2D) systems are virtually inevitablgee, for example, the section entitled
“Contact potential difference” in Ref. Jland lead to a number of observable conse-
quences. For example, in the 2D case there arise specific dimensional effects in the
conductivity of 2D semiconductor strigsynusual contact-induced magnetooscillations
of the conductance in a screened Corbino disk with low electron dehditgct obser-
vations of a nonuniform distribution of the electrical potential along a Corbino disk with
metal terminal$;® and so on.

The purpose of this letter is to discuss the role of contact phenomena in the forma-
tion of the conductance of a 2D Corbino disk under conditions giving rise to the appear-
ance in the disk of individual “incompressible” strips with magnetic filling factor close
to an integer. As shown below, a contact-induced perturbation of the 2D electron density
stimulates under QHE conditions the appearance of so-called incompressible strips with
an integer-valued magnetic filling factor. The properties of these strips, which determine
mainly the value of the conductance of a Corbino disk, are very sensitive to the overall
geometry of the problem, and this is also reflected in the conductance. It is found that the
conductance of integer strips is strong nonuniform over their cross section. It is noted that
a large number of strips can appear within the 2D region of a Corbino disk. Experimental
evidence in favor of the proposed theory is presented.

0021-3640/99/69(1)/6/$15.00 71 © 1999 American Institute of Physics
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1. We recall first the results of classical electrostatics for the charge distribution in
the combination metal — 2D system — metal with different internal characteristics. This is
effectively taken into account by introducing a contact potential differetigebetween

the “partners”?

€dhap=Wa—W,, (]

whereW, are the so-called work functions of the corresponding conducting systems and
e is the elementary charge.

Omitting the details, which are presented in, for example, Ref. 5, we have with
adequate accuracy the following distribution of the perturbed electron density of contact
origin:

KW gp
ong(X)= —————. v
of m2e(w?—x?)
Here 2w is the width of the 2D region between the metallic edges. In the khiw,
the approximation2) works well far from the pointsx= +w.

Turning to the situation with the quantum Hall effé @HE), we shall determine first
which parts of the disk satisfy the requirement at the filling factor be an integer, if the 2D
system is initially spatially inhomogeneous. Existing results on this subject are contained
in a series of work§-8 Here it is shown that for a fixed curvatuné(0) of the classical
electron density distribution at its extremal poithe point where the first derivative
vanishesn’ (0)=0), the width 2, of the central plateau where the filling factor is an
integerv;=1,2,3j, ..., is found to be

n"(0)aZ/4=[v(0)—v;Iny, n"(0)=d?n(0)/dx?, (3)
v(0)=n(0)/ny, ngt=mld, Iﬁ:Z—ﬁ, 4

H is the intensity of the magnetic field oriented in a direction normal to the plane of the
disk. The width 2, is maximum when the additional Coulomb energy a rising in
connection with the deformation of the initial classical electron deng(i) equals the
cyclotron energyiw.. Then

B et (5)
me?|n"(0)]
Substituting into the definitios) n”(0) following from Eq.(2) we have
3 3mhoc
(B W)°= 50— ®)

Thusa,&W if Aw.<edyp.

For what follows, no less important information from Refs. 6—8 concerns the dis-
tribution of the electric potential along an incompressible strip. Referring the reader to the
primary sources for the details, following Ref. 7 we have
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2mwe? n”(0)
ep(x)=——— —5—(a;-x)¥,  |x|<a,. W)

Here 2a. is the width of an integer channel, defined above.

Completing the definition of the equilibrium characteristics of a Corbino disk which
are required for what follows, we introduce also the perturbation arising in the “chemi-
cal” part {(x) of the electrochemical potentigt(x) as a result of the existence of
ep(x)#0. The corresponding relation arises from the general requirement of equilibrium
in a magnetized 2D system

u(X)=const=ep(x)+ {(x), (8

and taking account of the fact that(7) vanishes asymptotically at large distances from
the center of the strip gives

{(X)=—eqp(x). (8a)

Besides a central plateau, additional lateral channels of wadthwhich likewise
was investigated in Refs. 6—8, can also exist:

2= khwcle?dn(x)dx, ngtén(x)=ilml3, i=234.... 9)
Heren, is the average density of the 2D system in the absence of contact phenomena, and
on(x) is given by Eq.(2).

For what follows, we shall also determine the integer nunilmdrstrips in the disk.
This definition arises from the requirements

(w—x)=a; and én(x))—én(0)=(1—1)/=l3
and the assumption that the central strip has a unit filling factor. As a result,
sn(x;)—on(0)=(1-1)/xl3, (10

2x Iw=(1—e)+(1—€)’>—4e, e=hw2ed,p.
The channels closest to the metal terminals has a vagfhgiven by

2 =2m°w2ed. 11

amin

This estimate follows from the definitiof®) at the pointstx; .

2. It is natural to start the discussion of the effect of contact phenomena on the
Ohmic conductance of a Corbino disk with inner and outer nagdandr,, respectively,
in a magnetic field which is applied in a direction normal to the surface of the disk and
maintains the 2D electron system in a state close to a unit magnetic filling factor, with a
presentation of the formulas that ordinarily arise in calculations of the current—voltage
characteristic of a disk under QHE conditions. These are the relations between the total
currentd and the electrochemical potential

J2mr=e to, duldr, w(ry)—u(ro)=eV, (12)

wherea,, is the local conductivity of the 2D system aNds the guiding voltage applied
to the edges of the disk. Moreover, the structure of the conductiyjty which in general
is not a constant of the theory, is important. Under QHE conditignss given by the
well-known expressiotr*?
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=008 YTcosHsulT), (13

where the Fermi energfthe electrochemical potentjabu is measured from the mid-
point between Landau leveld, is the activation energy witdu=0, andT is the tem-

perature. The approximatiqi3) is meaningful when variation8u(r) are present in the
2D system and there are no variations in the electric poteg{in). For definiteness,
formula (13) is called below the ‘i representation.”

Together with Eq(13), there is an alternative phenomenological definition of the
conductivity (likewise discussed in Refs. 10 and)11

gn=00e YTcosh (u—ep)/T]=0qe 2 Tcosh £(r)/T]. (14

This expression, called below the‘tepresentation,” takes account of both the spatial
dependencew(x) and the possible coordinate dependerd®). Ordinarily, formulas

(13) and(14) are used to take account of different nonlinearity channels in the structure
of the current—voltage characteristigee, for example, Refs. 10 and)1However, as
follows from the discussion below, these definitions are also important in the Ohmic
regime.

In the scenarig13), the Ohmic conductivity of an integer channel is uniform over
the cross section of the chanr(because in equilibriunu=const). For this reason, on
the basis of Eqs(12) and(13) Ohm's law for a Corbino disk is

J

27ay,

re+ag

=V, r=(rq+rg)/2. (15

fe—ac
The conductivity of a 2D system outside an integer channel is assumed to be infinite.

It should be noted that in the general case of value¥ @fhich are not small the
combination(12) and(13) leads to a nonlinear equation that contains qu{y) and does
not depend on the detailed characteristics of the 2D system in a magnetidfdield
example, the density of stajeSuch a simplification of the current—voltage characteristic
is at variance with existing experimettsind therefore casts doubt on the reasonableness
of the definition (13). More realistic is thel representatior(14). In this variant the
conductivity of the channel & is sharply nonuniform over the cross section of the
channel, and this circumstance influences the details of Ohm’s law for the Corbino disk:

Jfrl dr _v 16
2 rOrO'”(I‘)_ '

Obviously, the principal value of the integrdl6) is determined by the neighborhoods of
saddle points wherel{(r)/dr=0. There are three such points. One point=(rg
+r4)/2, corresponds to a maximum ¢€r) and hence a maximum of the conductivity.
The two other points are located on the edges of an integer channel, because the deriva-
tives of the electric potentidl/) (and hence alsé(r) from Eq.(8a)) vanish by definition

at these points, corresponding to the minima of the potential. Since in regions far from
the channel ends the rati@(r)/T>1 is quite large, it should be possible to calculate the
integral (16) by the method of steepest descéhe saddle points lie on the edges of the
integer channel However, the standard implementation of this program encounters tech-
nical difficulties (the coefficients in the Taylor expansion for the electric potefiabn

the edges of the integer channel are infinite, starting with the quadratig. tBione-
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theless, the conductivitgll) is exponentially minimum near the edges of the channel at
distancesigl)<ac, and this fact can be used to simplify express(b6), so that

cJI
a
Troor expA/IT)=V, r>2a>l,, 17
C
213
+o  dx kT
C=2f , W= Y ———— (18)
o coshx¥?’” * ¢ | 4me?n"(0)

Formula(17) contains a new scale Iengtﬁ), on which, essentially, the main voltage
drop occurs during the flow of a transport current in a Corbino disk with (ceatra)
channel in the disk.

If e<1 is sufficiently small, the 2D region of the disk can contain seven channels
and Ohm’s law assumes the form

i=I
o+ |g>}=v, D=2,

Herel(}, a;, andl are given by Eqs(18), (9), and(10), respectively.

T

hog'

exp(A/T) 2<i=<l. (29

2ol

3. We shall now say a few words about the experimental situation. Unfortunately, |
know of no direct Ohmic measurements, containing information about dimensional ef-
fects and other details of the conductance, on Corbino disks under QHE conditions. This
information can be extracted at a qualitative level by analyzing the pattern of breakdown
of the QHE regime in samples with the Corbino geometry. In this case, however, there
arises the question of the critical voltage on the edges of the disk being systematically in
excess of the characteristic value %o at which any theory of the current—voltage
characteristic exhibits nonlinear effects. For example, in a recent publitatien QHE
regime in a GaAs Corbino disk with density;=3.7x10'" cm 2, temperatureT
=1.3 K, and magnetic fieltH=8.18 T, which corresponds to a filling factor of 2, is
“broken down” by a voltagev =500 mV. At the same time, the cyclotron energy of the
2D systemhi w./e=60mV <V, is almost an order of magnitude lower than the critical
value.

Contact phenomena resolve the above-noted paradox in a completely natural man-
ner. The point is that when several incompressible strips are present, forming a succes-
sive chain of resistances along the Corbino disk, the external voltage drop is distributed
between all channels, so that the voltage drop on each channel does not &xgéed
As a result, the experimental resalV. /% w.>1, which appears to be paradoxical at first
glance, in realityaccording to the relationd 9)) reflects the presence of a large number
of integer stripd>1 in the disk

eV /hw.=1>1. (20)

Knowing I, it is easy to estimate the scade,;, using Eq.(10). In the case of Ref. 13,
ed,,=1000 K.

In summary, in the present work the conductance of a Corbino disk under QHE
conditions in the presence of contact phenomena was calculated. As a result, the disk is
divided by a collection of concentric incompressible strips, each of which can “with-
stand” transport voltages of the order of the cyclotron frequency without breakdown of
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the QHE regime. The number of strips is determined by the eNjd % w. and is usually
quite large, which attests to an appreciable difference of the work function for the 2D
system and the metallic terminals in contact with it. Each strip conducts extremely non-
uniformly with maximum resistance on its edges near IenﬁﬂthsAccording to Eqs(18)
and(19) and also Eqgs(5) and(11) all Iengthslg) are proportional tav. For this reason,

the critical voltage in the breakdown of the QHE regime should decreasewyiths
experiments confirnisee, for example, Ref. 13

I thank V. F. Gantmakher and V. T. Dolgopolov for a discussion of the results
obtained. This work was supported by the Russian Fund for Fundamental Research under
Grant No. 98-02-16640.
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Hysteresis of conduction via impurities
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crossed electric and magnetic fields
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L. N. Shestakov
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It was observed that in uncompensated silicon in sufficiently strong
crossed electri€E) and magneti¢H) fields the conductivityr exhibits
hysteresis as a function &with H=const and as a function &f with
E=const. For the same values BfandH the conductivity can differ

by a factor of 18. Weak pulses of a field transfer the conductivity
from one branch of the hysteresis loop to another. Very low-intensity
background radiation radically changes the form of this loop. The re-
sults can be attributed to an insulator—metal transition stimulated in the
D~ band of silicon by a strong electric field. @999 American Insti-
tute of Physics[S0021-364(99)01401-2

PACS numbers: 72.28i, 71.30+h

1. Conduction via impurities in doped crystalline Si with very low compensation
(K=10"%-10°) exhibits a variety of characteristic features. It is believed that these
features are due to the fact that conduction alongih¢A*) band — motion of elec-
trons(hole9 via neutral donorgacceptors— plays an important role in such materials.
Recently the existence of conduction along fBé band was directly confirmed in
experiments measuring the photoconductivity spectra in the microwave region.

It was established that the conduction is of a different character for different values
of E. In weak fields E<E;=200-250 V/cm) the conduction is of a hopping character.
Electrons hop along localizeld ~ states. These states lie near a certain energy igyvel
(the transport level The position ofe,, depends orE. In our experimental samples the
distance betwees,, and the bottonz . of the unoccupied band was greater than 10 meV.
In strong fieldsE>E_ a mobility threshold ,, lying <10 meV belows, (see Fig. 1,2
arises in theD ™~ band. States with energy>e¢,, are delocalizedfield-induced delocal-
ization).

As is well known, the localization radius near the mobility threshold grows without
bound® As a result, whemr , arises, the equilibrium between hops downward and upward
in energy breaks down in the regier<e, in favor of upward hops. A rearrangement of
the electron distribution over energy occurs: The region above the mobility threshold

0021-3640/99/69(1)/7/$15.00 77 © 1999 American Institute of Physics
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FIG. 1. Schematic representation of the density of statésolid curve, the energy levels in th®~ band,
and the electronic transitions.

e>¢, is populated by electrons. A kind of insulator—metal transitibn{M) induced
by an electric field occurs. The transitibn— M leads to rapid growth of the conductivity
— quasibreakdown — foE>E, (Ref. 1).

Since the appearance of quasibreakdown is strongly related with the divergence of
the localization radii neat , , it should be expected that a magnetic fielavill strongly
influence the transitiod— M. The purpose of the present work was to investigate
experimentally the effect oH on conduction along th® ™~ band in strong field&
perpendicular tdH.

2. We present below the results obtainedl'at4.2 K a Si:B sample§ type; main
impurity densityN=6x10'° cm 3, K=10"%). Curve 1 in Fig. 2 showso(E) at H
=0. It is evident that a sharp increase®fE) — quasibreakdown — occurs Bt=E_
~200 V/cm. We have already presented such curves in an earlierAf@krve 2 was
obtained aH =20 kOe in the forwardincreasingE) and reversddecreasing:) direc-
tions. The rate of change @& was 2 V/min. The arrows on the curves indicate the
direction of motion. One can see that the quasibreakdown shifts to large valktesnof
becomes steeper. The main result is the presence of hysteregig)n For example, in
a field H= 20 kOe the value oé increases rapidly &=E,~252 V/cm in the forward
direction. For the reverse motian drops rapidly att =E,~240 V/cm. Hysteresis be-
comes even more pronounced in the fieled- 46 kOe(curve 3).

Figure 3 showsr(H) for E=const. The rate of change bfis 1 kOe/min. Hyster-
esis is also observed here. We note that the valueslyihg on the same vertical line can
differ by almost a factor of 10

We shall present further results for cur8en Fig. 3. LetH,; andH, be the right-
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FIG. 2. o(E) for H, kOe:1 — 0,2 — 20, 3 — 46.

and left-hand limits of hysteresis, respectively. We fix an intermediate Jdlaé:
H,<Hy<H,. At H=H, the conductivity can be large=o\,(Hgy) (M — top section

or smallo=op(Hp) (D — bottom sectioh If H is close to the center of the loop, states
with conductivitieso,(Hg) and op(Hg) are stable or, possibly, metastable but with a
very long lifetime. Thus, foH,~1/2(H,+H,) we were not able to detect a change in
om O op in a time greater than 1 h.

If Hy approachesl, the state with conductivity, becomes unstable. Fluctuations
arise — short-lived deviations of the conductivity in the direction of smaller values. The
magnitude and frequency of these deviations increasékyasH; (see Fig. 3, curva).

As Hy—H,, the conductivityop becomes unstable. Deviations of the conductivity are
observed even in the direction of large valfd®ese fluctuations are not shown on the
other curves to avoid cluttering the figlraVe note that the position dfl; and H,
depends on the scan rate. For example, decreasing the rate to 0.1 k@®/raifiactor

of 10) decreases the differen¢€, — H, by approximately 10%.

For H,<Hy<H; the transitiongM <D can be induced by sufficiently strong elec-
tric field pulsesAE (see below A pulse AE>0 (E+AE>E) induces a transition
D—M and a pulseAE<O0 induces a transitioM —D.

Low-intensity background radiation with low photon energiesthe experiment a
system of cold filters transmitted radiation wiitw<20 meV; the binding energy of the
ground state was 45 me\shifts H, toward H,, narrowing the hysteresis loop and
thereby decreasing the extent of the low-conductivity region. The dotted line in Fig. 3
shows the left-hand limiH, of hysteresis in the presence of a background. We under-
score that such a strong shift of the left-hand boundary occurs for low background
intensities such that the background has no influence on the conductivity outside
hysteresis. Such a background has virtually no effect on the position of the right-hand
boundary.
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FIG. 3. o(H) for E, V/cm: 1 — 220,2 — 240,3 — 262.

The hysteresis boundaries in Fig. 3 are functions of the electric fieje: H,(E)
andH,=H,(E). The left-hand E;) and right-hand [E,) boundaries in Fig. 2 are func-
tions of H: E;=E;(H) and E,=E,(H) (the index 1 in the fields corresponds to a
decrease i and the index 2 corresponds to an increaltewas found that the curves
E.(H) andH,(E) coincide (Fig. 4, curvel). Likewise, the curve€,(H) and H,(E)
coincide (Fig. 4, curve2).

3. Let us consider th&,H plane. The part of the plane shown in Fig. 4 can be
divided into three regions. A region of low conductivity — “dielectric” @ region
(o0=0p) — lies below curvel. A region of high conductivity — “metallic” orM region
(o=0y) — lies above curve. A definite value of the conductivity corresponds to each
point in the regionD or M. A region, which we designate &N M, whereo is a
double-valued function of the position of the point, lies between cuhvarsd2. Here the
conductivity can be low or high depending on whence we arrive into this region by
varying E andH. Moving from theD into the M region, the conductivity remains low
(o= 0p) right up to intersection with curvg, where the transitiolrp— o, occurs. For
the reverse motion on curvé a transitionoy—op occurs. Therefore a transition
M—D always occurs on curvé, and a transitiorD—M always occurs on curve.

It is obvious that the regio® N M corresponds to hysteresis.

4. Let us now discuss the results obtained. We shall considestgpe material. We
spoke above of two types of conductivity: hoppifdielectrio — near the levek, and
metallic — via states near the delocalization threshgld We assume that the jumps in
conductivity accompanying a changehor H are due to switching of conduction from
the levele, to the levele, and vice versa. In other words, this is a manifestation of
M < D transitions induced by an electric field. In contrast to Ref. 1, here these transitions
occur in the presence of a magnetic field.
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FIG. 4. Curvel: E{(H)—(+) andH,(E)—(O); curve2: E;(H)—(+) andH,(E)—(O).

According to Ref. 1, the transitiob —M is a result of two processes: the appear-
ance of a thresholé, and the occupation of states with™>¢,. Both processes are
stimulated by an increase . The reverse processes occurkadecreases. Under our
experimental conditions the voltage on the sample was fixed. Let a conductivity fluctua-
tion Ac<0 occur in a stater= o) in some small region. If the fluctuation does not
subside rapidly enough, a redistribution of the figléh the sample will occur: the field
inside the region under study will increase and the field in the surrounding region will
decrease. The latter will result in a decrease of the population of states: with, or
even a disruption of delocalization in this neighborhood. In turn, this will give rise to a
redistribution of the field in an even larger volume. The process will propagate like an
avalanche over the entire sample, and the conductivity will drop rapidly. An almost
vertical transitiono,— op will occur. Similar arguments explain the sharpness of the
reverse transition.

The effect of electric field pulses can be explained in an obvious manner. Let the
conductivity beop(P) at some poinP(H,E) in the regionDNM (see Fig. 4. A pulse
AE>0, displacing the point vertically upwards outside the redidgn M, gives rise to a
transitionop— oy . After the pulse ends, the conductivity remains equaktp. Simi-
larly, a pulseAE<O0 can give rise to a transitiamy — op . The minimum values dfAE|
can be easily estimated from Fig.(gee the vertical arrows in this figurelhis estimate
agrees with experiment.

Curvesl and 2 in Fig. 3 are the boundaries of stability of thé and D states,
respectively. This is indicated by the increase in fluctuationsl approachesi; from
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the left side orH, from the right side. Since the states themselves are different, their
stability boundaries, generally speaking, should not coincide. In such a case, hysteresis
should be observed.

In our samples wittH =0 a thresholct,, appeargvanisheg and a redistribution of
the electrons — populatiofdepopulatioh of states withe >¢, — occurs at essentially
the same value of the fielE=E.. It can be inferred that fad # 0 these processes occur
in different fields. This supposition is supported by the following argument. A redistri-
bution occurs as a result of a displacement of electrons completely through the region of
localized states between, ande , . In a magnetic field, it is more difficult for electrons
to pass through this region: The fiel contracts the wave functions lying below the
mobility threshold of weakly localized states. The probability of a hop and therefore the
hopping conductivity decrease sharply. Therefore redistribution should be delayed with
respect to the moment at whieh), appears or vanishes.

The following question arises: What happens when a jumplike changeoturs at
the hysteresis boundaries: populatian depopulationof states withe > ¢, (transitions
1 and2in Fig. 1) or appearancé&isappearangeof the mobility threshold itself?

Experiments with background radiation give a partial answer to this question. The
background radiation transfers electrons from localized states into an unoccupied band
(transition3 in Fig. 4). Next, the electrons are trapped in theéband(transition4 in Fig.

1). It was noted above that & decreases, the transitiar,— o, occurs in the presence

of a background in a fielH,>H, (see Fig. 3 i.e., in the intervalH,<H<H, the
background produces a conductivity, . This means that foH<H/ there exists a
thresholde,, and that photoelectrons are trapped in states lying above this threshold.
Hence it can be concluded that the transitieg— o), in the absence of a background
(i.e., forH=H,) is likewise due to occupation of states lying above a mobility threshold
which already exists in these fields. The latter ariseHadecreases at somé=Hc

=H,. The appearance of a threshold has no effect on the conductivity, since in the
interval H,<H<H states withe>¢, in the absence of a background are still not
occupied.(In this connection we note that with respect to the transitbrsM a de-
crease oH, as is evident from Fig. 4, is equivalent to an increas& of

A comparison of the results obtained for different samples reveals the following law.
The higher the conductivityrp via localized states, the weaker the hysteresis. In this
case, not only the difference of the values of the conductivity decréadech is obvi-
ous but the width of the loop also decreases. This once again attests to the influence of
hopping conduction in the gag, — e on the kinetics of hysteresis.

Further experiments are required in order to determine the character of the transition
oy—0p Wlth H:Hl
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Focused ion bearfFIB) and ion milling techniques are developed for
the fabrication of BjSr,CaCyOg. 4 (Bi-2212) stacked junctions with
in-plane sizd_,;, ranging from several microns down to the submicron
scale without degradation of superconducting transition temperature
T.. Itis found that the behavior of submicron junctiohs,g<1um) is

quite different from that of larger ones. The critical current density is
considerably suppressed, the hysteresis and multibranched structure of
the current—voltagd—V) characteristics are eliminated, and a periodic
structure of current peaks appears reproducibly on the 1-V curves at
low temperatures. The periaklV of the structure is consistent with the
Coulomb charging energy of a single pakV=e/C, whereC is the
effective capacitance of the stack. It is considered that this behavior
originates from the Coulomb blockade of the intrinsic Josephson tun-
neling in submicron Bi-2212 stacks. @999 American Institute of
Physics[S0021-364(09)01501-7

PACS numbers: 85.25.Cp, 74.50.

As is well known, the tunneling current in a tunnel junction of small capacit&ce
can be blocked by the charging effect at bias voltages eV below the Coulomb charging
energy of a single electrorE.=e?/2C, when E, exceeds the energy of thermal and
guantum fluctuation€:.>kT, andR> h/4e2=RQ, whereR is the tunneling resistance
of the junction® In a similar way, the Coulomb blockade effect can block the Josephson
tunneling current in a Josephson junction of small enough area at low temperatures,
whereE. becomes comparable to or greater than the Josephson coupling &3eRsf.

2). The Coulomb blockade of the Cooper pair tunneling gives rise to a periodic structure
of current peaks on the current—voltadeV) characteristics of small junctions, with a
voltage periodAV=2E. (Ref. 3. The “supercurrent” has a finite slope due to the

0021-3640/99/69(1)/7/$15.00 84 © 1999 American Institute of Physics
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FIG. 1. Stages of the stack fabrication with Hi&, FIB combined with the ion millingb), a schematic view
(c), and a micrograph of the submicron Bi-2212 stacked junction.

quantum or classical diffusion of the phase of the order parareted the value of
supercurrent is suppressed in proportion to the r&tite; (Ref. 2.

The charging effects become even stronger in arrays of small junétivhsre the
tunneling of a single electrofor pain has recently been considered as the correlated
motion of a charge soliton including a number of junctidfisthe charge soliton length
can be enormously large in vertically stacked junctions because of their negligibly small
stray capacitanc®This implies that a whole stack of junctions can effectively work as
a single unit, with a charging enerdytimes higher than the charging energy of a single
junction.

In this paper we report on studies of the intrinsic Josephson éffiecstacked
structures of Bi-2212 with a successive decrease of their in-planeSadesvn to the
submicron scale. We found that the interplay between the charging effects and the intrin-
sic Josephson effect becomes appreciab®~at xm?. For the submicron junctions we
clearly observed a periodic structure of current peaks on the 1-V characteristics, with a
period corresponding to the charge energy of a Cooper-pair charge soliton including the
total number of elementary junctions-60) of the stack.

We used Bi-2212 whiskefss the base material for the stacks fabrication. Whiskers
grown by the Pb-free methddave been characterized by TEM as a very perfect crys-
talline objecﬁ’ We developed focused ion beafB) and ion milling techniques for the
fabrication of Bi-2212 stacked junctions with in-plane sizes from several microns down
to the submicron scale without degradationTgf(Ref. 10. The stages of the fabrication
are shown at Fig. 1. The fabrication was done using a conventional FIB ma@&@eii®
Instruments SMI-90@SP), operating with a G& ion beam with energy ranging from 15
to 30 keV and beam current from 8 pA to 50 nA. For the smallest current the beam
diameter can be focused down to 10 nm. We estimate the maximum penetration depth of
30 kV Ga" ions along thec axis in a Bi-2212 single crystal to be 60 nm and the lateral
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TABLE I. Parameters of the stacked Bi-2212 junctions.

S Ry I Je T VY Vg/N C AV 2NEg
No. (um?) k(Q) (wA) AWemd) K) ) N mv) fF mv) mv)

#1 6.0. 2.1 36 600 76 11 69 16 2.4 - 0.67
#2 2.0 6.5 12 600 76 13 65 20 0.68 - 0.22
#3 15 4.6 6 400 78 11 38 29 0.96 - 0.18
#4 0.6 10 0.24 40 76 1.7 34 50 0.44 0.38 0.36
#5 <1 13 0.30 30-60 - - - - 0.38  0.45 0.42
#6 0.3 30 0.07 23 78 22 50 44 015 1.10 1.04

scattering depth to be 40 n(Ref. 11). For the ion milling we used the standard Ar-ion
plasma technique. Four electrical contacts were prepared outside the processing zone in
two ways: by the application of silver paste or by evaporation of gold pads 70 nm thick
with a subsequent annealing in an oxygen flow at 450 °C. In both cases the annealing of
the contacts was done before the FIB processing to avoid diffusion of the Ga ions in the
stack body. The parameters of several stacks under investigation are listed in Table I.

The |-V characteristics were measured in a shielded room using a low-noise pream-
plifier and a high-sensitivity oscilloscope at frequencied00 Hz. We estimated the
noise current level to be about 10 nA. The temperature dependences®afiwresis-
tivity p. were measured using dc currents of 144. The p(T) curves of the stacks are
like the typical curves of the slightly overdoped Bi-2212 cHsejith T,~77 K and
p:(300)=10-120-cm. The critical current density along tleeaxis for the junctions
with in-plane area&5>2 um? was J.~6x 10° Alcm?, which is consistent with a theo-
retical estimate,J.~8X 10°PA/cm?, obtained from Ref. 13J,(0)=c®,/(8ms\2),
where®,, is the flux quantum),,=0.2 um, andy=\./\,,~1000 (Ref. 14. For the
larger stacks the curves of the critical current alongcthgis versus the parallel magnetic
field exhibit quite good Fraunhofer patterfisyhich prove the presence of the dc intrin-
sic Josephson effect in our stacks.

Figure 2 shows the |-V characteristics on a large current and voltage scale for three
stacks with a decrease 8fdown to 0.3um?. The gap voltage af =V, and the normal
state resistancRy atV>V, are well defined. The value &y is practically temperature
independent and corresponds to a resistivity valge/>Vg)~12 ()-cm. From it one
can estimate the number of elementary junctiohNs, by the simple formulaN
=R\S/p(V>Vy)s. For the submicron junctiongrigs. 2b,¢ we did not observe the
Sshaped |-V characteristics. This implies that the self-hetftiagd nonequilibrium
injection effects’ are essentially eliminated. As a result, we found that the superconduct-
ing gap of the elementary junctiorA3=eV,/N in submicron junctions reaches a value
2A =50 meV (see Table )l which is consistent with the value found recently from
surface tunneling measuremetft&he value ofT, determined by polynomial extrapola-
tion of A(T) to zero lies within the range 76—78 K for all the samples, including the
smallest one withS=0.3 um? (see Table )l This indicates that the junction body is
essentially unaffected by the FIB processing.

The |-V characteristics on a magnified scale are shown in Fig. 3. For a larger
junction (#2) the multibranched structufés clearly seen. The fact that the variation of
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FIG. 2. The |-V characteristics of the Bi-2212 stacks on a large current and voltage &@al#2,
S=2 um?, (b) #4,S=0.6 um?; (c) #6,S=0.3 um?. T=4.2 K.

the critical current along the stack is not large indicates good uniformity of our structures.
The number of branches counted directly from the |-V characteristics is consistent with
the number calculated using the formula fdigiven above.

We found also wheSis decreased below 1—2m? the critical current density, of
the stacks falls offsee Table)l For the submicron stacks the multibranched structure
disappears. The critical current transforms into a “supercurrent” peak located at finite
voltage. Besides, a periodic set of current peaks app€ays 3). All these features are
typical for the manifestation of the Coulomb blockade in a small Josephson juriction.
The periodAV of the current peak structure usually corresponds to the charging energy
of a single pair, E; (Ref. 3. For our smallest stack#6) the period corresponds to
AV=1.1 mV, i.e., about three times the energy of thermal fluctuations at 4.2 K,
and about 5 times higher than the Josephson coupling enBrgyhl./4me, at this
temperature.

In a stacked junction, charging effects are associated with the charge $ofitbime
energy of the charge solitorkg, is proportional to the number of junctions located
within the soliton length. The large charging energy obtainelly~1 mV (AV=E,),
evidently corresponds to the number of junctions. An estimate of the charging energy of
a single elementary junction shows that this number corresponds to the total number of
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FIG. 3. The |-V characteristics of the Bi-2212 stacks on a small current and voltage taal#2,
S=2 um?, (b) #4,S=0.6 um?; (c) #6,S=0.3 um?. T=4.2 K.

elementary junctions in the stack. For instance, for stack #5 the charging energy of an
elementary junction, By, estimated as B.,=e’s/eye.S, Wheree, is the dielectric
constant along the axis (e,=5 for Bi-2212,%° is 2E.,~20 meV, and the ratio
eAV/2E, exactly corresponds td=50, the total number of the junctions in this stack.
We reproducibly observed the periodic structure of current peaks on 3 submicron stacks,
with Ry=10 kW, and in each case the period corresponded to the charging energy of the
whole stack(see Table)l That observation is consistent with an estimate of the soliton
length? Ly=2(Cy/Cy4)" whereC, is the stray capacitanc€y~ (e +1)s/8 (Ref. 6),

and e is the dielectric constant of the substrate. It giveslfgfs a value of about 400.
From this estimate it follows that a stack with<400 will respond to the transfer of a
single pair as a single unit. This may be the reason for the disappearance of the multi-
branched structure in the submicron stacks.

As Sis decreased, the charging enetrly should increase in inverse proportion to
the stack capacitandg or in direct proportion tdRy . The latter statement results from
the fact that the produd®\C is a constant quantity independent of the stack geometry
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FIG. 4. Temperature evolution of the periodic structure on the |-V character{gli@nd the temperature
dependence of the zero-bias resistaRggb) of Bi-2212 stack #65=0.3 um?.

and sizeRyC=p.eqe.. That is in a reasonable agreement with experiment. We found
AV to be roughly proportional t&y for the three submicron stacks studisge Table)l.

As the temperature is increased above 4.2 K the structure of peaks gradually washes
out (Fig. 4) and disappears above 12(f6r stack # 6 when the charge soliton energy
becomes less thakT. The behavior of the supercurrent peak under conditiBps
<KkT, E;<E., which are roughly valid for our case, has been analyzed in Ref. 21. It was
shown that in the case when the resistance of the environrdgntis less than the
quantum resistand@y,, the junction will have classical phase diffusion behavior, and the
zero-bias resistandg, should be proportional tok(T)?: Ry=2Z,(kT/E;)2. That is in
qualitative agreement with our experimesee the inset to Fig.)4

A falloff of J. for submicron junctions can also be explained by the Coulomb
blockade effect. According to Ref. 3. should fall off <xE;/4E.. For our stacks the
condition E;<4E, is met forS<1 um?. We defined the critical current for the submi-
cron junctions as the height of the supercurrent pgakThe other current peaks,, at
V=nAV (n is an integey, also originate from the supercurrent contributfagrrespond-
ing in our case to the correlated motion of single-Cooper-pair solitons. We note here that
the amplitude of the two types of peaks changes with decreaSéncé correlated way,

i.e., I/l remains~ constant(compare Figs. 3b and Bcindicating their common
nature. The detailed picture of the correlated soliton motion in the stacked structures is
still not clear and is in need of further theoretical and experimental investigations.

In summary, we developed the FIB method combined with the ion milling technique
for the fabrication of small Bi-2212 stacked junctions with in-plane size down to the
submicron level without degradation of théir.. We found that the low-temperature
behavior of the submicron junctions is governed by Coulomb charging effects and their
interplay with the intrinsic Josephson tunneling. This is the first observation of the Cou-
lomb charging effects in the layered high-materials.

The authors are grateful to K. K. Likharev, T. Claeson, and L. N. Bulaevskii for a



90 JETP Lett., Vol. 69, No. 1, 10 January 1999 Latyshev et al.

helpful discussion the results. This study been supported in part by the Russian State
Program on HTSQGrant #95028

*e-mail: latychev@riec.tohoku.ac.jp

1D. V. Averin and K. K. LikharevMesoscopic Phenomena in Soliéslited by B. L. Altshuler, P. A. Lee, and
R. A. Webb, Elsevier, 1991, Chap. 6.

2M. Tinkham, Introduction to SuperconductivitpcGraw-Hill, New York, 1996, Chap. 7.

3D. B. Haviland, Y. Harada, P. Deslingt al., Phys. Rev. Lett73, 1541(1994.

4P. Delsing, inSingle Charge Tunnelingdited by H. Grabert and M. H. Devoret, Plenum Press, New York,
1992, p. 249.

5K. K. Likharev, N. S. Bakhvalov, G. S. Kazacha, and S. I. Serdyukova, IEEE Trans. W&4B-25, 1436
(1989.

K. K. Likharev and K. A. Matsuoka, Appl. Phys. Lef7, 3037(1994.

"For a review see: P. Mueller, ikdvances in Solid State Physieslited by R. Helbig, Vieweg, Braunschweig/
Wiesbaden, 1994, Vol. 34, p. 1.

8|, Matzubara, H. Kageyama, H. Tanigawaal., Jpn. J. Appl. Phys., Part 28, L1121 (1989.

®Yu. I. Latyshev, I. G. Gorlova, A. M. Nikitinat al, Physica CC216, 471 (1993.

vy, 1. Latyshev, S.-J. Kim, and T. Yamashita,Atbstract Book of the Applied Superconductivity Confergnce
Palm Desert, Sept. 13-18, 1998, p. 150.

115.-J. Kim, Yu. I. Latyshev, and T. Yamshita, unpublished.

12T, Watanabe, T. Fujii, and A. Matsuda, Phys. Rev. L8%.2113(1997).

L. N. Bulaevskii, J. R. Clem, and L. I. Glazman, Phys. Rev@ 350 (1992.

yu. I. Latyshev, P. Monceau, and V. N. Pavlenko, Physic293 174 (1997.

15yu. I. Latyshev, J. E. Nevelskaya, and P. Monceau, Phys. Rev. 1&t832(1996.

163, Takeya, S. Akita, S. Wataucht al, Physica C293 220(1997).

7A. Yurgens, D. Winkler, N. V. Zavaritsky, and T. Claeson, Phys. Re63BR887(1996.

18N, Myakawa, P. Guptasarma, J. E. Zasadzirgkal, Phys. Rev. Lett80, 157 (1999.

193, G. Lu, J. M. Hergenrother, and M. Tinkham, Phys. Re\633543(1996.

203, U. Lee, G. Hohenwarter, R. J. Kelley, and J. E. Nordman, IEEE Trans. Appl. Supe/8rs).2543
(1995.

21G.-L. Ingold and H. Grabert, Phys. Rev.3®, 395 (1994).

Published in English in the original Russian journal. Edited by Steve Torstveit.



	1_1.pdf
	11_1.pdf
	15_1.pdf
	20_1.pdf
	26_1.pdf
	31_1.pdf
	38_1.pdf
	44_1.pdf
	50_1.pdf
	57_1.pdf
	64_1.pdf
	7_1.pdf
	71_1.pdf
	77_1.pdf
	84_1.pdf

