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On a Banks–Casher relation in MQCD

A. Gorsky
Institute of Theoretical and Experimental Physics, 117259 Moscow, Russia

~Submitted 16 November 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 3–7~10 January 1999!

We discuss the meaning of a Banks–Casher relation for the Dirac
operator eigenvalues in MQCD. It is argued that the eigenvalue can be
identified with a coordinate involved in the string compactification
manifold. © 1999 American Institute of Physics.
@S0021-3640~99!00101-2#

PACS numbers: 12.38.Lg, 11.30.Pb, 11.25.Sq

1. The brane approach to the SUSY gauge theories in different dimensions see
be the most promising tool to capture their nonperturbative features. It is believed th
universal characteristics of the vacuum sector can be seen in terms of the brane p
Recently a proper brane configuration was found in IIA1 andM theory2,3 for the theories
with N51 supersymmetry. The configuration for the pure gauge theory suggest
Ref. 1 involves NS5 and D4 branes which when lifted toM theory are identified with the
single M5 brane wrapped around a Riemann surface embedded into the
dimensional complex space.

It is known that a gluino condensate develops inN51 SQCD, and the properties o
the vacuum sector are governed by superpotentials generated in different ways dep
on the relation betweenNf andNc . The gluino condensate is indicative of chiral sym
metry breaking, so its derivation in the MQCD framework is very important. It was fo
that superpotentials can be calculated inM theory;2,3,4 moreover, it turns out that the
superpotential can be attributed to the 5-brane instantons.5,6 General considerations o
chirality in the brane approach indicate that at least in some situations it depends o
the local properties of the brane configuration.7 It was also found8 that the algebra of
N51 SUSY implies the existence of a domain wall between spatial regions with di
ent phases of the gluino condensate.

In this note we consider the Banks–Casher relation9 relating the properties of the
Dirac operator eigenvalues in the instanton ensemble background with the value
vacuum fermion condensate. This relation has been known for some time in QCD, w
fermions in the fundamental representation condense in the vacuum. Generalization
adjoint fermions relevant for the supersymmetric theory as well as additional sum
for the spectral density of the Dirac operator have been discovered in Ref. 10. Sp
density is a universal characteristic of the low-energy sector of the theory, so one e
that it can also be treated in brane terms. Note that the universal behavior of the sp
density admits a matrix model approach for the investigation of its properties~see Ref. 11
for a review!, which successfully describes key features of the spectrum. Below
10021-3640/99/69(1)/6/$15.00 © 1999 American Institute of Physics
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suggest an interpretation of a Banks–Casher relation in terms of M5 brane world vo
and discuss the possible role of the Dirac operator eigenvalue as one of the dime
involved in the brane picture.

2. Let us recall the main facts about the spectrum of the Dirac operator in QCD.
is concerned with eigenvalues of the operatorD̂C5lC, and the density of the eigen
valuesr(l) provides the order parameter in the low-energy sector. Namely, due t
Casher–Banks relation9 for the fundamental fermions

^C̄C&52pr~0!52E r~l!dl

l
, ~1!

the density at origin can be considered as the derivative of the partition function
respect to the masspr(0)52dlnZ/dm at m50. More generally, there is an infinit
tower of sum rules for the inverse powers of the eigenvalues,10 for instance

K (
1

l i
2L

n

5
~^C̄C&V!2

4~ unu1Nf !
, ~2!

where the averaging with the spectral density is implied,V is the four-dimensional Eu-
clidean volume, andn is the topological charge of the gauge field configuration. The s
rules probe the structure of the small-l region of the spectrum.

Another approach to the same object comes from the representation of the pa
function as the path integral averaged fermion determinant

Z~m!5^Det~ iD 2m!&. ~3!

The averaging can be replaced by integration over the instanton moduli space, whic
to the ADHM description, is modeled by the proper matrix model.11 In this way of
reasoning it is possible to derive the eigenvalue distribution itself. Actually the dete
nant can be considered as the observable in the theory dealing with the instanton m
space. It is generally believed that the spectrum in the QCD instanton vacuum acqu
band structure due to delocalization of the zero mode on the single instanton i
instanton ensemble. It is assumed that zero eigenvalue lies in the allowed band, pro
the chiral symmetry breaking.

A little bit different way to capture the fermion condensate is to consider the ana
properties of the resolvent of the Dirac operator considered on the complex mass

G~z!5 K Tr
1

iD 2zL . ~4!

The Riemann surface ofG(z) has the cut along the imaginary axis, which is in one-
one correspondence with the presence of the condensate.

3. Let us now proceed to the supersymmetric case. To start, note that we are
considering the condensate of gluinos–fermions in the adjoint representation. Ba
Casher relation for the adjoint fermions holds true,10 so the issue of the derivation of th
gluino condensate via the spectral density is well defined.
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We would like to obtain the brane interpretation of the Banks–Casher relatio
well as some features of the spectral density. TheM-theory picture amounts to theN
52 SUSY gauge theory on the world volume of theM-theory fivebrane wrapped aroun
the surfaceS12 ~see also Ref. 13!:

t22Pn~v !t1150. ~5!

In what follows we would like to present arguments thatv can be identified with the
eigenvalue of the four-dimensional Dirac operator. To treat theN51 theory we should
proceed in two steps. First, we have to shrink all monopole cycles on the surfacS,
reducing the curve to

y25S v2

4
21DQn21

2 ~v !, y5t2t21, ~6!

whereQn are the Chebyshev polynomials. Then one performs a ‘‘rotation’’ which
beds the new curve into three-dimensional complex space. The resulting rational
has the form

v5tn, vw5u, ~7!

whereu can be identified with the gluino condensate in Refs. 2 and 3. We would lik
consider the equation

^jj&5E wdv, ~8!

wherej is the gluino field, as a Banks–Casher relation. Since in the IIA language
branes are located between two NS5 branes, this identification implies that the co
sate develops purely due to the presence of one NS5 brane atv50.

Let us comment on the interpretation of thev, w, andt variables in the field theory
framework. In the theory withN54 supersymmetry it is straightforward to identify s
dimensions with the zero modes of three complex scalar fields. If one treatsN52 theo-
ries starting from softly brokenN54 theories, then the trace from two complex dime
sions corresponding to the massive scalar fields survives due to the dimensional
mutation. We conjectured a quite different interpretation inN51 theory, assuming thatv
is the eigenvalue of the Dirac operator. Therefore the coordinatesw and t have to be
considered as the eigenvalues of operators commuting with the Dirac operator an
therefore be associated with the global symmetries.

Let us compare our interpretation ofN51 theory withN52 theory and show tha
there is qualitative agreement with the standard treatment of these theories. We w
arguments coming from an approach based on the relation ofN52 theories to the
integrable systems.14

In the IIA picture theN52 theory lives on the world volume ofNc D4 branes with
finite extent in thex6 dimension.12 Parallel NS5 branes are located atx650 and
x65 l s /g2gs wheregs and l s are the IIA string coupling and length respectively. It w
argued in Refs. 15 and 16 that integrable structure behind the solution of the t
implies that there areNc D0 branes living on D4, one per each, whose equilibriu
positions are

x6,k5kls /Ncg
2. ~9!



ctral
ce
space
points
These
heory,

e of

rmion

em

lassical

. At
urb it
s, but

ase
ar

4 JETP Lett., Vol. 69, No. 1, 10 January 1999 A. Gorsky
When lifted to theM theory, the D0 branes represent the linear bundle on the spe
curve of the integrable system, which has been identified with the Riemann surfaS
which the M5 brane is wrapped around. The linear bundle yields half of the phase
of the integrable system, and the fluctuations of interacting D0 branes around these
define a Toda dynamics which linearizes on the Jacobian of the spectral curve.
branes can be treated as the point-like Abelian instantons in the four-dimensional t
and their possible role was discussed in Refs. 16–18.

Let us now discuss fermions on the M5 world volume. Consider the zero mod
the six-dimensional Dirac operatorD, which we decompose as

D5D41dS, ~10!

wheredS denotes the Dirac operator on the spectral curve. We decompose the fe
wave function after IIA projection as

C~x,x6!5(
l

Cl~x!F~n,l!, ~11!

where x5(x0 ,x1 ,x2 ,x3), and n denotes the sites where theD0’s are localized. We
conjecture thatF(n,l) is just the Baker function for the Lax equation in the Toda syst
if the eigenvalue of the four-dimensional Dirac operatorD4 is equal tol. Baker fermions
in the Toda system haveS as the Fermi surface.

In IIA projection one has the fermion zero modes localized onD0’s so it is natural
to consider the fermion wave functionF(n,l) with discreten. Fermion zero modes on
the nearestD4’s overlap, and the Dirac operator alongx6 acquires the discrete form

cnFn211pnFn1cn11Fn115lFn , cn5exp~xn112xn!, ~12!

wherexi is the position of thei th D0 brane along thex6 direction and coincides with the
familiar expression for the Lax equation in the Toda system in the 232 representation.

Let us emphasize that the Hitchin-like dynamical system involvingD0 branes can-
not be seen at the classical level and has to be regarded as a quantum or quasic
effect. The phase space of the relevant Hitchin system is the hyper-Ka¨hler manifold and
can be interpreted as a hidden Higgs branch of the moduli space inN52 theories. The
very role of the integrability is to restrictNc KK modes in theM-theory picture to theM5
brane world volume. Comparing expressions for the condensate inN51 theory, we
expect the identification

w~v !dv}
r~l!

l
dl. ~13!

It is worth remarking on the corresponding deformation of the integrable system
the first step we should fix all integrals of motion in the Toda system and then pert
by the mass term. It is not clear at the moment if some integrable dynamics survive
the potential degrees of freedom, namely theD0’s, still play an important role in the
generation of the superpotential.19 Therefore one has the proper candidates for the ph
space-rational spectral curve which theM5 brane is wrapped around, and the line
bundle on it.
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4. Some insights come from the analogy with the discrete Peierls model,20 which is
relevant for the description of one-dimensional superconductivity. The model is de
as follows: There is a periodic one-dimensional crystal withNc sites and fermions inter
acting with phonon degrees of freedom. It is assumed that fermions are strongly co
to the lattice and can jump only between nearest sites. This system is described
periodic Toda lattice,21 where the Toda Lax operator serves as the Hamiltonian for
fermions and the Toda degrees of freedom derive from the phonons.

The spectral curve for the Toda system coincides with the dispersion relation o
fermions, and the Lax equation coincides with the Schro¨dinger equation. The initial
condition for the Toda evolution is chosen dynamically to minimize the total energ
fermions and phonons, and it appears that the generic curve degenerates to theN52
curve’’ with all monopole cycles vanishing. This resembles the first step towards
N51 theory. Fermions develop a mass gap, and the analog of the chiral invar
known in the model is broken dynamically due to the nontrivial band around zero en
This yields a dynamical scenario which resembles the one in theN51 theory.

To conclude, we have considered the possible meaning of the Banks–Cashe
tion in the MQCD framework. We have obtained a qualitative picture explaining
nonvanishing spectral density of the Dirac operator at the origin and have discuss
geometrical meaning of the eigenvalues themselves. We have conjectured that six
sions involved in the brane configuration forN51 theory admit interpretation as th
Dirac operator eigenvalue and eigenvalues of the two global symmetry generators
tainly more quantitative analysis is required to confirm the picture suggested.

We would like to thank H. Leutwyler, A. Mironov, A. Morozov and A. Smilga fo
helpful discussions. This work was supported in part by grants CRDF-RP2-132, IN
96-482, and RFFR-97-02-16131.
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Detection of the structure of the wing of the Rayleigh
line in ice, water, and heavy water using four-photon
polarization spectroscopy

N. P. Andreeva, A. F. Bunkin,* and A. A. Nurmatov
Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia

~Submitted 20 November 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 12–14~10 January 1999!

The spectral structure of the wing of the Rayleigh line in ice, ordinary
water (H2O), and heavy water~D2O) is recorded in the frequency
range 0 – 50 cm21 by means of four-photon polarization spectroscopy.
It is shown that this structure can be explained by the collective rota-
tional motion of molecules in cells determined by the structure of hex-
agonal ice. ©1999 American Institute of Physics.
@S0021-3640~99!00301-1#

PACS numbers: 61.25.Em, 33.20.Sn

The investigation of the spectra of low-frequency rotational motions in assoc
liquids, specifically, water and aqueous solutions, yields information about the stru
degree of orientational order, and lifetimes of clusters. However, in spontaneous
scattering spectroscopy one cannot observe any structure in the wing of the Rayleig
at frequency detunings greater than 0.5 cm21 because of the low signal/noise ratio. F
this reason, we took on the task of investigating experimentally the structure of the
of the Rayleigh line in ice, water, and heavy water over a wide spectral range by m
of four-photon polarization spectroscopy.1

The experimental arrangement is presented in Ref. 1. The four-photon spectr
ice in the frequency range220 cm21 to 17 cm21 is displayed in Fig. 1. The spectrum
is seen to have a complicated structure, which can be explained using a model
formation and migration of orientational defects in ice.2 The model is based on th
assumption that the reorientation of O–H dipoles occurs as a result of proton mig
along a chain of hydrogen bonds. The orientational defect is defined as a collect
O–H bonds that consists of a collective associate in which the reorientation of
dipoles occurs coherently.3–6 Given the maximum moment of inertia of a water molecu
(2.94310240 g•cm2) and the fact that the frequency of the rotational mode of a w
molecule can be expressed as~see Refs. 7 and 8!

n i5
\

4pcIi

~wherec is the speed of light andI i are the principal moments of inertia of the molecul!,
one can calculate the minimum frequency of the rotational mode of a water molecu
9.52 cm21. Taking into account that a cell in hexagonal ice consists of eight molec
110021-3640/99/69(1)/4/$15.00 © 1999 American Institute of Physics
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and using the results of Ref. 2, one can show that the minimum libration frequen
such a cell should be;1.2 cm21 ~Ref. 2!. As one can see from Figs. 1 and 2, the
resonances both appear in the spectra of ice and water~Fig. 2!. The calculations per-
formed using the two other principal moments of inertia (1.92310240 g•cm2, 1.02
310240 g•cm2) showed that the corresponding orientational resonances~with frequen-
cies 14.52 cm21 and 27.5 cm21) are also present in the spectra of ice and water.
calculate the frequencies of other rotational modes of a free water molecule, va
combinations of the three principal moments of inertia, 1/I 111/I 2 , 1/I 111/I 3 , 1/I 2

11/I 3 , and 1/I 111/I 211/I 3 , must be substituted into Eq.~1!.8 A calculation showed tha
the spectra of ice and ordinary water~Figs. 1 and 2! possess peaks that correspond to
librations of free molecules~9.5, 14.6, 27.4, 24.1, 37, 42.3, 51.6 cm21) and complexes
consisting of two~7.3, 8.12 cm21), three~12.3, 14.1, 17.2 cm21), four ~6, 9.25, 10.6,
12.9 cm21), six ~1.6, 4.6, and 8.6 cm21), and eight~1.2, 1.8, 3, 3.6 cm21) molecules.

Using the computed frequencies we performed a model calculation of the
photon spectrum of water. The results, together with the experimental spectrum
displayed in the inset in Fig. 2. It is evident from Fig. 2 that the experimental
computed spectra agree quite well with one another. Therefore it can be inferred th
structure of the wing of the Rayleigh line in the experimental range of frequency de
ings is due to the coherent reorientations of molecules in the cells determined b
structure of hexagonal ice.

To check these assumptions, similar experiments were performed with h
water, whose principal molecular moments of inertia are 5.67310240 g•cm2,

FIG. 1. Low-frequency four-photon spectrum of ice Ih. The arrows mark the principal resonance freque
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FIG. 2. Four-photon spectrum of water (H2O). Inset: Computed spectrum.

FIG. 3. Four-photon spectrum of heavy water~D2O). Inset: Computed spectrum.
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3.83310240 g•cm2, and 1.84310240 g•cm2 ~Ref. 9!. The corresponding values of th
rotational frequencies of D2O molecules~4.94, 7.3, 15.2, 12.23, 22.58, 20.14, a
27.45 cm21) can be calculated as was done for the H2O molecule. The experimental an
computed four-photon spectra of heavy water are displayed in Fig. 3. It is evident
this figure that the computed and experimental values of the resonance frequencie
agree well with one another.

In summary, we were able to observe the structure of the wing of the Rayleigh
in ice, ordinary water, and heavy water in the frequency range 0 – 50 cm21 by means of
four-photon polarization spectroscopy. Such a structure has not been previously de
by other methods. The observed structure in the spectra of ice, H2O, and D2O can be
explained by the collective rotational motion of water molecules in cells determine
the structure of hexagonal ice.

This work was supported by the Russian Fund for Fundamental Research~Grants
Nos. 96-02-16533 and 98-02-16074! and the Russian Federal Programs ‘‘Fundamen
Spectroscopy’’ and ‘‘Fundamental Metrology.’’
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High-pressure microwave discharge in an above-
breakdown field. Streamer branching

P. V. Vedenin and N. E. Rozanov
Moscow Radio Engineering Institute, Russian Academy of Sciences,
113519 Moscow, Russia

~Submitted 16 November 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 15–19~10 January 1999!

A new effect — the splitting of the tips~branching! of a microwave
streamer arising from a pre-existing dense plasma cloud in an above-
threshold electric field — is obtained numerically on the basis of a
planar two-dimensional model. The causes of this phenomenon and the
factors suppressing it are found. An expression is obtained for the value
of the cloud radius above which branching occurs. ©1999 American
Institute of Physics.@S0021-3640~99!00401-6#

PACS numbers: 52.80.Tn, 51.50.1v

Theoretical investigations of microwave streamers arising near a discrete, extr
small center of ionization, for example, a single electron, in an above-breakdown
have thus far focused only on the main characteristics — the plasma density i
channel, the amplitude of the field in the channel and at the tips, the elongation
expansion rates, and the width of the ionization wave front propagating along the el
field.1–3 As a result, a definite picture has been constructed of the streamer shape a
dynamics of these characteristics both in the presence3 and absence1,2 of the photoplasma
produced in front of the tips; an investigation of the electrodynamic stage of the pro
has been initiated;2 and, a semianalytical model describing the electrostatic stage o
evolution of a streamer has been constructed using a system of plasma ch
reactions.4 How will this picture change if the ‘‘seed’’ employed is a dense plasma cl
produced by an external source, with a density profile differing strongly from the de
profile that is formed by the time that the avalanche–streamer transition commen
the case with a discrete ionization center? In this letter we attempt to answer this
tion.

Formulation of the problem

Let a plasma cloud~plasmoid! be located at an antinode of a standing electrom
netic plane wave with componentsBz andEy . Let the radius of the cloud ber 0 and let
the cloud be infinitely long and uniform along thez axis. The initial dimensions of the
plasmoid satisfy the conditionkr0!1, wherek5v/c andv is the microwave frequency
The amplitudeEV of the electric field at the antinode is greater than the breakdown va

The numerical calculations were performed on the basis of a system of equatio
the slowly time-varying (] t!v) complex amplitudes and a model electron-balan
equation:
150021-3640/99/69(1)/5/$15.00 © 1999 American Institute of Physics
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S ]x

1

e
]x1]y

1

e
]y11DBz50, Ex5

i

e
]yBz , Ey52

i

e
]xBz , ~1!

@] t2uEub2D~]xx
2 1]yy

2 !#n50,

where

]j5]/]j;

n iVt, kx, ky, Bz /EV , Ex,y /EV , n/ncr→ t, x, y, Bz , Ex,y , n;

e512n~12 in!; n5ne /v@1; ncr5m~v21ne
2!/4pe2; D5Dak2/n iV ;

n iV(}EV
b) is the ionization frequency in the fieldEV , ne is the transport collision fre-

quency of the electrons, andDa is the ambipolar diffusion coefficient. The bounda
conditions are the Sommerfeld radiation conditions. We underscore that only the
that are primarily responsible for the branching effect are retained in the electron ba
equation. The numerical algorithm used to solve Eq.~1! is described in detail in Ref. 2

Anticipating the results, we shall say that streamer branching depends strong
the plasma density distribution in the initial plasma cloud. For this reason, to a
overburdening this letter, we shall present only the results obtained for the simplest
taking as the initial profile

n0~x,y!5nc0H 12S r

r 0
D 2q

, r<r 0

0, r>r 0 ,

~2!

wherer 25x21y2, q>1. The indexc indicates everywhere in this letter that the para
eter so labeled refers to the point~0, 0!. One can switch from a gently sloping densi
profile to the almost uniform density by increasing the parameterq.

Results of numerical simulation

For fixed values of the parametersD, nc0 ,q, andb, the streamer can assume d
ferent forms in the course of its evolution, depending on the initial radiusr 0. If
r 0,Rtr(12d2) (d2!1; the radiusRtr is discussed below!, the streamer propagate
along the y axis as a unit which looks like an ellipse in thexy cross section. If
r 0.Rtr(11d1)(d1!1), each streamer tip~in what follows, we shall talk only about on
of two tips arranged symmetrically relative to thex axis! splits into two~or more! parts
arranged symmetrically relative to they axis. This result is demonstrated in Fig. 1~where
on account of the symmetry of the problem, only half of a streamer is shown!, which
shows isolines of the electron densityn(x,y,t1)/nm5 const (nm5maxn(x,y,t1)) at the
time t154.9 in the caser 051.531022, nc05231022, q54, D•EV

b5231026, and
b55. In the narrow transition regiond21d1 , as r 0 decreases, the branches approa
one another and merge atr 05Rtr into a single, onion-shaped tip.

The general~for anyr 0) characteristic features of the initial stage of the evolution
a streamer, during whichL5 l y / l x<1.5 (l x and l y are the length and width, measure
at the 0.1nm level!, are as follows. In a timet r the electric field at the center
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Ec5(11 ih)21(h5sc /(L11), L5 l y / l x , sc.nnc), reaches a quasistationary valu
and the initial plasma density profile changes appreciably, becoming flatter or st
depending on the value of the parameterq. This results in the formation of longitudina
and transverse fronts, whose velocities can be described by the expressions

uy52syADuEmub and ux52sxADuEcub, ~3!

wheresy51.5, sx>1, anduEmu is the maximum amplitude of the field at a tip. At th
stage the dynamics of the main characteristicssc , uEcu, and uEmu and, together with
them, the velocitiesuy andux are determined mainly by the parameterh and depend only
weakly onr 0.

The differences in the shapes of streamers with large and small initial radii be
clear by the end of the initial stage. The density maxima move away from the point~0, 0!
into the region near the tips, settling either on they axis ~in this case, the density profile
n(0,y,t) is dumbbell-shaped! or somewhere near they axis (nm(2x,y)5nm(x,y)). We
note that the longitudinal effect~displacement of the density maxima along they axis! has
been observed~see Refs. 1 and 2! in a numerical simulation of a microwave stream
developing from a discrete ionization center. As far as we know, the transverse sp
of a streamer tip has not been previously reported.

When transverse zones where the density is high appear, the maxima of the
amplitude move into them. This is demonstrated in Fig. 1b, where the iso
uE(x,y)u5const are displayed.

Thus side branches, which overtake the central part, form at the tip of a stream
the front is sufficiently steep. These branch streamers propagate parallel to the e

FIG. 1. Isolines of the plasma electron density normalized to the maximum value~a! and isoline of the modulus
of the normalized electric field~b! for r 051.531022, nc05231022, q54, D•EV

b5231026, b55 at time
t54.9.
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electric field, and their length and the field amplitude at their tips gradually increas
the present work we confined our attention only to a quite short stage in the develop
of the type of microwave discharge described (l y,3r 0), but this scenario apparently ca
also take place at later times.

Branching mechanism. Estimate of the transition radius Rtr .

Since the amplitude of the field inside a plasmoid with diffuse boundaries incre
from the center toward the periphery and, conversely, the electron density decr
zones of accelerated ionization of the gas will arise in an above-breakdown field
from the very beginning of the evolution of an initiated discharge. Conditions for
nucleation of local regions with elevated plasma density are produced precisely at
locations. Since these loacl regions comprise a small fraction of the total volume o
plasmoid, the amplitude of the field in them, being an integral characteristic of the ch
density, is insensitive to local density variations. Therefore plasma production cont
until the streamer has grown appreciably in size,l y(t)>r 01uyt, l x(t)>r 01uxt, i.e., as
long as

r 0@uytbr ~uytbr>2sytbrADuEmub@AD !, ~4!

whereuy.ux , tbr@1 is the time of the onset of branching, plasma production contin

A number of factors impede the formation of zones of elevated plasma density
main ones are diffusion, which smooths density perturbations, and an increase
velocitiesuy and ux ~mainly, of course,uy). To determine the role of diffusion in the
branching mechanism, the results of calculations with and without diffusion were
pared at the same small valuer 0!Rtr . It turned out that forD50 ~in contrast to
DÞ0), the side density maxima arise after a short period of time.

When a local density humpdn.0 arises on the profilen(x,y) near some point, the
plasma production rate at this point will change by an amount of the order ofdn(c
2D/D2), wherec is the response of this rate to the disturbancedn, which depends
strongly on the field amplitude, andD is the characteristic size of the perturbatio
D!r 0. To obtain a rough estimate ofRtr , for us it is not the value of the respons
function that is important but rather the fact that this function, together with the
amplitude, depends mainly on the ratio of the streamer length to the streamer widt
is insensitive to the variation inr 0. For this reason, the sign of the expression in par
theses is determined by the diffusion length, i.e., ultimately by the initial radiusr 0. For
c.0 andr 0@AD, this sign is positive, and the perturbation grows.

The final result is the following expression for the radiusRtr at which a transition
occurs from one streamer shape to another:

Rtr5 f ~nc0 ,q,b!AD, ~5!

where f @1 is a form factor, which is established on the basis of numerical calculat

It follows from Eq. ~5! that the transition radius depends strongly on the amplit
of the external field~it is inversely proportional toEV

b/2) and that it increases with th
ambipolar diffusion coefficient~asADa). The simulation gave the following results.
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1. The valuesq510, 5, 2.5, and 1 correspond tof (b55,nc05231022)>22, 24,
28, and 40. We underscore that the relation~5! refers only to a profile of the form~2!, but
even in this very simple case the dependencef (q) is quite strong forq<5.

2. As the parameterb varies from 2 to 6, the form factor varies in the ran
f (q510, nc05231022)>18–26.

3. The form factor is virtually independent of the initial density for 1,sc0

,4(sc>nnc). Outside this range the question of the relation between the trans
radius andn0 merges with the question of the influence of the shape of the initial pla
cloud on the branching.

The present work is the first attempt to understand what causes the branching
rf streamer, and we are not yet ready to compare the results with the experimental d5–8

Such a comparison can probably be made in subsequent works, where we intend!
clarify the influence of the shape of the initial plasma cloud and, specifically, the b
ground plasma density, b! investigate the dynamics of the branches up until the comp
stopping of the streamer in the electrodynamic stage, and c! examine branching in a
subthreshold field with a model initiator. Here we note only that for an initial plas
cloud of the form~2! the branching probability increases with the parameterr 0Av iV /Da.
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Cylindrical cumulation of fast ions in a ring focus of a
high-power subpicosecond laser

G. S. Sarkisov
P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Ru
Department of Physics, University of Nevada, Reno, NV 89557-0058, USA

V. Yu. Bychenkov and V. T. Tikhonchuka)

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Ru

~Submitted 30 November 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 20–25~10 January 1999!

A new method of cylindrical cumulation of fast ions undergoing pon-
deromotive acceleration at the focus of a high-power subpicosecond
laser is proposed. When a laser beam is focused in a preionized gas at
a ring focus, radial acceleration of ions by the ponderomotive force
occurs. The ions accelerated from the inner side of the ring form a
cylindrical shock wave converging toward the axis. As the shock wave
cumulates, the ion density increases rapidly and the ion–ion collision
probability increases along with it. A numerical simulation for a;100
TW subpicosecond laser pulse predicts the generation of up to 200 keV
ions and up to 100-fold volume compression of the plasma in a cylinder
;1mm in diameter. The lifetime of the dense plasma filament over the
length of the laser caustic is several picoseconds. It is suggested that
laser cumulation of ions be used for the production of a bright and
compact subpicosecond source of fast neutrons, media forx- andg-ray
lasers, and multiply-charged ions and for the initiation of nuclear reac-
tions. © 1999 American Institute of Physics.
@S0021-3640~99!00501-0#

PACS numbers: 52.50.Jm, 42.60.Jf, 42.55.Ah

The advances made in the development of the technology for generating high-p
subpicosecond laser pulses opens up completely new fields of application of such p
Specifically, laser acceleration of particles to high energies and stimulation of nu
reactions become possible.1–5 In the present letter we propose a new method for prod
ing a high-density plasma at the focus of a laser beam. The idea of the method is
on an application of ion cumulation on the axis of a cylindrical discharge6 and a Coulomb
explosion in a plasma, as predicted theoretically in Ref. 7 and recently observed e
mentally in Refs. 8 and 9. A Coulomb explosion is the acceleration of ions by
electrostatic field separating the charges that arises when the ponderomotive force
electrons from the focus of the laser radiation. In the experiments of Ref. 8, r
ejection of ions with energies up to 550 keV was obtained with a 5 TW titanium–
sapphire laser with intensity;531018 W/cm2 and duration;400 fs interacting with a
200021-3640/99/69(1)/6/$15.00 © 1999 American Institute of Physics
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helium stream. Relativistic self-focusing of the laser beam substantially increase
ponderomotive force on account of the increase an increase in the radial gradient
intensity of the light beam inside the plasma channel. The radial acceleration of io
the ponderomotive force at the focus of a laser beam has also been reported in R
and 11.

In Refs. 8 and 11 the intensity of the laser beam was maximum on the axis an
ions were accelerated away from the axis of the laser beam toward the periphery.
laser beam focused into a ring-shaped spot, some of the ions on the inner side of th
will be accelerated in a radial direction toward the center and they will form a conver
collisionless cylindrical shock wave. After a certain time has elapsed, cumulation o
ions will occur and a high-density plasma filament will form on the axis of the la
beam. The filament can be less than one micron in diameter and;1002200mm long,
the length being determined by the length of the laser caustic. The idea of cylind
cumulation of fast ions was formulated in Ref. 6 at the end of the 1960s for the pu
of initiating a fusion reaction, where the ions were accelerated by a cylindrical diode
a perforated cathode. The laser acceleration method has substantial advantages
there are no electrodes, the symmetry is much better, the ion energy can be conve
controlled, and the overall power requirements are lower. The focusing of the pl
fluxes that are produced when the inner surface of a cylindrical target is irradiated w
nanosecond laser pulse has been discussed recently in Ref. 12. Neutron generation
reactions with laser irradiation of gas and solid targets has been reported in Refs. 1
14, respectively.

To accomplish efficient transfer of laser energy to the ions by means of the
deromotive effect, it is necessary to use a uniform plasma that is transparent to
radiation and a subpicosecond laser pulse that is powerful enough so that there will
enough time for the ions to leave the acceleration region during the time that the pu
applied. Otherwise, efficient acceleration of the ions will not occur. At the same time
laser pulse should vary gradually over a distance of the order of the electronic D
radius in order to avoid substantial energy losses due to excitation of electron p
waves. Under these conditions the acceleration of ions with massM and chargeZ in the
field of a laser beam can be described by the equation8

dui

dt
52

Z

M
mc2¹ rA11a2/2, ~1!

whereui is the ion velocity,a50.8531029lAI is the dimensionless vector potential
the laser field, the intensityI is measured in W/cm2, the laser wavelengthl is measured
in microns,m is the electron mass, andc is the speed of light. Estimates based on Eq.~1!
show that it is possible to accelerate;1013 ions to 200 keV for a caustic of lengt
;100mm. This requires a 100 TW neodymium laser beam with intensity 231019 W/cm2

and duration 400 fs, and the beam must be focused to a ring 10mm in radius and 8mm
thick ~at half intensity! in deuterium gas with density;1020 cm23.

The ion energy can be controlled by varying the size of the focal ring, the inte
distribution in the focus, and the energy and duration of the laser radiation. Relati
self-focusing of a laser beam can greatly increase the length of the caustic and, a
ingly, the number of accelerated ions. Thus, in the experiments of Ref. 8 the laser ch
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was;1 mm long, and the results of the investigation of the ionization dynamics o
surrounding gas attested to approximately a twofold decrease in the diameter of th
beam in the plasma as a result of self-focusing.

In the scheme proposed here, approximately half of the accelerated ions mo
ward the axis of the laser beam, producing a converging shock wave. The mean fre
of the ions is much greater than the size of the focal ring. For this reason, as a res
cylindrical cumulation there arises on the axis a region of high density, formed
interpenetrating ion fluxes. The minimum radius is a fraction of the initial thicknes
the ring of accelerated ions. On account of the sharp increase in the fast-ion density
moment of cumulation, the yield of secondary reactions, whose rate is proportional
product of the densities of the colliding particles, can increase sharply.

To illustrate the laser acceleration effect and the subsequent ion cumulation a
estimate the efficiency of the accompanying nuclear reactions, we performed a num
simulation of the ion dynamics. The ions were described by the particle-in-cell me
and the electrons formed a cold neutralizing background. Initially, the stationary
acquire an acceleration in accordance with Eq.~1!, after which they coast in the radia
direction. The deceleration and elastic scattering of the accelerated ions in collision
electrons and ions were neglected, since the corresponding energy losses do not
10–20% for the parameters employed in the simulation. Preionized deuterium gas
density 1020 cm23 was chosen as the target. Laser radiation with wavelength 1.053mm
was assumed to be focused to a ring of radiusr 0510mm, and the intensity distribution
in the focal spot was taken to be of the form

I ~r ,t !5I 0~r /r 0!4exp~222r 2/r 0
22t2/t0

2!, ~2!

where I 0 is the maximum intensity reached at timet50, andt05240 fs ~which corre-
sponds to a pulse duration of 400 fs at half height8,9!. The pulse energy was chosen as
J on the basis of optimization of the cross section of the reaction D1D→He31n.

The evolution of the radial ion density distribution is presented in Fig. 1. In
initial stage, plasma is displaced from the region of the laser beam, and two collisio
shock waves are formed. One shock wave consists of ions from the inner side of th
and moves toward the center; the other shock wave~not shown in Fig. 1! moves toward
the periphery. The high narrow peaks show the trajectories of the fast ions, which
toward the axis, collapse, and then move away from the axis. Cumulation of fast io
the axis occurs 1.2 ps after the maximum of the laser pulse. After another 0.1–0
have elapsed, the maximum volume compression reaches a value of the order of 2
a small region less than 0.1mm in diameter. It is possible that taking into account t
transverse motion and collisions of fast ions with electrons and ions near the axis
laser beam will lead to scattering of the ions and, in consequence, some decrease
maximum compression of the plasma and increase in the diameter of the comp
region. However, this has no effect on the yield of secondary reactions and the dyn
of the compression process will remain essentially unchanged. The lifetime of the
plasma filament is several picoseconds, which is much longer than the transit tim
fast ion across the compressed region. This is explained by the fact that the ponde
tive acceleration produces a spectrum of ions, and the slower ions reach the axis
delay.
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The time dependence of the average compression ratio for the plasma in a 1mm in
diameter region near the axis and the neutron yield per unit length are presented
2a. The maximum velocity of ions moving toward the center is;4.23108 cm/s, which
corresponds to energy;200 keV. The maximum average compression reaches 130
the neutron yield;2.33107 cm21. The extremely short duration;0.1 ps of the neutron

FIG. 1. Radial deuteron density distributionni /n0, normalized to the initial plasma density, at different time
The energy of the laser is 50 J, the initial gas density is 1020 cm23, and all other parameters are given in the te
The narrow crests show the trajectory of the fastest ions forming the front of a cylindrical shock wave.

FIG. 2. Compression ratio of the plasma in a region 1mm in diameter near the axis~1!, the neutron yieldN(t)
in the fusion reaction~2!, and the neutron production ratedN/dt ~3! for pure deuterium~a! and a mixture with
different parts deuterium and tritium~b! as functions of time. The computational parameters are given in
caption to Fig. 1 and in the text.
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pulse is interesting. It is comparable to the transit time of the fastest ions throug
compressed region.

The neutron yield in such a scheme can be increased by replacing pure deuter
a deuterium–tritium mixture, since the cross section of the DT reaction is much la
But then ion cumulation does not increase the neutron yield as efficiently, sinc
account of their mass difference deuterons and tritons acquire a different velocity
the ponderomotive force and therefore reach the axis at somewhat different times
dynamics of near-axis compression and of the neutron yield for a 1:1 DT mixture
shown in Fig. 2b. All laser beam and plasma parameters are the same as in the pre
case~Fig. 2a!. The two peaks on the compression curve correspond to cumulation fi
deuterium and then the tritium. On account of the kinetic separation of ions, the ne
pulse is delayed with respect to the first cumulation and has a longer duration than
case of the DD reaction. However, on account of the large cross section of the re
the total neutron yield is approximately 5 times higher, reaching 108 cm21.

The advantage of the laser ion acceleration and cylindrical ion cumulation sc
considered above lies in the fact that the neutron pulse has an extremely short du
and the transverse size of the generation region is small. Correspondingly, for a 1 mm
long laser beam caustic the efficiency of the conversion of laser energy into neutron
the order of 105 neutrons/J or 231027, since the energy of each neutron is;14 MeV.
The power of such a picosecond neutron source is very substantial,;10 MW, and the
source is extremely small in size. The efficiency of such a neutron source incr
appreciably with the power of the laser pulse. For a petawatt laser pulse4 with 1 kJ
energy, 1mm wavelength, and 1 ps duration focused to a ring with radiusr 0520mm
with the intensity distribution~2!, the expected neutron yield in the DD reaction in t
scheme proposed is already of the order of 43108 cm21 at an average compression
;2000 in a cylinder 1mm in diameter. The maximum energy of fast ions is then grea
than 600 keV.

The quite high efficiency of the conversion of laser energy into neutrons unde
conditions of cylindrical cumulation of the accelerated ions advantageously distingu
the scheme proposed here from a previously used scheme,13 where the DD reaction was
initiated by a diverging flux of fast ions, flying out of the channel produced by the l
beam and propagating in a gas plasma produced in advance. In the experiment of R
the average neutron yield was 700 neutrons/J. This is probably due to the low effic
of laser acceleration of ions in the channel. At the same time, the laser accelerat
ions in a rarefied plasma is probably less efficient than in a solid target, though it gi
neutron pulse of shorter duration. The results obtained in Ref. 14, where;109 neutrons
were obtained by focusing a laser pulse with intensity;1019 W/cm2 and duration;1 ps
on the surface of deuterated polystyrene (C8D8).

In conclusion, we note that the method, examined above, of cylindrical cumul
of ions by a subpicosecond ring-shaped laser pulse can be implemented on e
short-pulse;100 TW lasers, and it can be used to generate a neutron pulse for
applications. For example, the lifetime of the plasma produced by cumulation on the
is quite long, of the order of 10 picoseconds. It will contain a large number of ion
excited states;101221013 cm21. For this reason, with an appropriate choice of gas a
target the compressed plasma can be used as an amplifying medium forx- or g-ray lasers
and for initiation of nuclear reactions.
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Anisotropy of the upper critical field and specific heat
in V3Si — a superconductor with cubic symmetry

M. N. Khlopkina)

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
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The specific heat of a V3Si single crystal (Tc517 K, Hc2520 T! in
magnetic fields up to 8 T is investigated experimentally for three ori-
entations of the field relative to the crystallographic directions —
Hi^001&,Hi^110&, andHi^111&. Both the upper critical magnetic field
and the specific heat of the mixed state are observed to depend on the
orientation of the magnetic field relative to the crystallographic direc-
tions ~anisotropy!: The critical field reaches its maximum value and the
specific heat its minimum value in a field along the^001& direction.
The anisotropy scale in both phenomena increases as the magnetic field
and reaches 3% in a 6 Tfield. The interrelationship of the upper critical
field anisotropy and the specific-heat anisotropy in type-II supercon-
ductors is studied. It is shown that the anisotropy of the specific heat in
the mixed state in weak fields can serve as a criterion for nontrivial
pairing. © 1999 American Institute of Physics.
@S0021-3640~99!00601-5#

PACS numbers: 74.25.Ha, 74.25.Bt

A number of unusual phenomena observed in the last few years in high-tempe
superconductors suggest the possible manifestation of unconventional mechanis
superconductivity, including mechanisms involving unconventional pairing, for exam
with d symmetry of the order parameter. For example, in Refs. 1–5 a nonlinear, clo
square-root, magnetic-field dependence of the specific heat in the mixed state w
served, and it was interpreted in accordance with the theoretical works6 as a manifestation
of d pairing. However, later, a similar behavior of the specific heat was also observe7 in
a superconductor withs pairing — V3Si. For this reason, control investigations of co
ventional superconductors wheres pairing is known to exist are required in order to ma
a more accurate interpretation of such phenomena. It is desirable that their superco
ing properties be as close as possible to those of high-temperature superconducto
most suitable objects for such control measurements are compounds with the A-15
ture, which have high critical temperatures and fields and a short coherence le
Examples are V3Si and Nb3Sn.

In Ref. 8 a specific-heat anisotropy of the high-temperature supercond
La22xSrxCuO4 in the mixed state with the magnetic field oriented in thea–b plane was
observed, and it was interpreted to be an indication ofd pairing.
260021-3640/99/69(1)/5/$15.00 © 1999 American Institute of Physics
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In the present work the upper critical magnetic field and specific heat of a3Si
single crystal in magnetic fields were investigated experimentally, their anisotropy
observed, and the dependence of the anisotropy on the magnitude of the magnet
was studied in fields up to 8 T.

The V3Si single crystal was prepared by the technology described in Ref. 9.
superconducting transition temperature, determined by the standard four-contact m
was 17.15 K, the width of the transition was of the order of 0.2 K, and the resistance
r300K/r18K516. The directions of the crystallographic axes were determined acco
to the x-ray diffraction patterns, and the error in the orientation of the crystal mount
a calorimeter did not exceed 5°. The specific heat of a 1.5 g sample was measured
adiabatic method,10 and the measurement error did not exceed 1%.

The results of the specific-heat measurements performed in the temperature in
13–17 K are presented in Fig. 1. Sharp jumps, corresponding to a supercond
transition in a magnetic field~more accurately — a transition from a mixed state to
normal state!, were observed in the temperature dependence of the specific heat
made it possible to determine the temperature dependence of the upper critical ma
field. One can see that the temperature of the jump in the specific heat depends n
on the magnitude but also on the orientation of the magnetic field. The orient
dependence~anisotropy! increases rapidly with the magnetic field: The critical tempe
ture of the superconducting transition varies essentially linearly with the magnetic
while the difference of the critical temperatures for different field orientationsdTc

5Tc(Hi^001&)2Tc(Hi^111&) increases quadratically and reaches 0.16 K in an 8 T field.
Thus the scale of the relative anisotropy of the upper critical fielddTc /(Tc(H50)
2Tc(H)) increases linearly with the magnetic field. Extrapolating this dependenc
Hc2 at zero temperature gives a value of the order of 20%.

It should be noted that the anisotropy of the critical magnetic field in V3Si was
investigated previously in Refs. 11–14, but no temperature dependence of the anis
was noted. The anisotropy of the critical magnetic field in crystals with cubic or tetr

FIG. 1. Specific heat of a V3Si single crystal in magnetic fields 0, 2, 4, 6, and 8 T for two orientations relative
to the crystallographic directions: open symbols —Hi^100&, filled symbols Hi^111&; s — H50;
¹—H52 T; h — H54 T; D — H56 T; L — H58 T.
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nal symmetry is a nontrivial phenomenon, since the effective mass tensor is isotro
such symmetry. However, when second-order effects, such as Fermi velocity anis
and the electron–phonon interaction, are taken into account, anisotropy of the
critical magnetic field is obtained in models withs pairing,15 and its magnitude is found
to depend on the temperature and vanishes atT5Tc , which corresponds to that observe
in V3Si in the present work. The criterion of nontrivial pairing, however, is the prese
of Hc2 anisotropy at temperatures close toTc ~Ref. 16!, i.e., in weak fields.

It is interesting to note that in one of the models investigated in Ref. 15, anisot
also leads to an anomalous temperature dependence, with positive curvature, of the
critical field. The physical meaning of this mechanism is that the magnetic field par
isotropizes the order parameter, which decreases the effective critical parameters.
fore a stronger field dependence of the critical temperatureTc(H), a larger value of the
derivative dTc /dH, and therefore a lower value of its reciprocal — the tempera
derivative of the upper critical fielddHc2 /dT — should be observed in the region o
isotropization of the order parameter, and this process is more intense in weak fie

The temperature dependence of the specific heatC in the mixed state is shown in
Fig. 2 in the coordinatesC/T versusT2 for different values and orientations of th
magnetic field. A magnetic field increases the specific heat of the mixed state,
dependence on the magnetic field orientation~anisotropy! is also observed: The specifi
heat of the mixed state is minimum for an orientation in the^001& direction and maxi-
mum for ^111&. For a field oriented in thê110& direction, the experimental data on bo
the specific heat and critical magnetic field fall between the data for the orienta
^001& and ^111&.

The scale of the relative specific-heat anisotropy increases with the magnetic fi
equals 3% in a 6 Tfield and decreases to zero as the field approaches zero.

In the standard theory of superconductivity,17–19 the magnetic-field dependence

FIG. 2. Temperature dependence of the specific heat at low temperatures in magnetic fieldsH with different
orientations: open symbols —Hi^100&, filled symbols —Hi^111&; s — H50;¹ — H52 T; h — H56 T.
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the specific heat of the mixed state at low temperatures is nearly linear (C(H)2C(H
50))/T5gH/Hc2, whereg is the Sommerfeld coefficient, characterizing the spec
heat of the electronic system in the normal~nonsuperconducting! state. On the basis o
this relation one would expect that the scale of the specific heat anisotropy at low
peratures will not depend on the applied field and will correspond to the scale o
anisotropy ofHc2 at zero temperature, i.e., it will be of the order of 20%.

Comparing our experimental data on the specific heat and critical field shows
the scale of the specific-heat anisotropy and the character of its dependence
magnitude of the magnetic field are very close to those for the critical magnetic
taken at the same values of the external magnetic field but at very different tempera
Hence it can be concluded that the anisotropy of the specific heat of the mixed s
determined not by the temperature but by the applied magnetic field.

In Ref. 5 the thermodynamics of the mixed state of a superconductor is analyz
the basis of quite general model-free assumptions and it is shown that the magneti
dependence of the specific heatC(H) of the mixed state is more complicated and
related with the temperature dependence of the critical magnetic fieldHc2(T) by the
condition of entropy balance, which leads to the relation~see Ref. 5!

~dg* /dH!•~dHc2 /dT!52pDC~H !/Tc
2~H !. ~1!

Here g* 5C/T as T→0, p is a factor of the order of 1, andDC(H) and Tc(H) are,
respectively, the magnitude of the jump in the specific heat at the transition from
mixed to the normal state in the magnetic fieldH and the temperature of this transitio

The application of this relation to a superconducting transition in low fields, wh
in the presence ofs pairing dHc2 /dT, DC(H), and Tc(H) are almost isotropic, lead
immediately to the conclusion thatdg* /dH, which describes the specific heat of th
mixed state, must also be almost isotropic in weak fields, as is in fact observed
present experiment in V3Si. In strong fields and at low temperatures the specific-h
anisotropy can also be observed in the presence ofs pairing, as happens in V3Si.

In summary, the specific-heat anisotropy in weak fields but not that in strong fi
can serve as a criterion of nontrivial pairing.

I thank V. A. Marchenko for providing the sample.
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Optical detection of the absorption of acoustical
phonons by a two-dimensional electron gas
in a magnetic field
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Max-Planck-Institut fu¨r Festkörperforschung, 70569 Stuttgart, Germany

W. Dietsche
School of Physics and Astronomy, University of Nottingham, Nottingham NG7 2Rd,
United Kingdom

~Submitted 27 November 1998!
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The effect of absorption of nonequilibrium acoustical phonons on the
intensity of recombination of a two-dimensional electron gas in a mag-
netic field is investigated. The nonequilibrium acoustical phonons are
emitted in the relaxation of electrons in a tunnel junction deposited on
the back side of a sample with a two-dimensional electronic channel. It
is demonstrated that the optical signal showing the intensity of the
recombination of nonequilibrium electrons from a photoexcited size-
quantization subband can serve as a sensitive detector of acoustical
phonons. Because the general heating of two-dimensional carriers and
the intersubband transitions stimulated by the absorption of nonequilib-
rium acoustical phonons lead to effects of different sign, the useful
signal can be discriminated unambiguously. ©1999 American
Institute of Physics.@S0021-3640~99!00701-X#

PACS numbers: 73.20.Mf, 73.20.Dx, 85.30.Mn

1. The investigation of the spectrum of the collective excitations of a tw
dimensional~2D! electron gas in the ultraquantum limit is one of the most pressing
interesting problems in the physics of low-dimensional systems. The energy of acou
phonons in GaAs with wavelength of the order of the magnetic length~100 Å! is 15 K,
which makes the phonon method unique for investigating features in the dispersi
collective excitations suc as, for example, the magnetoroton in the fractional qua
Hall effect regime.

The main problem in using the phonon method for measurements on 2D elec
channels is the high sensitivity of the measured quantities to changes in temperatur
electrical power released in the sample for generating high-energy phonons also le
an undesirable general increase of the lattice temperature. From this standpoint, a
310021-3640/99/69(1)/7/$15.00 © 1999 American Institute of Physics
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junction1 has an advantageous over a thermal source in terms of the efficiency of
version of electrical power into a flux of high-energy phonons. The spectrum of ac
tical phonons emitted as a result of energy relaxation of tunneling carriers is determ
by the voltageV applied to the junction. On the high-energy side the spectrum of em
phonons has a cutoff near\vph5eV. The thermal power released in this method~with a
fixed spectrum of nonequilibrium phonons! can be varied over wide limits by varying th
tunneling resistance.

In the present work we investigated the effect of acoustical phonons, generate
tunnel junction, on the intensity of the recombination radiation line of the nonequilibr
electrons of a photoexcited subband in an isolated GaAs/AlGaAs heterojunction
sufficiently high electron densities in the ground-state subband~about 4.831011 cm22)
the Fermi level of the system of 2D carriers lies directly adjacent to the bottom o
next size-quantization subband. Photoexcited electrons arrive in the 2D channel fro
bulk of the GaAs, replacing the 2D carriers lost as a result of recombination. Localiz
of the photoexcited carriers in thez direction occurs in the course of relaxation betwe
the size-quantization subbands. The relaxation between the first excited and zero
bands is accompanied by the emission of acoustical phonons with characteristic
momenta of the order of the Fermi momentumkf . When the energy gap between th
bottom of the first size-quantized subband and the Fermi level of a 2D electronic sy
is less than the energy of the acoustical phononsEph5\skf.0.4 meV, a bottleneck
forms for intersubband relaxation processes. The main channel for loss of photoe
carriers becomes their recombination with photoexcited holes.2 The absorption of acous
tical phonons is an alternative channel for relaxational loss~see inset in Fig. 2! and
decreases the intensity of recombination of nonequilibrium electrons in a photoex
subband.

2. In the present work we investigate a sample with a 2D electronic channel
isolated GaAs/AlGaAs heterojunction with a monolayer of acceptors laid down du
growth of the structure at a distance of 300 Å from the heterointerface,
investigated.3 Since the overlap of the wave functions of the 2D electrons in the m
subband and a hole on a distant neutral acceptor is small, the lifetimes of the photoe
holes is long~hundreds of nanoseconds!. The extent of the wave function of the 2
electrons of a photoexcited subband is much greater than that of the wave function
zeroth subband. This gives a much better overlap of the electrons with a hole localiz
a distant acceptor, and for this reason their radiative recombination lifetime is of the
of 30 ns.2 In the spectra of the recombination radiation the linehat corresponding to
photoexcited size-quantization subband can therefore have a much higher intensit
that for electrons in the ground-state subband, even though the density of nonequil
carriers in the photoexcited subband is several orders of magnitude lower than the d
of equilibrium 2D electrons.

Optical excitation of the experimental sample was accomplished with a tun
Ti:Sp laser, and the radiative recombination was detected with a CCD camera. A sp
resolution of 0.03 meV was achieved with a Ramanor U-1000 spectrometer.

An Al–Al 2O3– Al ~1 mm2, 0.6V) tunnel junction was deposited on the back side
an experimental sample 0.5 mm thick in a 1026 mbar vacuum, and the oxidation of th
Al was carried out in a plasma discharge in an oxygen atmosphere at 331023 mbar
pressure. The Al films were 50 nm thick, which corresponded to an Ohmic resistan
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0.5 V per square. To generate nonequilibrium acoustical phonons, we passed a 3
current through the tunnel junction. The applied electrical power of 1 mW was com
rable to an optical pump power of 2 mW and did not produce appreciable heating o
sample at temperature 1.4 K. Phonon absorption was detected according to the ch
the intensity of the luminescence of the 2D electrons.

3. Figure 1 shows the magnetooscillations, measured at 1.4 K, of the intensity o
recombination of electrons in the photoexcited subband. The density of the 2D ele
in the ground-state subband was 4.831011 cm22. A diagram of the magnetic-field de
pendence of the energy of optical transitions which was obtained for the experim
sample is presented at the bottom of Fig. 1b. It consists of a set of spectra measure
a small magnetic-field step. An example of such spectra is presented in Fig. 1c for s
values of the magnetic field. The contrast of the diagram reflects the intensity of re
bination, so that a high intensity corresponds to a light color. Black corresponds
weak signal. In Ref. 2, it was demonstrated that there is a single-valued relation be
the magnetooscillations shown in Fig. 1a and the oscillations of the relaxation tim
photoexcited carriers as the zeroth Landau level 0e

1 of the first subband crosses emp
Landau levelsNe

0 of the ground-state subband~see Fig. 1b!. The relaxation time of
nonequilibrium electrons from the excited subband into the ground-state subban
creases as the splitting between the subband and the closest Landau level decrea
as in the case of zero magnetic field. The magnetooscillations of the relaxation time
rsie to sharp maxima of the recombination intensity, with a period~in terms of the
reciprocal of the magnetic field! equal to the ratio of the intersubband splitting (E10) to
the electron cyclotron energy (\vc

e).

Figure 2b shows the magnetic field diagram of the effect of phonons on the inte
of the 2D-carrier recombination radiation. It was obtained as the difference of the i
sities in the recombination luminescence spectra with and without excitation of acou
phonons in the experimental sample. An example of such difference spectra is pre
in Fig. 2c for several characteristic values of the magnetic field. The phonon signa
not exceed 1% of the optical signal in the entire range of magnetic fields. It shou
noted that the detected signal at the spectral positions corresponding to Landau le
the ground-state subband, is due exclusively to the change in the shape of the we
result of repopulation of the photoexcited subband. For proof, we performed si
measurements on the same sample with a substantially lower 2D-electron densit
channel was emptied by illuminating the sample with 4880 Å laser light, which is
sorbed in the AlGaAs layer.3 At lower densities the distance between the bottom of
subband and the Fermi level of the system becomes greater than 5 meV, and inters
relaxation is rapid, so that the intensity of the recombination line of the electrons o
photoexcited subband becomes negligibly small.

The intensity change at the spectral position of the photoexcited size-quantiz
subband as a result of phonon illumination and as a result of a change in the tempe
of the sample by 0.5 K is shown in Fig. 2a. Comparing the two curves in Fig. 2a, s
that the effects due to thermal heating and absorption of high-energy phonons
different sign. This situation has no analogs in the literature and is an essential feat
the experimental object. The temperature dependence of the intensity of recombina
the electrons of the photoexcited subband is determined by two basic mechanism
first one is an increase in the population of the photoexcited subband as a result
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broadening of the Fermi distribution function of the 2D electrons in the ground-s
subband with increasing electron temperature. The second one is a decrease in the
of nonequilibrium carriers due to the acceleration of the intersubband relaxation
result of the absorption of high-energy phonons. In doped systems, the first mech

FIG. 1. Magnetooscillations of the intensity of recombination of the electrons of a photoexcited su
measured at 1.4 K~a!. The 2D electron density of the ground-state subband is 4.831011 cm22. Diagram of the
magnetic-field dependence of the energy of optical transitions measured for the experimental sample~b!. The
diagram is a set of spectra measured with a small magnetic-field step. An example of such spectra is p
for several values of the magnetic field~c!. The contrast of the diagram reflects the intensity of recombinat
so that high intensity corresponds to a light color. Black corresponds to a weak signal. Inset: Diagram of
transitions in an isolated heterojunction with a delta-layer of acceptors.
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— a change in the 2D-electron statistics — is much stronger than the second on
only the phonon method permits distinguishing the second mechanism in a pure
The use of a tunnel junction as a phonon generator is decisive for preventing l
heating, since the undesirable lattice heating can completely mask phonon abso
effects, as happens in investigations of the temperature dependence. We perform
measurements in which the same electrical power was released by passing a

FIG. 2. Variation of the intensity at the spectral position of the photoexcited size-quantization subban
result of both phonon illumination and a change in the temperature of the sample by 0.5 K~a!. The magnetic-
field diagram of the effect of phonons on the intensity of the recombination radiation of two-dimens
carriers~b!. The diagram was obtained as the difference of the intensities in the recombination lumines
spectra with and without excitation of acoustical phonons in the experimental sample. An example o
difference spectra is presented for several characteristic values of the magnetic field~c!. Inset: Diagram of
intersubband transitions of photoexcited carriers with absorption of nonequilibrium acoustical phonons in
magnetic fields.
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either through the tunnel junction or through the bottom resistive film of the tu
junction. In the latter case the signal due to heating of the sample was measured.
way one can discriminate the useful signal, but for our object the heating signal w
least an order of magnitude weaker in all fields than the phonon signal, so tha
experimental results presented above need no correction.

4. Two features in weak fields can be seen clearly near 0.15 and 0.55 T i
magnetic-field dependence of the phonon-induced signal~Fig. 2a!. They are observed
despite the fact that in the experiment acoustical phonons with all possible energie
propagation directions are excited. This situation arises because of the selectivity
intersubband transitions with respect to the quasimomentum of the absorbed aco
phonons. Since the Fermi velocityv f of the 2D electrons in the ground-state subband
two orders of magnitude higher than the velocity of sound in GaAs, intersubband
sitions are possible only with absorption of acoustical phonons with in-plane quas
menta of the order of the Fermi momentumkf . The position 0.15 T of the first resonanc
with respect to the magnetic field approximately corresponds to the intersubband
tron resonance, where the frequency of the absorbed phonon is equal to the cyc
frequency of electrons in the photoexcited subband and the electrons are in tem
resonance with the acoustic wave. The frequency of the phonons whose absorption
rise to intersubband relaxation isvph5skf.600 GHz for the given 2D electron densit
in the ground-state subband. Equality of the cyclotron frequencyvc5eB/m and vph

occurs in the magnetic fieldB50.2 T, which agrees well with the experiment. Therefo
we infer that the first minimum is associated with the resonance amplification of pho
induced intersubband transitions from an excited into the ground-state subband
virtual cyclotron transition in the excited subband.

In somewhat higher magnetic fields it is possible to satisfy another resonance
dition, where the magnetic length becomes of the order of the wavelength of the ch
teristic phonons — 2p/kf . Such an estimate gives for the magnetic field a value 0.5
which corresponds to the second feature in weak magnetic fields in Fig. 2a. We infe
phonon absorption is intensified on account of such geometric resonance, and hen
phonon-induced intersubband transitions of photoexcited carriers are accelerate
classical analog of a resonance of this type is the well-known geometric resonance,
the electron cyclotron diameter equals the phonon wavelength. In this case, the ele
always remain in a region of constant phase and efficiently extract energy from
ultrasonic wave.

5. In summary, in the present work the existence of cyclotron and geometric
nances for absorption of nonequilibrium acoustical phonons was demonstrate
phonon-induced intersubband transitions. In high magnetic fields, the intersubband
sitions between Landau energy levels with the same energy values but from dif
subbands~Fig. 2a! are caused by absorption of phonons with 1/kph. l H•(N/2)1/2, where
N is the number of the Landau level in the ground-state subband. The detection
absorption of such phonons by 2D carriers in our experiments demonstrates the
tional possibilities of our phonon method for investigating features in the spectra o
collective excitations of a system of 2D electrons in the fractional quantum Hall e
regime withk• l H51.
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Equation of state and elastic properties of lithium:
Isotope effects

E. L. Gromnitskaya, O. V. Stal’gorova, and S. M. Stishov
Institute of High-Pressure Physics, Russian Academy of Sciences, 142092 Troitsk,
Moscow Region, Russia
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The equations of state and elastic properties of the lithium isotopes Li6

and Li7 at high pressures are investigated at a temperature of 76 K by
a pulsed ultrasonic method. Proofs of the existence of appreciable
quantum contributions to the pressure and elastic moduli of lithium are
given. © 1999 American Institute of Physics.
@S0021-3640~99!00801-4#

PACS numbers: 64.301t, 62.20.Dc

The effect of the isotopic composition on the properties of matter is a manifest
of the quantum laws of nature. Indeed, according to Heisenberg’s uncertainty princi
particle confined in a bounded region of space possesses kinetic energy inversely p
tional to its mass. This leads to the existence of the so-called zero-point energyEz and the
appearance of isotope effects in bound, including condensed, systems. To observe
tum effects of this kind experimentally, certain conditions must be satisfied. For exa
it is obvious that the temperatureT of the system under study should not be high co
pared to the Debye temperatureQD , i.e., T/QD<1. At the same time, the zero-poin
energy Ez of the system should be appreciable compared to the total energy o
cohesive energyE of the system:

Ez /uEu>QD /uEu.d, ~1!

whered is a small quantity whose numerical value is determined by the specific ex
mental conditions. The present letter is devoted to an experimental investigation
equation of state of lithium, which, on account of its low atomic mass, is a natural~and
nearly the only! candidate for studying quantum effects, including isotope effects
metals. The numerical calculations in Ref. 1 show that the kinetic energy of lithiu
still higher than the classical value32T even at 520 K. However, since the cohesive ene
Ec is substantial, the ratio~1! in the case of lithium is;0.02, signifying that the quantum
effects are generally small. In this connection, it is worthwhile to estimate the expe
quantum contributions to the pressureP and the bulk modulusK for lithium isotopes. We
write the quantum contribution to the pressure atT50 in the quasiharmonic approxima
tion as

Pz5g
Ez

V
, ~2!
380021-3640/99/69(1)/6/$15.00 © 1999 American Institute of Physics
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where g is the Grüneisen constant,Ez is the zero-point energy, andV is the atomic
volume. Takingg51 andEz5

9
8QD , we rewrite Eq.~2! as

Pz>QD /V. ~3!

Taking account of the fact that natural lithium consists primarily of the isotope Li7, and

taking QD
Li75344 K,2 we haveQD

Li6>372 K. ForV512.7 cm3/g•atom we obtain, using
relation ~3!,

DPz5Pz
Li62Pz

Li7>0.02 GPa. ~4!

Next, from Eq.~3!, neglecting the volume dependence of the Gru¨neisen constant, we
have for the quantum contribution to the bulk modulusKz52V(dPz /dV)

Kz5g~11g!
QD

V
. ~5!

Substituting into Eq.~5! the numerical values ofQD ~Ref. 2! andV ~Ref. 2!, we obtain
DKz50.04 GPa. These estimates are, of course, order-of-magnitude estimates and
to absolute zero.

We shall also estimate the isotopic volume effect, especially since in this case
possible to make a direct comparison with experimental data.3 We write the relative
volume difference of the corresponding lithium isotopes as

DV

V
'

VLi62VLi7

V0
5

DPz

K
, ~6!

whereV0 is the ‘‘classical’’ volume of lithium. TakingDPz from Eq. ~4! and K512
GPa,2 we obtainDV/V51.531023. Curiously, the much more complicated calculatio
performed in Ref. 4, which are based on a calculation of the phonon spectrum of Li
DV/V51.831023. The corresponding experimental value is'1.231023 at room
temperature.3

The estimates presented above show that the problem of determining the is
effects in the equation of state of lithium is by no means hopeless. As shown i
present letter, the contributions of quantum effects to the equation of state and e
properties of lithium isotopes are quite distinguishable.

EXPERIMENTAL PART

The equation of state and the elastic properties of polycrystalline lithium were
vestigated using the ultrasonic piezometer described in Ref. 5. This method was u
previous work to investigate natural lithium up to 1.6 GPa and temperature 77 K.6 In the
present experiment, just as in Ref. 6, the high-pressure unit of the piezometer wa
mersed in a liquid-nitrogen bath. The temperature of the unit was measured with co
constantan thermocouples and was 77.460.2 K. In the course of the experiment the tim
Dt and rangeD l of ultrasonic pulses were measured as functions of the loadF. The
measurement errors in these quantities were;0.01 mm and;0.01ms, respectively. The
pressure was calculated from the obvious relationP5F/S, whereS is the piston area of
the piezometer, with corrections for friction and deformation. The accuracy of the
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sure measurements was better than 0.02 GPa. The velocities of longitudinal (Vl) and
transverse (Vt) waves were calculated as functions of the pressure from theDt(P) and
D l (P) data obtained~see Refs. 7 and 8 for details!.

The investigations were performed on samples of isotopically enriched lithiu
(Li 6) and samples of lithium with the natural isotopic composition, referred to below
lithium-7 (Li7). The Li6 samples contained 99.9% lithium with the isotopic composit
95.83% Li6 and 4.17% Li7 together with the impurities Na, Mg, Al, and other elemen
The isotopic composition of the 99.87% pure natural lithium (Li7) was 96.16% Li7 and
3.84% Li6; the impurity composition was the same as in the case of the Li6 samples.

The preparation of samples with adequate isotropy which are suitable for the
surements presented a certain problem because of the high elastic anisotropy of l
The best results were obtained by hot deformation followed by rapid quenching o
initial material. As is well known, when metallic lithium, which possesses a bo
centered structure under normal conditions, is cooled to liquid-nitrogen temperatu
partially transforms into a rhombohedral 9R phase~structural type Sm!.9–11 It has also
been asserted that the low-temperature phase of lithium is most likely a mixtu
various polytypes, which are based on close-packed planes of lithium.12 In any case,
when pressure is applied to this structurally nonuniform system, irreversible cha
occur, leading ultimately to stabilization of the elastic properties of the system.6 It is
believed that pressure treatment eliminates the residual bcc phase of lithium. It sho
noted that the accuracy of the measurements of the velocities of elastic waves in e
ments of this type depends strongly on the correctness of the procedures for introd
corrections for friction when calculating the pressure, acoustic anisotropy of the sam
and a number of other factors which are difficult to control. In this situation, the only
to obtain reliable data is to perform repeated independent measurements. At the
time, the variance of the results obtained in independent measurements makes it p
to assess their reliability. In this connection, several series of independent experi
were performed on each of the isotopically enriched samples.

The main experimental result obtained in this work is presented in Fig. 1, w
demonstrates the pressure dependence of the longitudinal (Vl) and transverse (Vt) ve-
locities of elastic waves for Li6 and Li7. The errors in the measured values of the veloc
are of the order of 0.5% for longitudinal and 0.3% for transverse waves. The presen

FIG. 1. Longitudinal (VL) and transverse (VT) velocities of ultrasonic waves versus pressureP in lithium
isotopes atT577.4 K.
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for lithium with the natural isotopic composition (Li7) agree well with the results of Ref
6. It is not difficult to calculate from the data obtained the values of the density of Li6 and
Li7 at high pressures, if the initial values are known.7,8 The densities atT577 K and
atmospheric pressure were taken asrLi650.474 g/cm3 and rLi750.547 g/cm3, respec-
tively. These values were obtained by extrapolating the results of Ref. 3 to low tem
tures using the data of Refs. 13 and 14.

Figure 2 shows the pressure versus the atomic volumeV for Li 6 and Li7. The
numerical values ofV were obtained from the density data with the real isotopic com
sition taken into account. The functionDP(V)5PLi6(V)2PLi7(V) is also constructed
here. The adiabatic and isothermal bulk moduliKs andKT and the shear modulusG can
be calculated by an elementary method from the data obtained in Refs. 7 and 8
corresponding results are presented in Figs. 3 and 4. The errors inKT andG are of the
order of 1% and 0.5%, respectively.

DISCUSSION

The anomalous behavior of the transverse sound velocityVT , which decreases with
increasing pressure in both isotopes~Fig. 1!, is interesting. In the present case this mea
that the shear modulusG increases more slowly than the density with increasing pres
(VT

25G/r) ~Fig. 4!. This behavior could indicate an approaching instability of the lo
temperature phase of Li. The flattening of the curvesG(V) at small volumes is an
additional argument in favor of this supposition.

Turning to Fig. 2, we note that for low pressuresP the pressure differenceDP
.0.025 GPa, which agrees very well with the estimate made at the beginning o
letter (DP50.02 GPa!. Nonetheless, we recall that the amplitudes of the values ofDP
depend strongly on the initial values used for the densityr. However, as the calculation
show, the character of the behavior ofDP under compression remains unchanged eve

Dr is chosen from the conditionVm
Li62Vm

Li750 at T577 K and atmospheric pressur

FIG. 2. PressureP versus volumeV in lithium isotopes atT577.4 K. The solid line corresponds toDP(V),

whereDP5PLi6(V)2PLi7(V). The vertical bar shows the error in the values ofDP.
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Figure 2 shows clearly thatDP increases as volume decreases, though it should
remembered that the error in the computed values ofDP is very substantial.

Figure 3, which shows the volume dependence of the bulk modulusKT , indicates
the reason whyDP increases under compression. The bulk modulus of the light iso

is everywhere greater than the corresponding modulus of the heavy isotopeKT
Li6.KT

Li7 .
The behavior ofDKT(V) under compression is not entirely clear because of the la
error in the computed values ofDKT . The experimental values ofDKT are several times
greater than the estimate made above, though the sign of the estimate is correct.

FIG. 3. Bulk modulusKT versus volumeV for lithium isotopes atT577.4 K. Solid line —DKT5KT
Li6(V)

2KT
Li7(V). The vertical bar shows the error in the values ofDKT(V).

FIG. 4. Shear modulusG versus volumeV for lithium isotopes atT577.4 K.
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view of the simplifications made, this estimate probably should be regarded as a
limit.

Finally, we turn once again to Fig. 4. Without discussing, for the time being,
region where the curvesG(V) strongly flatten, we call attention to the fact that for lar
volumesGLi7.GLi6. This result could attest to a large anharmonic contribution to
shear moduli as a result of zero point vibrations, which, generally speaking, is expe
In this case, the actual equality of the shear moduli at small volumes~see Fig. 4! could
possibly indicate a decrease in anharmonic effects under compression. However, th
from Ref. 14, where any quantum contribution to the elastic constants of lithiu
rejected, are at variance with this supposition. We could explain this assertion
respect to the bulk modulusKT . The difference between the corresponding values for6

and Li7 becomes unnoticeable in the coordinatesKT–P. However, this explanation doe
not work for the shear moduli. Thus this question requires further investigation.

In closing, it should be stated that the present experimental data apparently can
as proof of the existence of quite measurable quantum contributions to the equat
state and elastic properties of lithium atT577 K. These contributions, at least, do n
decrease with pressure, which, strictly, can be expected of a system in which the
lomb interaction predominates.15
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On the NMR spectrum in antiferromagnetic CsMnI 3

V. I. Marchenko and A. M. Tikhonov
P. L. Kapitsa Institute of Physics Problems, Russian Academy of Sciences,
117334 Moscow, Russia

~Submitted 1 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 41–45~10 January 1999!

An explanation is proposed for the spin-reduction anisotropy observed
in an investigation of NMR in the noncollinear six-sublattice antiferro-
magnet CsMnI3. © 1999 American Institute of Physics.
@S0021-3640~99!00901-9#

PACS numbers: 75.50.Ee, 33.25.1k

In exchange-interaction magnets, relativistic effects lead to a definite orientati
the spin structure with respect to the crystal axes and to weak distortions of the re
orientation of the sublattices — weak ferromagnetism1–3 or weak ~additional!
antiferromagnetism2 ~see the case of Cr2O3). In Ref. 4 relativistic distortions of a new
type, which the authors termed spin-reduction anisotropy, were found in the noncol
antiferromagnet CsMnI3. In the present letter, a description of this phenomenon is gi
on the basis of the theory of exchange symmetry.5

The relative orientation of the sublattices in CsMnI3 is shown in Fig. 1. Following
Dzyaloshinski�,2 we introduce instead of the six sublattices their linear combinations

M5M11M21M31M41M51M6 ,

L5M11M21M32M42M52M6 ,

L15M12
1

2
~M21M3!2M41

1

2
~M51M6!,

~1!

L25
A3

2
~M22M3!2

A3

2
~M52M6!,

L35M12
1

2
~M21M3!1M42

1

2
~M51M6!,

L45
A3

2
~M22M3!1

A3

2
~M52M6!,

which transform according to one-dimensionalM , L and two-dimensional
(L1 ,L2),(L3 ,L4) representations of the group of permutations of the sublattices rea
by the crystal transformations of the symmetry groupD6h

4 of the crystal. In the exchang
approximation, in CsMnI3 the antiferromagnetism vectors (L1 ,L2) are nonzero; in addi-
tion, they are equal in modulus and perpendicular to each other, in agreement wi
440021-3640/99/69(1)/6/$15.00 © 1999 American Institute of Physics
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general requirements of exchange symmetry.5 Analysis of the quadratic relativistic in
variants shows that the remaining spin vectors do not arise in the structure as an
due to weak ferromagnetismM or weak antiferromagnetismL , (L3 ,L4). It is found that
the distortions of the spin structure that were found in Ref. 4 reduce to breakdown o
exchange condition — the equality of the moduli of the vectors (L1 ,L2). This effect
arises for the following reasons.

The exchange energy of a structure with arbitrary magnitudes and relative or
tion of the spin vectorsL1 ,L2 is a function of the form

E$L1
21L2

2 , 4~L1•L2!21~L1
22L2

2!2%. ~2!

We introduce as the variables characterizing the magnitudes and relative orientat
the vectorsL1 ,L2 the parametersj, z, andf, defined as

L15j cosz, L25j sinz, L1•L25L1L2 cosf. ~3!

The minimum of the exchange energy in CsMnI3 corresponds to the valuej5j0 and

z5p/4, f5p/2. ~4!

Near this minimum the exchange energy is a positive-definite quadratic form with re
to small deviations:

const1C1@4~dz!21~df!2#1C2~dj!2. ~5!

The anisotropy energy of first-order in (v/c)2 reduces to the invariant

2B~L1z
2 1L2z

2 !/2. ~6!

As a result of this term, the vectorsL1,L2 will differ from the valuesL1
0 ,L2

0 of the
exchange approximation~3! and ~4! by some amountdL1 ,dL2. The term in the anisot-
ropy energy~6! that is linear in these deviations has the form

2B~L1z
0 dL1z1L2z

0 dL2z!. ~7!

In CsMnI3 in the ground state the spin plane is perpendicular to the basal pla
the crystal~the anisotropy constantB is positive!. The orientation of the sublattices in th

FIG. 1.



ixth-
etry

e

e
an

e

ith

etic

46 JETP Lett., Vol. 69, No. 1, 10 January 1999 V. I. Marchenko and A. M. Tikhonov
spin plane and the azimuthal orientation of the spin plane itself are fixed by the s
order anisotropy energy.6 In the presence of a magnetic field directed along a symm
axis of the crystal, the following three orientational states are observed:7,8 In fields below
Hc1539 kOe — the phase I (L1z

0 5L1
0 ,L2z

0 50, Fig. 2a!; in the intervalHc1,H,Hc

552.5 kOe — the phase II (L1z
0 50,L2z

0 5L2
0 , Fig, 2b!; and, forH.Hc — the phase III

(L1z
0 5L2z

0 50, Fig. 1!.

Minimizing the sum of expressions~5! and ~7!, we find that in each phase th
vectors (L1 ,L2) remain orthogonal (df50) and that

phase I: dz52A1 , dj5A2j0 ,

phase II: dz5A1 , dj5A2j0 ,

phase III: dz50, dj50, ~8!

where the constantsA15Bj0
2/16C1 andA15B/4C2 are positive.

Therefore the easy-axis anisotropy can lead toL1
2ÞL2

2 and to an increase in th
squared order parameterL1

21L2
2. In the general case, evidently, relativistic effects c

also destroy the orthogonality of the antiferromagnetism vectors. In CsMnI3 the exchange
interaction between the nearest neighbors along thez axis is much greater than exchang
in the basal plane.9 It is easy to show that this leads toC2@C1 /j0

2, so that when com-
paring with experiment we neglect the contribution ofA2.

Inverting the system~1! with respect to the magnetizations of the sublattices w
allowance for the uniform magnetization in the external magnetic field, we obtain

M j5
1

6
M1

1

3
$L1 cos~Q–r j !1L2 sin~Q–r j !%, Q5S 4p

3a
, 0,

p

c D , ~9!

wherea and c are the periods of the crystal lattice. Up to terms linear in the magn
field, we obtain in the phase I

M15M0S 11A11
H

HE8
D , cosa151,

FIG. 2. Distortions of the exchange structure by anisotropy in CsMnI3.
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M2,35M0S 12
1

2
A12

1

2

H

HE8
D , cosa2,352

1

2
2

3

4
A11

3

4

H

HE8
,

~10!

M45M0S 11A12
H

HE8
D , cosa4521,

M5,65M0S 12
1

2
A11

1

2

H

HE8
D , a5,65

1

2
1

3

4
A11

3

4

H

HE8
,

whereHE85M0(NA /x')'43103 kOe, NA is Avogadro’s number,x' is the magnetic
susceptibility in the spin plane; we used the valuex'50.7531022 cgs units/mole from
Ref. 9;a j is the angle between the magnetization of thej th sublattice and thez axis. In
the phase II

M1,45M0~12A1!, cosa1,45
H

HE8

M2,65M0S 11
1

2
A11

A3

2

H

HE8
D , cosa2,65

A3

2
1

A3

4
A11

1

4

H

HE8
,

M3,55M0S 11
1

2
A12

A3

2

H

HE8
D , cosa3,552

A3

2
2

A3

4
A11

1

4

H

HE8
. ~11!

The structural distortions under discussion are shown schematically in Fig. 2. In pha
the magnetizations of all sublattices areM0, and cosaj5H/HE , where HE

5M0(NA /x i )2'23103 kOe andx i is the electronic magnetic susceptibility along t
normaln to the spin plane.

Neglecting relaxation, the dynamics of the nuclear sublattice reduces10,11 to the
dynamics of a ferromagnet in an effective field. Therefore the Lagrangian of the
frequency spin dynamics of the antiferromagnet CsMnI3 will be the sum of the
Lagrangian of a noncollinear antiferromagnet5 and six Lagrangians of the nuclear su
lattices coupled by the hyperfine interaction:

x'

2g2
~V1gH!21

x i2x'

2g2
~n•~V1gH!!22Ua1

1

6 (
j 51

6

mj•S Vn j

gn
2AM j1HD , ~12!

where V is the angular velocity of the electronic spin rotations;Vn j is the angular
velocity of the spin rotations of the nuclei in thejth sublattice;xn is the susceptibility of
the nuclei;g andgn are the electronic and nuclear gyromagnetic ratios;A is the hyperfine
interaction constant;mj is the magnetization of thejth nuclear sublattice, and its equ
librium value isxn(2AM j1H).

When the spin plane is normal to the basal plane of the crystal, the energUa

reduces to the expressionf (H)cos6w, f (H)5b11b3H21b4H41b5H6, wherew is the
angle between the vectorL1 and thez axis. Since the functionf (H) changes sign in the
field Hc1,8 it is convenient to introduce a different representation
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f ~H !5b1F12S H

Hc1
D 2GF11k1S H

Hc
D 2

1k2S H

Hc
D 4G . ~13!

This function determines the field dependence of the AFMR frequency associated
oscillations of the anglew. The constantsb1 ~associated with the zero-field frequenc!
andk1521.7 can be determined from the experimental data of Ref. 6; the contribu
of the term}k2 is small in the frequency range investigated in Ref. 6. The constanA1

determines the zero-field splitting of the NMR frequencies:

v12v2

v1
5

M12M2

M1
'

3

2
A1 . ~14!

According to the experimental data of Ref. 4,v1/2p5417 MHz andv2/2p5390 MHz,
whenceA150.045.

The magnetic resonance spectrum described by the Lagrangian~12! consists of three
AFMR branches~see Refs. 6 and 10! and six NMR branches. Five NMR branches for t
values taken above for the parameters of the theory and for the two remaining adju
parametersgnAM0/2p5v0/2p5400 MHz andk250.71 are presented in Fig. 3. Th
frequency of the sixth branch neglecting in-plane anisotropy is zero.

We note that the functionf (H) for the indicated values of the parametersk1 andk2

vanishes in a field slightly aboveHc , i.e., the system is accidentally close to a spin-fl
transition from the phase II to the phase I asHc is approached.

This work was partially supported by Grant No. 98-02-16572 from the Russian F
for Fundamental Research.
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FIG. 3. NMR spectrum in CsMnI3. The experimental data are taken from Ref. 7 at temperature 1.3 K.
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Changes in the magnetic structure of
„La0.25Pr0.75…0.7Ca0.3MnO3 upon the isotopic
substitution of 18O for 16O

A. M. Balagurov, V. Yu. Pomyakushin, D. V. Sheptyakov,
and V. L. Aksenov
Neutron Physics Laboratory, Joint Institute of Nuclear Research, 141980 Dubna, Rus

N. A. Babushkina, A. M. Belova, A. N. Taldenkov, and A. V. Inyushkin
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

P. Fischer, M. Gutmann, and L. Keller
Paul Scherrer Institute, CH-5232 Villigen, Switzerland

O. Yu. Gorbenko, V. A. Amelichev, and A. R. Kaul’
Moscow State University, 119899 Moscow, Russia

~Submitted 2 December 1998!
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A giant isotope effect, wherein the low-temperature metallic state is
replaced by an insulator state, was recently observed when18O was
substituted for16O in (La0.25Pr0.75)0.7Ca0.3MnO3 @N. A. Babushkina, L.
M. Belova, O. Yu. Gorbenkoet al., Nature~London! 391, 159~1998!#.
In the present work, the temperature evolution of the magnetic structure
of two samples of this compound is studied by neutron diffraction. One
sample contained a natural mixture of oxygen isotopes, 99.7%16O,
while the other was enriched to 75% with the isotope18O. It is estab-
lished that the samples are crystallographically identical at room tem-
perature. As the temperature decreases, the sample with16O undergoes
successive antiferromagnetic (TAFM5150 K! and ferromagnetic (TFM

5110 K! transitions, which lead to the establishment of a noncollinear
ferromagnetic structure, while a purely antiferromagnetic (TAFM5150
K! order arises in the sample with18O. The temperature dependences
of the intensities of the diffraction peaks associated with the charge
ordering differ substantially in samples with16O and 18O, and they
correlate with the behavior of their electric resistance and magnetic
structure. ©1999 American Institute of Physics.
@S0021-3640~99!01001-4#

PACS numbers: 75.30.Kz, 75.50.2y, 71.30.1h

Investigations performed in the last few years have shown that the low-temper
state of manganites with the perovskite structure A12xAx8Mn12x

31 Mnx
41O3, where A is La

or a rare-earth ion and A8 is an alkaline-earth divalent cation — Ca, Sr, etc., is de
mined by the balance of several types of interactions and can be easily modifie
500021-3640/99/69(1)/7/$15.00 © 1999 American Institute of Physics
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changing the composition or by an external perturbation~see, for example, the review
articles of Refs. 1 and 2 and also Ref. 3!. The phase transition from the paramagne
insulator into the ferromagnetic metallic state~insulator–metal transition! is ordinarily
described in the the ‘‘double exchange’’ model,4 on the basis of which the possibl
magnetic configurations have been predicted and the correlation between the ma
and transport properties has been interpreted.5,6

The observed features of phase transitions in perovskite manganites~now widely
known as CMR compounds on account of the ‘‘colossal’’ magnetoresistance effec
served in them7! cannot be explained solely on the basis of the double-exchange m
and they make it necessary to take account of additional effects~the dynamic and static
Jahn–Teller effects, ordering of the charges Mn31 and Mn41 in the structure, and oth
ers!, and special experiments are must be performed in order to clarify the role of
effects.

The investigation of the coupling of the electronic and phonon subsystems in
ganites merits special attention. A great deal of evidence showing the importance o
interaction is presented in a recent review.8 Isotopic substitution is a direct experiment
method for studying the effect of the dynamics of atomic vibrations on phys
properties.9–11 For example, in the first work on this subject9 it was found for the com-
pound La0.8Ca0.2MnO3 that the Curie temperature decreases by 21 K upon 95% su
tution of 18O for 16O. This is much greater than the shift of the temperature of magn
or electronic phase transitions in other previously investigated oxides, e.g.,
temperature superconductors. In Ref. 11 the effect of isotopic substitution was in
gated for the compound (La12yPry)0.7Ca0.3MnO3 with y50.75; this choice is based o
the critical value of the tolerance factor of the perovskite structure for this compos
(;0.91), at which the structure becomes especially sensitive to various physical p
bations. In Ref. 11 it was observed that this composition with the natural isotopic ox
content~99.7%16O, referred to in the text below as O-16! becomes a metal atT'100 K,
while for the composition 85% enriched in the isotope18O ~referred to below as O–18!
the effect is not simply a decrease of the temperature of the transition to the me
state but rather the circumstance that the compound remains an insulator right
to 4 K ~Fig. 1!. A similar effect has also been observed12 in the compound
(La0.5Nd0.5)0.67Ca0.33MnO3.

In the present work we investigared how the magnetic structure is affected b
isotopic substitution of18O for 16O in (La12yPry)0.7Ca0.3MnO3 with y50.75. Just as in a
previous work13 for the composition withy50.5, we employed neutron diffraction t
identify the magnetic structure and to determine the changes occurring in the a
structure together with the colossal isotope effect.

The samples were prepared in the powder form by means of the so-called ‘‘p
synthesis.’’ For this, a water solution of a mixture of nitrates of La, Pr, Ca, and Mn, ta
in the required ratios, was deposited on ash-free paper filters, which after drying~120 °C!
were burned. The oxide product obtained in the process was roasted at 700 °C in
2 h. The final heat treatment was performed by annealing compressed tablets at 1
in air for 12 h.

The process of enriching the composition (La0.25Pr0.75)0.7Ca0.3MnO3 with oxygen
isotopes was conducted atT5950 °C andp51 atm. Two samples, each of mass 5
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were annealed simultaneously: one sample in an16O atmosphere~99.7% enrichment! and
the other in an18O atmosphere~85% enrichment!. Platinum crucibles holding the pow
ders were placed inside two quartz tubes arranged parallel in a furnace. Each tube
part of a closed loop.16O oxygen circulated in one loop, and18O oxygen circulated in the
other. Eleven successive changes of the oxygen atmosphere were made in the loo
oxygen gas depleted as a result of exchange was removed from the loop and the lo
filled with ‘‘fresh’’ 18O oxygen with 85% isotopic enrichment. The total annealing ti
at 950 °C was 100 h. The18O content in the sample obtained was 75%, as followed fr
the change in weight of the sample and the results of mass-spectrometric analysis
oxygen atmosphere in the loop.

Neutron-diffraction experiments were performed on a DMC diffractometer at
Paul Scherrer Institute using the SINQ source. The diffraction spectra were measu
a regime with the sample heated from 12 to 293 K. The samples were packed
hermetically sealed vanadium container~8 mm in diameter and 40 mm high! filled with
helium. The magnetic structure was analyzed according to the diffraction spectra
sured at wavelengthl52.5616 Å . Rietveld refinement~FULLPROF program, space
groupPnma! was performed in the range of scattering angles 2u510–90°, correspond-
ing to dhkl from 1.8 to 14.7 Å .

It is obvious that a necessary condition for making a correct comparison o
results obtained for isotopically-substituted samples is that the samples must be c
lographically identical. Analysis of the room-temperature diffraction spectra showed
the O-16 and O-18 samples are indeed identical; specifically, their oxygen contents
identical to within60.03. A comparison of the unit cell parameters of the two samp
gives better accuracy. Their measurement, performed at room temperature
FDVR high-resolution neutron diffractometer in Dubna, gave the following resu

FIG. 1. Temperature dependence of the resistance of the compound (La0.25Pr0.75)0.7Ca0.3MnO3 for the samples
O-16 and O-18 near the phase transition of the sample O-16 to the metallic state (TIM'100 K!. The resistance
of the sample O-18 has a semiconductor dependence right down to liquid-helium temperature.
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a55.45657(7) Å,b57.69294(9) Å,c55.44788(8) Å for O-16 anda55.45673(6) Å,
b57.69315(8) Å,c55.44786(7) Å for O-18, i.e., the unit cell parameters are ident
to within 0.002–0.004%. A comparison with existing dependences of the cell param
of manganites on the amount of oxygen~see, for example, Ref. 14! gives in this case an
upper limit 60.002 for the difference in the oxygen content between the O-16 and O
samples. The data from chemical analysis of the samples O-16 and O-18 by the i
etry method, described in Ref. 15, agree with this estimate: The oxygen content
general formula (La0.25Pr0.75)0.7Ca0.3MnOx corresponds tox52.99560.008 in O-16 and
to x52.99660.005 in O-18.

Figure 2 shows the characteristic neutron diffraction patterns measured for the
and O-18 samples at room temperature andT512 K. One can see that superstructu
reflections of the type~1/2 0 0! and~1/2 0 1/2! at 2u513.6° and 19.2°, associated wit
the establishment of antiferromagnetic~AFM! order, appear in the neutron diffractio
patterns of both samples as temperature decreases. The intensity of these peaks
higher for the sample O-18. An enhanced contribution to the nuclear Bragg peaks
type ~101!/~020! and~200!/~121! at 2u539° and 56° is clearly noticeable in the neutro
diffraction pattern from O-16 atT512 K; this contribution arises with the establishme
of ferromagnetic~FM! order. The temperature-dependences of the intensities of the A
and FM peaks in both samples are shown in Fig. 3. For O-18 the intensity of the
peaks grows monotonically with decreasing temperature, and for O-16 the depende
nonmonotonic and has a maximum atT'110 K, which correlates with the appearance

FIG. 2. Diffraction spectra of the O-16 and O-18 samples measured at room temperature~top figures! and at
T512 K ~bottom figures!. The spectra are identical at room temperature. At low temperature the intensity o
AFM peaks~1/2 0 0! and~1/2 0 1/2! for sample O-18 is much higher, while in the spectrum of the O-16 sam
the intensity of the FM peaks~101!/~020! and~200!/~121! is higher. The bottom curves in the figures show t
difference of the measured and computed~by the Rietveld method! intensities and demonstrate the goo
agreement.
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the FM component in the corresponding Bragg peaks. The intensity of the~101!/~020!
peaks for the sample O-16~Fig. 3b! below 50 K decreases somewhat. This can
interpreted by analogy with Ref. 16 as being due to ordering of the magnetic mome
the Pr atoms. For the O-18 sample, to within the statistical accuracy achie
(;1.3%), there was no FM contribution to the diffraction peaks.

The magnetic structure of the sample O-16 was refined in a model consisting o
antiferromagnetic phases AFM1 and AFM2 and a ferromagnetic phase FM1 with
netic moments on the Mn atoms. The AFM1 phase was described in a crystal cel
a doubled parametera and propagation vectork15(1/2 0 0); the phase AFM2 wa
described in a cell with doubled parametersa and c and propagation vectork2

5(1/2 01/2). For the sample O-18, the magnetic structure was refined in a similar
ner but with no FM component. The values of the magnetic moments of Mn are e
tially independent of their orientation. A search through the variants with different d
tions of the moments along the basal directions yielded the best agreement betwe
measured and computed intensities with the Mn moments oriented along theb axis in the
AFM phases and along thec axis in the FM phase. Figure 4 shows the temperat
dependences of the refined magnetic momentsmAFM1 , mAFM2 , andmFM . The magnetic
structure formed in the O-16 sample can be represented as noncollinear~canted! ferro-
magnetic, similar to the structure observed for the compositions Pr0.7Ca0.3MnO3 ~Ref. 3!
and Pr0.65(Ca0.7Sr0.3)0.35MnO3 ~Ref. 17!. In the sample O-18, not only was the electr
conductivity suppressed, but the ferromagnetic component was also completely
pressed, which has not been observed thus far in compositions with Pr with the n
content of oxygen isotopes. Therefore isotopic substitution did not reduce to a s
shift of Tc(^r A&) in the magnetic phase diagram, but rather it led to a fundamentally
magnetic state.

In both samples AFM ordering (TAFM'150 K) is preceded by the appearance
weak superstructural reflections of the type~3/2 0 2! at TCO'180 K ~Fig. 5!. The ap-

FIG. 3. Temperature dependences of the intensities of the characteristic diffraction peaks of samples O
O-18: ~a! AFM peak ~1/2 0 0!, ~b! FM peaks~101!/~020!. The decrease atT,50 K of the intensity of the
~101!/~020! peaks of sample O-16 is due to ordering of the magnetic moments of Pr. The lines are dra
clarity.
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pearance of such reflections is attributed to charge ordering~CO ordering! of the cations
Mn31/Mn41, which results in doubling of the lattice period alonga and lowering of the
spatial symmetry to the monoclinicP21/m structure,18 which has been well studied3,19 for
the composition Pr0.7Ca0.3MnO3.

FIG. 4. Temperature dependences of the magnetic moments of Mn~in Bohr magnetons! for the FM and AFM
components of the sample O-16 and the AFM components of the sample O-18. For sample O-16 the p
some temperatures were measured twice. In both samples the AFM moments for sublattices with d
propagation vectors are virtually identical. The lines are drawn for clarity.

FIG. 5. Temperature dependences of the intensity of the CO peak~3/2 0 2! of samples O-16 and O-18. Thi
peak does not occur at room temperature. For the O-16 sample the points at some temperatures were m
twice. The lines are drawn for clarity.
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The experimental results presented show that forT.TCO the O-16 and O-18
samples are crystallographically identical and similar to other CMR compounds wit
same ratio of the cations Mn31 and Mn41. Below T5TCO'180 K a charge ordering
process commences in both samples. AtT5TAFM'150 K antiferromagnetic ordering o
the magnetic moments of manganese commences, forming a structure with two pro
tion vectorsk15(1/2 0 0) andk25(1/2 01/2)~pseudo-CE-structure3!. Thus, down to 110
K the CO and AFM ordering processes develop identically in both samples. BeloT
5TFM'110 K a ferromagnetic ordering of manganese moments appears in the
sample. It should be noted especially that the isotopic substitution of oxygen did
changeTCO andTAFM .

In Ref. 20 it is shown that the composition (La12yPry)0.7Ca0.3MnO3 with y50.75
lies near the boundary between the metallic and insulator states, and even a rel
weak perturbation, including isotopic substitution of oxygen,11 can transform one stat
into another. A possible microscopic model of such a transition, in which the elec
hopping integral between the states of neighboring ions is related with the reduced
of the ions, is presented in Ref. 20. In the present work, the magnetic structure o
compound (La0.25Pr0.75)0.7Ca0.3MnO3 was determined and it was shown that under i
topic substitution of18O for 16O the change in the electronic state~metal–insulator!
correlates completely with the changes in the magnetic structure~noncollinear ferromag-
net – pure antiferromagnet! and with the process of charge ordering of the cations Mn31

and Mn41.

This work was supported by grants from the Russian Fund for Fundamenta
search ~Projects 96-02-17823, 97-02-16665, 96-15-96738, and 97-03-32979! and
INTAS-RFBR ~Projects I-96-0639 and IR-97-1954!.
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Magnetic states of the surface and bulk of ferrites near a
phase transition at the Curie temperature

A. S. Kamzin* and V. L. Rozenbaum
A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences,
194021 St. Petersburg, Russia

~Submitted 16 October 1998; resubmitted 2 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 52–57~10 January 1999!

Investigations of the magnetic state of a surface layer;200 nm thick
and of the bulk in macroscopic ferrite crystals of the type Ba–M
(BaFe12O19) are performed in the phase transition region around the
Curie temperature (Tc). The method of simultaneous gamma, x-ray,
and electron Mo¨ssbauer spectroscopy, which made it possible to com-
pare directly the phase states of the surface and bulk of the sample, is
used for the measurements. It is observed experimentally that in
BaFe12O19 the transition of a surface layer;200 nm thick to the para-
magnetic state occurs at temperatures belowTc . It is established that
the transition temperatureTc(L) of a thin layer localized at depthL
from the surface of the crystal increases with distance from the surface
and reaches the valueTc at the lower boundary of the ‘‘critical’’ sur-
face layer. Therefore, nearTc a nonuniform state in which the crystal is
magnetically ordered in the bulk but disordered at the surface is ob-
served. A phase diagram of the states of the surface and of the bulk of
macroscopic magnets near the Curie~or Néel! point is proposed on the
basis of all the experimental results obtained in the present work as
well as previously published results. ©1999 American Institute of
Physics.@S0021-3640~99!01101-9#

PACS numbers: 75.50.Bb, 75.30.Kz, 75.40.2s

The study of the influence of a ‘‘defect’’ such as a surface on the magnetic pro
ties of surface and subsurface layers of a crystal has been increasingly attracting
tigators since the 1970s. From the applied standpoint the problem of a surface
interest because a surface strongly influences the formation of the properties of na
powders and films, and an understanding of the nature of the formation of the prop
of such materials will make it possible, for example, to determine ways to produce
materials with the required properties.

Surface processes which accompany fundamental phenomena such as phase
tions in the bulk of a crystal are of special interest. The concept of the surface mag
energy was introduced in the first theoretical descriptions of the surface propert
crystals,1 and it was shown that for negative values of this energy the surface of a cr
can possess magnetization at temperatures above the Curie point for the bulk
570021-3640/99/69(1)/7/$15.00 © 1999 American Institute of Physics
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sample. The surface magnetization decreases exponentially in a direction into the b
the sample. Theoretical investigations of the surface of antiferromagnetic crystals2 pre-
dicted the possibility of the existence of surface magnetization at temperatures abo
Néel point. Later, the surface properties were described using virtually all of the met
developed for studying the properties of bulk crystals~see, for example, the reviews Ref
3–5 and the references cited therein!. As a result, a theoretical phase diagram of the sta
of a surface and of the bulk of a semibounded magnet near the Curie point was obt
This diagram, taken from Ref. 5, is presented in Fig. 1a, whereq is a phenomenologica
order parameter which was introduced in Ref. 1 and determines the surface energ
designations of the phase transition lines are as follows:61 — surface,2 — ordinary, and
3 — extraordinary. For a negative value ofq ~see Fig. 1! magnetic ordering arises on th
crystal surface up to the appearance of magnetization in the bulk, i.e., at temper
above the Curie~or Néel! point. For positiveq, as follows from theoretical description
and the phase diagram~Fig. 1a!, the surface just as the bulk of the crystal transform in
the paramagnetic state at the Curie~or Néel! temperature.

Results confirming the existence of magnetization on Cr, Co, Ni, Tb, and Gd
faces at temperatures above the magnetic ordering point in the bulk of these subs
have now been obtained experimentally~see Refs. 3–5 and 7 and the references c
therein!. Thus, these experimental data agree with the region of the theoretical p
diagram that corresponds to negative values of the parameterq.

Comparatively recently, it was established experimentally that in antiferromag
with a weak ferromagnetic moment8,9 as well as in hexagonal ferrites10 a transition of the
surface to the paramagnetic state occurs at temperatures below the Ne´el ~Curie! point for
the bulk of the crystals. It has also been shown8–10 that the temperature of the order
disorder transition decreases continuously within a surface layer of ‘‘critical’’ thickn
These experimental data do not agree with the theoretical descriptions of su
magnetism1–5 and the theoretical phase diagram~Fig. 1a!, whence it follows that the

FIG. 1. Phase diagram of states of the surface and bulk of a semi-infinite ferromagnet near the Curie te
ture: a — obtained theoretically,5 b — proposed by the authors on the basis of all experimental data.1 — Line
of surface phase transitions,2 — ordinary transition,3 — extraordinary transition.OB region — magnetically
ordered bulk of the crystal,OS— magnetically ordered surface of the crystal,DB — magnetically disordered
bulk, DS — magnetically disordered surface.
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surface of a magnet at temperatures below the Curie point can be only in an ordered

In the present letter we present experimental data obtained near a phase trans
the Curie point of the magnetic state of a surface and the bulk of macroscopic cr
with an uncompensated magnetic moment. Ferrite single crystals of the type
~chemical formula BaFe12O19) were chosen for the investigations. Ferrites of the ty
Ba-M possess the hexagonal crystal structure of magnetoplumbite. At temperatur
low the Curie point the magnetic structure of Ba-M crystals is a collinear ferrima
with a high anisotropy field and easy-magnetization axis along the crystallographicc axis
~see, for example, Ref. 11 and the references cited therein!.

The SGXEMS method, proposed in Ref. 12, was used for the investigations.
method is based on the simultaneous detection of Mo¨ssbauer spectra in radiations wi
different mean free paths in the material, specifically, gamma rays, characteristic x
and conversion and Auger electrons, which carry information about the properties
bulk and surface layers of a bulk crystal with a thickness of severalmm and 300 nm,
respectively. To study the properties of surface layers less than 300 nm thick i
SGXEMS method, secondary-electron selection by energy is performed,13 since the en-
ergy of an electron which has left the sample is progressively lower the greater the
of the atom whence this electron originated. The SGXEMS method was implemen
the form of the automated system described in Ref. 14.

For the Mössbauer measurements, slabs;100 mm thick were cut from Ba-M single
crystals synthesized from a fluxed melt. The crystallographicc axis was directed perpen
dicular to the plane of the slabs. The crystal surfaces were polished chemical~in
orthophosphoric acid at temperature190 °C for 1 min!. Such treatment of the sample
as was shown in Refs. 15 and 16, gives high-quality preparation of a surface
SGXEMS method was used to obtain experimental spectra at temperatures from
750 K. The temperature was maintained constant to within60.1 °C.

The iron ions in Ba-M type ferrites occupy five nonequivalent positions. For
reason, the Mo¨ssbauer spectra of these compounds in the temperature range of ma
ordering consist of five Zeeman sextuplets. The following circumstances make it n
sary to increase the accuracy of the mathematical analysis of the experimental s
Since the number of magnetic bonds of iron ions occupying nonequivalent positio
different, the effective magnetic fields at the iron nuclei in each sublattice are diffe
and because the quadrupole splittings are different, the lines in the sextuplets are s
shifted from one another. In the slabs prepared for the experiments, the crystallog
c axis, along which the magnetic moments in the crystal were directed, was ori
perpendicular to the plane of the surface. If a gamma-ray beam is directed parallel
c axis, then on account of the longitudinal Zeeman effect the second and fifth lines
Zeeman sextuplets will be absent in the Mo¨ssbauer spectrum.

The effective magnetic fields, which are presented as a function of temperatu
Fig. 2 for iron ions occupying the 12k and 4f 2 positions in BaFe12O19, were calculated
from the experimental spectra. To facilitate interpretation of Fig. 2, the fields at the
ions in the 4f 1,2a, and 2b sublattices are not shown. It should be noted that the par
eters of the hyperfine interactions calculated from the experimental Mo¨ssbauer spectra o
BaFe12O19, i.e., for the bulk of the sample, agree well with the published data~see, for
example, Refs. 17–19 and the references cited therein!.
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The temperature of the transition to the paramagnetic state was determined by
methods employed in Mo¨ssbauer spectroscopy: 1! the temperature at which the Zeema
lines vanished in the spectrum and only lines of the paramagnetic phase were ob
was determined from the experimental spectra obtained near a phase transitio
temperature at which the total width of the lines in the spectrum equals the width o
lines in the spectrum of the paramagnetic phase was taken as the Curie point. 2! The
temperature was determined by the method of temperature scanning, in which the
sition point is determined from the temperature dependence of the number of ph
detected as the gamma-ray source moves with constant velocity~or with a stationary
source!. In this case, as one can see from Fig. 2, the number of detected quanta inc
as the transition point is approached from the low-temperature side, and then
transition point the curve saturates, and as the temperature increases further, the
of detected photons remains unchanged. The results obtained by these methods
with each other.

As one can see from Fig. 2, the effective magnetic fields obtained from the gam
ray absorption spectra, i.e., the fields at the iron nuclei located in the bulk of the cr
vanish at a Curie temperature of 735 K. We note that the temperature dependences
fields obtained from Mo¨ssbauer spectra agree with the data presented by other au
~see, for example, Ref. 20!. It follows from Fig. 2 that the effective fields at the iro
nuclei located in a;200 nm thick surface layer of the experimental crystals decre
with increasing temperature more rapidly than the fields on the iron nuclei located i
bulk of this crystal. The magnitudes of the effective magnetic fields determined from
conversion and Auger electron spectra, i.e., the fields at the iron nuclei located
;200 nm thick surface layer, vanish at 732 K, which is three degrees lower tha
Curie temperature.

FIG. 2. Temperature dependences of the effective magnetic fields in BaFe12O19 at the iron nuclei occupying
nonequivalent 12k and 4f 2 positions in the bulk of the crystal (j,m) and in a 200 nm thick surface laye
(h,n), as well as the intensity of the paramagnetic line of iron ions located in the bulk (d) and in a surface
layer (s).
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The experimental Mo¨ssbauer spectra obtained near the ‘‘order–disorder’’ ph
transition provide direct confirmation of the result that the surface layer of BaFe12O19

crystals transform into the paramagnetic state at a temperature below the Curie po
the bulk of the sample. Examples of such spectra, recorded atT5732 K, are presented in
Fig. 3. Comparing the spectral data obtained at temperatures somewhat below the
point ~Fig. 3! shows that Zeeman splitting of the lines, indicating the existence of m
netic ordering in the bulk of the sample, is observed in the Mo¨ssbauer spectrum~Fig. 3a!,
while there are no Zeeman lines in the spectrum obtained by detecting conversio
Auger electrons~Fig. 3b!, but rather only the lines corresponding to the paramagn
state of the sample are observed. It should be noted that our Mo¨ssbauer spectra ar
similar to the spectra obtained by other authors near the Curie point by detecting g
rays ~see Ref. 14 and the references cited therein!.

Analysis of the experimental spectra showed that the transition of a bulk ferro
netic sample to the paramagnetic state occurs as follows. When the crystal is heat
paramagnetic phase forms on the surface of the crystal, and it arises at tempe
below the Curie point. As temperature increases further, the entire surface of the c
transforms into the paramagnetic phase, and then the paramagnetic phase propaga
deeper and deeper layers. At the Curie point the thermal energy destroys the ma
ordering in the entire remaining volume of the crystal. The transition temperatureTc(L)
of a thin layer located at a depthL from the surface increases continuously with distan
from the surface of the sample, reaching the valueTc for the bulk of the crystal.

As noted above, experimental data indicating that magnetization can exist o
surface of a crystal in the absence of magnetic ordering in the bulk of the crystal
been presented in a number of works~see Refs. 3–5 and 7 and the references c
therein!. These results correspond to negative values of the phenomenological
parameterq in the diagram~Fig. 1a! obtained from theoretical investigations.

FIG. 3. Mössbauer spectra of BaFe12O19 , obtained at 732 K by detecting gamma rays~a!, i.e., from the bulk of
the crystal, and by detecting conversion and Auger electrons~b! from a ;200 nm thick surface layer.
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The experimental results presented in Refs. 8–10 as well as the experimenta
described in the present letter show that the transition of the surface of magnets
paramagnetic state can also occur at temperatures below the Ne´el ~or Curie! point. This
conclusion fits in with the theoretical phase diagram~Fig. 1a!. On the basis of all experi-
mental results taken together we propose a more accurate phase diagram~Fig. 1b! of the
states of the surface and bulk of a crystal near the Curie~Néel! point. As one can see
from Fig. 1b, the part of the theoretical phase diagram~Fig. 1a! that corresponds toq
.0 is altered. In this case, as the temperature increases, the paramagnetic phas
first at the surface of the crystal, and this happens at temperatures below the Curie
~see Fig. 1b!, when the bulk of the sample is still magnetically ordered. In this temp
ture range the crystal is in a nonuniform state, specifically, a magnetically disord
surface with a magnetically ordered bulk~the regionDS/OB in Fig. 1b!. However, it
cannot be asserted on the basis of the experimental data obtained in the present w
the order parameter is zero in the region of the disordered states. As the tempe
increases further, a transition to the paramagnetic phase occurs in increasingly
surface layers, and the thermal energy at the Curie point destroys the magnetic or
in the bulk of the sample, and the entire crystal becomes paramagnetic.

All of the existing experimental data obtained in investigations of the magn
states of the surface and bulk of macroscopic magnets near the Curie~Néel! fit in the
proposed phase diagram presented in Fig. 1b.

In summary, in the present letter direct experimental data indicating that a
surface layer of macroscopic ferrimagnetic crystals transforms into the paramagneti
at a temperature below the Curie point for the bulk of the crystal were presented. A
diagram describing the state of the surface and bulk of a crystal near the Curie~or Néel!
temperature was proposed on the basis of all the experimental data.

This work was supported by the Russian Fund for Fundamental Research
Grant No. 98-02-18279.
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Effect of the nuclear hyperfine field on the 2D electron
conductivity in the quantum Hall regime
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The effect of the nuclear hyperfine interaction on the dc conductivity of
2D electrons under quantum Hall effect conditions at filling factorn51
is observed for the first time. The local hyperfine field enhanced by
dynamic nuclear polarization is monitored via the Overhauser shift of
the 2D conduction electron spin resonance in AlGaAs/GaAs
multiquantum-well samples. The experimentally observed change in
the dc conductivity resulting from dynamic nuclear polarization is in
agreement with a thermal activation model incorporating the Zeeman
energy change due to the hyperfine interaction. The relaxation decay
time of the dc conductivity is, within experimental error, the same as
the relaxation time of the nuclear spin polarization determined from the
Overhauser shift. These findings unequivocally establish the nuclear
spin origins of the observed conductivity change. ©1999 American
Institute of Physics.@S0021-3640~99!01201-3#

PACS numbers: 73.40.Hm, 72.15.2v, 73.20.Dx

In conductors and superconductors, fluctuations of the hyperfine contact intera
usually provide the dominant mechanism for nuclear spin relaxation at
temperatures.1,2 These relaxation times are closely related to the electronic structure
dynamics in these materials. In recent years it has been recognized that the hy
interaction can serve as a powerful tool in studies of 2D conducting electron sys
Several notable applications include the quantum Hall effect~QHE!3 and quantum
computation.4 However, studies of the effect of electron–nuclear spin interactions on
electronic transport are very rare. In nonmagnetic metals the spin–spin interactio
tween electrons and nuclei is theoretically predicted to produce a strongly magnetic
and temperature dependent contribution to the resistivity.5 The contribution of the hyper-
fine interaction to magnetotransport quantum oscillations of the resistivity has bee
640021-3640/99/69(1)/7/$15.00 © 1999 American Institute of Physics
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served in bulk InSb.6,7 In a 2D electron system the effect of hyperfine interaction
electron spin resonance~Overhauser effect! has been observed in AlGaAs/GaAs.8,9 In the
present study we demonstrate experimentally that the hyperfine interaction can pr
an observable change of the dc conductivity of a 2D electron system under quantum
conditions.

To predict the effect of the hyperfine field on the 2D conductivity we use
conventional assumption that the energy of the excitations of the ground state in the
near filling factorn51 can be expressed as a sum of two terms:10,11

D5D01ugumB~B01Bn!, ~1!

whereD0 is the exchange energy due toe–e interaction andugumBB0 is the Zeeman term
due to the externally applied fieldB0. Through the hyperfine field the nuclei provide a
additional contributionugumBBn to the 2D ground state excitation energy. Hereg is the
Landé g factor of the excitations andmB is the electron Bohr magneton. The loc
hyperfine fieldBn is proportional to the nuclear spin polarization,Bn5a^I z&,

12,13wherea
is the contact hyperfine coupling constant. At temperatures much greater than a few
the thermal equilibrium hyperfine fieldBn

eq can ordinarily be neglected. In the context
electron spin resonance~ESR!, Bn is known as the Overhauser shift.8,13,14In the absence
of spin–orbit interaction, as in the conduction band of GaAs,11,15 neither the cyclotron
energy nor the electron–electron Coulomb interactions are affected byBn , regardless of
its magnitude or sign, because the origin ofBn is the spin–spin coupling between th
electron and nucleus.

Under our experimental conditions, whereT'2.5 K andB055.35 T, the longitudi-
nal conductivity atn51 obeys an Arrhenius law:

sxx5s0 exp~2D/2kT!, ~2!

where s0 is a constant. In the thermally activated regime the energy gapD can be
determined from the temperature dependence ofsxx . Consider the conductivity chang
that would result from a change in the nuclear polarization: through the collective h
fine interaction of the 2D electrons with the nuclei in the vicinity of the 2D electrons,
local nuclear hyperfine fieldBn will be enhanced. For a small change in the hyperfi
field, dBn!B0, we will have from~1! and ~2!:

dsxx /sxx52ugumBdBn/2kT5adBn /B0, ~3!

wherea52ugumBB0/2kT is a constant. Experimentally we measured the dc conduct
of the AlGaAs/GaAs multiquantum well samples by the standard four probe meth
magnetic fields up toB056 T and temperaturesT51.7–4.2 K. To obtain the 2D longi-
tudinal conductivitysxx we measured the longitudinal resistivityrxx5bUxx /I and the
Hall resistivity rxy5Uxy /I , whereb is a geometric factor,I is the current through the
sample, andUxx and Uxy are the longitudinal and Hall voltages. To calculate the
conductivity we used the standard formulasxx5rxx /(rxx

2 1rxy
2 ).

According to~3! the relative dc conductivity change is proportional to the chang
the nuclear hyperfine fieldBn . To observe this dependence experimentally, we h
employed the method of dynamic nuclear polarization~DNP! by down-field swept ESR
to enhance the magnitude of^I z&.

8,9 The corresponding DNP-enhanced hyperfine field
Bn

DNP. The change in the Overhauser shift of the ESR line is given bydBn5Bn
DNP
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2Bn
eq ~Refs. 8, 13, and 14!. The 2D electron spin resonance signal is detected electric

as described in a previous paper16 on single AlGaAs/GaAs heterojunctions. The mech
nism for this phenomenon is not yet fully understood, but it nevertheless provid
working method to detect and control the Zeeman energy term.8,9

We have studied two different GaAs/AlGaAs multiquantum well samples.
samples were grown by molecular beam epitaxy and have the following propert
T54.2 K: sample EA124~21 GaAs wells! has a 2D electron density per layer
6.931010cm22 and mobilitym5440 000 V/cm2s; sample EA216~40 GaAs wells! has a
2D density of 1.231011cm22 and mobility m5650 000 V/cm2s. The samples were
mounted on a rotation stage to allown51 to be obtained over a range of magnetic fiel
We measuredrxx at a frequency of 524 Hz using a lock-in amplifier. Application of t
microwave power to the sample induced a change inrxx which is detected on the outpu
signal of the amplifier. To increase the sensitivity for ESR detection, the microw
power was modulated at a frequency of 7 Hz. The output of this amplifier was conn
to the input of a second lock-in amplifier which detectedDrxx induced by the microwave
excitation at 7 Hz. This method helps to avoid the rectification signal at 7 Hz whic
induced by the microwave electromagnetic field. In Fig. 1 we present an example
electrically detected 2D electron spin resonance at filling factorn51, recorded using a
microwave frequency of 32.48 GHz. Also shown is the longitudinal magnetoresistan
T51.7 K for sample EA124.

To polarize the nuclei the microwave generator was switched to continuous m
with no modulation.16 The magnetic field was first set to a value slightly higher than
ESR condition, and the field was then swept down. The resonant microwaves be
polarize the nuclei through saturation of ESR transitions.8,13,14As the nuclear polarization

FIG. 1. Magnetic field dependence of the longitudinal resistivity per layer~lower curve! and variation of the
resistivity induced by microwave excitation near filling factorn51 in sample EA124. The ESR line positio
corresponds tog520.415. The spectrum was recorded at a microwave frequency of 32.48 GHz a
T51.7 K. The angle betweenB0 and the normal to the sample is 60°.
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increases, the hyperfine fieldBn due to the nuclei acting on the electrons also increa
resulting in the Overhauser shift of the ESR line. In GaAs this shift is to lower magn
field,8,17 becauseBn is positive and adds constructively toB0 due to the negative sign o
theg factor. By choosing an appropriate down-sweep rate, it is possible to shift the
line considerably.8 The maximum ESR shift that we obtained by microwave DNP w
Bn50.2 T atB055.5 T.

In accordance with~3! the enhancement of the nuclear hyperfine fieldBn should
change the longitudinal dc conductivitysxx of the 2D electrons under QHE conditions.
Fig. 2 we present the magnetic field dependences ofsxx for EA124 atT52.5 K. To
observe the changedsxx due todBn , we first measuredsxx

eq(B0) with a magnetic field
up-sweep without microwave excitation, with the nuclei in thermal equilibrium with
lattice. This conductivity trace is labeledbeforein Fig. 2a. To ensure that the nuclear sp
system was initially at thermal equilibrium with the lattice, the 2D electron system
taken just outside of then51 magnetoresistance minimum for 300–600 s before the
sweep. The relaxation of the Overhauser shift of the ESR indicates that the nuclea
relaxation timeT1n is about 60–120 s under these conditions, in reasonable agree
with previous reports.9 After sxx

eq(B0) was recorded in the first sweep, the nuclei we
dynamically polarized by the down-swept DNP procedure8 at a sweep ratedB/dt50.5
mT/s nearn51. The microwave power was then switched off, andsxx

DNP(B0) was re-
corded during a second magnetic field up-sweep, this time with the nuclear spin s
highly polarized~Fig. 2a!. This is the trace labeledafter in Fig. 2a.

Using electrically detected ESR we also measured the Overhauser shift of the
line as a function of time using multiple detection up-sweeps. The relaxation time o
Overhauser shift atn51 andT52.7 K was observed to be 240–300 s. Since this is m
longer than the time scale of the ESR detection up-sweep~about 30 s!, the amount of

FIG. 2. Magnetic field dependences of the 2D longitudinal conductivity per layer before and after micro
irradiation of the sample, obtained atT52.5 K in sample EA124. In experiment~a! the nuclei were dynami-
cally polarized by resonant saturation of the electron spin transition. A microwave frequency of 32GH
employed, corresponding to ESR at 5.5 T with the nuclei at thermal equilibrium. In experiment~b!, the
conductivity was recorded before and after off-resonant microwave excitation of the sample. The same
wave power was applied as in part~a!, but the microwave frequency of 20.8 GHz~corresponding to an ESR
field of 3.58 T! was far from the ESR condition, resulting in no dynamic nuclear polarization enhancem
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nuclear spin relaxation which occurs during the up-sweep is small and can be neg
for the purposes of this paper.

To eliminate the possibility that the observed time evolution of the conductivit
due to some sort of persistent microwave photoconductivity effect, the dc conduc
was measured using exactly the same procedure as in the resonant DNP experim
with nonresonantmicrowave excitation of the sample at frequencies far from the E
condition. The result is that nonresonant microwave excitation changes neither po
of the ESR line nor the dc conductivity of sample EA124. The conductivity tra
obtained before and after nonresonant excitation are therefore overlapping, as is e
from Fig. 2b.

We now estimate the value of the relative dc conductivity change due to the ch
dBn induced by DNP according to~3! and compare this with the data represented
Fig. 2a. Let B0

s be the magnetic field satisfying the ESR condition in the abse
of the hyperfine field~e.g., nuclei unpolarized!. The difference between the ESR field
before~at thermal equilibrium! and immediately after enhancement of the nuclear po
ization is given bydBn5(B0

s2Bn
eq)2(B0

s2Bn
DNP)5Bn

DNP2Bn
eq. The observed time de

pendence of the Overhauser shift demonstrates that the position of the ESR line
diately after switching off the microwaves at the end of the DNP down-sweep coinc
well with B0

s2Bn
DNP. In the experiment corresponding to Fig. 2a, the ESR was sh

from its equilibrium positionB0
s2Bn

eq55.503 T toB0
s2Bn

DNP55.304 T, and therefore
dBn5199 mT. In accordance with relation~3! the dc conductivity variation due toBn

DNP

should bedsxx
theor57.331026 kV21. The g factor g520.415 used to calculatedsxx

theor

was determined from ESR~see Fig. 1!. Using the experimental data from Fig. 2a, the
conductivity change due todBn was found to bedsxx

exp5831026 kV21. This value
corresponds to the difference between the minima of thesxx(B0) curves before and afte
enhancement of the nuclear spin polarization. Hence, there is reasonable agreem
tween the experiment and the simple theoretical estimate of the conductivity chang
to DNP enhancement of the nuclear polarization.

Figure 3a presents the relaxation decay of the change in the ESR positiondBn(t)/B0
s

for sample EA216, obtained from ESR by multiple magnetic field up-sweeps duri
period of 800 s immediately following the initial DNP down-sweep. The time dep
dence was fit to an exponential decay function:dBn(t)}exp(2t/T1n), yielding T1n

5217 s atn51 and T52.5 K. The timeT1n is comparable with the relaxation time
obtained in Ref. 9.

The relaxation decay of the dc conductivity change of EA216 immediately foll
ing the DNP down-sweep is presented in Fig. 3b. The relative variation of the con
tivity dsxx /sxx5(sxx(t)2sxx

eq)/sxx
eq was obtained by subtractingsxx

eq at the conductivity
minimum before DNP from the dc magnetoconductivity minima which were meas
during the relaxation decay period immediately following DNP. In this procedure
sxx(B0) traces were recorded over a small region aroundn51 using multiple up and
down field sweeps during a period of about 800 s. The Overhauser shift obtained
termination of the DNP down-sweep wasdBn(t50)/B50.021. This value andT1n

5217 s were used to plot the expressiondsxx(t)/sxx
eq5a(dBn /B)exp(2t/T1n) in Fig.

3b. The value ofa is based on theg factor measured by ESR. Quantitative agreem
between this model and the experimental data is obtained with no adjustable param
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In conclusion, we have observed the effect of the nuclear hyperfine field on th
conductivity of 2D electrons under quantum Hall effect conditions in AlGaAs/Ga
multiquantum wells at filling factorn51. The nuclear spin polarization was enhanc
using dynamic nuclear polarization, whereby the nuclei become polarized due to
relaxation with electrons being driven by ESR transitions into a nonequilibrium pola
tion state. The hyperpolarized nuclei produce a local hyperfine field which is experie
by the electron spins. The resulting Overhauser shift of the ESR transition was mea
using electrically detected ESR. The value of the dc conductivity change due t
nuclear spin polarization corresponds quantitatively to the thermal activation mod
corporating the nuclear hyperfine field into the Zeeman energy of the charged gr
state excitations. The dc conductivity decay time measured experimentally is, w
experimental error, the same as the nuclear spin–lattice relaxation time observ
Overhauser shift measurements near filling factorn51. These findings unequivocall
establish the nuclear-spin origins of the observed conductivity changes.
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FIG. 3. Time dependence of the relative Overhauser shiftdBn /B0
s of the 2D electron spin resonance followin

DNP atT52.5 K in sample EA216. The solid line represents an exponential fit to the data. The relaxatio
obtained from the fitting isT1n5217 s. Part~b! shows the time dependence of the relative variation of
longitudinal conductivity,dsxx /sxx , obtained by a sequence of magnetic field up-sweeps following an in
DNP down-sweep. The solid line represents a theoretical calculation of the effect using~4! with no adjustable
parameters.
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The r62r0 mass splitting problem
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The problem of ther62r0 mass splitting is discussed. It is suggested
to use thef→rp→3p decay to measure ther62r0 mass splitting.
© 1999 American Institute of Physics.@S0021-3640~99!00201-7#

PACS numbers: 13.25.Jx, 13.40.Dk

In the framework of theSU(3) theory withU-spin invariance of electromagneti
interactions, with the idealv –f mixing taken into account and with ther0–f mixing
ignored for reasons of the Okubo–Zweig–Iizuki rule, it has been found1 for the r0–v
mixing that

2Re~Pr0v!5~mK* 6
2

2mK* 0
2

!2~mr* 6
2

2mr* 0
2

!. ~1!

The advent of quantum chromodynamics did not affect Eq.~1!, since theU-spin invari-
ance of isospin symmetry breaking interactions was not affected. Now, howeve
importance of theu2d quark mass splitting in the isospin symmetry breaking is p
ceived~see, for example, the review2!. Equation~1! is correct to terms caused by bo
isospin symmetry breaking interactions andSU(3) symmetry breaking interaction
~‘‘semi-strong interactions’’!. It means that corrections to Eq.~1! of up to 25% are
possible.

The Particle Data Group3 gives for theK* 62K* 0 mass splitting

mK* 02mK* 656.761.2 MeV, ~2!

and for ther62r0 mass splitting

mr02mr650.160.9 MeV. ~3!

But the r62r0 mass splitting can be calculated with Eq.~1!, taking into account the
well-specifiedv→p1p2 decay.3

Acually, as was first pointed by Glashow,4 the v meson decays intop1p2 via the
r0–v mixing ~see also, for example, Refs. 5–9!,

B~v→p1p2!5
G~r0→p1p2; mv!

Gv
U Pr0v

mv
2 2mr0

2
2 i •mv~Gv~mv!2Gr

0~mv!!
U2

.

~4!
70021-3640/99/69(1)/4/$15.00 © 1999 American Institute of Physics
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It is known5–9 that Im(Pr0v) can be ignored. Besides, the interference pattern of
r0 andv mesons in the reactione1e2→p1p2 and inp1p2 photoproduction on nucle
shows5–9 that Re(Pr0v),0. So, taking into account thatB(v→p1p2)50.0221
60.003~Ref. 3!, one gets

2Re~Pr0v!52~3.9160.27!31023 GeV2. ~5!

It follows from Eqs.~1!, ~2! and ~5! that

mr02mr655.2661.41 MeV. ~6!

This result is a puzzle. First, this mass splitting is considerable and contrary t
~3!. Second, it is largely of electromagnetic origin, like thep62p0 splitting, but it has
the opposite sign. Ther0 meson is heavier than ther6!

If one considers the linear version of Eq.~1!,1! thenmr02mr654.161.2 MeV, and
the situation remains essentially unchanged. Of course, it may be that corrections
~1! are important, but the current theoretical understanding of the vector meson
splitting in the isotopical multiplets is far from perfect~see, for example, Refs. 2,10–12!.

As to the value given in Eq.~3!, it was obtained13 by fitting thet2→ntp
2p0 data13

in combination with thee1e2→p1p2 data,14 for which the production mechanism i
the same except for ther0–v mixing. But a combined fit of different experiments
prone to sizable systematic errors. That is why the problem of an alternative experim
measurement of ther62r0 mass splitting is quite topical. But this task is a considera
challenge, for it is practically meaningless to compare different experiments with d
entr production mechanisms in view of the large width of ther meson. The point is tha
our current knowledge of hadron production mechanisms is far from perfect, and g
ally in the resonance region we have a spectrum

dN

dE
;

f ~E!

~E2ER!21G2/4
, ~7!

wheref (E) is an unknown function which is poorly varying in the resonance region2! and
which can shift the visible peak as much as several MeV fromER . Indeed, let take into
account two first terms of expansion off (E) in the resonance region:

f ~E!5 f 01~E2ER! f 11 . . . . ~8!

Then the shift of the visible peak is

DER5
G2

8
•

f 1

f 0
. ~9!

So, if f 156 f 0/4.72G561.4f 0 GeV21 andG5151 MeV, then

DER564 MeV. ~10!

Certainly, one can use instead ofe1e2→p1p2 andt2→ntp
2p0 some other processe

with the samer6 and r0 production mechanism, for example,a1
2(1260)→r2p0→

→p2p0p0 and3! a1
2(1260)→r0p2→p1p2p2, the advantage of which is the absen

of the r0–v mixing. But in this case the problem of different experimental system
errors also exists.
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It seems to us that the most suitable process for the aim under discussion isf
→r1p21r2p11r0p0→p1p2p0 decay. Indeed, the charged and neutralr mesons
are produced in one reaction with the same mechanisms. By now the Spherical N
Detector~SND! and Cryogenic Magnetic Detector-2 at thee1e2 collider VEPP-2M in
Novosibirsk have already collected;107f mesons each, i.e.,;106f→rp→3p decays
each. With thef factory DAFNE in Frascati, two orders of magnitude larger statist
will be collected.

The differential cross section of thee1e2→p1(k1)p2(k2)p0(k) reaction can be
written in the symmetrical form15,16

ds

dm1
2 dm2

2 dm2dcosqNdw
5

a2uk1u2uk2u2sin2q12sin2qN

128p2s2

3uFu2d~m1
2 1m2

2 1m22s22mp1
2

2mp0
2

!, ~11!

where m1
2 5(k11k)2 , m2

2 5(k21k)2 , m25(k11k2)2 , s5(k11k21k)2 , qN is the
angle between the normal to the production plane and thee1e2 beam direction in the
center mass system,q12 is the angle between the directions of thep1 andp2 momenta
in the center mass system.

The form factorF of the g*→rp decay with ther0–v mixing taken into account
has the form

F5Ar~s,m1!
2grpp~m1!

Dr1~m1!
exp$ i •d~m1!%1Ar~s,m2!

2grpp~m2!

Dr2~m2!
exp$ i •d~m2!%

1Ar~s,m!
2grpp~m!

Dr0~m!
exp$ i •d~m!%S 11

Av~s!

Ar~s,m!

Pr0v

Dv~m!
exp$2 i •d~m!% D ,

~12!

where DV(x) is the V meson propagator; in the simplest caseDV(x)5mV
22x2

2 i •xGV(x), Gr(x)5(grpp
2 (x)/6p)(qp

3 (x)/x2); to good accuracy one can consider th
the propagators of ther6 and r0 mesons differ by values of the massesmr6

2 and
mr0

2 only; d(x) is a phase due to the triangle singularity~the Landau anomalou
thresholds!.17

At the f meson energyuAv(s)/Ar(s , m)u.0.02, i.e., ther0–v mixing effects are
negligible. As the energy (As) increases, the interference between terms in Eq.~12!
decreases and is unimportant atAs51.5– 2 GeV; this circumstance is a favorable one
the aim under consideration, but the statistics in this energy region are poor, and, be
the r0–v effects in this energy region are expected to be considerable.16,17

The J/c→rp→3p decay stands alone. Generally speaking, one can expec
equate statistics in the future forB(J/c→rp)5(1.2860.1)31022. The interference
between the terms in Eq.~12! is practically absent here, but ther0–v mixing effects can
essentially prevent the measurement of ther62r0 mass splittingB(J/c→r0p05(4.2
60.5)31023) and B(J/c→vp05(4.260.6)31024), especially since the relative
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phase of the amplitudes of theJ/c→r0p0 andJ/c→vp0 decays is unknown. Incorpo
ration of the effects of the heavyr8 mesons in theJ/c→3p decay can be found in
Ref. 18.

We thank A. A. Kozhevnikov, G. N. Shestakov and A. M. Zaitsev for help
discussions.
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Conductance of a 2D Corbino disk under QHE conditions
in the presence of contact phenomena

V. B. Shikin
Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovk
Moscow Region, Russia

~Submitted 3 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 64–69~10 January 1999!

It is noted that contacts of a two-dimensional~2DEG! electronic system
with ‘‘external’’ metallic electrodes destroy the spatial uniformity of
the density of the system. This gives rise to specific dimensional effects
for the conductance of an unscreened Corbino disk in a magnetic field
sufficient for the appearance of local regions with an integer-valued
filling factor in the electron density profile. The overall pattern of the
transport voltage distribution along the disk is seriously transformed. It
becomes possible to explain the large~compared with the cyclotron
energy! values of the critical transport voltage, leading to breakdown of
the QHE regime. The experiment qualitatively confirms the predictions
of the theory. ©1999 American Institute of Physics.
@S0021-3640~99!01301-8#

PACS numbers: 73.40.Jn

Contact phenomena at the boundaries of three-dimensional~3D! and two-
dimensional~2D! systems are virtually inevitable~see, for example, the section entitle
‘‘Contact potential difference’’ in Ref. 1! and lead to a number of observable cons
quences. For example, in the 2D case there arise specific dimensional effects
conductivity of 2D semiconductor strips,2 unusual contact-induced magnetooscillatio
of the conductance in a screened Corbino disk with low electron density,3 direct obser-
vations of a nonuniform distribution of the electrical potential along a Corbino disk w
metal terminals,4,5 and so on.

The purpose of this letter is to discuss the role of contact phenomena in the fo
tion of the conductance of a 2D Corbino disk under conditions giving rise to the ap
ance in the disk of individual ‘‘incompressible’’ strips with magnetic filling factor clo
to an integer. As shown below, a contact-induced perturbation of the 2D electron de
stimulates under QHE conditions the appearance of so-called incompressible strip
an integer-valued magnetic filling factor. The properties of these strips, which deter
mainly the value of the conductance of a Corbino disk, are very sensitive to the o
geometry of the problem, and this is also reflected in the conductance. It is found th
conductance of integer strips is strong nonuniform over their cross section. It is note
a large number of strips can appear within the 2D region of a Corbino disk. Experim
evidence in favor of the proposed theory is presented.
710021-3640/99/69(1)/6/$15.00 © 1999 American Institute of Physics
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1. We recall first the results of classical electrostatics for the charge distributio
the combination metal – 2D system – metal with different internal characteristics. T
effectively taken into account by introducing a contact potential differencefab between
the ‘‘partners’’:1

efab5Wa2Wb , ~1!

whereWi are the so-called work functions of the corresponding conducting system
e is the elementary charge.

Omitting the details, which are presented in, for example, Ref. 5, we have
adequate accuracy the following distribution of the perturbed electron density of co
origin:

dn0~x!5
kwfab

p2e~w22x2!
. ~2!

Here 2w is the width of the 2D region between the metallic edges. In the limitab* !w,
the approximation~2! works well far from the pointsx56w.

Turning to the situation with the quantum Hall effect~QHE!, we shall determine first
which parts of the disk satisfy the requirement at the filling factor be an integer, if th
system is initially spatially inhomogeneous. Existing results on this subject are cont
in a series of works.6–8 Here it is shown that for a fixed curvaturen9(0) of the classical
electron density distribution at its extremal point~the point where the first derivative
vanishesn8(0)50), the width 2ac of the central plateau where the filling factor is a
integern i51,2,3,i , . . . , is found to be

n9~0!ac
2/45@n~0!2n i #nH , n9~0!5d2n~0!/dx2, ~3!

n~0!5n~0!/nH , nH
215p l H

2 , l H
2 5

c\

eH
, ~4!

H is the intensity of the magnetic field oriented in a direction normal to the plane o
disk. The width 2ac is maximum when the additional Coulomb energy a rising
connection with the deformation of the initial classical electron densityn(x) equals the
cyclotron energy\vc . Then

amax
3 5

3k\vc

pe2un9~0!u
. ~5!

Substituting into the definition~5! n9(0) following from Eq.~2! we have

~amax/w!35
3p\vc

2efab
. ~6!

Thusamax!w if \vc,efab .

For what follows, no less important information from Refs. 6–8 concerns the
tribution of the electric potential along an incompressible strip. Referring the reader t
primary sources for the details, following Ref. 7 we have
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ew~x!52
2pe2

k

n9~0!

6
~ac

22x2!3/2, uxu<ac . ~7!

Here 2ac is the width of an integer channel, defined above.

Completing the definition of the equilibrium characteristics of a Corbino disk wh
are required for what follows, we introduce also the perturbation arising in the ‘‘ch
cal’’ part z(x) of the electrochemical potentialm(x) as a result of the existence o
ew(x)Þ0. The corresponding relation arises from the general requirement of equilib
in a magnetized 2D system

m~x!5const5ew~x!1z~x!, ~8!

and taking account of the fact thatw ~7! vanishes asymptotically at large distances fro
the center of the strip gives

z~x!52ew~x!. ~8a!

Besides a central plateau, additional lateral channels of widthai , which likewise
was investigated in Refs. 6–8, can also exist:

ai
2.k\vc /e2dn~xi !dx, ns1dn~xi !5 i /p l H

2 , i 52,3,4, . . . . ~9!

Herens is the average density of the 2D system in the absence of contact phenomen
dn(x) is given by Eq.~2!.

For what follows, we shall also determine the integer numberI of strips in the disk.
This definition arises from the requirements

~w2xI !>ai and dn~xI !2dn~0!5~ I 21!/p l H
2

and the assumption that the central strip has a unit filling factor. As a result,

dn~xI !2dn~0!5~ I 21!/p l H
2 , ~10!

2xI /w5~12e!1A~12e!224e, e5\vc/2efab .

The channels closest to the metal terminals has a widthamin given by

amin
2 52p2w2e3. ~11!

This estimate follows from the definition~9! at the points6xI .

2. It is natural to start the discussion of the effect of contact phenomena on
Ohmic conductance of a Corbino disk with inner and outer radiir 0 andr 1 , respectively,
in a magnetic field which is applied in a direction normal to the surface of the disk
maintains the 2D electron system in a state close to a unit magnetic filling factor, w
presentation of the formulas that ordinarily arise in calculations of the current–vo
characteristic of a disk under QHE conditions. These are the relations between th
currentJ and the electrochemical potentialm

J/2pr 5e21s rr dm/dr, m~r 1!2m~r 0!5eV, ~12!

wheres rr is the local conductivity of the 2D system andV is the guiding voltage applied
to the edges of the disk. Moreover, the structure of the conductivitys rr , which in general
is not a constant of the theory, is important. Under QHE conditionss rr is given by the
well-known expression9–12
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s rr 5s0e2D/Tcosh~dm/T!, ~13!

where the Fermi energy~the electrochemical potential! dm is measured from the mid
point between Landau levels,D is the activation energy withdm50, andT is the tem-
perature. The approximation~13! is meaningful when variationsdm(r ) are present in the
2D system and there are no variations in the electric potentialw(r ). For definiteness,
formula ~13! is called below the ‘‘m representation.’’

Together with Eq.~13!, there is an alternative phenomenological definition of
conductivity ~likewise discussed in Refs. 10 and 11!

s rr 5s0e2D/Tcosh@~m2ew!/T#[s0e2D/Tcosh@z~r !/T#. ~14!

This expression, called below the ‘‘z representation,’’ takes account of both the spa
dependencem(x) and the possible coordinate dependencew(x). Ordinarily, formulas
~13! and~14! are used to take account of different nonlinearity channels in the struc
of the current–voltage characteristic~see, for example, Refs. 10 and 11!. However, as
follows from the discussion below, these definitions are also important in the O
regime.

In the scenario~13!, the Ohmic conductivity of an integer channel is uniform ov
the cross section of the channel~because in equilibriumm5const). For this reason, o
the basis of Eqs.~12! and ~13! Ohm’s law for a Corbino disk is

J

2ps rr
lnS r c1ac

r c2ac
D5V, r c5~r 11r 0!/2. ~15!

The conductivity of a 2D system outside an integer channel is assumed to be infin

It should be noted that in the general case of values ofV which are not small the
combination~12! and~13! leads to a nonlinear equation that contains onlym(r ) and does
not depend on the detailed characteristics of the 2D system in a magnetic field~for
example, the density of states!. Such a simplification of the current–voltage characteris
is at variance with existing experiments10 and therefore casts doubt on the reasonablen
of the definition ~13!. More realistic is thez representation~14!. In this variant the
conductivity of the channel 2ac is sharply nonuniform over the cross section of t
channel, and this circumstance influences the details of Ohm’s law for the Corbino

J

2pEr 0

r 1 dr

rs rr ~r !
5V. ~16!

Obviously, the principal value of the integral~16! is determined by the neighborhoods
saddle points wheredz(r )/dr50. There are three such points. One point,r c5(r 0

1r 1)/2, corresponds to a maximum ofz(r ) and hence a maximum of the conductivit
The two other points are located on the edges of an integer channel, because the
tives of the electric potential~7! ~and hence alsoz(r ) from Eq.~8a!! vanish by definition
at these points, corresponding to the minima of the potential. Since in regions far
the channel ends the ratioew(r )/T@1 is quite large, it should be possible to calculate
integral~16! by the method of steepest descent~the saddle points lie on the edges of t
integer channel!. However, the standard implementation of this program encounters
nical difficulties~the coefficients in the Taylor expansion for the electric potential~7! on
the edges of the integer channel are infinite, starting with the quadratic term!. None-
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theless, the conductivity~11! is exponentially minimum near the edges of the channe
distancesl a

(1)!ac , and this fact can be used to simplify expression~16!, so that

CJla
~1!

2ps0r c
exp~D/T!5V, r c@2a@ l a , ~17!

C52E
0

1` dx

coshx3/2
, l a

~1!5ac
21S kT

4pe2n9~0!
D 2/3

. ~18!

Formula~17! contains a new scale lengthl a
(1) , on which, essentially, the main voltag

drop occurs during the flow of a transport current in a Corbino disk with one~central!
channel in the disk.

If e!1 is sufficiently small, the 2D region of the disk can contain seven chan
and Ohm’s law assumes the form

J

2ps0r c
exp~D/T!F l a

~1!1(
i 52

i 5I

l a
~ i !G5V, l a

~ i !5ai

T

\vc
, 2< i<I . ~19!

Here l a
(1) , ai , andI are given by Eqs.~18!, ~9!, and~10!, respectively.

3. We shall now say a few words about the experimental situation. Unfortunate
know of no direct Ohmic measurements, containing information about dimensiona
fects and other details of the conductance, on Corbino disks under QHE conditions
information can be extracted at a qualitative level by analyzing the pattern of break
of the QHE regime in samples with the Corbino geometry. In this case, however,
arises the question of the critical voltage on the edges of the disk being systematic
excess of the characteristic value of\vc at which any theory of the current–voltag
characteristic exhibits nonlinear effects. For example, in a recent publication13 the QHE
regime in a GaAs Corbino disk with densityns53.731011 cm22, temperatureT
51.3 K, and magnetic fieldH58.18 T, which corresponds to a filling factor of 2,
‘‘broken down’’ by a voltageVc.500 mV. At the same time, the cyclotron energy of t
2D system\vc /e.60 mV !Vc is almost an order of magnitude lower than the critic
value.

Contact phenomena resolve the above-noted paradox in a completely natura
ner. The point is that when several incompressible strips are present, forming a s
sive chain of resistances along the Corbino disk, the external voltage drop is distri
between all channels, so that the voltage drop on each channel does not exceed\vc /e.
As a result, the experimental resulteVc /\vc@1, which appears to be paradoxical at fir
glance, in reality~according to the relations~19!! reflects the presence of a large numb
of integer stripsI @1 in the disk

eVc /\vc.I @1. ~20!

Knowing I , it is easy to estimate the scaleefab using Eq.~10!. In the case of Ref. 13
efab.1000 K.

In summary, in the present work the conductance of a Corbino disk under
conditions in the presence of contact phenomena was calculated. As a result, the
divided by a collection of concentric incompressible strips, each of which can ‘‘w
stand’’ transport voltages of the order of the cyclotron frequency without breakdow
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the QHE regime. The number of strips is determined by the ratioeVc /\vc and is usually
quite large, which attests to an appreciable difference of the work function for the
system and the metallic terminals in contact with it. Each strip conducts extremely
uniformly with maximum resistance on its edges near lengthsl a

( i ) . According to Eqs.~18!
and~19! and also Eqs.~5! and~11! all lengthsl a

( i ) are proportional tow. For this reason,
the critical voltage in the breakdown of the QHE regime should decrease withw, as
experiments confirm~see, for example, Ref. 13!.

I thank V. F. Gantmakher and V. T. Dolgopolov for a discussion of the res
obtained. This work was supported by the Russian Fund for Fundamental Research
Grant No. 98-02-16640.
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Hysteresis of conduction via impurities
in uncompensated crystalline silicon in strong
crossed electric and magnetic fields

A. P. Mel’nikov,* Yu. A. Gurvich, and E. M. Gershenzon
Moscow Pedagogical State University, 119435 Moscow, Russia

L. N. Shestakov
Maritime State University, 163006 Arkhangelsk, Russia

~Submitted 4 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 1, 70–74~10 January 1999!

It was observed that in uncompensated silicon in sufficiently strong
crossed electric~E! and magnetic~H! fields the conductivitys exhibits
hysteresis as a function ofE with H5const and as a function ofH with
E5const. For the same values ofE andH the conductivity can differ
by a factor of 105. Weak pulses of a fieldE transfer the conductivity
from one branch of the hysteresis loop to another. Very low-intensity
background radiation radically changes the form of this loop. The re-
sults can be attributed to an insulator–metal transition stimulated in the
D2 band of silicon by a strong electric field. ©1999 American Insti-
tute of Physics.@S0021-3640~99!01401-2#

PACS numbers: 72.20.2i, 71.30.1h

1. Conduction via impurities in doped crystalline Si with very low compensa
(K51024– 1025) exhibits a variety of characteristic features. It is believed that th
features are due to the fact that conduction along theD2(A1) band — motion of elec-
trons~holes! via neutral donors~acceptors! — plays an important role in such material
Recently the existence of conduction along theD2 band was directly confirmed in
experiments measuring the photoconductivity spectra in the microwave region.1

It was established that the conduction is of a different character for different va
of E. In weak fields (E,Ec5200– 250 V/cm) the conduction is of a hopping charac
Electrons hop along localizedD2 states. These states lie near a certain energy leve« tr

~the transport level!. The position of« tr depends onE. In our experimental samples th
distance between« tr and the bottom«c of the unoccupied band was greater than 10 m
In strong fieldsE.Ec a mobility threshold«m , lying <10 meV below«c ~see Fig. 1!,2

arises in theD2 band. States with energy«.«m are delocalized~field-induced delocal-
ization!.

As is well known, the localization radius near the mobility threshold grows with
bound.3 As a result, when«m arises, the equilibrium between hops downward and upw
in energy breaks down in the region«,«m in favor of upward hops. A rearrangement
the electron distribution over energy occurs: The region above the mobility thres
770021-3640/99/69(1)/7/$15.00 © 1999 American Institute of Physics
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«.«m is populated by electrons. A kind of insulator–metal transition (D→M ) induced
by an electric field occurs. The transitionD→M leads to rapid growth of the conductivit
— quasibreakdown — forE.Ec ~Ref. 1!.

Since the appearance of quasibreakdown is strongly related with the divergen
the localization radii near«m , it should be expected that a magnetic fieldH will strongly
influence the transitionD→M . The purpose of the present work was to investig
experimentally the effect ofH on conduction along theD2 band in strong fieldsE
perpendicular toH.

2. We present below the results obtained atT54.2 K a Si:B sample (p type; main
impurity densityN5631016 cm23, K51024). Curve 1 in Fig. 2 showss(E) at H
50. It is evident that a sharp increase ofs(E) — quasibreakdown — occurs atE5Ec

'200 V/cm. We have already presented such curves in an earlier work.2,4 Curve2 was
obtained atH520 kOe in the forward~increasingE) and reverse~decreasingE) direc-
tions. The rate of change ofE was 2 V/min. The arrows on the curves indicate t
direction of motion. One can see that the quasibreakdown shifts to large values ofE and
becomes steeper. The main result is the presence of hysteresis ins(E). For example, in
a field H520 kOe the value ofs increases rapidly atE5E2'252 V/cm in the forward
direction. For the reverse motions drops rapidly atE5E1'240 V/cm. Hysteresis be
comes even more pronounced in the fieldH546 kOe~curve3!.

Figure 3 showss(H) for E5const. The rate of change ofH is 1 kOe/min. Hyster-
esis is also observed here. We note that the values ofs lying on the same vertical line ca
differ by almost a factor of 105.

We shall present further results for curve3 in Fig. 3. LetH1 andH2 be the right-

FIG. 1. Schematic representation of the density of statesr ~solid curve!, the energy levels in theD2 band,
and the electronic transitions.
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and left-hand limits of hysteresis, respectively. We fix an intermediate valueH5H0 :
H2,H0,H1 . At H5H0 the conductivity can be larges5sM(H0) (M — top section!
or smalls5sD(H0) (D — bottom section!. If H0 is close to the center of the loop, stat
with conductivitiessM(H0) and sD(H0) are stable or, possibly, metastable but with
very long lifetime. Thus, forH0'1/2(H11H2) we were not able to detect a change
sM or sD in a time greater than 1 h.

If H0 approachesH1 , the state with conductivitysM becomes unstable. Fluctuation
arise — short-lived deviations of the conductivity in the direction of smaller values.
magnitude and frequency of these deviations increases asH0→H1 ~see Fig. 3, curve3!.
As H0→H2 , the conductivitysD becomes unstable. Deviations of the conductivity a
observed even in the direction of large values~these fluctuations are not shown on t
other curves to avoid cluttering the figure!. We note that the position ofH1 and H2

depends on the scan rate. For example, decreasing the rate to 0.1 kOe/min~by a factor
of 10! decreases the differenceH12H2 by approximately 10%.

For H2,H0,H1 the transitionsM↔D can be induced by sufficiently strong ele
tric field pulsesDE ~see below!. A pulse DE.0 (E1DE.E) induces a transition
D→M and a pulseDE,0 induces a transitionM→D.

Low-intensity background radiation with low photon energies~in the experiment a
system of cold filters transmitted radiation with\v<20 meV; the binding energy of the
ground state was 45 meV! shifts H2 toward H1 , narrowing the hysteresis loop an
thereby decreasing the extent of the low-conductivity region. The dotted line in F
shows the left-hand limitH28 of hysteresis in the presence of a background. We un
score that such a strong shift of the left-hand boundary occurs for low backgr
intensities such that the background has no influence on the conductivity ou
hysteresis. Such a background has virtually no effect on the position of the right-
boundary.

FIG. 2. s(E) for H, kOe:1 — 0, 2 — 20, 3 — 46.
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The hysteresis boundaries in Fig. 3 are functions of the electric field:H15H1(E)
andH25H2(E). The left-hand (E1) and right-hand (E2) boundaries in Fig. 2 are func
tions of H: E15E1(H) and E25E2(H) ~the index 1 in the fields corresponds to
decrease ins and the index 2 corresponds to an increase!. It was found that the curves
E1(H) and H1(E) coincide ~Fig. 4, curve1!. Likewise, the curvesE2(H) and H2(E)
coincide~Fig. 4, curve2!.

3. Let us consider theE,H plane. The part of the plane shown in Fig. 4 can
divided into three regions. A region of low conductivity — ‘‘dielectric’’ orD region
(s5sD) — lies below curve1. A region of high conductivity — ‘‘metallic’’ orM region
(s5sM) — lies above curve2. A definite value of the conductivity corresponds to ea
point in the regionD or M . A region, which we designate asDùM , wheres is a
double-valued function of the position of the point, lies between curves1 and2. Here the
conductivity can be low or high depending on whence we arrive into this region
varying E andH. Moving from theD into theM region, the conductivity remains low
(s5sD) right up to intersection with curve2, where the transitionsD→sM occurs. For
the reverse motion on curve1 a transition sM→sD occurs. Therefore a transitio
M→D always occurs on curve1, and a transitionD→M always occurs on curve2.
It is obvious that the regionDùM corresponds to hysteresis.

4. Let us now discuss the results obtained. We shall consider ann-type material. We
spoke above of two types of conductivity: hopping~dielectric! — near the level« tr and
metallic — via states near the delocalization threshold«m . We assume that the jumps i
conductivity accompanying a change inE or H are due to switching of conduction from
the level« tr to the level«m and vice versa. In other words, this is a manifestation
M↔D transitions induced by an electric field. In contrast to Ref. 1, here these trans
occur in the presence of a magnetic field.

FIG. 3. s(H) for E, V/cm: 1 — 220,2 — 240,3 — 262.
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According to Ref. 1, the transitionD→M is a result of two processes: the appe
ance of a threshold«m and the occupation of states with«.«m . Both processes are
stimulated by an increase inE. The reverse processes occur asE decreases. Under ou
experimental conditions the voltage on the sample was fixed. Let a conductivity flu
tion Ds,0 occur in a states5sM in some small region. If the fluctuation does n
subside rapidly enough, a redistribution of the fieldE in the sample will occur: the field
inside the region under study will increase and the field in the surrounding region
decrease. The latter will result in a decrease of the population of states with«.«m or
even a disruption of delocalization in this neighborhood. In turn, this will give rise
redistribution of the field in an even larger volume. The process will propagate lik
avalanche over the entire sample, and the conductivity will drop rapidly. An alm
vertical transitionsM→sD will occur. Similar arguments explain the sharpness of
reverse transition.

The effect of electric field pulses can be explained in an obvious manner. Le
conductivity besD(P) at some pointP(H,E) in the regionDùM ~see Fig. 4!. A pulse
DE.0, displacing the point vertically upwards outside the regionDùM , gives rise to a
transitionsD→sM . After the pulse ends, the conductivity remains equal tosM . Simi-
larly, a pulseDE,0 can give rise to a transitionsM→sD . The minimum values ofuDEu
can be easily estimated from Fig. 4~see the vertical arrows in this figure!. This estimate
agrees with experiment.

Curves1 and 2 in Fig. 3 are the boundaries of stability of theM and D states,
respectively. This is indicated by the increase in fluctuations asH approachesH1 from

FIG. 4. Curve1: E1(H)2(1) andH1(E)2(s); curve2: E2(H)2(1) andH2(E)2(s).
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the left side orH2 from the right side. Since the states themselves are different,
stability boundaries, generally speaking, should not coincide. In such a case, hys
should be observed.

In our samples withH50 a threshold«m appears~vanishes! and a redistribution of
the electrons — population~depopulation! of states with«.«m — occurs at essentially
the same value of the field:E5Ec . It can be inferred that forHÞ0 these processes occu
in different fields. This supposition is supported by the following argument. A redi
bution occurs as a result of a displacement of electrons completely through the reg
localized states between« tr and«m . In a magnetic field, it is more difficult for electron
to pass through this region: The fieldH contracts the wave functions lying below th
mobility threshold of weakly localized states. The probability of a hop and therefore
hopping conductivity decrease sharply. Therefore redistribution should be delayed
respect to the moment at which«m appears or vanishes.

The following question arises: What happens when a jumplike change ofs occurs at
the hysteresis boundaries: population~or depopulation! of states with«.«m ~transitions
1 and2 in Fig. 1! or appearance~disappearance! of the mobility threshold itself?

Experiments with background radiation give a partial answer to this question.
background radiation transfers electrons from localized states into an unoccupied
~transition3 in Fig. 4!. Next, the electrons are trapped in theD band~transition4 in Fig.
1!. It was noted above that asH decreases, the transitionsD→sM occurs in the presenc
of a background in a fieldH28.H2 ~see Fig. 3!, i.e., in the intervalH2,H,H28 the
background produces a conductivitysM . This means that forH<H28 there exists a
threshold«m and that photoelectrons are trapped in states lying above this thres
Hence it can be concluded that the transitionsD→sM in the absence of a backgroun
~i.e., for H5H2) is likewise due to occupation of states lying above a mobility thresh
which already exists in these fields. The latter arises asH decreases at someH5HC

>H28 . The appearance of a threshold has no effect on the conductivity, since i
interval H2,H,HC states with«.«m in the absence of a background are still n
occupied.~In this connection we note that with respect to the transitionsD2M a de-
crease ofH, as is evident from Fig. 4, is equivalent to an increase ofE.)

A comparison of the results obtained for different samples reveals the following
The higher the conductivitysD via localized states, the weaker the hysteresis. In
case, not only the difference of the values of the conductivity decreases~which is obvi-
ous! but the width of the loop also decreases. This once again attests to the influe
hopping conduction in the gap«m2« tr on the kinetics of hysteresis.

Further experiments are required in order to determine the character of the tran
sM→sD with H5H1 .

This work was supported by the Russian Fund for Fundamental Research~Grant
98-02-116903!.
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Experimental evidence for Coulomb charging effects
in submicron Bi-2212 stacks
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Focused ion beam~FIB! and ion milling techniques are developed for
the fabrication of Bi2Sr2CaCu2O81d ~Bi-2212! stacked junctions with
in-plane sizeLab ranging from several microns down to the submicron
scale without degradation of superconducting transition temperature
Tc . It is found that the behavior of submicron junctions (Lab,1mm) is
quite different from that of larger ones. The critical current density is
considerably suppressed, the hysteresis and multibranched structure of
the current–voltage~I–V! characteristics are eliminated, and a periodic
structure of current peaks appears reproducibly on the I–V curves at
low temperatures. The periodDV of the structure is consistent with the
Coulomb charging energy of a single pair,DV5e/C, whereC is the
effective capacitance of the stack. It is considered that this behavior
originates from the Coulomb blockade of the intrinsic Josephson tun-
neling in submicron Bi-2212 stacks. ©1999 American Institute of
Physics.@S0021-3640~99!01501-7#

PACS numbers: 85.25.Cp, 74.50.1r

As is well known, the tunneling current in a tunnel junction of small capacitancC
can be blocked by the charging effect at bias voltages eV below the Coulomb cha
energy of a single electron,Ec5e2/2C, when Ec exceeds the energy of thermal an
quantum fluctuations,Ec.kT, andR.h/4e25RQ , whereR is the tunneling resistanc
of the junction.1 In a similar way, the Coulomb blockade effect can block the Joseph
tunneling current in a Josephson junction of small enough area at low tempera
whereEc becomes comparable to or greater than the Josephson coupling energyEJ ~Ref.
2!. The Coulomb blockade of the Cooper pair tunneling gives rise to a periodic stru
of current peaks on the current–voltage~I–V! characteristics of small junctions, with
voltage periodDV52Ec ~Ref. 3!. The ‘‘supercurrent’’ has a finite slope due to th
840021-3640/99/69(1)/7/$15.00 © 1999 American Institute of Physics
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quantum or classical diffusion of the phase of the order parameter,2 and the value of
supercurrent is suppressed in proportion to the ratioEc /EJ ~Ref. 2!.

The charging effects become even stronger in arrays of small junctions,4 where the
tunneling of a single electron~or pair! has recently been considered as the correla
motion of a charge soliton including a number of junctions.5,6 The charge soliton length
can be enormously large in vertically stacked junctions because of their negligibly
stray capacitance.6 This implies that a whole stack ofN junctions can effectively work as
a single unit, with a charging energyN times higher than the charging energy of a sing
junction.

In this paper we report on studies of the intrinsic Josephson effect7 in stacked
structures of Bi-2212 with a successive decrease of their in-plane areaS down to the
submicron scale. We found that the interplay between the charging effects and the
sic Josephson effect becomes appreciable atS;1 mm2. For the submicron junctions we
clearly observed a periodic structure of current peaks on the I–V characteristics, w
period corresponding to the charge energy of a Cooper-pair charge soliton includin
total number of elementary junctions (;50) of the stack.

We used Bi-2212 whiskers8 as the base material for the stacks fabrication. Whisk
grown by the Pb-free method9 have been characterized by TEM as a very perfect c
talline object.9 We developed focused ion beam~FIB! and ion milling techniques for the
fabrication of Bi-2212 stacked junctions with in-plane sizes from several microns d
to the submicron scale without degradation ofTc ~Ref. 10!. The stages of the fabricatio
are shown at Fig. 1. The fabrication was done using a conventional FIB machine~Seiko
Instruments SMI-900~SP!!, operating with a Ga1 ion beam with energy ranging from 1
to 30 keV and beam current from 8 pA to 50 nA. For the smallest current the b
diameter can be focused down to 10 nm. We estimate the maximum penetration de
30 kV Ga1 ions along thec axis in a Bi-2212 single crystal to be 60 nm and the late

FIG. 1. Stages of the stack fabrication with FIB~a!, FIB combined with the ion milling~b!, a schematic view
~c!, and a micrograph of the submicron Bi-2212 stacked junction.
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scattering depth to be 40 nm~Ref. 11!. For the ion milling we used the standard Ar-io
plasma technique. Four electrical contacts were prepared outside the processing
two ways: by the application of silver paste or by evaporation of gold pads 70 nm
with a subsequent annealing in an oxygen flow at 450 °C. In both cases the annea
the contacts was done before the FIB processing to avoid diffusion of the Ga ions
stack body. The parameters of several stacks under investigation are listed in Tab

The I–V characteristics were measured in a shielded room using a low-noise p
plifier and a high-sensitivity oscilloscope at frequencies;100 Hz. We estimated the
noise current level to be about 10 nA. The temperature dependences of thec-axis resis-
tivity rc were measured using dc currents of 1–5mA. Therc(T) curves of the stacks ar
like the typical curves of the slightly overdoped Bi-2212 case,12 with Tc'77 K and
rc(300)510– 12V•cm. The critical current density along thec axis for the junctions
with in-plane areaS.2 mm2 was Jc'63102 A/cm2, which is consistent with a theo
retical estimate,Jc'83102A/cm2, obtained from Ref. 13:Jc(0)5cF0 /(8p2slc

2),
whereF0 is the flux quantum,lab50.2 mm, andg5lc /lab'1000 ~Ref. 14!. For the
larger stacks the curves of the critical current along thec axis versus the parallel magnet
field exhibit quite good Fraunhofer patterns,15 which prove the presence of the dc intrin
sic Josephson effect in our stacks.

Figure 2 shows the I–V characteristics on a large current and voltage scale for
stacks with a decrease ofS down to 0.3mm2. The gap voltage atV5Vg and the normal
state resistanceRN at V.Vg are well defined. The value ofRN is practically temperature
independent and corresponds to a resistivity valuerc(V.Vg)'12 V•cm. From it one
can estimate the number of elementary junctions,N, by the simple formulaN
5RNS/rc(V.Vg)s. For the submicron junctions~Figs. 2b,c! we did not observe the
S-shaped I–V characteristics. This implies that the self-heating16 and nonequilibrium
injection effects17 are essentially eliminated. As a result, we found that the supercond
ing gap of the elementary junction 2D05eVg /N in submicron junctions reaches a valu
2D0'50 meV ~see Table I!, which is consistent with the value found recently fro
surface tunneling measurements.18 The value ofTc determined by polynomial extrapola
tion of D(T) to zero lies within the range 76–78 K for all the samples, including
smallest one withS50.3 mm2 ~see Table I!. This indicates that the junction body i
essentially unaffected by the FIB processing.

The I–V characteristics on a magnified scale are shown in Fig. 3. For a la
junction ~#2! the multibranched structure7 is clearly seen. The fact that the variation

TABLE I. Parameters of the stacked Bi-2212 junctions.

S RN I c Jc Tc Vg Vg /N C DV 2NEC0

No. (mm2) k(V) (mA) ~A/cm2) ~K! ~V! N ~mV! fF ~mV! ~mV!

#1 6.0. 2.1 36 600 76 1.1 69 16 2.4 – 0.67
#2 2.0 6.5 12 600 76 1.3 65 20 0.68 – 0.22
#3 1.5 4.6 6 400 78 1.1 38 29 0.96 – 0.18
#4 0.6 10 0.24 40 76 1.7 34 50 0.44 0.38 0.36
#5 ,1 13 0.30 30–60 – – – – 0.38 0.45 0.42
#6 0.3 30 0.07 23 78 2.2 50 44 0.15 1.10 1.04
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the critical current along the stack is not large indicates good uniformity of our struct
The number of branches counted directly from the I–V characteristics is consisten
the number calculated using the formula forN given above.

We found also whenS is decreased below 1 – 2mm2 the critical current densityJc of
the stacks falls off~see Table I!. For the submicron stacks the multibranched struct
disappears. The critical current transforms into a ‘‘supercurrent’’ peak located at
voltage. Besides, a periodic set of current peaks appears~Fig. 3!. All these features are
typical for the manifestation of the Coulomb blockade in a small Josephson junctio3,19

The periodDV of the current peak structure usually corresponds to the charging en
of a single pair, 2Ec ~Ref. 3!. For our smallest stack~#6! the period corresponds t
DV51.1 mV, i.e., about three times the energykT of thermal fluctuations at 4.2 K
and about 5 times higher than the Josephson coupling energy,EJ5hIc /4pe, at this
temperature.

In a stacked junction, charging effects are associated with the charge soliton.4–6 The
energy of the charge soliton,Es , is proportional to the number of junctions locate
within the soliton length.5 The large charging energy obtained,DV'1 mV (DV[Es),
evidently corresponds to the number of junctions. An estimate of the charging ener
a single elementary junction shows that this number corresponds to the total num

FIG. 2. The I–V characteristics of the Bi-2212 stacks on a large current and voltage scale:~a! #2,
S52 mm2; ~b! #4, S50.6 mm2; ~c! #6, S50.3 mm2. T54.2 K.
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elementary junctions in the stack. For instance, for stack #5 the charging energy
elementary junction, 2Ec0 , estimated as 2Ec05e2s/«0«cS, where«c is the dielectric
constant along thec axis («c55 for Bi-2212!,20 is 2Ec0'20 meV, and the ratio
eDV/2Ec0 exactly corresponds toN550, the total number of the junctions in this stac
We reproducibly observed the periodic structure of current peaks on 3 submicron s
with RN>10 kW, and in each case the period corresponded to the charging energy
whole stack~see Table I!. That observation is consistent with an estimate of the sol
length:4 Ls52(C0 /Cg)1/2, whereCg is the stray capacitance,Cg'(«11)s/8 ~Ref. 6!,
and« is the dielectric constant of the substrate. It gives forLs /s a value of about 400.
From this estimate it follows that a stack withN,400 will respond to the transfer of
single pair as a single unit. This may be the reason for the disappearance of the
branched structure in the submicron stacks.

As S is decreased, the charging energyDV should increase in inverse proportion
the stack capacitanceC or in direct proportion toRN . The latter statement results from
the fact that the productRNC is a constant quantity independent of the stack geom

FIG. 3. The I–V characteristics of the Bi-2212 stacks on a small current and voltage scale:~a! #2,
S52 mm2; ~b! #4, S50.6 mm2; ~c! #6, S50.3 mm2. T54.2 K.
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and size:RNC5rc«0«c . That is in a reasonable agreement with experiment. We fo
DV to be roughly proportional toRN for the three submicron stacks studied~see Table I!.

As the temperature is increased above 4.2 K the structure of peaks gradually w
out ~Fig. 4! and disappears above 12 K~for stack # 6! when the charge soliton energyDV
becomes less thankT. The behavior of the supercurrent peak under conditionsEJ

!kT, EJ!Ec , which are roughly valid for our case, has been analyzed in Ref. 21. It
shown that in the case when the resistance of the environment,Z1 , is less than the
quantum resistanceRQ , the junction will have classical phase diffusion behavior, and
zero-bias resistanceR0 should be proportional to (kT)2: R052Z1(kT/EJ)

2. That is in
qualitative agreement with our experiment~see the inset to Fig. 4!.

A falloff of Jc for submicron junctions can also be explained by the Coulo
blockade effect. According to Ref. 2,Jc should fall off }EJ /4Ec . For our stacks the
conditionEJ,4Ec is met forS,1 mm2. We defined the critical current for the subm
cron junctions as the height of the supercurrent peakI 0 . The other current peaks,I n , at
V5nDV (n is an integer!, also originate from the supercurrent contribution,3 correspond-
ing in our case to the correlated motion of single-Cooper-pair solitons. We note her
the amplitude of the two types of peaks changes with decrease ofS in a correlated way,
i.e., I 1 /I 0 remains' constant~compare Figs. 3b and 3c!, indicating their common
nature. The detailed picture of the correlated soliton motion in the stacked structu
still not clear and is in need of further theoretical and experimental investigations.

In summary, we developed the FIB method combined with the ion milling techn
for the fabrication of small Bi-2212 stacked junctions with in-plane size down to
submicron level without degradation of theirTc . We found that the low-temperatur
behavior of the submicron junctions is governed by Coulomb charging effects and
interplay with the intrinsic Josephson tunneling. This is the first observation of the
lomb charging effects in the layered high-Tc materials.

The authors are grateful to K. K. Likharev, T. Claeson, and L. N. Bulaevskii fo

FIG. 4. Temperature evolution of the periodic structure on the I–V characteristics~a! and the temperature
dependence of the zero-bias resistanceR0 ~b! of Bi-2212 stack #6,S50.3 mm2.
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