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The HERA data on the proton structure functig(x,Q?) at very
small x and Q? show a dramatic departure of the logarithmic slope
dF,191og Q? from theoretical predictions based on the DGLAP evolu-
tion. We show that the running BFKL approach provides a quantitative
explanation for the observedand/orQ? dependence ofF,/dlog Q?.

© 1999 American Institute of Physids$0021-364(109)00302-3

PACS numbers: 14.20.Dh

Caldwell's presentation of the HERA data in terms of the logarithmic derivative
dF,1910og Q? for the proton structure functiofBP F,(x,Q?) exhibits a turn-over of the
slope towards smak and/orQ? down to the currently attainabbe~10° andQ?~0.1
Ge\? (Refs. 1 and 2 The DGLAP evolutioAwith GRV input* predicts a steady increase
of the derivative

ﬂxas(Qz)GDGLAP(X Q% )
9logQ? '
with 1/x, due to the growth of the gluon structure functiocBPCAP(x,Q?)

=xgPC"P(x,Q%). A slight systematic discrepancy of the DGLAP analysis with the
smallx data ondF,/dlog Q? was also found in Ref. 5.

The turn-over point is located at~5x 10 * andQ?>~5 Ge\?, values commonly
believed to lie in a legitimate pQCD domain. Thus the phenomenon occurs at the bound-
ary between “soft” and “hard” physics. Its explanation within the color dipole approach
is based on two observatiofs:

i) specific smallness of the I&@f derivative of the subleading terms of the BFKL—
Regge expansion df, at the turn-over point, which is due to the nodal structure of the
running BFKL eigen-SFs;

ii) a significant contribution to the smal}? proton SF coming from the nonpertur-
bative component of the BFKL pomeron.

The s-channel approach to the BFKL equatiomas developed in terms of the color
dipole cross sectiomr(x,r) (Refs. 8 and 9; hereafteris the color dipole momejptA
positive feature of the color dipole picture, which will be referred to as the running BFKL

0021-3640/99/69(2)/7/$15.00 103 © 1999 American Institute of Physics



104 JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 N. N. Nikolaev and V. R. Zoller

approach, is the consistent incorporation of the two crucial properties of QG@Byinp-
totic freedom(AF), i.e., the running QCD couplingg(r), and i) the finite propagation
radiusR, of perturbative gluons.

The BFKL equation for the interaction cross sectiofx,r) of the color dipoler
with the target reads

do(X,r)

WZK®G(X,T)

3
= ﬁj d?py| E(py) — E(po)| Lo (X,p1) + 7 (X,p2) = o(X,1)]. (2

Here the kernek is related to the squared wave function of the coIor—singEg state
with the Weizsaker—Williams(WW) soft gluon. The quantity

E(p)=—0s(p)V Ko(cp)=9s(p) ucKi(pap)plp, (€))

where R.=1/ug and K, (x) is the modified Bessel function, describes a Yukawa
screened transverse chromoelectric field of the relativistic quark,|&(pd) —¢ &(po)|?

describes the fluxthe modulus of the Poynting vecjasf WW gluons in thegqg state,

in which r is the g—q separation ang, , are theq—g and g—g separations in the
two-dimensional impact parameter plane. Our numerical results are for the Yukawa
screening radiu®k,=0.27 fm. Recent fits to the lattice QCD data on the field strength
correlators suggest similar values®f (Ref. 10.

The asymptotic freedom of QCD uniquely prescribes that the chromoelectric field be
computed with the running QCD chargg(r) = y4mag(r) taken at the shortest relevant
distance in thegqg system,R;=min{r,p;}. Although the running coupling thus intro-
duced does not necessarily exhaust all NLO effects, it correctly describes the crucial
enhancement of long-distance, and suppression of short-distance effects by the AF.

The properties of the running color dipole BFKL equation responsible for the ob-
servedQ? dependence ofF,/dlogQ? are as follows!'2 The spectrum of the running
BFKL equation is a series of moving poles in the complgtane, with eigenfunctions

an(X,r)=ay(r)exg A log(1/x)], (4)
which are solutions of
K®o,=A,04(1). 5

The leading eigenfunctiony(r) is node-free. The subleading,(r) hasn nodes. The
interceptsA,, closely, to better than 10%, follow the law,=A,/(n+1) suggested
earlier by Lipatov!® The intercept of the leading pole trajectory, with the above specific
choice ofR., is Ag=Ap;=0.4. The subleading eigenfunctiong (Refs. 11 and 1Rare
very close to Lipatov’s quasi-classical solutiGhor n> 1. For our specific choice of the
infrared regulatorR., the node ofr(r) is located at =r,;=0.05-0.06 fm, for largen

the first node moves to a somewhat larger valte).1 fm.

The color dipole factorizatidff in conjunction with the explicit form of theqa
light-cone wave functior¥,4(z,r) relates the dipole cross sectiong(r) with the
eigen-SFf ,(Q?),
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Q? 1
> fodzf d2r|W 4q(z,1) |2 on(r). (6)

471'2aem g=u,d,c,s

fa(Q%)=

The BFKL—Regge expansion
a(X,1)=0o(r)(Xg/X)20+ a1 (1) (Xo /X)21+ 051 ) (Xo IX) 22+ . .. (7

gives the BFKL—Regge expansion for the SF:

F2<x,Q2>=; fr(Q2)(Xo/x)An. (8)

The remarkable finding of Refs. 15, 11, and 12 is a good description of the HERA
data on the proton SF starting with the Born two-gluon cross seatig¢n) as a boundary
condition for the running BFKL equatiof®) at Xxo=0.03. With such a boundary condi-
tion, which could well be excessively restrictive, the expangidnfixes uniquely the
normalization of the eigen-SFs.

The Bjorken variablex= Q2/2mpv is commonly used for the presentation of experi-
mental data even foR?<m?, way beyond the kinematical regi@?>m? it was origi-
nally devised for. At smalQ?, the relevant Regge parameter '|$1@//(Q2+ mi) rather
than 1. Consequently, in the sma? region the Regge parametey/x in Egs.(7) and
(8) must be replaced byxg/x)(1+m2/Q?).

One more remark on kinematics is in order. The BFKL—Regge expaf@jdrolds
at smallx<10"2. In order to model the sea contribution at largeve multiply (8) by the
familiar factor (1—x)™, with m=5. This factor does not affect the diffraction region but
strongly suppresses the production of gluons with0.1.

In applications it is convenient to work with,(Q?) represented in an analytical
form. For the leading singularity we have

R22

fo(Q%)=ag 5 [1+colog(1+r5Q%)], 9

0%
1+R3Q
which has the larg€? asymptotic form®®
2 2\1— Y 4
fo(QY)x[as(QI)]™,  yo=z71—- (10)
34,

Forn=1 the functionsf,(Q?) can be approximated by

1+ R3Q? "max z
f(Q%)=a,fo(Q}) — == -—, 11
n(Q%)=a,fo(Q?) 1T RQ? Hl D (12)
where
z=[1+C,log(1+r3Q) "1,  ¥4= 105, (12

and na,= mindn,2}.

Since the relevant variable is a power of the inverse gauge coupling, the nodes of
f,(Q?) are spaced by 2—3 orders of magnitude on@iescale, and only the first two of
them are in the accessible range@f (Refs. 11 and 1R The first nodes of subleading
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TABLE 1.

n a, Cn r2, Gev? R?, GeV? zM z? 5n A,

0 0.0232 0.3261 1.1204 2.6018 0.40

1 0.279 0.1113 0.8755 3.4648 2.4773 1.0915 0.220
2 0.195 0.0833 1.5682 3.4824 1.7706 12.991 1.2450 0.148
3 0.471 0.0653 3.9567 2.7756 1.4963 6.9160 1.2284 0.111

f,(Q?) are located aQ?~20-60 GeV, the second nodes ¢f(Q?) andf,;(Q?) are at
Q?=5x10° GeV? and Q?=2x 10" GeV?, respectively. The parametrization tuned to
reproduce the numerical results fiy(Q?) at Q><10° Ge\? is given by Eq.(11). For

n=3 we take a simplified form with only the first two nodes, because the third node of
f3(Q?) is at~2x 10" GeV?, way beyond the reach of accelerator experiments at small
The found parameters are listed in Table I.

Asymptotically, at I¥—o, the expansion(8) is dominated by the ternfiy(Q?)
X (xo/x)™0. At moderately smalk the subleading terms are equally important singe
~1/n. However, as was pointed out in Refs. 11 and 12,3310 GeV? all f,(Q?)
with n=3 are very similar in shape. Then we arrive at the truncated expansion

3
Fz(x,cf):ngo fr(Q2)(Xo/X) 0+ F(Q2) + F3(x,Q?), (13)

where the ternf3(Q?)(xo/x)“2 with the properly adjusted weight factag stands for all
terms withn=3. The addition of this “background” term in Eq13) improves signifi-
cantly the agreement with the data for laiQ@, thus expanding the applicability region
of Eq. (13) over the whole smalbk kinematical domain of HERA.

The need for a soft pomeron contributi&§*" in addition to the perturbative BFKL
SFs described previously arises from phenomenological considerations. A viable BFKL
phenomenology of the rising component of the proton structure function over the whole
range ofQ? studied at HERA(real photoabsorption includgds obtained if one starts
with the Born dipole cross sectiarg(r) as a boundary condition for the BFKL evolution
at xo=0.031"12 However, such a purely perturbative inputg(r), with R,.=0.27 fm
strongly underestimates the cross sections of soft processes and the proton SF at moder-
ate Q°~1 Ge\2. Therefore, ar =R, the above-described perturbative BFKL dipole
cross sectionry(x,r) must be complemented by the contribution from the nonperturba-
tive soft pomerong,,(x,r). In terms of the relationshtp betweeno(x,r) and the gluon
structure function of the protonG(x,Q?), the nonperturbative dipole cross section
onpd 1) atr=R; must be associated with soft nonperturbative gluons in the conventional
G(x,Q?). The contribution toG(x,Q?) from the nonperturbative transverse momenta
k?=Q§~m’, persists at alQ? and must not be subjected to the DGLAP evolution.

Because the BFKL rise af(x,r) is due to the production afchannel perturbative
gluons, which does not contribute ég,,(r), we have argued*?that to a first approxi-
mation one should consider an energy-independgpfr) and additivity of the scatter-
ing amplitudes from both the hard BFKL and soft nonperturbative mechanisms. For
recent suggestions that our,,(r) be identified with the soft pomeron of the two-
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FIG. 1. Caldwell's plot ofdF,/dlogQ? for the ZEUS data(a) and fixed target data(b). Our predictions
(BFKL—Regge are shown by the solid lines. Shown by the dashed lines is the leading BFKL pole approxima-
tion (LPA).

pomeron picture see Refs. 18 and 19. In the models of soft scattering via polarization of
the nonperturbative QCD vacuuih?! anpdr) is interpreted in terms of the nonperturba-
tive gluon distributions.

In our opinion, the recently encountered troubles with the sAalextrapolations of
the DGLAP evolution and the failure of DGLAP fits in the Caldwell pfot are due to
illegitimate imposing of the DGLAP evolution upon the nonperturbative glue.

The nonperturbative terrﬁi"f‘(Qz) in Eqg. (13) calculated from Eq(6) with o
=onp(r) from Ref. 22 can be parametrized as follows:
R2Q2
SO 2\ — 2n2
FEQY =b ezl 1+ clog(1+r%Q%)], (14)

where b=0.1077,c=0.0673,R>=6.6447 GeV?, and r?=7.0332 GeV 2. Thus its
log Q? derivative levels off at very smalD?~0.15 Ge\f and does not contribute to the
observed growth ofF,/dlog Q?.

In Fig. 1 we compare our estimates to both the HERA data and the fixed target data.
In Ref. 2 the logarithmic slopéF,/dlogQ? is derived from the data by fitting,=a
+blogQ? in bins of fixedx. The average value d@? in eachx-bin, (Q?), is derived
from the F,-weighted mean value of 109? in that bin.

As we have noted above, at moderately small10~?—10" 2 the contribution of the
subleading poles t&,(x,Q?) is still substantial(the relative weight factorsa,, with
n=1 are presented in Table, Ibut toward the region ok~10"° the leading pole
contribution starts to prevail. At sma@? the ratio of logQ? derivativesy,=f//f{, can
be estimated as

A2/ x )AOAH

Mh=an 72|~
A7\ X

(15

where
AZ=1(R3—coyor3). (16)
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FIG. 2. Description of the H1, ZEUS and E665(x,Q?) data by the BFKL—Regge expansi(id): a — the
largeQ? data Q2=3.5, 12, 25, 65, 120 and 200 G&V b — the smallQ? data Q?=0.11, 0.20, 0.40, 0.65,
0.85 and 1.2 Ge¥). For display purposes we have multiplid by the numbers shown in brackets.

Because the subleading SF$Q?) have a node a?~20-60 GeV (Refs. 11 and
12), their contribution to the slopéF,/dlog Q? vanishes af?~5-10 Ge\f, which is
very close to the turn-over point in the HERA data. Heme /dlogQ? at smallQ?
follows closelydf,/dlog Q% From (9) it follows that at smallQ?, f,(Q?) behaves like
~Q?/(A3+Q?), with A3=0.72 Ge\? coming from(16). Therefore,dF,/dlog Q? rises
with Q2 up toQ?>~1 Ge\? and then levels off. Only at larg®?, when the sub-leading
terms enter the gameF,/d log Q? decreases and even becomes negative-valued at large
x. Our estimates shown in Fig. 1a are in good agreement with HERA?ditta. curves
are somewhat wiggly because tke{Q?) correlation of the experimental data is non-
monotonic.

In Fig. 1b we compare our predictions with the fixed target datariation of the
slope in this case is less pronounced, since the starting vali@®pfis (Q?)=0.54 Ge\f
atx=10"3 (compare withQ?=0.12 GeVf atx=2.1x 10 ° at HERA). It can easily be
seen that the derivativef,/dlogQ? at suchQ? is a rather slow function oQ?. The
agreement of our estimates with the fixed target data is quite reasonable, though there is
a systematic discrepancy at smallWe recall that there is a certain mismatch between
the E665 and H1/ZEUS data ¢1(x,Q?) in the close k,Q?) bins (see Fig. 2a and 2b
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The possibilities of enhancing the nonlinear optical response of a gas-
eous medium and the radiation conversion efficiency in four-wave mix-
ing processes through the use of atomic coherence effects and the in-
duced elimination of the Doppler broadening of resonances are
investigated. Numerical illustrations of the effects are given for experi-
ments in progress. €1999 American Institute of Physics.
[S0021-364(09)00402-9

PACS numbers: 42.65.Hw

1. A great deal of attention is being devoted to experimental and theoretical inves-
tigations of resonant coherent interaction of electromagnetic fields on quantum transitions
(see, for example, Refs. 1 and. Z'his is explained by the favorable possibilities of
studying quantum interference phenomena that in turn form the basis for the manipula-
tion of the nonlinear optical properties of atomic—molecular systems and resonant con-
version of laser radiation. There are substantially fewer publications on the characteristic
features of the coherent interaction at Doppler-broadened transitions, which strongly
influence the manifestation of the processes indicated. Our objective in the present letter
is to show that new resonances in the nonlinear susceptibility, which are free of Doppler
broadening, can be produced using auxiliary strong fields and atomic coherence. A sub-
stantial increase in the quantum efficiency of conversion is achieved even though the
absorption of the initial radiations increases at the same time. A model corresponding to
the experimental conditions of Ref. 1 is used for numerical illustrations. The elementary
physical processes on which the proposed method is based and which consist of a change
in the frequency-correlation properties of multiphoton processes in strong electromag-
netic fields are discussed in greater detail in Ref. 3.

2. Consider the interaction scheme presented in Fig. 1. The &after), interact-
ing with the transition 2—3, consists of two componeﬂ§(t,r) andE; (t,r), having the
same frequencies but propagating in opposite directions. The wave vector of the compo-
nentE; and the wave vector of the compondtg are parallel and antiparallel, respec-
tively, to the wave vectork; andk,. It is assumed that only the lower level is occupied,
and the radiation field at the 0—1 transition is so weak that the change in the population
of this level can be neglected. The componEgitof the field at the frequencys is also

0021-3640/99/69(2)/7/$15.00 110 © 1999 American Institute of Physics
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FIG. 1. Resonant four-wave interaction scheme.

weak, and the componeBg and the fieldE,, interacting with the transition 1-2, can be
of arbitrary intensity.

The system of equations for the density matrix in the interaction representation has
the form
Lospos=i{pooVost Poz(V2+3”L Vo)t Lowpor=i{pooVort poaVails

Lozpoa=1{po1V12+ pox Vaz+ V3))}, Y
where

Lij=&/0t+V-V+Tij, VI]:GIJ eXp[i(Qit—kiZ)},

V%SZ G%GXp{i(QgtikSZ)}, Gij:_Ejdij/Zh, and G2t3:—E§rd23/2ﬁ

are the Rabi frequencies characterizing the interacfipris the detuning from resonance
for the corresponding resonant figfdr example (), = w; — wg,), andl’;; are the homo-
geneous half-widths of the transitions.

Thus, the induced atomic coherenpg, is a source of new components in the
polarizations responsible for the absorption and generation of radiation. We shall repre-
sent the off-diagonal elements);, pg2, and pys as products of amplitude and phase
factors:

po1="ro1eXP{i (1 —K;2)}+ 1oy exp{i[ Qqt — (Kp+ kg +kg)Z]},
Po2= T 02 @XPi[ (21— Q) t— (ki — ko) Z]} 1 g exp{i[ (21— Q3)t = (K3 +K4) 2]},
Pos="03€XP{i[ Qat — Kaz] +T aexpli[ (21— Qu+ Qa)t— (kg — Ky +kg3) 2]}

+T gaexp{i[ (1 — Qp+ Q3)t— (ky— ko — k3)Z]}.

Substituting these expressions into Et). and solving the system of algebraic equations
for the amplitudes of the off-diagonal elements of the density matrix, we obtain expres-
sions for the off-diagonal elememts characterizing absorption and refraction of the
waveE, in the presence of the strong fiells andE; and for the off-diagonal element

733 responsible for nonlinear polarization and susceptibility at the generated frequency
wWg= w1~ wot w3!
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. Gos PoiPoat 1G4
= s — — Pyr— 2
03 Po{ Poat |Gog I Post G2/ Poy}
- G1.G,s 1 1
r03:r01 + — 2 — — 2 + — 1 (3)
PooPos 1+[G2d“/PosPoz 1+ |Gl */ PaPoy
where

Poa=Toati[Q1—=Qr— (ki —kp)v], Pg=Top+i[Q1 =05~ (kg+ks)v],
Pos=To3ti(Q24—kgv),

Poa=loati(Q1—Qp+Q3—kgv), Pgg=Toati(Q1—Qy+Q3—kv),
Por=Torti[Q1—(kotkstkyv], ks=ki—ky—ks, ks=ki—ko+ks,

andv is the projection of the velocity of the atom on thelirection.

The solution for the off-diagonal elemery;, characterizing absorption and refrac-
tion of theE; wave in the presence of the strong fieElsandE; , has the forrfh

i G_ol Po2Post 1G24
Por Pog{ Pot |God?/ Post |G1d /Pt

(4)

Fo1=
wherePy, =T, +i(Q;—kqv). Using it, in lowest order of perturbation theory @y, we

obtain from Eq.(3) the solution for the off-diagonal elemeng;:

_i_ G01G12G;3
Po1 (Pgot|G2d% Post G122/ Por) (Pgst| G2 2/ Py

~+
o3

©)

As the intensity of the interacting radiations increases, the nonlinear polarization at
first increases and then saturates. The higher the intensity, the larger the detunings from
the resonances and the higher the polarizations at which saturation occurs. Intensities
corresponding to resonant or quasiresonant optimal conditions are characteristic for
continuous-wave lasers. In gaseous media which possess sharper and stronger resonances
than condensed media, on account of Doppler effects only a small fraction of the atoms
is in one of the resonances.

We shall show that this limitation can be overcome by making use of the effects
considered above. For detunings from the unperturbed resonances substantially greater
than the corresponding Doppler width§|%/ P~|G|%/ p—ikv|G|?/p?, wherep are the
correspondingP factors atv=0. Thus, together with a shift and broadening of the
resonances, strong fields induce additional Doppler shifSince Ré¢|G|%/p?}<0, kg
<0, it follows from Eq.(5) that there can be total compensation of the Doppler shifts and
elimination of the inhomogeneous broadening of a two-photon resonance modified by
strong fields. Since in the process all atoms, irrespective of their velocities, are simulta-
neously entrapped in the indicated resonance, a substantial increase of the nonlinear
susceptibility and a simultaneous decrease of the saturation of nonlinear polarization can
be expected. Using the indicated procedure, the cofactor, describing the modified two-
photon resonance, in the denominator of E5).can be represented in the form
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Poo=Poz+ |G12d %/ P+ |G Pog

== |G2d® G1l®, G
~F02+IQOZ_I (1+ 2 (kl_k2)+#k1_?k3 v, (6)
4 1 4

where1~“02 and 502 are the half-width and the position of the resonance with the field-
induced broadening and shift taken into account. The conditions for eliminating the
dependence on and therefore the Doppler broadening of the induced resonance follow
from Eq. (6).

We underscore that all effects considered here and below are in no way due to the
motion of populations, but rather they are a consequence of the appearance of coherent
superpositions of quantum states as a result of the modulation of the wave functions in
strong fields® This is reflected in the appearance of traveling waves of coherlece
scribed by the off-diagonal elements of the density maiwix forbidden transitions and
in the modification of their spectral dependences.

In contrast to the absorption and refraction processes studied in Ref. 3, where the
relative directions of propagation of the interacting waves can be arbitrary, frequency-
mixing processes require wave matching. This dictates only parallel directions of propa-
gation of the parametrically interacting waves. The strong counterpropagatingByave
does not participate directly in the photon conversion process. It only perturbs the quan-
tum system. The effect can also be interpreted as a contribution of higher-order resonance
processes, in which the number of absorbed and emitted counterpropagating photons is
the same, so that this does not result in momentum nonconservation for the photons
undergoing conversion. The resonances of the system and the degree of their inhomoge-
neous broadening can be manipulated by making use of the counterpropagating wave,
and in this manner the conversion of radiations can be improved by making the correct
choice of their intensity and frequency.

In contrast to cascade schemes, for transitions of the Raman scatterini, tigoe
always greater thak,. Induced elimination of the Doppler broadening of a quasi-two-
photon transition by the strong fiel, is impossible. The proposed method, which is
based on the use of an additional counterpropagating gve makes it possible to
overcome this limitation.

3. We shall illustrate the results of averaging with a Maxwellian velocity distribution
and the effect of eliminating the Doppler broadening of the induced resonances on the
absorption and the nonlinear susceptibility. For numerical analysis, we employ the pa-
rameters of the transitions of the sodium dimer molecule with the following
wavelengths: N g;=661 nm,\;,=746 nm,\,3=514 nm, and\o3=473 nm. The corre-
sponding homogeneous half-widths of the transitions are 20.69, 23.08, 18.30, and 15.92
MHz, and the Doppler half widths are 0.678, 0.601, 0.873, and 0.948 GHz.

Figure 2 shows the normalized squared modulus of the velocity-averaged nonlinear

susceptibility §) that determines the four-wave interaction of the radiations versus the
probe-field detuning normalized to the Doppler half-wid#hw(;p) of its transition. Nor-
malization was performed for the value of the same quantity in the frequency range of
interest in the absence of the counterpropagating wave. The strong field of the counter-
propagating wave produces a substantial shift and narrowing of the resonance in the
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FIG. 2. Doppler-free resonance induced in the nonlinear susceptibility by the strong radiation of a counter-

propagating Wave(}> is the velocity-averaged value of the normalized nonlinear susceptikality- under
conditions of complete compensation of the Doppler broadening of the transitigrbG—2under conditions of

partial compensatior(,;) is the same, in the absence of the counterpropagating wave.

nonlinear susceptibility. This follows from a comparison of the curve in the inset, show-
ing the spectral dependence of the same quantity in the absence of the counterpropagating
wave and normalized to the corresponding value with simultaneous exact one- and mul-
tiphoton resonances in vanishingly weak fields. The Rabi frequency and detuning of the
field E, are 2.35 GHz and 18.46 GHz (27&w,p), and the detuning of the fiel; is

1.83 GHz (2.7Aw1p). Curve(a) corresponds to the optimal Rabi frequency, 0.89 GHz,

of the field E; in which Doppler broadening of the transition 0—-2 is eliminated. For
curve(b) the Rabi frequency, 1.06 GHz, is higher than the optimal value. The half-width
of the resonance in the inset is approximately 80 MHz, which corresponds to a Doppler
width of the unperturbed Raman transition of 7.8 MHz for resond&acand 8.4 MHz for
resonanceb).

The formulas for the absorption coefficients have the form

oy PoPost |Gl
al(Ql):amRe{P_ - I — > , (7
01 Pog{Poot |G g I Pogt|G1gl I P}

[os PoiPoat G 12

a3(QS)=a03Re{— — - - J (8)
Po3 Poy{Poot |G2d 2/ Post |G12 %/ Py}

Analysis of these velocity-averaged expressions shows that the maxima of the absorption
and nonlinear susceptibility as a function@f, do not coincide with each other.

4. Let us consider the combined effect of induced Doppler-free resonances in the
absorption and nonlinear polarization on the generation of radiation. We seek a solution
in the form

El(z,t)=ReE;(z)exdi(wjt—k;2)]}, 9)

wherek; is the complex wave number at the corresponding frequkpe;kj’ —ia;l2.
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FIG. 3. Increase in the quantum efficiency of the conversioR pinto Eg radiation as a result of an induced
Doppler-free resonancerf,, is the optical thickness of the medium at frequengy).

We shall confine our attention to the case of relatively small conversion factors, such
that the fieldsE, andE3 can be assumed to be constant throughout the medium, and only
exponential absorption is taken into account Er. Then the truncated equation for
E<(2) has the form

dEg(z)/dz=i2mkgxSE,(0)ES Es exp( —iAk2), (10)

where)((ss) is the effective nonlinear susceptibility, investigated above, for the four-wave
parametric proces®s= w;— w,+ w3, Ak=ks—k;+k,—ks. The quantum conversion
efficiency (QCE) for conversion ofE; into Eg radiation at the exit from the medium is
given by the formula

7q=(01/05)|[Es(2)/E1(0)|%exp — asz). (11
From Eq.(10) we obtain
142) = (01 ws)(|2m xS E2E4|*| AK|?) expl — asz)|exp —iAkz) — 1|2, (12)

Figure 3 shows the QCE versus the optical thickness of the medium with probe-field
detuning corresponding to the peak of the nonlinear susceptibility under the conditions of
phase matchingAk’=0) and compensation of Doppler broadening of the transition
0-2. The Franck—Condon factors for the transitions considered in the sodium dimer were
used in the calculation. The inset shows the same dependence bl with, in which
case the conditions for the elimination of Doppler broadening are not satisfied. Compar-
ing these curves shows a large increase in the conversion efficiency, which solves the
problem posed in this work.
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Intensity fluctuations in the presence of weak
localization of light in a disordered medium

D. B. Rogozkin
Moscow Engineering-Physics Institute, 115409 Moscow, Russia

(Submitted 28 October 1998; resubmitted 10 December }1998
Pis'ma Zh. EKsp. Teor. Fiz69, No. 2, 104—10925 January 1999

It is shown that the intensity fluctuations in the speckle pattern arising
when light is reflected from a disordered sample are negatively corre-
lated. The relative amplitude of the correlations is two times larger in
the exactly backward direction than far from this direction. 1899
American Institute of Physic§S0021-364(89)00502-2

PACS numbers: 42.25.Dd, 42.25.Hz

The interference of waves propagating in opposite directions along the same trajec-
tory leads to weak localization, which is manifested in the form of coherent amplification
of backscattering in the reflection of light from disordered sampfes.coherent back-
scattering peak is observed against the background of the specklenpattarstrongly
fluctuating dependence of the intensity on the observation &rfghe speckle pattern
arises because the phase of the elastically scattered waves is related with the random
arrangement of the nonuniformities of the medium. The strongest fluctuations are ob-
served near the exactly backward direction — in the coherent backscattering cone.

One of the main problems studied in investigations of fluctuations in a speckle
pattern is the analysis of correlations between different spots in the pattern, i.e., angular
or intermodal correlations. Correlations of this kind are determined by long propagation
trajectories of waves in the medium, and they are of the same nature as the universal
fluctuations of the electronic conductance of small metallic sanfplémey are respon-
sible for the deviation of the intensity fluctuations from Rayleigh statiStisglecting
weak localization, angular correlations have been discussed in greatest detail for trans-
mission geomety° and to a lesser extent for reflecti®f!! Correlations near the
exactly backward direction, where weak localization is strongly manifested, have been
studied only in Ref. 7. The contribution of time-reversed trajectories was estimated in
Ref. 7 by the random-matrix method in the approximationdaforrelated fluctuations
(i.e., in the limitkyl — oo, wherek, is the wave number anldis the mean free path

In the present letter, the manifestation of interference of time-reversed trajectories in
intermodal correlations of the intensity of light reflected from disordered samples is
discussed. The results of diagrammatic calculations of the angular correlation function for
purely elastic scattering from a system of small-radius centers are reported. It is shown
that for a small difference between the directions of observation, the correlation function
of the backscattered intensity possesses a triangular dip. Fluctuations in different spots of
a speckle pattern are negatively correlated, and if at least one direction of observation is

0021-3640/99/69(2)/6/$15.00 117 © 1999 American Institute of Physics
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exactly backward, the amplitude of the correlations is doubled. This law is also mani-
fested in correlations between backscattered and transmitted radiation intensities.

To calculate the correlation function
C(k,ky)=(1(k|ko)l (kq|ko)) — (I (k[ko)){I(ki|Ko)) ,

whereky andk,k; are the wave vectors of the incident and backscattered waves, we shall
use an expansion in terms of the multiplicity of interference of “laddérghis ap-
proach is valid if the total number of propagation modes kSA/4’7T (A is the surface
area of the sampleis large, NI/L>1 (L is the thickness of the sampleand one-
dimensional localization of waves does not occur.

Far from the exactly backward directionk@ko|, |kqi+ko|>1/1, wherel is the
mean free paththe diagrams without time-reversed wave linese Fig. 1 make the
leading-order contribution to the expansion in terms of the small paramdném.lThe
disconnected “ladders” give the contributioB; (Fig. 1), which is nonzero only for
k=k; (Ref. 8, Cy(k,ky) = (47 A)(I(k|ko))?S(k|—kyj), wherek; andk; are the wave-
vector components parallel to the surfa@ak=k;)={I(k|ko)>.

The correlations between different spots in a speckle pattern are determined by the
value of C(k,k;) for k#Kk,. In this case, two diagrams, corresponding to a single inter-
action of the “ladders”(Fig. 1b and 1 make the main contribution to the correlation
function. The quantityH in these diagrams is the Hikami vertéxsee also Refs. 8, 11,
and 13. The contribution of the first diagrang, is a sharp function ok andk, with
characteristic variation scalk;—kyj|~1/1. The contribution of the second diagra@,
on the contrary, is a smooth function lofandk,, which on the scales of variation @f,
can be taken as constant. For k, the contributions o, andC} are equal. If only the
rapid variation of the correlation function on scales of the ordetAdf|~1/ is of
interest, then we can write

Ca(k,kq) =Ch+Ch=C(K— Ky, —K;+ky|0,0+C(0,00,0), (1)

whereC(q;,9,/d3,94) (91 + 92+ g3+ g,=0) denotes the contribution of one correlation
diagram with different values ok of the incident and backscattered waves.
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Near the exactly backward directiofkéKkol,|kq+ kol <1/), in addition to the lad-
der diagrams shown in the figure, it is also necessary to consider diagrams with one or
two time-reversed wave lingghe time-reversal transformation corresponds to the sub-
stitutionsky— —k, k— —kq or kg— —k;, kj— —Kk; at the ends of a wave lineSuch
diagrams take into account the weak localization efféet- the interference of waves
propagating in opposite directions along the same trajectories.

In this caseC; is the sum of four diagram¥. The equalityC,(k=k;)= (I (k|ko)?
remains valid if the average intensity is calculated with the coherent component included,
(y=(1"M+1°).

The correlation functiorC, is now determined by the contribution of 16 diagrams.

The eight diagrams arising when a combination of fields with one reversed wave is
averaged and the six diagrams arising in the case of two reversed waves are added to the
two diagrams considered abotaee Fig. 1 This becomes clear if different contributions

to the correlation function( §(1"™+198(1M°+1°),) are analyzed. The correlations of
incoherent intensitieés1 "515) are determined by four diagrams: near the exactly back-
ward direction, two more diagrams with pairwise reversed wave lines are added to the
two diagrams considered above. The correlations between the incoherent and coherent
intensities( 51 °515) are likewise determined by four diagrams. Finally, an equal number

of diagrams contribute to the correlation functipi °515) of coherent intensities. The

result is

Ca(k,k1)=C(qg,—q|0,00+C(0,00,0) +2C%qp,0/ — do,0) +2C%(—q;,—q|0o,0)
+2C%09;,01— 91,00+ 2C%(—q0,9|91,0) + 2C*(—qp,01/,0)

+C°40,000,— o) +C°(—01,01/0,0 + 2C*(— 0o, —1|0o.01), (2

where C® and C*¢ are the contributions of diagrams with one and two reversed wave
lines, q=(k—Kkq)|, do=(k+kp), andqg;=(k;+ko). In the absence of interactions
which destroyT invariance,C, C¢, andC® differ only as a result of the multiplicity of
scattering(there are at least two collisions per reversed)line

The functionC(q;,d,/d3,d4) in Egs.(1) and(2) decreases rapidly with increasing
g;(i=1...4) onscales of the order af;~1/. For this reason, fogy,q,>1/1 we return
from Eq. (2) immediately to Eq.(1). It also follows from Eq.(2) that the correlation
function between the intensity values in the coherent backscattering ggrel{) and
far from it (q;>1/1) is described by the expression

Ca(k,kq)=C(0,00,0) +2C(do,0/ — do,0) + C*(0,0do, — o) - )

We shall present the results of a calculation of the correlation fun&ipfor the
reflection of a plane wave from a disordered system of small-radius cdmnternseglect
terms containing the small factbfL).

The diagrams shown in Fig. 1b and 1c and similar diagrams with reversed wave
lines can be easily calculated in a general form using a coordinate—angle representation
and the transport equation for intensity propagators. The technique for such calculations
is presented in Refs. 11 and 13. In the reflection geometry, spatial scales of the order of
the mean free pathplay an important role, and in this connection the contribution of
diagrams in which one or two propagators correspond to the unscattered intensity must be
singled out. These diagrams make a contribution of the same order as the diagrams
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containing the multiply scattered intensifip the calculations in Ref. 6 the contribution

of the unscattered intensity was neglected, and in consequence the results are qualita-
tively incorrect; see Refs. 11 and 13 for a discusgidine diffusion approximation can

be used to calculate the intensity of multiply scattered light for sipallg;<<1/).

As a result, we obtain that fay;<1/ the functionC(q,,0,|d3,04) is linear:

1
C(01,92/d3,04) = —at 5 (|af+ga| +|dsl +asDl b, (4)

mk3A
where the coefficienta and b for normal incidence and reflection of the waves are
a=3.72,b=19.82 for diagrams without reversed litksnd a®~=3.33, b°=18.77 for
diagrams with one and®=2.93,b%=17.73 for diagrams with two reversed wave lines.
The ratiob/a characterizes the multiplicity of scattering and is maximum for the contri-
bution with two reversed waves.

According to Eq.(4), fluctuations of the reflected radiation are always negatively
correlated. Physically, this is due to the conservation of the radiation flux in elastic
scattering. In the conservation condition

<<6R>2>=k2k [Ca(k,ky)+Ca(k,k) + ... ]1=0, (5)

where((SR)?) is the variance of the total reflection coefficient, among the components
of C, the componen€’, makes the main contribution. This is explained by the smooth
dependence o} on k andk,. Therefore it follows from Eq(5) that C5;<<0. The other
components of2, are identical withC} if g;=0 (to within small differences due to the
contribution of low-multiplicity scattering The fact that the correlation functio@,
possesses a triangular dip neg# 0 attests to the predominant role of long wave propa-
gation trajectories.

In accordance with Eq$2) and(4), the correlation function of intensity fluctuations
near the backward directiom{qg,q,<<1/l) has the form

Ca(k,ky)=

>—(—(2a+8a°+6a*)+ql(b+2b°+b%)
TKo

+4(dotayl (b*+b%)). (6)

The angular dependence of the correlations is equally determined by the difference in the
observation directions and their deviation from the backward direction.

It is interesting that while weak localization does not change the relative magnitude
of the fluctuations in a spot of the speckle pattettl,—(1))?)/(I)?=1 for k=k,
=—kq (Ref. 14, it strongly influences the intermodal correlations of the fluctuations.
The relative amplitude of the correlations in the coherent backscattering cone is approxi-
mately two times larger than outside the cone:

Cz(k:kl) 877 2; q0=q1<1/|

~_°r _ ,
((klk))2  K2A (L, Qo=0;>1/ (7)
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If k andk; differ strongly in direction, then the correlation function no longer depends on
the angle between them. The amplitude of the correlations likewise doubles in this case,
when one directionK or k;) coincides with the backward direction:

Ca(k,k1) 47 (2, Qo<1N, q;>1/
(1(klko)){I (kilko)) kA1, o, q;>1/

Let us compare the above-obtained expressions with the computational results ob-
tained by the random-matrix methdd\ contribution of the order of ]sIZOA, correspond-
ing to the functionC,, can also be discerned in the correlation function found in Ref. 7.
Since the calculations in Ref. 7 were performed in the likgit—o (i.e., the fluctuations
were assumed to bé-correlated with respect to directionsve can compare not the
correlation function€C, themselves, but rather only their values when ghare either
large or zero. In the three casqgyy,q:>1/1; q=0,q,, q:>1/; andqgy=0,q,q;> 1/
our results and those of Ref. 7 are in quantitative agreemsétftin the limits of accuracy
of the approximation used in Ref).7For scattering in the exactly backward direction
(g=d9=0q,=0), the results differ by a factor of 1(according to Ref. 7, in the first row
of Eq. (7) the number 1.5 should appear instead pf 2

®

We note that the results of Ref. 7 and the results obtained above differ radically from
the results of Ref. 6, where reflection far from the backward direction was studied and
positive correlations were predicted. The results obtained in Ref. 6 are at variance with
flux conservatior(the inaccuracy of the results obtained in Ref. 6 is shown in Refs. 11
and 13.

The final resultg7) and(8) remain valid even if strong internal reflection occurs at
the boundaries of the medium. In recent years there has been great interest in the
multiple-scattering of light in such a systém.nternal reflection from boundaries
changes only the explicit form of the functid®(q;,q,/q3,94). In the strong reflection
limit (1 —r<1,r is the reflection coefficiepta direct calculation of the correlation dia-
gram gives the following result, which is asymptotically exact in the large parameter
(1-r)~ L

4
TCA(L+ (413 qql/(1—1)) . .. (1+(43)ql/(1-T))

C(01,02/03,94)=— 9

According to Eq.(9), the presence of internal reflection influences only the angular scale
of the correlations and does not change the qualitative form of the correlation fufiotion
contrast to spatial correlations for-Ir <1) 16

It is interesting that weak localization should also be manifested in correlations
between the values of the intensity of backscattered and transmitted radiation. The am-
plitude of the correlations doubles when the backscattered wave propagates in the back-
ward direction. In our situation the contributi@y is absent and the leading contribution
is C,, for which Eq.(3) remains valid. Instead of Eq8), now we shall havek; refers
to the transmitted waye

Co(k,Ky) A (413, o</
(1(klko))(I(kalko)) — K2A|2/3, go=>1N"

(10
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The negative sign of the correlations is dictated by the condition of flux conservation,
which in the present case has the form

(8ROT)= 2 [Calkk)+ ... 1= =((8T)%),

where((8T)?) is the variance of the transmission coefficient.

In conclusion, let us indicate how the characteristic features of the correlations
reflect on the distribution function of the intensi®(1). According to Ref. 5, on account
of the effect of correlations, the complete distribution functi®ft) should deviate from
the Rayleigh lawPg(1) = (1K1))exp(—1/1)), where(l) is the average intensity in a given
direction. The character of the deviation is determined by the valu(,k), and for
negative correlations it is described by the fornitila

PO :exp<—L|C (k k)|>. (12)
Pr(1) 40ys

The deviations from the Rayleigh law have opposite signs for transmissiod
reflection’! Flux conservation, which leads to negative correlation, suppresses strong
intensity fluctuations of the intensity of the reflected radiation. Since the ratio
C,(k,k)/(1)? for the exactly backward direction is two times larger than far from this
direction, the deviation of the fluctuations in the coherent back-scattering cone from
Rayleigh statistics is more pronounced.
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Magnetic-field pulses with induction greater than 10 T were observed
to influence the microhardness ofg3ingle crystals. It was established
that the magnetic field reversibly alters the bulk properties of the ma-
terial. © 1999 American Institute of Physics.

[S0021-364(09)00602-7

PACS numbers: 81.05.Tp, 81.40.Lm, 62.20.Qp

Investigations of the changes induced in the mechanical properties of real crystals by
external magnetic field8Fs) can yield important information, which is inaccessible by
other methods, about physical processes in the structural-defects subbystethe last
few years it has been reliably established that even energetically weak MFs with induc-
tion ~1—-10 T can give rise to lasting residual changes in the plastic properties of
diamagnetic dielectric crystals and polyméis. Refs. 4 and 5 it was shown that this can
be explained by the influence of MFs on the kinetics and yield of spin-dependent reac-
tions in the paramagnetic-structural-defects subsystem, which influences dislocation mo-
bility. In Ref. 6, a modified EPR method was used to obtain direct experimental confir-
mation of this hypothesis. It is important to investigate the effect of MFs on the
mechanical properties of new materials, such as fullerites. However, the first investiga-
tions of the plastic properties of fullerites established that their plasticity is determined
by dislocation mechanisms and that structural defects exhibit paramagnetic
properties-®~2This suggests that the magnetoplastic effects observed in ionic and cova-
lent crystals can also occur in fullerites.

In the present work we investigated the possibility that after fullerites are pretreated
in a MF residual changes occur in their microhardness. Single-crygiab@ples of high
purity (99.95% Gg) with an average linear dimensien3—5 mm, grown from the vapor
phase and possessing the faceting natural for face-centered cubic crystals, were used to
investigate the sensitivity of the microhardness to MFs. Picein was used to secure the
crystals to glass in a manner so that the face under investigation would be accessible for
indentation and was parallel to the platform of the PMT-3 microhardness meter. Inden-
tation was conducted owé s with a 20 g load on the indenter. It is known that as a result
of photostimulated oxidation of the surface, the microhardnessggfcanges as the
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FIG. 1. Relative differenceH{,—H)/H, of the microhardneskl andH, of Cgq crystals which have and have
not been exposed to a magnetic field versus the ampliudkthe field pulses.

samples age in aft'® so that to slow down oxidation all experimental procedures were
performed in the dark, except for the measurements of the dimensions of the indentations,
which were performed in weak red light. In the absence of MFs, this made it possible to
maintain the microhardness of the crystals constantfa® days at the value obtaining
immediately after the crystals are extracted from the evacuated capsule. Each point on the
plots (Figs. 1 and 2was obtained by averaging the dimensions of 15—-20 indentations
produced under identical conditions. The magnetic-field pulses were close in shape to a
single half-period of a sinusoid with amplitudeup to 24 T and duration 14@s, and

they were generated in a few-turn solenoid by discharging a capacitor bank.

The effect of the pretreatment of the crystals in a pulsed MF on their microhardness
H was investigated in the experiments. The microhardness of the samples that were not
exposed to MFéi.e., in the control experimentsvasH =210+ 4 MPa, which is close to
the data obtained in Ref. 8 for “as grown” crystals. In crystals exposed to a single MF
pulse, the microhardne$$ measured 1 min after treatment in a field was lower than in

3
£,10%

FIG. 2. Relative differenceH{,—H)/H, of the microhardneskl andH, of Cg crystals which have and have
not been exposed to a magnetic field versus the time intérbatween the first MF pulse and subsequent
measurements of the microhardndss The arrows mark the times when the additional MF pulses were
switched on. The amplitude of the MF pulsesBis24 T.
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the control experimentsHy,—H)/Ho=10+2% (Fig. 1). After the MF pulse, the crystal

was ground in order to remove a 100—30® thick layer, after which the microhardness

on the freshly formed surface was measured. The microhardness differedifromthe

same amount as the microhardnesmeasured on the initial surface. Therefore not only
the subsurface but also the interior layers of the material were affected by the MFs. A
change in microhardness after the crystals were exposed to a MF was reliably detected
only for B>10 T and was not observed in weaker fieRi$Fig. 1).

When a sample was subjected to repeated indentation for several hours after the first
treatment of the crystal in a MF, it was observed that as the time between the MF pulse
and measurement of the microhardness increased, the valdénofeased and reached
the levelH, after ~6 h, i.e., the softening effecH,—H)/H, dropped to zerdFig. 2).

Switching on a second MF pulse immediately aftewas restored tdd, did not
change the microhardness of the crystal, but the third and fourth field pulses, applied 8
and 120 h, respectively, after the first one, once again decreased the microhardness, the
decrease being somewhat less than that due to the first MF (fidse?). Therefore there
is a time interval during which the crystal is insensitive to repeated MF pulses.

A separate series of experiments established that exposure of crystals for 20 s and
2 min to a constant MF with inductioB=2 T does not changd within the limits of the
experimental error. In addition, it was verified that the electric field of the current leads to
the solenoid does not influence the microhardness of the crystals.

It follows from the results of the experiments described above that a MF pulse gives
rise to a reversible decrease of the microhardness of crystals, but these data do not permit
judging the degree of reversibility of the changes produced by a MF in the structural-
defects subsystem at the microlevel, since, as was established in Ref. 1, reversibility of
the macroplastic properties does not always attest to reversibility of internal restructur-
ings. This is because in the course of relaxation structural defects can pass through a
series of states with increasingly lower thermodynamic potehtakl depending on the
configuration of the defects in each state the dislocation mobility and plasticity can be
lower or higher than the initial valuk.

Simple estimates show that the ponderomotive forces arising in diamagnetic crystals
(including Gp) in MFs are many orders of magnitude weaker than the forces required to
reliably detect changes in the plastic properties. The attempt to link the influence of an
MF on the microhardness with a change in the electronic state of stable defects encoun-
ters the following conflict. Magnetic-field-induced changes in the microhardness remain
for quite a long time after the field is switched off, while the energy imparted by the field
to the electron spin moment is only 20% of the average thermal ekdrgy the experi-
mental temperaturé~ 300 K. For this ratio of the magnetic and thermal energies, a MF
cannot excite equilibrium defects and the electronic subsystem of the crystal as a whole.

Just as in ionic crystals;® the objects in g, that are affected by MFs are probably
nonequilibrium point defects as well as dislocatiditise density of the latter in the
experimental crystals was-10° cn?). In the fullerites used in our experiments the
simple cubic and fcc phases coexist, and the simple cubic modification is metastable. It
can be inferred that, as in II-VI compounds, the transformation of the cubic phase to the
fcc phase, energetically favorable at room temperature, is accompanied by a displacement
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of twinning dislocations. For this reason, a changeHircould be stimulated by the
field-induced motion of dislocations.

In addition, the MF-induced change id in molecular crystals could occur for
reasons that are similar to those that explain the plastification of polymers in MFs. For
example, it is known that C—O bonds exhibit substantial anisotropy of the magnetic
susceptibility, which results in reorientation of the macromolecules in polymers in
MFs41®The presence of such bonds ig@nolecules can explain the changeHnas
being due to reorientation of individual molecules in a MF.

In summary, a magnetoplastic effect was observedggcgystals. This effect con-
sists in a change of the microhardness of the crystals after exposure to a MF pulse.
Further investigations are required in order to establish the nature of this phenomenon.

This work was supported by the Russian Fund for Fundamental Resgaraht
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It is found that a~10 T magnetic field influences the microhardness
and the photo- and electroluminescence of ZnS single crystals contain-
ing microtwins. It is established that a magnetic field irreversibly
changes the properties of the crystal, leading to relaxation of the meta-
stable states of structural defects. 1®99 American Institute of Phys-
ics.[S0021-364(19)00702-1

PACS numbers: 81.05.Dz, 81.40.Lm, 62.20.Qp, 81.40.Tv, 78.60.Fi, 78.55.Et

It has now been reliably established that an energetically weak magneti¢MiE)
with inductionB~1 T is capable of effectively influencing physical processes in organic
crystals at room temperature: fluorescehcghotoconductivity*> chemical reaction$’
polymerizatiorf and others. The nature of these effects is linked to the fact that a MF
affects the evolution of the paramagnetic particles during a ktieflO ng intermediate
stage, during which there is not enough time for spin—lattice relaxation to occur. At the
magnetic inductions typical for these experimer®s;0.1-1 T, the duration of spin
conversion is 10*'-10"1° s. For all intents and purposes, up to now the elementary
processes accompanying the plastic flow of crystals have not been investigated with
nanosecond time resolution, which would make it possible to judge such short-lived
processes. For this reason, the effect of MFs on the dislocation mobility in ionic crystals
which was observed at room temperature in Ref. 9 with an indu@ieri T is para-
doxical at first glance. Experimental investigations performed in the last few years show
convincingly that the parameters of plastic flow of ionic crystals are an indicator of the
effect of MFs on the spin state of short-lived { ns) states of complexes of structural
defects in the process of their relaxati¥nl* The use of conventional parameters, such
as dislocation mobility, macroplastic flow rate, microhardness, and so on, for the inter-
pretation of the events occurring at atomic and electronic levels often encounters serious
difficulties because of the complicated and often ambiguous relation between the mag-
netic properties and the spin and molecular dynamics. For this reason, the observation of
the effect of MFs on some other macrophysical characteristics of crystals would open up
new possibilities for interpreting the effect of MFs on electronic processes accompanying
plastic flow. A possible influence of MFs on the plasticity of crystals with covalent bonds
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is of great interest, and because of the wider spectrum of the spin-dependent events
accompanying the plastic deformation of these materials it can be even more diverse than
in ionic crystals.

The objective of the present work was to produce experimental conditions for ob-
serving and investigating the influence of MFs on the plastic properties and the photo-
and electroluminescence of ionic-covalent semiconductor diamagnetic ZnS crystals.

The experiments were performed oiX2X4 mm ZnS single crystals, containing
microtwins and 10° at. % Cu as an impurity and possessifig10 and(1011) faceting
in hexagonal notation. In experiments of all types, the crystals were exposed to a MF
pulse in the form of a half period of a sinusoid with amplitu@es7 T (10 ms duratiohn
or B=24 T (140 us duration. Three different characteristics were used as a response to
possible field-induced changes in the crystalstit microhardneskl measured with a
100 g load acting on an indenter for 10 $;tBe intensityl of photoluminescence excited
by monochromatic light with wavelengthex=380 nm and measured in different parts
of the optical spectrum with a DM-4 monochromator and atJHB6 photomultiplier;
and, 3 the spectrum-integrated intensiQy of electroluminescence excited by an ac
electric voltage with amplitude 2.2 kV and frequency 800 Hz. The voltage was applied to
silver contacts deposited on(4210 face of the crystal or on the plates of an air-filled
capacitor into which the sample was inserted.

Each characteristic was measured before the MF was switched on. The values of
Ho,lo, andQq measured before the MF pulse were used as controls. The variations of
H, I, andQ caused by exposure of the samples to a MF served as a quantitative measure
of the residual field-induced changes in the crystals. We emphasize that the measure-
ments of each quantity were made in the absence of magnetic field, so there could not
have been an influence of MF on the measurement procedure or the operating regimes of
the instruments, i.e., it was the aftereffect of the MF which was studied.

Special attention was devoted to the photosensitivity of the experimental crystals
and the possibility that they retain a definite light sum. For this reason, the crystals were
protected from stray illumination, which could change each measured parameter, and the
intensity and duration of the light fluxes required for the measurements were monitored.
Control experiments showed that the electric field inevitably arising from the current
leads to the solenoid when the MF pulse is produced does not in itself infligrigeor
Q. The maximum intensity of the induced electric fi¢ldvV/mm) was incomparably less
than the intensity of the field from the current leads and the field exciting the electrolu-
minescence. In all experiments, the temperature of the sample in the solenoid was moni-
tored with a thermocouple and was constant to withi.1 K.

The effect of a MF on the microhardness was investigated in the first series of
experiments. It was found that one MF pulse Wik 24 T increase$l by 5—10%(Fig.
1). Each point in Fig. 1 was obtained by averaging 100—200 individual measurements of
the size of the indentation. The hardening initiated by the field pulse remains for a long
time after the pulsé€Fig. 1), and the superposition of repeated field pulses does not lead
to any appreciable additional change in the microhardness. This attests to the fact that a
MF stimulates an irreversible process in the crystals, i.e., it gives rise to relaxation of
long-lived metastable states of the crystal.

In the second series of experiments, we investigated the effect of a MF on the
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FIG. 1. Microhardneshl of a crystal versus the running timeThe arrows mark the moments when MF pulses
with amplitudeB=24 T are switched on. The dashed line shows the microhardtgsefore the crystals are
exposed in a MF.

photoluminescence. It was observed that the luminescence spectrum changes after a MF
pulse(with bothB=7 and 24 7. The change in the spectrum consists in a decrease of
the peak intensity at 525 nr{Fig. 2). It was established that the gradual buildup of
luminescence due to the successive filling of electronic tfape inset in Fig. Ris
different in the control and field-treated samples. This means that the change that we
detected in the luminescence intensity is not due to an incompetent comparison of values
of | measured at different stages of trap filling. The changes that could be brought about
by the spectrum measurement procedure did not change the form of the spectrum with
repeated measurements, provided that there was no MF between the measurements.

Definite changes after exposure of a crystal to a MF are also observed in the exci-
tation spectrum of the luminescence detected at625 nm(Fig. 3). They consist in a
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FIG. 2. Photoluminescence spectra excited by light wigy=380 nm: Solid lines — before the MF pulse;
dashed lines — after a MF pulse with amplituBle 7 T. Inset: Corresponding dependences of the photolumi-
nescence intensity at \ =525 nm versus the duratidnof photoexcitation. The measurement erroi iwith

repeated insertion of a sample into and removal of the sample from the measuring cell does not exceed one
arbitrary unit.
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FIG. 3. Excitation spectra of photoluminescencea &t525 nm: Solid line — before the MF pulse, dashed line
— after a MF pulse with amplitudB=7 T. The measurement error irwith repeated insertion of the sample
into and removal of the sample from the measuring cell does not exceed 0.5 arbitrary units.

simultaneous decrease loat A gx=350—-425 nm and an increaselifior A gx>425 nm.
The field-induced changes in the luminescence and excitation spectra persisted for sev-
eral days, as did the changes in the microhardness.

The measurements &f andl were performed on 300 samples. Of these, six did not
show sensitivity to a MF. This can be explained by the fact that the state was different
and the impurity distribution in the boule from which the samples were cut was nonuni-
form. An unambiguous correlation between the magnitude of the effect of a field on the
microhardness and on the photoluminescence was observed: The luminescence spectra
remained unchanged only in the samples for which the microhardness also remained
unchanged. Therefore the observed magnetoplastic and magnetooptic effects could be a
consequence of the same process occurring in the crystal.

In the third series of experiments it was observed that the spectrum-integrated in-
tensity Q of the electroluminescence of the crystals increases by a factor of 10 after the
crystals are exposed to a MFig. 4). ThereforeQ is a more sensitive characteristic of the
effect of a MF on the state of the crystals thanHsor |. The possibility repeatedly
affecting the electroluminescence with a MF attests to(ffiig. 4). However, no effect of
the MF on the electroluminescence was observed in crystals wihened | were also
insensitive to MFs. Therefore the existence of metastable states in a crystal is also
important for the manifestation of an effect of MFs on the electroluminescence.

In Ref. 12 it was shown that the changes in the plastic properties of ionic crystals in
MFs can have at least two explanationsttie effect of a MF on the degree of aggrega-
tion of metastable complexes of point defects, anth2 effect of a MF on the interaction
between dislocations and paramagnetic point defects. Both effects can occur in ZnS
crystals also.

Point defect known to exist as complexes containing doubly charged S vacancies,
are responsible for the photoluminescence detected at 525 nm in the experiments de-
scribed abové® However, a change ihdoes not mean that the effect of a MF consists
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FIG. 4. Spectrum-integrated intensiy of electroluminescence versus timheThe arrows mark the moments

when the MF pulses with amplitud®@=7 T are switched onAQ; are the jumps arising in the electrolumines-
cence intensity as a result of the exposure of the crystals in aMfifas measured in the process of switching
on an electric field for a short tim@—5 min.

in modification of these complexes. It is possible that they play only the role of an
indicator that is sensitive to a MF-induced redistribution of electrons between other point
defects. The bimolecular character of the kinetics of luminescence decay that we ob-
served, signifying that the luminescence arises when conduction electrons recombine
with sulfur complexes and also the changes occurring in the excitation sgEiired)

attest to this.

The states of point defects in a MF could change for the following reason. In the
experimental crystals, dislocation motion is accompanied by a transition of the polytypic
hexagonal phase to the cubic phase and is thermodynamically favdtabMagnetic-
field-induced depinning of dislocations from obstadles example, by the scheme de-
scribed in Refs. 18 and 1%nd displacement of the dislocations could result in the
relaxation of the metastable phase in our experiments and could influence the state of
point defects present in the phase transition regions and which are responsible for the
photo- and electroluminescence.

In summary, a magnetoplastic effect was observed in ZnS crystals. It was estab-
lished that the change in the plastic properties of crystals in a MF is accompanied by a
change in their photo- and electroluminescence also. The results of the experiments
described attest to the possibility of nhonthermal control of metastable states in a crystal
by means of a MF. A procedure of normalizing the different parts of a sample in a MF
can be used to prevent aging of luminophores.

The results obtained open up a fundamental possibility for investigating the nature
of the magnetoplastic effect using modern experimental means, making it possible to
judge, with high temporal resolution, the course of electronic processes in crystals and
the change in their kinetics in a magnetic field.

This work was supported by the Russian Fund for Fundamental Resgarahts
Nos. 97-02-16074 and 98-02-16644
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A model of a closed system with self-organization is presented. This is
a simplified model of a multijunction SQUID in an ac magnetic field. In
our closed system, a self-organized critical state is realized on account
of the fact that current dumping, which gives rise to self-organization in
open systems, is replaced here by a fundamentally different mechanism
— annihilation of the currents. €999 American Institute of Physics.
[S0021-364(99)00802-9

PACS numbers: 85.25.Dq, 05.6%

The concept of self-organized criticali(@O0), which was proposed in 198and is

now undergoing intensive development, is used to describe the behavior of a wide class
of dissipative dynamical systems. As such systems evolve, they reach a critical state
which becomes self-maintaining and structurally consists of a set of metastable states that
pass into one another by an avalanche effect arising as a result of a local external
perturbation of the system. Such a critical state is said to be self-organized, and the
criterion for the existence of SOC in a system is taken to be power-law behavior of the
probability density of the size of the avalanche.

In Ref. 2 it was shown that an interesting physical example of a system with SOC
are granular superconductdSSCsg with a large value of the fundamental parameter of
the systemvV~j.a%/®, (j. is the critical intergranular contact curreatjs the size of a
granule, andb is a the quantum of magnetic fluXn Ref. 2, using the physical features
of the behavior of GSCs fdr>1, simplified models were introduced for various types of
GSCs. It was found that a simplified model of a two-dimensional multijunction SQUID
with positive current injection into a randomly chosen junction under open boundary
conditions is equivalent to the Abelian sandpile mo@&M) — one of the basic math-
ematical models for studying SOCHowever, on account of its physical nature the
multijunction SQUID model possesses a humber of new properties and makes it possible
to study a system under conditions which did not arise previously for the ASM and other
systems with SOC.

Thus, to study the critical state of a GSC in practice a superconductor is placed in an
ac magnetic field, and in this case closed boundary conditions, under which self-
organization does not exist in any of the previously known models for studying SOC, are

0021-3640/99/69(2)/8/$15.00 133 © 1999 American Institute of Physics
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FIG. 1. Section of a two-dimensional multijunction SQUID by they) plane.

natural. In the present letter we show that SOC is realized under closed boundary con-
ditions in the model of a multijunction SQUID in an ac magnetic field.

The possibility of self-organization in our model under closed boundary conditions
is due to a number of physical features of GSCs that distinguish them from previously
known systems with SOC.

In the first place, in a GSC an ac magnetic field excites both positive and negative
currents simultaneously. This makes it necessary to take into account the $regad
tive) threshold value for currents in the current—voltage characteristic of the junctions,
which was unimportant under the conditions of Ref. 2, where only a positive current was
injected into the system. We note that in the ASM there is only a positive threshold, since
all quantities are positive by definition.

Secondly, currents with opposite signs can annihilate each other, and the annihila-
tion process replaces the process of current dumping outside the system which makes it
possible for SOC to exist under open boundary conditions.

Our two-dimensional multijunction SQUID consists of two superconducting plates
arranged parallel to each other and connected by Josephson junctions. We shall assume
that a magnetic field is directed along thexis, he,=he,g, . Junctions with dimensions
I X1 are arranged at the sites of Bk M lattice having a perioé and lying in the &,y)
plane. A Josephson current flows along #eis (Fig. 1). Using the resistive model of a
Josephson junction, we can write a system of equédtibfs the gauge-invariant phase
differencese, n,

d
VSin‘»Dn,m+T (g?m:An,m(S")_"ZWFn,m-
2mj . bo J1n, Dy
V=— c! J(p:—21 nm— 'nm! T= T (1)
J<p 8l )\L J<p pOJ(p

An,m(‘P) =OnrimtT Pn—imt @nm-1t (Pn,m+1_4(Pn,m!
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wherej . is the critical current density,, is the London penetration deptl, is the flux
quantum,p, is the surface resistance of a junctigg, , is the injection current density,
andA,, ., is the two-dimensional discrete Laplacian.

In what follows we shall assume th¥e> 1. This condition allows for the existence
of a large number of metastable states for each SQUID in our systerthis case, to
investigate the critical state of a multijunction SQUID we shall employ a simplified
model introduced in Ref. 2 for a GSC. The model is described by a system of mappings
(equations with discrete timdor the dimensionless currents flowing through the junc-
tions,

. . T a‘Pn,m
Zn,m_ZcSIn(Pn,m—'—Z gt

wherez.=V/27:

Zy m(K+1) = 2Zy m(K) =[0(Zn+ 1m(K) = 2Z) = (= Z 1 1 m(K) — Z¢]
+[0(zn-1m(K)—2¢) = (= Zn—1m(K) — 20)]
+[0(znm-1(K)—2¢) = (= Zp m-1(K) = 2)]
L0z, m+1(K) = 2¢) = 0( = 2y m+2(K) = 2¢) ]
— AL 0(z m(K) = 2¢) = 0(— 2 m(K) = 2¢) ]+ €n m(K), 2

gn,m(k) = I:n,m(k"_ 1)- Fn,m(k)v

where¢[ x] is the Heaviside theta functiok,is the discrete time, anf, ., is the dimen-
sionless injection current, the same as in @g. Although in the present case current is
not injected directly into the system, it can be shéwimat the effect of an external
magnetic fieldn,, effectively reduces to the injection of a positive current at all sites of
the right-hand boundary of the SQUID and of a negative current of exactly the same
magnitude at all sites of the left-hand boundary of the SQUID. Thus the total current in
the system is conserved and is zero.

Thereforeé, n(k)=0 for sites inside the lattice ln<N,1<m<M) and at the top
and bottom boundaries of the latticeae M,1<n<N andm=1,1<n<N). At the left-
hand boundary of the lattice E&m=M,n=1)

2\,

(k)= g (Nl ~ N+ 1), )

and at the right-hand boundary of the lattices(N,1=sm=<M)

2\ a
fn,m(k)=qTo(hex(k+ 1) —hey(k)). 4

In addition, as we have said more than once, closed boundary conditions are realized in
the systenm(see Ref. 2 for a more detailed discussiofhus Eqs(2) take the following
form at the boundaries of the lattice, for example, at the left-hand boundary:
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Znm(K+1) = 2y m(K) =[0(Zn 4 1m(K) = Z) = 0( = Zn 4+ 1 m(K) — Z¢]
L0z, m-1(K) —2¢) = 0( = 2y m-1(K) —Z¢) ]
+[0(Znm+1(K)—20) — 0(— Zp m+1(K) —Z¢) ]
=3[ 0(znm(K) = 2¢) = 6( = Zn m(K) = Zc) 1+ &n m(K). )

At the corner junctions of the lattice, for example,(&f 1), we have

Znm(K+1) = 2y m(K) = [ 6(Zn,m+1(K) = Z¢) = 6( = 2 m+1(K) = Zc]
TLO(Zn s 1m(K) = 2Z6) = 0(— Zn s 1m(K) = Z¢) ]
= 2[0(znm(K) = Zc) = 6(— Zn m(K) = Zc) ]+ £n m(K). (6)

The system of mapping&), (5), and (6) with the corresponding, (k) can be
written in the form of the algorithms that are ordinarily used to describe the dynamics of
systems with SOC, specifically, ASM. The analog of the heights in this case is the value
of the currentz, ,,, and the main difference from the ASM, aside from the closed
boundary conditions, is the possibility that negative currents exist in the system and a
second(negative threshold—z; is present.

Computer simulation of the system described by E2js.(5), and(6) was done with
z.=9.5 in the standard manner for systems with SOC.

1. Starting with an empty latticell z, ,(0)=0), we excited a current in the system
according to the rule

Enp(k)=1, & (k=-1, Y

wherep and| are random and independent. We note that the excitation (idjeare
different from the ruleq3) and (4) described previously and ordinarily realized in an
experiment. However, they do not destroy the main physical requirement that the total
current injected into the system is zero. We chose the perturbation m@thlbeicause in

the case of the rule€3) and (4) the system degenerates into a set of one-dimensional
strips, and it is well known that SOC does not exist in a one-dimensional situation.

2. After current excitation, the system relaxes according to E2s.(5), and (6).
During the relaxation proces&, (k) =0 for all the junctions, all the way out to the
complete stopping of the dynamics.

3. After the dynamics stops, i.e., whena} ,|<z., a current is once again excited
in the system according to the rul€d, and the process is repeated according to steps 2
and 3.

After a transient process, the system reaches a critical state which consists of a
collection of metastable states which pass into one another, in each of which the currents
on the left-hand side of the lattice are negative and the currents on the right-hand side are
positive.

Here and below, the division of the lattice into right- and left-hand parts is different
for even and odd values df. For evenN the left-hand part of the lattice consist of
junctions with I=n=<N/2 and the right-hand part consists of junctions Witf2+1<n
<N. For odd N the left-hand part of the lattice consists of junctions witksri
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<(N—1)/2 and the right-hand part consists of junctions with(1)/2+2<n=<N, i.e,,
in the case of oddl the right- and left-hand parts of the lattice are separated by a column
of junctions withn=(N—1)/2+1.

We term the process of current excitation followed by relaxation an avalanche, and

we shall enumerate the avalanches with the indekhe following quantities were cal-
culated in each avalanche in the stationary critical state:

1. The current averaged over the “positive” subsystem at the momeriththava-
lanche endsthe analog of the mass of the system in the ABM

1 M
7'=g 2 2 Zam(k), ®
m= N

wherek; is the moment at which thgh avalanche ends, arfflis the size of the sub-
system. For evem, N;=N/2+1 and S=MN/2, while for the oddN, N;=(N—1)/2
+2 andS=M(N—1)/2.

2. The voltage averaged over the corresponding subsystem over the timeithf the
avalanche(the analog of the size of an avalalanche in the ASNFor the “positive”
subsystem

ki
1
t__
Ui _S k:kiE

1t

M N
(22 [0 =2~ 0= 20,0k~ Z)]. ©

For the “negative” subsystem

ki
1
Ui :§k=2

ki—1+1m

N2
A [_0(_Zn,m(k)_zc)+0(Zn,m(k)_zc)]a (10)

M=

1n=

whereN,=N/2 for evenN andN,=(N—1)/2 for oddN.

We shall characterize the critical state, which arises, by the probability densities of
the voltagesp(u;") andp(|u;"|). They are displayed in Fig. 2. These quantities demon-
strate a power-law dependengéu)~u~“, a~1. Therefore a self-organized critical
state exists in the “positive” and “negative” parts of ogtosedsystem.

The existence of SOC in a closed system becomes possible because of the existence
of currents which have opposite signs and can annihilate each othez.6r5 and the
system geometry described above, the annihilation process occurs on junctions located at
the boundary of the “positive” and “negative” subsystems. For ddidhis is the central
column of junctions witm=(N—1)/2+ 1, and for everN these are columns of junctions
with n=N/2 andn=N/2+1.

The junctions on which annihilation occurs effectively play the role of a reservoir
for the current collected from the “positive” and “negative” subsystems. According to
the definition of the right- and left-hand parts of the lattice and Eg§s-(10), these
junctions are taken into account in the calculations only for eNeiherefore it can be
conjectured that for oddN the properties of the “positive” subsystem are completely
equivalent to the properties of a system of corresponding size with one open boundary.
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FIG. 2. Voltage probability density for:)ahe “positive” part of a 42<21 system with annihilation,)kthe
“negative” part of a 42<21 system with annihilation,)dhe “positive” part of a 43<21 system with annihi-
lation, and ¢l a 21X 21 system with an open boundary.

To check this, we compared the “positive” subsystem with px M multi-
junction SQUID, withN,=N/2 for evenN and N,=(N—-1)/2XM for odd N. The
right-hand, top, and bottom boundaries of this SQUID are closed and the left-hand
boundary is open.

We studied a system with one open boundary in the same regime as previously for
the system with annihilation. A positive current was injected into a randomly chosen site
of the right-hand boundary, thereby giving rise to an avalanche. The next current injec-
tion was made after the system reached the next metastable state. In this case it is
sufficient to include only the positive threshold in the equations describing the current
dynamics. Then, as was shown in Ref. 2, these equations are completely identical to the
rules for the addition and toppling of sand in the ASM with the corresponding boundary
conditions and with the addition of sand at the right-hand boundary.

Just as for the “positive” subsystem, for the system with an open boundary we shall
determine for each avalanche in the stationary critical state the system-averaged current
at the moment théth avalanche endéEqg. (8) with n ranging from 1 toN,) and the
system-averaged voltage over the time of ittheavalanchdEq. (9) with n ranging from
1 toN, and in the absence of the second term arising as a result of the second threshold

We compared the “positive” subsystem and a system with an open boundary not
only with respect to the voltage probability density but also with respect to the power
spectraS,(f) andS,(f) of the currents and voltages, respectively. As was shown in Ref.

6, these spectra are the characteristics that are most sensitive to the features of the system:

j:oc

SZ(f)ZZ,—z‘w [(ziozjoﬂ)—(z)z]e*‘””, (11)

where(...) denotes averaging over the avalanche number. The formul&,{d) is
similar.



JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 S. L. Ginzburg and N. E. Savitskaya 139

10-4 E b g 10-2 ;_ —a—3
—o—b g
10_52' ¢ 10-3 :
_— B L
:-;N 10-6 3 S 10—4 L
» CH:
E o F
10‘7? 10—5E
10-8 E 10-6 :
:ul ERTITT NSRRI B NN R AT B W AT €+l L vaainl Lsteaad bdt
0.0001  0.001 0.01 0.1 1 0.0001 0.001 0.01 0.1

FIG. 3. Power spectr8,(f) and S (f) of the currents and voltages, respectively, fortke “positive” part
of a 43x21 system with annihilation, )bthe “positive” part of a 42<21 system with annihilation, and
c) a 21X 21 system with an open boundary.

It is evident from the data presented in Figs. 2 and 3 that forMtite properties of
the critical state of a system with annihilation and an open boundary are completely
equivalent; their voltage probability densities are identical over a wide interval, and the
power spectra of the currents and voltages behave identically. ForNyvbowever, a
difference at low frequencies is observed in the power spectra of the voltages for the
systems investigated. Calculations performed for systems with different dimensions es-
tablished that the discrepancy in the behavior of the spectra for even and idfirst
observed at a frequendy,~1/M2.

In conclusion, we note that in the case of both a system with annihilation and a
system with an open boundary the spectra contain a peak which indicates the presence of
a quasiperiodic process in the system. Calculations were also performed for systems with
different dimensions, and it was established that the frequency of this pégk M.

In summary, the main results of this letter can be formulated as follows. A model of
a closed system with SOC was proposed: this is a simplified model of a multijunction
SQUID in an ac magnetic field. The magnetic field induces in the system both positive
and negative currents. Current dumping, which makes possible the existence of SOC in
open systems, is replaced by a fundamentally different mechanism: the annihilation of
currents having opposite signs. It was also shown that if the junctions on which annihi-
lation occurs are neglected in the calculations, then the properties of the critical state for
a system with annihilation will be completely equivalent to those of a system of the
corresponding size with one open boundary. When annihilation is taken into account, a
difference is observed between the two systems only in the power spectra of the voltages
at low frequencies.
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An explicit expression is obtained for the single-particle Green’s func-
tion of a 2D metallic system with attraction between carriers. It is
shown that as a result of transverse phase fluctuations, this function is
pole-free throughout the entire region of finite temperatufiesth

above and below the topological phase transition paiatresponding

to a nonzero modulus of the complex order field describing the transi-
tion from a nonsuperconductir(@n this case normalstate to a super-
conducting state, whose appearance in the 2D case is not accompanied
by spontaneous breaking of charge symmetry. 1899 American In-
stitute of Physicg.S0021-364(109)00902-7

PACS numbers: 74.20.Mn, 74.25.Jb

1. Since the discovery of high-temperature superconductdisSCsy the already
considerable attention devoted to low-dimensional systems has increased even more.
Many of their properties, the electronic properties first and foremost, are so anisotropic
(see, e.g., the reviewthat they can be described on the basis of 2D models. This is
especially nontrivial with respect to the critical temperafiige since its high valueup
to ~10° K), which are maintained practically down to monolaye(is terms of the
number of cuprate plangsare apparently a two-dimensional phenomenon and not a
consequence of any three-dimensionalizing interactions. Moreover, as a rule, experiments
attest to exceptional smoothness of the transitespecially in lightly doped samples
between the normal and superconductiBg) states of HTSCS, making it possible to
classify the latter as a crossover transition rather than an ordinary second-order phase
transformation. To some extent, this could explain why the study of low-dimensional
electronic liquids has become one of the important problems of condensed-matter physics
(see the review by Wiegmafin

One method of describing them was proposed in Refs. 7—9, which treated simple
models of a 2D metal with arbitrary carrier density or, equivalently, arbitrary Fermi
energyeg of noninteracting fermionghe equivalency follows from the fact that for them

0021-3640/99/69(2)/7/$15.00 141 © 1999 American Institute of Physics
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ex=mn;/m, wherem is the effective mass of the carrjerlt was shown that the tem-
peratureT g1 of the Berezinski-Kosterlitz—Thouless topological transition plays a criti-

cal role in this case. As is well known, here there is no order parameter in the usual sense,
but nonetheless the temperature of the transformation of the normal to the superconduct-
ing state can be calculated by introducing a complex order fie{d), for which
(®(x))=0. While the SC model is of the same universality class as theX2D
modell%!'the two models are not identical. A specific property of the latter model is that
the “two-component vector'®(x) is not a unit vector — its modulus is not conserved

as the temperature is raised abdug: it decreases sharply near and above the mean-
field temperaturé'g’IF , Which is always higher thafzkt . In addition, both temperatures

are functions ofh; .

However, the spectral characteristics of SC states both above and BgldwiT)
are of no less interest. Moreover, photoemission or tunneling experiments admit a direct
determination of the spectral functiéf{w,k) of the SC state, which is directly related by
the expressionA(w,k)=7"1ImG(w+i0k) to the single-particle Green’s function
(GPF), which for HTSCs is ordinarily written on the basis of phenomenological or, to one
degree or another, qualitative consideratitng? Essentially, the only exception is Ref.
15, where an attempt was made to calculate analytically the GF of the 2D Hubbard model
with attraction, but the question of the behavior of the spectrum near the phase transition
was actually not considered in that model becauseTtheatrix approach was used. In
this connection, there is a need to calculate the GF on the basis of a simple but nontrivial
model containing a topological transition. As far as we know, such a calculation has not
yet been done.

2. Just as in Refs. 7 and 8, we shall employ a very simple Hamiltonian for 2D
attracting fermionsf{=kg=1)

H= () (= V212m— ) i, (x) = Vil () () (%), (1)

wherex=r, 7 are the spatial and imaginary-time variablég(x) is the Fermi field with
spino=1,|; w is the chemical potential, which fixes ; and,V is the effective attrac-

tion. The subsequent steps in the calculation involve introducing Nambu spinors and
treating the fermions as composite objects consisting of spin and charge parts:

PI)=(gl(x),  ¥,(0)=YT(x)exd —ir360(x)/2], (2)

whereY T(x) corresponds to the Nambu spinor for neutral fermions. Taking into account
that, according to the standard definition of the GF,

G(x)=(¥(x)¥'(0)), ©)

and substituting expressiofi®) into Eq. (3), we arrive at the expression

Gap(X)= Zﬂ Gy, N[ EXRI 730(X)/2) ] [ €XP( — i 7360(0)/2) 1, ) 4)

whence one can see that the GF of char@dservablg Fermi particles is a product of
the GFs

Gap(¥)=(Y (X),Y(0) ) (5
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of the neutral fermions and a correlation function of the pha&eg(nm0(x)/2)
X exp(—i736(0)/2)), which corresponds to the charged degrees of freedom. Fourier trans-
forming expressiorn4) gives

2

Gliw,,K)=T
(iwn,k) m;_x o

P.G(iom,p)PsD opliwn—iwm,k=p), (6)

where the projection operators are.=(1/2)(I+ 73), | and 7; are the unit and Pauli
matrices,w,=(2n+1)7T are the Matsubara Fermi frequencis;;(i{1,,q), which is
the Fourier transform oD ,5(x) =(exp(af(x)/2)exp(-iB6(0)/2)), contains, as one can
see, only everibosonig frequencies.

The neutral-particle GFb5) was calculated in Refs. 7 and 8, where it was shown that
in a 2D metal the form of the function corresponds to that based on Bogolyubov’'s
BCS theory,

i wpl + 73E(K)— 71p S
TS k1 Ek)=5-—wu, @]

Gliwpk)=

where [{(®(x))| has been replaced by|®(x)|)=p and the approximation®(x)

=p exp(f(x)) is used, giving(®(x))=0 in two dimensions on account of the random
transverséconsistent with the principle of conservation of the modtfuBuctuations of

the phase of the field(x). It should be noted that the gap in the neutral-particle spec-
trum and, accorddingly, the existence of a neutral condensate are not associated with the
so-called incoherent precursd@mecursor pairsthat arise in the strong-coupling approxi-
mation aboveT ., irrespective of the dimension of the spaéé?In the approach proposed

here, the appearance of a neutral order parametgenerating a gap in the normal phase

of a 2D metal, is simply a manifestation of the collective behavior of the system as a
whole, changing its spectrum and properties.

3. The representatiof®) with the known GH7) shows that the resulting expression
for the charged-particle GF is entirely determined by the correlation funddi¢x)
D. . (x). Its quite general form can be represented by the expression

D(t,r)=exp(— yt)(r/ro)~"*mexp —r/£.(T)), )

which follows from the theory of the BKT transition with the dynamics of vortex exci-
tations taken into accoutt1181’|n Eq. (8) v is the temporal decay constant of phase
correlations, which is introduced phenomenologically= (2/T)(J/K)*¥? is the scale of
algebraic decay of correlations in the BKT pha3e<(Tgkt); €.(T) is the correlation
length in the regiom > Tgkr, andé, (T— Tgkr) — 0. The constantd andK correspond

to the “transverse” stiffness and compressibility of the neutral condensate, expressions
for which are presented in Refs. 7 and 8. We shall examine below only the sjatic (
=0) case, leaving the dynamic case for a separate exposition.

Then it can be shown that the Fourier transform of the static correlation function
D(x) has the form
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1T
D(iQn,q):f0 drfdrexp(iQnr—iq-r)(r/ro)‘T’8"Jexp(—r/§+(T))

2(1-a) 2
ro- “TI'(2a) 1 (9é-)
= WanOﬁZFl a,— E; ;—+2 ) 9)
(q°+1/£%) (q€4)*+1
where,F(a,b;c;z) is the hypergeometric function, in which
T 10
Ty (10

Since it is a weakly varying function af, a good approximation of the function is the
asymptotic expression in the limit—cc, so that ultimately we have for E¢Q)

D(iQ,,q)=Cé8 L C=2 ﬂ(gywz (11)
T T TR R I A
whence(see Eq(6))
. d?q  iwy+ 73E(Q) e
JK)y=— .
Glion) CJ(Z#)Z Wi+ E2(aq) +p? [(k— )25 +1]° (12

It is important to underscore that even foK Tgxr the propagatof1l) of the phase
correlations does not exhibit the canonical behavidriq? characteristic of, for example,

the Bogolyubov mode in more than two dimensions. In 2D systems the presence of
modes with a propagator 1/g%> would lead to strong infrared singularities, to avoid
which the modes are “automatically” softened /g%, sincea<1). We also note that

the charged-fermion propagatdr?), unlike the neutral-fermion propagattf), does not
contain terms proportional to the matrix, whose presence would lead to spontaneous
breaking of charge symmetry, in contradiction to the general theorem of the impossibility
of such breaking in two dimension®.

The integral in Eq(12) can be calculated exactly, yielding

cm&*| A u;—1 u,—1

Gliwy,k)=—

Fl(a,a,a;a-f-l;

2T u; U,

(Ugup)®
2 [ 2
+( wn+p2_>_ wn+p2)

whereF, is the Appel function of two variable's,

: (13

1 wn )
A= | 3= ===, Up;=mé&;(Up= D),
2 \/w%-i-pz

2 k2&2 +1
D:U3+?(M—i\/wﬁ+P2)1 U= 5
m

+ me.

—u+ivwi+p? (14
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Expression13) more or less completes the analytical calculation of the desired GF of a
2D metal in the entire important range of temperatures.

4. To find the spectral density, however, it is necessary to know the retarded GF,
which is obtained by the Matsubara substitution,—w+i0, so that w2+ p?
—iyw?—p?. Ultimately, we obtain from Eq(13)

cmeel A vi—1 v,—-1
G(w,k)=— Fil a,a,a;,a+1;
27a | (vyv,)© U1 U2
+Nw2—p2~—¢w2—p2)], (15
where now
1 w
A:_ 73+—), 01,2=m§i(voi\/5),
2 /wz_pz

2 k2¢%2 +1
D=vft — (ut VP —p?), vo=————pu—wip? (16)
mé&s 2més
Let us consider first the regioh<Tgkr, Where¢, =«. In this case, one argument
of the Appel function becomes 1 and the GF can be expressed in terms of the hyper-

geometric functionF:
A k?
oF| a1l —

(_Z)a 2mz

( 2 )a—l
G(w,k)=-T?a)| —

2
mrg

+<Jw2—p2~—¢w2—pz>], (17)

wherez= u+ \w?— p?. It is easy to check the limT=0. In this caseD(r)—1 (i.e.,
long-range order is established in the systea=1, and therefore

w+ E(k)
w?= (k) —p?’
and the spectral function can be expressed in terms of the standard sum &fpmaks
corresponding to quasiparticle energles(k) = = VEA(K) + pg (po=p(T=0)).

From formula(15) one can see that the GF is real in the regj@h<p; in other
words, there is no spectral weight in this frequency range, or a gap remains in the

spectrum throughout the entire range Tof including the nonsuperconducting region,
wherep#0.

Gi(w,k)= (18)

However, a more interesting fact is that the @F5) has a pole-free structure.
Indeed, forT<Tgyr, where it has the fornil7), it is easy to see that near the quasipar-
ticle state, wherew~ + E(k), the argument of the hypergeometric function is close to 1.
Using this, as well as the relation between the hypergeometric functiams,find
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( 2 )al A
G(w,k)~-T?(a)| —

mra) [~ (p+Vw?-p?)]®
I'(1-2a) T'(2a—1) 1
X + )
r(1-a) T%a) (1-z)%*!

wherez;=k?/2mz= (k2/2m)/(pu+  w?—p?)=1.

The expansion found is of an unusual form, because it contains a cut rather than a
pole. It is obvious that the difference of the GI) from the standard function is entirely
due to the phase fluctuations, which lead to a parametet [see Eq(10)]. Although in
the regionT<Tgyr it is small, the pole-freqor equivalently the non-Fermi liquid
behavior of the GF is of fundamental importance. In addition, this parameter increases
either with T or, sinceJ~n; (Refs. 7 and 8 with decreasing carrier density, and one
would therefore expect the most salient qualitative features in the properties of supercon-
ducting 2D metals to appear as the doping decreases, as is in fact observed in HTSCs.

(19

Space limitations do not permit us to present in this letter a more detailed analysis of
the formulas obtained for the GF. But even the results presented above show that both the
spectral function and the corresponding density of single-particle states, to which the GFs
written out above in the static approximation lead, will contain a gap so long ias
finite. Filling of the gap and the transformation of the gap into a pseudogap require at
least taking into account the temporal decay of theorrelations in Eq(8). This in turn
will lead to damping of charged fermions. As a rule, the latter is introduced artificially in
the charged-fermion GFé&ee, for example, Refs. 12 and)li# order to obtain and
thereby describe the pseudogap behavior of the normal state of HTSCs. As we have
shown above, the non-Fermi character of the GF is not directly related with the temporal
decay and is found to be characteristic of 2D metallic systems in the static approximation
for the correlation function of the phase fluctuations. Despite the fact that a 2D super-
conducting system was studied above, the pole-free behavior obtained for the GFs is
quite general and can be extended to other physical situations where long-wavelength
excitations of a composite type can exist.

Finally, it can also be expected that there exists a region of paran{é&ension
density, probability of interplanar tunneling of fermions, and spwhere the character-
istic features found will also remain for the GFs of quasi-2D systems, such as are real
layered compounds, including HTSCs.

*e-mail; vloktev@bitp.kiev.ua

YAs an example, the uniform magnetic susceptibfligpecific heaf,and NMR relaxation rafeoften do not
respond at all tol .. The change in the resistance remains quite sharp, and correspondingly the transition
remains narrow.

2To obtain the off-diagonal componeri®s, andG,;, the correlation function® __, (r) andD_ _(r), which
are nonzero al =0, must be reconstructed.

1V. M. Loktev, Fiz. Nizk. Temp22, 3 (1996 [Low Temp. Phys22, 1 (1996)].
2K. Saito and M. Kaise, Phys. Rev. &, 11786(1998.

3Y. Itoh et al, Phys. Soc. Jpr65, 3751(1996.

4J. W. Loramet al, Physica C235-24Q 134 (1994).



JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 Gusynin et al. 147

5A. V. Bondar et al, in Physical Problems of High-Temperature SupercondudiorfRussian, edited by V.
M. Loktev, Naukova Dumka, Kiev, 1990, p. 5.

6p. B. Wiegmann, http://xxx.lanl.gov/abs/cond-mat/9808004.

V. P. Gusynin, V. M. Loktev, and S. G. Sharapov, JETP L@%.182(1997; JETP, at press.

8V. P. Gusynin, V. M. Loktev, and S. G. Sharapov, Fiz. Nizk. Te®.816 (1997 [Low Temp. Phys23,
612 (1997)]; Ibid. 23, 1247(1997 [Low Temp. Phys23, 1936(1997].

9V. M. Loktev and V. M. Turkovshi, Zh. Eksp. Teor. Fiz114 605 (1998 [JETP87, 329 (1998)].

10A. 7. Patashinskiand V. L. Pokrovski, Fluctuation Theory of Phase TransitiorBergamon Press, Oxford,
1979, 1st editiofRussian original, 2nd ed., Nauka, Moscow, 1983

1yu. A. Izyumov and Yu. N. SkryabinStatistical Mechanics of Magnetically Ordered Systeiauka,
Moscow, 1982.

120, Tchernyshyov, Phys. Rev. 86, 3372(1997.

13B. Janko, J. Mali, and K. Levin, http://xxx.lanl.gov/abs/cond-mat/9805018; |. Kestal, Phys. Rev. B58,
R5936(1999.

M. Franz and A. J. Millis, http://xxx.lanl.gov/abs/cond-mat/9705401; to appear in Phys. Rev. B.

I5M. Yu. Kaganet al, Phys. Rev. B57, 5995(1998.

18M. Plischke and B. Bergerse&gquilibrium Statistical PhysigsPrentice-Hall, New Jersey, 1989, p. 167.

17p. Minnhagen, Rev. Mod. Phy§9, 1001(1987.

18N. D. Mermin and H. Wagner, Phys. Rev. Leli7, 1113(1966; P. C. Hohenberg, Phys. Re¥58, 383
(1967; S. Coleman, Commun. Math. Phy&d, 259 (1973.

19A. Erddyi, Higher Transcendental Functions (Bateman Manuscript Projad)s. 1-3, edited by A. Erdgi,
McGraw-Hill, New York, 1953, 1953, 1955; Vols. 1-3, Nauka, Moscow, 1965, 1966, 1967.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 69, NUMBER 2 25 JAN. 1999

Electromagnetic waves in the nonlocal Josephson
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An integrodifferential equation describing the dynamics of the phase
difference with spatial and temporal nonlocality is derived for a Joseph-
son junction in a thin film of magnetic superconductor. It is shown that
the magnetic subsystem renormalizes the spectrum of small-amplitude
electromagnetic excitations and leads to their damping. 1999
American Institute of Physic§S0021-364(89)01002-4

PACS numbers: 74.5@r, 74.25.Nf

1. A large number of magnetic superconductors manifesting new, unique properties
are now well knowr3 Besides ternary compoundithe coexistence of superconductiv-
ity and magnetism has been established in high-temperature supercondittiag)
compounds of the type REBaCuO, RECuO, and others, where RE denotes a rare-earth
ion. The strong antiferromagnetic correlation of copper spins in the,Chi@nes in a
superconducting state is one of the most important features of HTSC materials.

The equations of nonlocal Josephson electrodynamics have now been obtained and
investigated in five cases) & tunnel junction at the interface between two superconduct-
ing ultrathin films, whose thicknesses are much less than the London lengthtugnel
junction between massive superconductors, whose thickness is much greater than the
London length; 3a tunnel junction between superconducting layers of finite thickness in
a direction orthogonal to the magnetic field;at “‘butt-joined” tunnel junction between
superconducting plates of finite thickness along the magnetic field; gnahchned
(canted Josephson junction between superconducting plates of finite thickness along the
magnetic field.

Thus in Refs. 6-13 it is shown that nonlocality effects can be substantial even in
junctions with large thicknesd (d>\, where\ is the London penetration depthlong
the magnetic fieldin the direction of the vorticgsi.e., in situations previously studied in
a local approximation. In the opposite limiting case of junctions in thin films, suchdthat
>\, the nonlocality is very substantial and becomes the determining factor. The corre-
sponding equations have been derived and studied in Refs. 14-17. A Josephson junction
between two superconducting layers of finite thickness in a direction orthogonal to the
magnetic field of the vortices was studied in Ref. 18. In recent wdfRs “butt-joined”
junction and an inclinedcanted junction, respectively, of finite thickness along the

0021-3640/99/69(2)/8/$15.00 148 © 1999 American Institute of Physics
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magnetic field of the vortices with arbitrary ratid\ were studied.

2. It becomes all the more important to investigate the nonlocal electrodynamics of
Josephson junctions in ultrathin films of magnetic superconductors for velk. In
this case, the problem can be reduced to that of an infinitely thin two-dimensional plane,
such that the dependence of the physical characteristics of a junction on the coardinate
perpendicular to the plane of the film can be neglected.

We shall also assume that the system is two-dimensional with respect to its super-
conducting and magnetic properties, so that the magnetic permeability of the film can be
represented in the form(r—r’,t—t')=u(p—p',t—t")8(z—2'), wherer=(x,y,z) and
p=(X.y).

The geometry of the problem is as follows: the film plane isxji@lane, the current
propagates along theaxis, and the line of weak links lies on tkeaxis.

Following Refs. 21 and 22, we proceed from Maxwell's equations for the magnetic
inductionB(r,t)=V X A(r,t) (A(r,t) is the vector potential determined by the sum of
the magnetic fieldH(r,t) produced by the nondecaying currg(it,t) and the magneti-
zationM(r,t):

41
V><B(r,t)=Tj(r,t)+4wV><M(r,t). D

The relation between the current, potential, and phase of the order par&hieter
(in the London gaug® - A(r,t)=0) is determined by the expression

j(r,)=(clAm\?)[S(p,t) —A(r,1)], (2)

where the vectoB(p,t) is determined by the gradient of the phase:

@,
S(p.)=5_VO(p,1), 3)

whered, is the quantum of magnetic flux.
The phase of the order parameter satisfies the condition

Dy de(x,1)
VXS(p,t)——ZE ax

a(y), 4

wherez is a unit vector in the direction of theaxis, ande(x,t) is determined by the

phase difference of the order parameter at the junction
e(X,1)=0(x,+0t)—0(x,—0). (5)
The system of equationd) and(2) leads to the relation

Cc

VXH(r,t)=
(.t 4\2

[S(pat)_A(rvt)]v (6)

which for an ultrathin film withd<<\ can be represented in the form

VXH(r,t)=Af[S(p,t) —A(r,1)18(2), (7)
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where\s=\?/d is the Peierls penetration depth aift) is the Dirac delta function.
The magnetic fieldH(r,t) is related with the magnetic inductid®(r,t) by the integral
relation

t o
H(r,t)=f7 dt’ J, dp’ " Hp—p' t—t")B(p",2,t"), )

whereu(p—p’,t—t’) is the magnetic permeability of a two-dimensional superconduct-
ing film.

From the systent7) and(8) we obtain an equation for the vector potential
t ©
VXH dt’J dp'u™H(p—p' t—t")VXA(p',z,t")

=Nait [S(p,) —A(p,2,1)]8(2), (9)

expressing the vector potential in terms of the field of the so®(get). From the
continuity equatiorV -j(r,t)=0 and Eq.(2) follows V- S(p,t) =0. Therefore the vector
field S(p,t) can be expressed as the curl of the vector figgd,t) in the form

S(p,H)=VXF(p,), (10)
where
F(p,t)=2F(p,1). (12)

Substituting expressiofil) into relation(4), we obtain an equation describing the func-
tion F(p,t) in the form

Dy Jp(x,t)
27 ot

VZF(p,t)= a(y). (12

On the one hand, the densify(x,0t) of the current flowing through the Josephson
junction is the sum offor example three terms: the densities of the Josephson super-
current, the normalquasiparticle current, and the capacitive displacement current

Pp(x,t)

B oo L TeUD] o), (13

@

whereg is the dissipative parameter, ajjdand w; are the critical current and Josephson
frequency, respectively. On the other hand, it follows from & that the same current
densityj,(x,0t) can be expressed as

Jy(x,08)= %)\eﬁ[sy(x,o,t)—Ay(x,0,0I)]é(Z). (14)

Equating the expressions for the current den€i§) and(14), we see that

. B dp(x.t) 1 dPe(x,t) c
sing(X,t)+ — + — = X,0t)—A,(x,0,01)].
Jo| SNCO0* T T e | g YXODTA/X0.00)]

(15
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To obtain a closed dynamical equation for the phase deggiyt), a functional relation
between

Ay(X,1)=S,(x,01) —A,(x,0,01) (16)
and ¢(x,t) must be found.

To solve the system of equatiori8), we introduce the Fourier transform for the
vectorsA(r,t) andS(p,t) and the scalar functiop~(p,t) in the form

d?qdpdw _ _ _
(2m)*
S t)—fdzqdwex iq-p—iwt)S(q, o) (18)
PU= ) oy Nig-p—iet)S(q,0),
and
d’qdw
-1 _ P -1
w(pit) f(zﬂ)gexrl(lq;o lot)u™ (). (19

Using the relationg17) and(18), we represend(x,t) as an integral in the form

1 o o T
300= 5z | dw [ ada]” ao1s 0.0 -Av@0)

Xexp(igx cosd —iwt), (20
whereq= (g3 +q5)*? ¢ is the polar angle in thegg,q,) plane, and

» d
Ao [ Soa@p.e). 21

The solutions of Eq(9) can now be represented in the form

A(Q,p,©) =\ 1(0, ) (4% + p?)[S(0, 0) ~A(d,®)]. (22)
As follows from Eqs(21) and(22), we write a relation betwee®(q, w) andA(q, )
in the form
u(g, @)

A , -
(0@)= G 0)+ 20 er

S(a, ), (23

and therefore

_ Zq)\eff
Sy(Q!w)_Ay(qvw)_msy(qvw)- (24

To calculateS,(q,w) Eq. (12) must be differentiated with respect to the coordinate
sinceS(p,t) = — dF(p,t)/9x. As a result, we have

Dy Pe(x,t)
AS(pt)=—5_ P

8(y). (25



152 JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 A. |. Lomtev

A consequence of this equation is

Pp(x,t)
2

S,(0,0)= J:dxf:dtexp(—iq cosIx+iwt) (26)

2> X

Combining expression&6), (24), (20), and(15), we obtain an integrodifferential
equation for the dynamics of the phase difference at a Josephson junction in the presence
of magnetic ordering of any type in a superconducting film:

2
sing(x,t) + ﬁz Ie(x.b) + 1 FelxY
w

5 ot w§ at?
S (XX PR )
=| J dX’J dt’K( ,t—t’) , (27)
V) —oo 2Neft ax'?

where IJ:)@/)\, N\j is the Josephson penetration depth, and the ketglx
—Xx")I2\¢5,t—1"), which is nonlocal with respect to the spatial and time variables, has
the form

K(x—x ,t—t’)=fc E fx do 2\ eldo[q(x—x")]exd —iw(t—t )].
ff o T

2, . 2m (00 T 20N ey 29
HereJ, is a zeroth-order Bessel function. The temporal nonlocality of(Eg. is due to
the frequency dispersion of the magnetic permeabilifg, »).

3. Sinceh>a (a is the crystal lattice constantt is natural to use a hydrodynamic
description of the magnetic subsystem. Staying in the paramagnetic temperature range,
we have for the magnetic permeability the expresSion

Xqu2

,w)=1+i4m ,
#ae) w+iDg?

(29

where x, is the static magnetic susceptibility, and the spin diffusion coefficient for
two-dimensional Heisenberg magnet&'ib = (1/3) (2)*21a?[s(s+1)]¥2 (J is the in-
tralayer exchange parameter amds the spin. Strictly speaking, the superconducting
currents screen the long-wavelength part of the exchange and electromagnetic interac-
tions, renormalizing the parameters of the magnetic subsyStetowever, since we are
considering the paramagnetic temperature range and in what follows we shall be inter-
ested in an order-of-magnitude estimate, we shall neglect this circumstance.

Let us consider the spectrum of small-amplitude electromagnetic excitations

e(x,t)=poexdi(Qx—Qt)], |¢o|<1, (30

propagating with wave vectd and frequency) along a Josephson junction. From Eq.
(27), taken together with Eq$28) and(29), in the nondissipative limit§=0) and in the
absence of a transport current and an external field, we obtain the following dispersion

relation forQ) = Q(Q) :

. 2 . .
Qz=l+;IQ2I(QQ), (31)
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where
I(Q,ﬁ):fcdx 1+QCOSW+M l (32)
0 b+ Q? cosit x

and we have introduced the dimensionless quantifles2\ .«Q, Q=Q/w3, and the
notation| =13/2\g; b=—i7Q; 7=w;/Qenr; Qer=DI(2\eg)?. For xo=0 (for a non-
magnetic superconducjdegs.(31) and(32) lead to the well-known spectrum, calculated

in Ref. 17, of small-amplitude electromagnetic waves in the long- and short-wavelength
regions. The frequency) is a real function of the wave vectdp, and there is no
damping of the modes in the nondissipative limit. A different situation is observed for a
magnetic superconductor witlyo#0. The typical value for antiferromagnets j&
«10"3-10"°. Numerical analysis showed that fgf>10"3~10 4, comparable to the
susceptibility of the copper subsystem of HTSC materials, the impglidth respect to

fl) equation(31), taken together with Eq(32), gives a complex solutio@:fl(Q)
=ReQ(0Q)+i ImQ(Q) with a small negative imaginary part satisfying the condition

ImQ(Q)|/ReQ(Q)<1. (33
This indicates the presence of damping of small-amplitude electromagnetic excita-
tions as a result of the influence of the magnetic subsystem. Growing solutions are not
found. Figure 1 shows the electromagnetic-wave spectrum, renormalized by the magnetic
subsystem, and the damping decrement in a Josephson junction for the long-wavelength
regionQ<1 for yo=10"3, |=10"2, and»=10°. Figure 2 shows for the same values of
the parameters the spectrum and damping decrement of small-amplitude electromagnetic

waves in the short-wavelength regi@® 1.
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We calculate the amplitude of magnetization oscillations for a quasi-
two-dimensional electron system. In the two-dimensional case the be-
havior of this amplitude as a function of magnetic field and temperature
differ completely from the conventional Lifshitz—Kosevich formula
valid for three-dimensional metals. Previously only the ideal two-
dimensional case has been considered, and the difference of the shape
of the Fermi surface from cylindrical has not been taken into account.
We obtain the general formula for the envelope of magnetization oscil-
lations as a function of magnetic field, temperature, and the strength of
the warping of the Fermi surface. This problem is important because of
the great amount of interest in heterostructures and quasi-two-
dimensional organic metals which has arisen in recent years19@9
American Institute of Physic§S0021-364(19)01102-0

PACS numbers: 71.18y

1. Introduction

The de Haas—van Alphe(dHvA) effect is very important for investigating the
properties of metals, since it gives information about the Fermi surface and the cyclotron
mass of electrons in these compounds. This effect was suggested in 1930 by L. D.
Landad and was first measured by de Haas and van Alphen in the samé @adula-
tion of the magnetization as a function of magnetic field and temperature for an arbitrary
electronic spectrum in three-dimensional metals was carried out in 1955 by Lifshitz and
Kosevich? Those authors assumed the chemical potential to be constant, which is a very
good approximation in the three-dimensio@D) case but is not valid for two dimen-
sions. This difference arises because in three dimensions the spectrum of electrons is
continuous(due to thez component of momentunand the Fermi surface is intersected
by many Landau leveld_Ls). Therefore the chemical potential is approximately equal to
the Fermi energy and does not oscillate with changing magnetic field. In a two-
dimensional2D) system the electron spectrum has gdgween LL$, and the chemical
potential(which is the minimum energy of a patrticle to be added to the sysitepinned

0021-3640/99/69(2)/7/$15.00 156 © 1999 American Institute of Physics
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to the highest occupied Landau level. When this LL becomes completely filled, the
chemical potential jumps to the next LL. Such a jump has been detected by magnetization
measurements in several single-layer, high-mobility 2D-electron-gas AlGaAs—GaAs
heterostructure$Thus the chemical potential in two dimensions oscillates strongly with
varying magnetic field and must not be treated as a constant. This fact changes the
amplitude and the form of magnetization oscillations completely.

Experimentally a significant departure from the conventional Lifshitz—Kosevich
formula® has been observed in the number of the charge-transfer salts based on the
molecule bigethylenedithigtetrathiafulvalene (BEDT-TTF; Refs. 5-Y and in
heterostructure$ A theoretical study of dHVA oscillations in the ideal 2D cséth a
cylindrical Fermi surface and without Landau level broadenimas been performed by
Vagneret al® in order to explain dHvVA measurements made on 2D GaA&Al_,As
heterojunctions and graphite intercalation compounds. An analytical study of the 2D
dHVA effect with broadened Landau levels at zero temperattireQ)° and quite thor-
ough numerical calculatiof&for a wide temperature region have been made, but in those
papers the influence of warping of the Fermi surface on the magnetization oscillations is
disregarded. That approximation is correct only if the size of warping is much smaller
than LL broadening and temperature. In this paper we consider the opposite case, when
this warping energyV is bigger than the scattering broadening of the LLs but (es$
much less) than the distance between LLs. The analytical formula for the amplitude of
the magnetization oscillations is derived for an arbitrary rafid2kT. Since the
magnetic-field, warping-energy, and temperature dependence of the amplitude of the
dHvVA effect contain information about the warping of the Fermi surface and the effective
mass, our formula will be very useful for obtaining these parameters from experiment for
many quasi-2D compounds.

2. Chemical potential

In order to calculate the magnetization we need first to obtain the expression for
chemical potential(B). Let us write the number of particles as a sum over all LLs with
a Fermi distribution functiorf , :

271'71

27Th n= 0 f dpz: (1)

whereg is the degeneracy of a Lla is the lattice constant in thedirection(the 2D layer
separation in heterostructujeandN is the number of particles in one layer. The chemi-
cal potential is situated between the two LLs with enerdies.(ng—3) and fw(Ng

+1), wherew.=eB/m*c is the cyclotron frequency. Since we assuine,>kT, only

these two Landau levels make contribution to thermodynamics. We can therefore set
f,=1 for all n<ng—1 andf,=0 for all n>ng:

ga 27h
N=(ne-1)g+ 5 f & (-1t fo)dp,. @

The electron energy is given ly=fw (n+3)+E,, wheren is the number of the LL
and the termk,=(W/2)(1—-cosp,a/%)) gives the dependence of the energy on the
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momentum along the axis. For the ideal 2D cas&/=0, andW#0 takes into account
the warping of the Fermi surface. Later for convenience we shall use another expression
for E,:

E,=(W/2)cog p,a/t). 3)

The difference between expressi@ and the previous one consists solely of shifting the
zero of energy by a constaW¥é/2 (which of course does not change any physical rg¢sult
and the shifting of the zero of the quasi-momentpmby 7A/a (and that makes no
difference because of the subsequent integration over the full peripg o$ubstituting
the expression fof ,= 1[ 1+ expE—w/kT)] into Eq. (2), we get

2 dy
E‘(”F_l)_ﬂfo 1+expXg— a)exd (W/2kT)cosy]

e oy 4
27 Jo 1+expXg+ a)exfd (W/2kT)cosy]’ @

wherey=p,a/fi, Xp=(hong—w)/KT, anda=hwJ2kT. In order to calculate the in-
tegral we will use the condition

exp(— a+W/2kT+Xp<1 (5)

which, as will be shown later, even faW~%w is equivalent toya>1 and is usually
fulfilled in the experiments. One can therefore expand(Egin the small parametdp),
keeping only first two terms:

N 1= 1 fzw 1 X w e -W 4
E (ng )——277 . e ex —2k_|_cosy +e ex| KT cosy | |dy
=1-e *-2sinhXg-I —W 6
=1-e “-2sinhXe- 1o 5 =/ (6)

wherel o(W/2kT) is the modified Bessel function of argumafi2kT. Now we have
N/g—ng=n=—e ¢ 2 sinhXg- | o(W/2KT). 7)

Later we shall use the notatiam= N/g—ng. Equation(7) can be easily solved with
respect to the chemical potential:

i ne“ — ne“
sthF:——W:m:ﬁwanJrkTsmh W (8)
Z'O(m) 2'0<m)

Let us examine the limiting cases of the expression obtaineg fd¥or this purpose we
need the asymptotic form of the modified Bessel function:

2
|0(X):1+Z+"', x<1, 9

lo(X)=exp(X) - y1/2ax, x>1. (10
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For W/2kT<1, formula (8) coincides with the expression for the chemical potential
without warping of the Fermi surface:

w=hong—KTIn[(—ncosha+ V1+n2sinta)/(1+n)].
To show this let us simplify this expression using*>1: u=#wne—kTIn(he*/(1
—n)). Taking into account the identity sinfx=In(x+1+x?) and the inequalityne®
>1, we can rewrite formuld8) in the form u=%w.ng—kTIn(ne®). Thus in the limit
n<1/\Ja these formulas coincide.

3. Thermodynamic potential and magnetization
For calculating the thermodynamic potential we use its definition:

m—En(py)
1+ EX[{T

ga (2 o
Q=-kT5 . go In

)dpz. (1)

The calculation of the sum and integral is analogous to that done for the chemical
potential.

Expanding in the same small parameter exp(-W/2kT=Xg)<1 and separating
the contribution from the last two LLs, we get

ng—2
Q=g:20 (ﬁwc n+§ — U +%r
27 w - w gkT
X Jo [(Xp—a—i— m_cosy) —eXF%ex 51T COSY dy+ —— >
szw X “ex;{—cosy)
0 2kT
After taking the integrals and sum we finally obtain
Q=g[(nZ/2)liw,— une]—gkTe *- 2 coshXg- 1o(W/2KT). (12)

It is easy to check that in the limit/2k T<1 andn<1 this formula coincides with the
expression for the thermodynamic potential in the 2D case of ideally cylindrical Fermi
surfacé

2

n

1
5 hwe— uNg+ Ehwc_ kT In(2 coshXg+ 2 cosha)

(for proving this one should use coxh:fﬁ|e“/2l o(W/2kT)<cosha). The free energy

W
LTI

-2
F=Q+uN= g[ hwe+

—nF),u—kTe“-Z coshXg-1g

Now we can calculate the magnetization

M=—l -2 & T2 Tk (14)
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(whereS— is the area of the sample and,— is the magnetic flux quantumNow one
only has to take this derivative accurately.

Sinceghe/m*c=fw S/P, we get

S n

~ ne [ e 1
M= —%hw. —Ngn+ =—sinh

o

(15

This is the expression for the magnetization in the presence of warping of the Fermi
surface. The only restriction on the magnitudeof the warping is that it must be not
greater than energy difference between LLs.

w
+e‘“-|o(—)coshXF'

D, 2a (2| o(WI2kT) 2kT

Formula(15) is valid only in the narrow region
n<lo(W/2kT)eWKT=min{ VkT/7W,1}, (16)

where the condition(5): exp(—a+W2kT=Xg)=neV&T/|(W/2kT)<1 is satisfied.
What we are interesting in is the envelope of the magnetization oscillations, i.e., the
amplitude of these oscillations as a function of magnetic field, temperature, and the size
of the warping, because experimentally only this amplitude is detected. To calculate this
amplitude one needs only the values of the maxima and minima of the magnetization
oscillations. Thus if these extrema of the magnetization fall into these narrow regions of
n or B, then we can use formuld5) to calculate the envelope. As will be shown later,
these extrema of1(B) occur atn=1/2«, so that the conditiori16) is usually satisfied

(this restriction forW~ i w, is equivalent toya>1).

Let us turn to the calculation of the envelope ®™(B). Since |sinhXg|
=|—ne%/2l ,(W/2kT)|>1, then cosbg=|sinhXg|=|n|e%/2l,(W/2kT), and the expres-
sion for the magnetizatiofil5) can be replaced by

_SE ~( 1) 1 'hl( ne” )
M_?o -n l+n—F +Zsm 21o(WIZkT) | | a7

whereEr=7% w.Ng is the Fermi energy of the electrons in the absence of a magnetic field.
In order to find the amplitude of the magnetization oscillations one has to differentiate
(17) with respect toB. Taking into account thahg(B)=const for each interval oB
where the extrema occur, one gets:

oM h n 3 ng 1 n
wc g F[n 3 F F (19

—~ Nt == o = =02 Ng=F o .
/B B B| F 2 2a|ﬁ|] 0= Nex 2a ng+3/2

The valuesB,, of magnetic field at which the magnetizatidh has extrema are
given by

Be= B* ( 1+ (19)

2a(n,:+3/2))'

To obtain the envelope of the magnetization one should substitute the extremal
values ofn,, into (17) :



JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 P. D. Grigoriev and |. D. Vagner 161

1 ng+1
ang+3/2°

S 1 e n
Mi=+—EF[—sinh‘1< F (20)

20| @ dal o(W/I2KT) ng+3/2

All of the above calculations have been made for spinless electrons. To generalize
them one should replace dilw. in the resulting formula by the real distances between
energy levels with the spin splitting taken into account. These distances will depend
periodically on the magnetic field, and this period in the energy scale is equal to the LL
separation. If the spin—orbit interaction is weak compared to the cyclotron energy, the
spin-up states add one level between each two LLs with spin down no matter what is the
ratio of spin-splitting energy to the distance between s assume that thgfactor of
the electrons does not depend on the magnetic)fittdspecial cases when the spin-
splitting energy is jush times the distance between L[i® the precision of the tempera-
ture or LL broadening formula (20) acquires only a factor of 2, because the effect of
spin on the magnetization oscillations in this case is only to increase the degeneracy of
the LLs by a factor of two. Since the temperature and LL broadening are usually not very
small, such a situation is not rare. The envelope for the magnetization oscillations in this
case becomes:

SE[1 e N 1 ng+1
M,.=+———sinh? -—
= Dy | @ dal o(WI2KT) ng+3/2)  a ng+3/2

In the limit W/2kT<1 andng>1 this formula coincides with the previous one,
obtained for the ideal 2D cade:

SEF[

. (21

M,=+——

D,

which is valid when the number: of filled LLs is large.

1- 1|n(2a)— ﬂ (22

a

In the opposite case of large warping form(®49) becomes

S w 1 [JKT-#W| 1
Mi=i—EF 1——+—|n—7T —-—. (23
D ho, « hog a

This formula differs substantially from the ideally 2D ofteq. (22)). The amplitude of
the oscillations depends approximately linearly on the size of the wakping

4. Discussion

The formula(20) obtained here differs drastically from the 3D Lifshitz—Kosevich
behavior. Instead of the exponential dependence on temperature of the 3DMcase,
~exp(27Tent /ehH), here the amplitude of the magnetization oscillations instead has
a logarithmic dependenag&q. (23)). The form of the oscillations in two dimensions is
also dissimilar to the 3D case. Instead of smooth, nearly sinusoidal oscillations, where
one may retain only the first few harmonics in the Lifshitz—Kosevich formula, in the 2D
case we have a sawtooth form. The maxima and minima of the magnetization are sepa-
rated byAn=ng/a(ng+ 3/2) (see Eq(18)), so the jumps are very sharpdt>1, i.e., if
the temperature and LL broadening are much less than the cyclotron energy. This result
has experimental confirmatidnTherefore, considering only the first few harmonics of
the the magnetization oscillations becomes a bad approximation for obtaining the effec-
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tive electron masses and other parameters of 2D compounds. The use of the conventional
Lifshitz—Kosevich formula for processing the experimental data for quasi-2D materials
may thus lead to incorrect results.

For many BEDT-TTF salts the effective masg determined from the dHvVA and
Shubnikov—de Haas effects is found to be larger than the bandmyasghis difference
has been attributed to mass enhancement due to many-body renormaliz&iogleton
et al1? have reported cyclotron resonance measurements indicating a cyclotromgass
smaller by a factor of 5 tham* on the closed orbit in the salt KH§CN),. They
concluded that the transport mass is enhanced mainly by electron-electron interactions,
whereasmcy is independent of these short-range interactions, and the electron—phonon
interactions may play only a minor role in the mass enhancement. Although the carrier on
the relevant open orbit is also thought to be strongly correlated, direct evidence has not
been obtained yét In this context it would be interesting to obtain the effective mass of
these quasi-2D compounds from dHvA effect using our forn{2@.
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for two forms of BN nanotubes produced by carbothermal synthesis.
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PACS numbers: 81.05.Je, 81.05.Zx, 81.05.Ys

1. The synthesis of fullerenes and advances in high-resolution electron microscopy
and nanotechnologies have in recent years generated great interest in carbon nanotubes
(C-NTs9) (see reviews?. They were synthesized by S. lijima in 199but they had been
observed a comparatively long time ago in the products of the high-temperature decom-
position of hydrocarbons, and chrysotile and halloysite microtubes have been observed
even under natural conditiodsThe fact that the electronic properties of NTs depend
strongly on the chiral angle and the diametakes them promising as superconductors,
molecular switches, and elements of three-dimensional integrated circuits. The high
strength and flexibility of NTs under compression, stretching, bending, and tWigiivey
them unique possibilities for use as tips for atomic-force and scanning tunneling
microscope$, nanowhiskers, nanofibers of composite materials, and nandtd4ms.
similarity of the phase diagrams of C and BRef. 9 suggests the existence of boron
nitride analogs of fullerenes and nanotubes. Multilayer parti@desong and nanotubes
of boron nitride were recently obtained by the arc-discharge mefhd@lt is interesting
that they were observed in Refs. 13 and 14, but they were not investigated in detail at the
time.

2. Boron nitride nanotube@BN-NTs) were synthesized by carbothermal reduction
of ultradisperse amorphous boron oxide with simultaneous nitriding at temperature
1100-1450°C by reactions that can be summarized #3;B3B,C+7N,=14BN
+3CO. The investigations were performed by molecular-dynamics simulation, transmis-
sion electron microscopyTEM), and x-ray spectral microanalysis.

3. The most characteristic types of BN-TNs were found to be the following. 1
Cylindrical (Fig. 1). These NTs possess several forms: rectilingdg. 13, helical,
smoothly curved or kinked, in the form of concretions along the outer surface, trillings,
(Fig. 1b), and other formgFig. 19. Most NTs terminate in a hemispherical cap at one or
both endgFig. 2b. 2) NTs with a bamboo structure in the form of a succession of joined
variable-diameter cylindrical NTs with caps or multilayer partidlesiong at the nodes

0021-3640/99/69(2)/6/$15.00 163 © 1999 American Institute of Physics
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FIG. 1. Electron-microscope image of cylindrical BN nanotutzes- rectilinear NTsb — triple joint of NTs;
¢ — change in the forms of growth of NTsl — electron microdiffraction pattern from the fragment of a
cylinder marked by an arrow in Fig. 1b.

(Fig. 2b. They often form bundles and clusterg. Banotubes in the form of a combi-
nation of truncated cones, one inserted into anotRgy. 20.

X-ray spectral analysis shows that NTs contain carbon. The quantity of carbon, as
estimated from concretions of NTs, does not exceed 0.1 mass %. In the case of the NTs

FIG. 2. Electron-microscope images of BN-NTs with the bamboo strucaur® and in the form of nested
truncated conefc): a — NT formed by growth in the solidl) and gas(ll) phasesb — concretions of NTs
(A — carbon-enriched formation8 — cylindrical NT capped at both ends



JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 Bartnitskaya et al. 165

with the bamboo structure, the caps or onions contain carbon-enriched formations
(Fig. 2b.

Electron microdiffraction patterns from individual NTs of all types indicated above
always contain a series of strongl@@flections(Fig. 1d. Comparing with the electron-
microscope image shows that the long axes of the NTs coincide with thés of the
graphitic BN, and their cylindrical surfaces are formed by the basal pld@gs]). The
characteristic features of other reflections in the electron microdiffraction patterns from
NTs (on the basis of an analysis of the electron microdiffraction patterns from tubes
consisting of natural minerasindicates that the BN-NTs consist of a set of coaxial
cylinders. Thea axes of the cylinders are most often nonparallel. This is indicated by the
splitting of the 00 reflections in Fig. 1d. Apparently, the type and orientation of indi-
vidual NTs in multilayer NTs can be very diverse because of the weak van der Waals
bonds. The caps are open onions. Rings of point reflections 002 can be seen in the
electron microdiffraction patterns from them. The rings indicate that the caps and onions
are formed by the basal layers.

We found the minimum diameter of the NTs to be 10—-20 nm and the maximum
diameter to be 500 nm. As the outer diameter increases, the form fédetath to
diameter ratip increases. It equals 3-5 for tubes with the minimum diameter and 10-30
and more for tubes with the maximum diameter.

All types of NTs of various scales appear under the same condiiermperature,
nitrogen pressuje Often, the same NT contains fragments of tubes of different types,
indicating a mechanism whereby one form of growth passes successively into another.

4. The atomic structure of the NTEig. 3) was modeled by the molecular-dynamics
method. A generator program was developed for this purpose. The program consisted of
the following steps: Lbuilding up a planar hexagonal network with a fixed lenigthnd
perimeterP; 2) determination of the chiral anglé=30°—tan *((n—m)/(n+m)3?)
and identity period(distance between coincidence sjtds=a(3(n’+m?+nm))¥? ac-
cording to the prescribed chiral numberandm, a=0.14457 nm; Brotation of axes by
the angled: x’ =x-sin §+y-cosé, y' =x- cosf—y-sin g; 4) cutting out aP X L rectangu-
lar sheet, where the perimetBrmust be a multiple off: P=kT; 5) calculation of the
radius of the NTR=P/27; 6) rolling up the sheet in thex(z) plane, perpendicular to the
y axis of the NT in accordance with the cylindrical transformatiwh=R-cos,
Z’=R-siny, where y=27x'/P. The BN-NTs can be constructed not only from a
hexagonal network3:6°) (Figs. 3d—3f but also from &3:4,8) network® consisting of
squares and octagoiBig. 39.

The covalent interaction B—N in graphitic BN was described using a new inter-
atomic potential obtained by the embedded-atom metlgd) =W-InZ &p(r)/pol/(r/ry)"
— g, Which automatically satisfies the conditigifr ) = ¢, Wherepy=—2.2 eV is the
equilibrium value of the potential at the nearest-neighbor distaged®.14457 nm. The
electron density(r) of hybridizedsp? bonds can be expressed in terms of the param-
etrized atomic wave functions of nitrogen, which are given in Ref. 9. Its total value at
the pointry is pg=0.282971. The parameters of the potentfel=1.083426 eV, t
=2.5668,£=0.245388 were obtained by adjusting the binding energy, the lattice con-
stant, and the bulk modulus of the basal plane. The energy of the IUH':iéEcp(rij).
The relaxation energy is negligible, so that=N,¢,. The formation energy i€;=U



166 JETP Lett., Vol. 69, No. 2, 25 Jan. 1999 Bartnitskaya et al.

FIG. 3. Structure of BN molecules in BN-NTs with different configuratiohg (— number of atomsN, —
number of interatomic bond#, — chiral angle,D — diameterE./L — binding energy per unit lengtha —
B1,N;, molecule b — B,,N,, molecule ¢ — BggNgg molecule d — armchair NT ¢=30°, D=1.10 nm,
N,=640,N,=944,E./L=17.1 eV/nn); e — chiral NT (=7,m=11,=22.7°,D=1.253 nm,
N,=653,N,=960,E./L=10.7 eV/inm; f — zigzag NT (¢=0°,D=1.116 nm,N,=644, C N,=952,
E./L—13.5 eV/inm; g — zigzag shaped NT rolled from 3:4, &)-sheet D=1.257 nm, N,=672,
Np=994,E./L=8.9 eV/nm.

—3N,¢o. The linear binding energy was calculated as the difference of the energies of the
broken bonds of equiatomic configurations of a tube and graphitic sheet per unit length
E./L=ANy¢q/L. The atomic structure and binding energy of BN-NTs with the typical
configurations is presented in Figs. 3d—3f. The figures also show analogs of fullerenes —
B15N1o, BoaNss, and BgNgg molecules, the halves of whidlfrigs. 3a—3g can serve as

caps and growth centers of NTs. The fact that theg\NB, molecules, when packed in a
simple cubic lattice, form a zeolite-type crystal, for example, with lattice parandeter
=0.554 nm and densitg=2915 kg/ni, which are close to the parameters of the inter-
mediate BN phasé&=0.565 nm ands=2760 kg/ni (Ref. 16, serves as indirect proof

of the existence of such structures.

5. Let us now analyze the mechanism of formation and growth of BN-NTs taking
into account: athe nonequilibrium conditions of synthesis and subsequent cooljrigeb
building blocks(B and N atoms, BN rings, a small number of C atoms and their clusters
formed as a result of gas-phase reactions, for examplg;B3CO+N,=2BN
+3CG0,), c) physicochemical processédeposition from the gas phase, migration, crys-
tallization), and d electron-microscope data and the results of computer simulation of the
mechanisms leading to the synthesis of BN-NT¥

BN-NTs are formed in both the gas and solid phagég. 29. Growth of NTs
occurs during deposition from the gas phase and surface migration of B and N atoms to
the open ends or steps of a NT, as well as incorporation of BN clusters in the open or
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closed ends. Settling on onion or tube surfaces, the BN clusters stick and form growth
centers. The growth of most NTs starts from the surface of concretions of BN nanopar-
ticles (Fig. 23. The growth centers most often appear on the surface of the onions, and
less often on the NTs themselv€sig. 2b. The structure and composition of these
centers determine the internal structure of the tubm®y axis, chirality, layering Sec-
ondary NTs, triple joints of NT$Fig. 1b and/or nanoparticles in the form of onions with
the formation of concretions and bundles of tulfEg. 2b often start to grow on the
cylindrical surfaces of NTs. The NTs grow from onions with both open and closed shells.
In the first case, the NTs grow as a continuation of the onion by deposition on a prismatic
plane of the typg1120) or (1100), while in the second case the nucleus of a cylinder
forms in the basal plane of the surface of an onion. When the thickness of the walls
changes gradually, long NTs grow, and when the wall thickness increases rapidly, the
NTs close. If the wall thickness increases, a convex cap with positive curvature in the
direction of growth forms at the end; if the wall thickness decreases, a concave cap
forms. Such caps become centers of new NTs, whose growth likewise is interrupted by
the formation of onions, and so on. Such a successive change in forms of ghvth
onion — NT — onion) leads to the formation of a bamboo structiFég. 2a and 2p
Growth of cylindrical tubes stops either when the free end is closed by an onion or by
strong thinning of the wall in the direction of growth. When growth occurs in the form of
nested truncated cones, the thickness of the walls within one cone remains essentially
unchanged, but the outer diameter decreases in the direction of gieigtt2g. For all
forms of NTs, the outer diameter characteristically decreases in the direction of growth
(Fig. 20.

Nanotubes with the armchair configuratiéfig. 3d grow preferentially to zigzag
tubes(Fig. 3f),}" since their binding energy is highéFig. 3. This is explained by the
fact that the atoms at the tips of the latter are all of one kind. An equal concentration of
the deposited B and N atoms in the case of the armchair BN-NTs leads to uniform
growth, while in the case of zigzag tubes it leads to the appearance of weak homopolar
B-B or N—N bonds, which in turn leads to the formation of metastable pentagons of the
type B;N,, an amorphous tip, and the termination of growth.

The thickening and narrowing of multilayer tubes are explained by the nonuniform
growth of individual layers and the formation of cylindrical terraces. The formation of
caps and cones of multilayer NTs is explained by disruptions of the hexagonal packing
and the formation of five- and seven-membered rings. As molecular-dynamics calcula-
tions show, G rings lead to the expansion of C-NTs, whilg €ings lead to contraction
and formation of sharp closed con@dNe note that neither we nor Chopea al! nor
Loiseauet all? observed sharp cones at the tips of BN-NTSs. Instead, caps with flat faces
at an angle of 90° to the axis of the NT were observed. Such valence angles are possible
in BN moleculegFig. 3a—¢ and in a (3:4,8) network of tubes in Fig. 3g. The formation
of B3N, heptagons together with;Bl, pentagons can lead to the formation of negative
curvature fullerenes, which were predicted and named shwartzons in Ref. 19. The triple
junction of tubes in Fig. 2b shows that they exist.

BN-NTs are often terminated by amorphous particles with the intermediate compo-
sition BNC because of nonequilibrium conditions. Growth in the solid phase occurs as
the particles crystallize. On cooling after synthesis, a temperature gradient arises from the
surface to the center of the particles. This gradient leads to decomposition of the solid
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solution BNC and the formation of precipitates with elevated carbon content inside the

onion, which can be seen in TEM photographs in the form of beads or nodes of a bamboo
structure(Fig. 2). Some of the growth stages considered above agree with the growth

mechanism proposed in Ref. 20 for C-NTs.

Some of the forms of BN-NTSs, including that with the bamboo structure, have also
been observed for C-NTs obtained under conditions of pyrolysis and in an arc discharge
in the presence of impuritiés:?> However, there are no nodes in pure BN-NTs obtained
in an arc discharge in complete absence of cafdrherefore the bamboo structure of
NTs is determined not by the production method, but rather by the influence of the
impurities which promote a change in the forms of growth in the sequence-Nohion
— NT — onion, and so on.

It can be expected that the presence of diatomic basal layers and an ionic component
of the interatomic bonds B-N~ in BN-NTs, as compared with C-NTs, will expand the
possibilities of obtaining alternative layered structures and will give new properties and
applications.
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Small cooling and heating of ultracold neutrons during long storage in
traps have been observed in recent experiments. It is shown that
guasielastic neutron scattering due to the diffusive motion of hydrogen
at the surface of adsorbed hydrogenous contaminants on the surface
may be a possible cause of the spreading of the energy of ultracold
neutrons during long storage in traps. 1®99 American Institute of
Physics[S0021-364(09)00102-4

PACS numbers: 28.20.Cz, 29.25.Dz

1. Ultracold neutron§UCNS) can be stored in a material trap if they have energies
less than the boundary energy for the trap matéritie latter is usually about (1—3)
X 107 neV, which corresponds to neutron velocitiesof4—7) m/s. There is a wide-
spread opinion that UCNs bounce perfectly elastically from the walls of the trap, pro-
vided that they survive the wall encounter. The UCN loss probability per reflection is
usually ~10"°-10 3, depending on the material, its temperature, and, what is the most
important in the majority of experiments, the presence of hydrogenous contaminants on
the surface of the wall. The main causes of UCN losses in material traps are inelastic
scattering, with the acquisition of energy of the order of the wall temperature
(1073-101 eV) and the subsequent escape from the trap, and neutron capture by the
nuclei of the wall.

Recently two experimental groups observed a small energy change in UCNs during
long storage in closed traps.

The UCN energy increase was obseféith a stainless steel chamber for a primary
energy of stored UCNs in the range from 0+4d.00 neV. The results were described in
Ref. 3 as an approximate doubling of the UCN energy with a probabitifyo > per
encounter with the wall of the trap during a storage time of 200 s. The finding of Ref. 2
was essentially an inexplicable and abnormal subbarrier UCN transmission through a
thick (56 um) beryllium foil, exceeding by many orders of magnitude the quantum-
mechanical tunneling transmission. This effect of UCN anomalous transmission through
foils was confirmed in Ref. 4 for 1@&m copper foils, with a comment that, most prob-
ably, this transmission should be attributed to an imperfect cleaning of the incident UCN

0021-3640/99/69(2)/6/$15.00 91 © 1999 American Institute of Physics
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spectrum to remove neutrons of higher energies. This effect was not ob4érveeyer,

for thicker beryllium and 12zm stainless steel foils. This anomalous transmission was
then confirmed in a subsequent experimewmith aluminum foils, and, what is most
important, it was demonstrated that the cause of this transmission is an increase in the
UCN energy during the storage time. No explanation of the observed effects has been
given before now.

On the other hand, according to the experiments of the second experimental group
(Ref. 5, performed in a somewhat different way, UCN cooling and heating were ob-
served, with a UCN energy transferl5 neV and with a probability per UCN reflection
in the range of X 10 %-10 2 for several investigated materials: Ni, Cu, C, brass,
and Be.

Suspicions about the possibility of small changes in the UCN energy in reflections
on the trap walls were voiced many times long ago but without indicating any physical
mechanism(see, for example, Ref.)6The effect of possible undesirable wall sound
vibrations was estimated in Ref. 7. The possible effect of the low-frequency part of the
phonon spectrum of solids and the very questionable existence of low-frequency vibrat-
ing clusters in disordered solids were considered in Ref. 8.

Some special experiments were previously undertaken to search for small UCN
energy changes during long storage. The authesorted that for UCNSs in the energy
range of(6—28 neV, in copper traps with a measured loss coefficient-d0 3, they
observed an overall negative shift of the UCN spectra(@—3) neV after 140 s of UCN
storage in the trap. But since there can hardly be any reason for a negative UCN energy
change, in reporting their result they stated that the neutron energy change per reflection
did not exceed X102 neV.

It is shown in this paper that the results obtained in the experifh&ntmay be
explained by the diffusive motion of hydrogen atoms in significant hydrogenous contami-
nants on the surface of the traps.

It must be mentioned that the way by which the quantitative conclusions were
obtained in all the publications cited is approximate. Therefore, the scenario proposed in
the present work cannot be an exact interpretation of these experiments but may only
serve as an indication of the physical processes leading to the observed phenomena and
as order-of-magnitude estimates of the observed effects.

2. The ordinary problem of UCN traps is significant hydrogenous contamination of
the inner surface of the traps. The experim@hidemonstrate very short experimental
lifetimes for UCNs in a stainless steel chamber in comparison with the results obtained
for traps that were cleaned and outgassed at high temperature in vacuum, and with
calculations for a clean surface. It is possible to estimate, with high certainty, the UCN
loss coefficienty per collision with the walls of the chamber from the measured storage
time, size of the chamber, and the UCN spectfuhSimple estimation gives;~ (3
—4)x 10 3, and this estimate is confirmed by a Monte Carlo simulation of the evolution
of the UCN density in a chamber with the geometry of Ref. 3. The calculated loss
coefficient for stainless steel ig=10"*, which means that the experimental loss coef-
ficient is 30—40 times larger than it must be for the clean stainless steel surface. Accord-
ing to Refs. 2 and 3 the chamber was not outgassed at high temperature in vacuum. In
this case, such a large difference can be attributed to surface hydrogenous contamination,
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most probably adsorbed water, as has been confirmed in numerous expetiments.

Calculation for a quantum mechanical potential consisting of the stainless steel
barrier and the water layer at the surface shows that the large UCN loss coefficient in
Refs. 2 and 3 may be explained by hydrogenous lay@00 A thick adsorbed on or
dissolved near the surface.

Hydrogen diffusion in this thick surface water layer may not differ very much from
that in bulk water at room temperature, where the diffusion coefficienD 4s1.8
X 10~ ° cmP/s. The assumption that diffusion in a thick, physically adsorbed water layer
is not as rapid as in liquid water but more like that in ice does not basically change the
proposed picture, because it is known from macroscopic measuretoenfsmed by the
neutron experimentd that the diffusion coefficient in water changes only by approxi-
mately a factor of three in the range20, 20 °C. The hydrogen diffusion coefficients
measured by quasielastic neutron scattering in water adsorbed on silica surfaces were
found to be in the range (2—8.8)10°° cn?/s, depending on the degree of hydratidn.

On the other hand, hydrogen dissolved in metals has in some cases a large diffusion
constant. For example, the diffusion coefficient of atomic hydrogew-fre at room
temperature is as large Bs=1.4x 10 ° cn?/s or even more, depending on the particular
experiment?

In many cases hydrogen absorbed from the atmosphere or from a low vacuum
absorbs dissociatively. In real experiments with UCNs hydrogen may be present on the
surface in many different forms, with a variety of diffusion coefficients.

Generally the metal surface is covered with an oxide layer. There is very little
information on hydrogen diffusion in oxides. Studies show that the microstructure and
microchemistry of the underlying metal or alloy can affect the characteristics of the oxide
and in turn the diffusion of hydrogen through the oxide. In certain cases the oxide layer
may be a homogeneous medium for hydrogen diffusion, but in most cases it is hetero-
geneous and may contain extremely fine interconnected cracks and pores undetected by
conventional microanalytical techniques. These cracks and pores are good sites for ad-
sorbed hydrogenous contamination of the subsurface layer that is of importance in UCN
experiments.

3. The total neutron quasielastic scattering cross section for the hydrogen atom is
0 qei= 4105 (E/Eq)?=80b,

whereb;,. is the hydrogen incoherent scattering length. The inelastic neutron upscattering
in the room temperature waténd in many different hydrogen containing compourfds
behaves asrj,q=(3—-7)bx2.2Xx 10°/v ey (cm/s). For a UCN energy=50 neV, the

ratio o gei/ oine= 1.6X 102, decreasing with decreasing UCN energy, e.g., inelastic UCN
upscattering dominates over quasielastic scattering and is the main mechanism of the
UCN losses. For this particular stainless steel barrel, the probability per wall encounter of
quasielastic scattering due to diffusive motion of surface hydrogen is less-than®.
Indeed, the value reported in Ref. 3 for the probability of UCN heating with energy
doubling in the case of a stainless steel chambetQ °, is more than two orders of
magnitude lower than the measured total loss probabifitg X 10~ 3) in this experiment.
More-accurate recent processing of the experimental data of Ref. 3 yielded
much lower values for the probability of doubling of the UCN energy in a reflection:
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betwee ~5x 10~ and~10 6. Thus it seems that the small UCN heating and cooling
due to diffusive motion of hydrogen, while interesting in itself, is not the main cause of
anomalous UCN losses in material traps.

It is not yet clear whether diffusion scattering may dominate at lower temperatures,
where the “Gatchina anomaly* takes place: it may happen in the case of abnormally
high hydrogen diffusion at low temperatures.

At small changes in the neutron wave vectar the spreading of the scattering
function (HWHM) is®®

SE=%«?D. (]

For a primary UCN energy 650 neV and a value dd equal to that in water, this gives
SE=3neV, and so fohE=SEXn'? wheren=250 is the number of collisions, we
have AE=50 neV. This scenario is confirmed by the observation in Ref. 3 that the
energy gain during storage increases with the energy of the primary neutrons.

For simplicity, the spectrum of quasielastically scattered neutrons can be calculated
using the classical diffusion model, which works well at the conditief(&R?)/6<1 and
k’D o<1, where(R?) is the mean squared radius of the vibrations of the hydrogen
atoms andr, is the mean time of vibration before a jump to another site in the diffusion
process? These conditions are satisfied very well even at UCN energies after upscatter-
ing as large(in comparison with the incident UCN energiess 10ueV, which is far
outside the measurement conditions of the experinfetits contrast to typical quasielas-
tic neutron scattering experiments, where the energy distribution of the scattered neutrons
is studied at fixedc or the probability of the elastic scattering is studied as a function of
x or temperature, in the cited experiments with UCNSs the scattering angle is not deter-
mined, and the energy change is accumulated as a result of many scattering events. When
the ei>5<pressi0n for the differential cross section for quasielastic scattering in the classical
limit

d20'q6|_ binck KZD

dQde  whk, (elf)%+ (k2D)? 2

is integrated over solid angle, one obtains the differential quasielastic scattering cross
section as a function of energy change

, a |d*+b*((1+d)Y*+1)*
de OB | 2y b2(1+d) P 1)4)

wherea=7#/167xMD, M is the neutron mas§=2MD/#%, andd=€e/Ey, andE, is the
incident UCN energy.

d(qu| _

()

This cross section is an asymmetric function aboa0, with the upscattering cross
section dominating. Results of calculations of the differential cross section and probabil-
ity of UCN quasielastic scattering due to diffusive motion of hydrogen atdinasratio of
the quasielastic scattering to the total UCN loss probability at a wall encouster
shown in Fig. 1 for different values of the diffusion coefficient. Computations show that
the mean energy transfé¢) is much greater than the value 8E given by Eq.(1) in the
energy range where the classical diffusion model is applicable. For the case of adsorbed
hydrogen with a diffusion coefficient equal to that in water to water, the probability for
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FIG. 1. Differential cross sectiods/de (b/neV) and relative(to the total loss probability we (neV- 1 of
quasielastic UCN scattering due to diffusive motion of hydrogen atoms for different values of the diffusion
coefficientD: solid line —D=1.85x10"° cn?/s; dashed line —D=1.85x10"% cn?/s; dot-and-dash line —
D=1.85x10"7 cn?/s. Incident neutron energy 50 neV.

UCNs with energyE,=50 neV to acquire an energy>E, in a quasielastic scattering
event is about 5%, which, in combination with a probability of quasielastic scattering
relative to inelastic scattering ef1.6x 10”2 and a reflection probability of 410~ 2 fits

the results of Ref. 3 quite well. The correctedalue of the probability of doubling of the

UCN energy in reflection~5x10 "—10 ©, needs a significantly lower adsorbed hy-
drogen diffusion coefficient than in liquid water. It is even more favorable for the pro-
posed hypothesis of UCN quasielastic scattering on diffusive adsorbed hydrogen as a
possible cause for small UCN heating and cooling during storage in traps.

According to the proposed scenario, the neutron spectrum after a UCN collision
with a wall containing hydrogen contaminants is not the result of a “doubling” of the
incident UCN energy, but is a broad, smooth distribution with a long tail at large ener-
gies, described by Ed3).

An additional important confirmation of this scenario is the observation of propor-
tionality or at least a strong correlation between the probabilities of weak heating and the
inelastic scattering of UCNSs to the thermal energy rahBeth effects are proportional to
the extent of hydrogen contamination of the surface.

For clean solid surfaces or at low temperatures, the observed effect of UCN
heating>® according to our hypothesis, must be reduced or disappear.
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A search for the process*e™ — ¢(1020)— 5’ (958)y in the decay
channel ' =77~ 5, n—yy was made in an experiment at the
VEPP-2Me* e~ collider with the SND detector. Analysis confirms the
occurrence of ¢—n'y decay with probability B(¢—7'7y)
=(6.7"39%x10°%. © 1999 American Institute of Physics.
[S0021-364(99)00202-9

PACS numbers: 13.6%., 13.25.Jx

In the last few years, raré meson decays with probability 16—10 ° have be-
come accessible for study in experiments performed at the VEPE2M collider! with
the SND and KMD-2 detectofs® One such process is the rare radiative deday
—n'vy. The quark model predicts its probability to be in the rar§epr— n'7y)
=(0.7-1.0)x10 4. Thus far the decayp— 7'y has been observed with probability
B(¢— 7n'y)=(1.35"53) X 10 * in one experiment with the KMD-2 detectbf.In the
present work, the existence of this decay is confirmed on the basis of an analysis of the
SND data.

The experiment was performed in 1996-1997 with the SND detector in the
VEPP-2Me*e~ collider. The SND detectdiis a universal nonmagnetic detector based
on a three-layer spherical calorimeter consisting of 1630 Nakrystals. The energy
resolution of the calorimeter for photons can be describetkd& = 4.2%%/E(GeV), and
the angular resolution is-1.5°. The solid angle of the calorimeter is 90% of 4A
system of two cylcindrical drift chambers with a solid angle of 95% af ¥ used to
measure the charged-particle angles. The azimuthal and polar angles are measured with
accuracies of 0.4° and 2°, respectively. The data sample foetlee interactions was
collected by repeated scanning of the energy interizg)=2980—1060 MeV at 14 energy
points. The corresponding total integrated luminosity Wwas=4.4 pb !, and the num-
ber of ¢ mesons produced was &30°. The total integrated luminosity was measured
to within 3% for the processes'e” —e*e™ ande’e — yv at large angles (2& ¢
<153°).

The decayp— 7'y is studied in the process

0021-3640/99/69(2)/6/$15.00 97 © 1999 American Institute of Physics
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e'e"—o—7n'y, nommn npoyy. N

The background processes which impede the searchhfor’ y decay are

ete —op—ny, n'—aT 7O, 2
ete s¢p—mm 7O, 3)
ete —wm—ata 7070 (4)

The basic problem in analyzing the procésslies in the fact that the reactiof2)
gives a similar final state, and its cross section is two orders of magnitude larger. The
processe$3) and(4) likewise have a similar state and can contribute to the process under
study.

The following conditions were used for preliminary selection of events:

— number of charged particld$;,=2; number of neutral particleN = 3;

— parameter characterizing the degree of energy—momentum conservation,
X%<50;

— minimum angle of emergence of particles relative to the beams>27°;

— spatial angle between the tracks ,<145°;

— total energy release normalized to the energy in the center-of-mass system,
Ei/2E(<0.8;

— normalized energy release for neutr&lgp,/2E¢>0.4.

The limit on the parametex .. makes it possible immediately to exclude the back-
ground from the process’e™ — ¢p—KK, , Ks—=7 7~ (K_—neutral particlesand
the possible background from elasti¢e™ scattering and higher-order QED processes,
for examplee™e”—e"e” yy. A total of 21103 events satisfying these conditions were
found.

Analysis of the kinematics of the reactigh) shows that among the three photons
the recoil photon is always hardest ;=60 MeV, while the photons from the decay
—yvy have energies in the range 170 MeVE,;, E,,<440 MeV. The photons are
enumerated in order of decreasing energy. In the background pr@essmong the
three photons the recoil photon is hardésy =362 MeV, and the photons from the
decayw®— yvy have energies in the range 12 MeME ,, E 3<<364 MeV. It should be
noted that the probability of formation of a photon with energy close to the limits of the
indicated intervals is low, in accordance with the phase volume of such configurations of
events. For this reason, there is practically no combinatorial background for these pro-
cesses, even when the finite resolution of the detector is taken into consideration.

The distribution of selected events over the recoil masg, of the photon with
highest energy and over the invariant mass of less energetic photons were analyzed
first. It was shown that a sharp peakmf.;~m, and my;~m_o from the reaction2)
stands out against the background of a wide distribution of events from the prot®sses
and (4). An estimate of the expected number of all background events calculated by
simulatiort® agrees well with the experimental data. The relative probability of the decay
was estimated from the distributions to Bé¢— 7vy)=1.20+0.03%, where only the
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FIG. 1. Two-dimensional distribution of experimentd) and simulateda—g events over the recoil mag$.;
with the lowest energy and over the invariant measgs of the hardest photon pair in the search @+ 7'y
decay. The number of simulated events is not normalized.

statistical error is given. The result obtained is only 5% less than the tabulatedValue,
confirming that there are no large systematic errors in the selection of events and in the
determination of the detection efficiency. Further, the condition

2 2
m23_ m,n.O
+ >

( 35 ) b

Mrec1— mn
50

where the tripled resolutions (3in MeV) with respect to the corresponding masses of
the » and 7° mesons appear in the denominators, is used to exclude events due to the
process2). The kinematic features of the process under study are used to suppress the
background events more effectively: The sum of the energies of the three photons is
greater than 607 MeV; the energy of each photon frpm yy decay exceeds 170 MeV.

This permits using the conditions

Enpof2Eo>0.5 andE,,/E>0.45,

which decrease the contribution from the proce$8gsind(4) by more than a factor of
20. Moreover, the condition

{<0,
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FIG. 2. Distribution of experimental and simulated events over the invariant mass of the photon pair with the
highest energy in the search fér— 7’ y decay.

which guarantees the quality of the photon showers in the caloritAeterthe basis of
the transverse energy distribution, was used. After all of the conditions enumerated above
were applied, the number of events decreased to 367.

The distribution of events over any of the invariant masaegm,3, andm,, of the
photon pairs shows that the events are concentrated neatheson mass, confirming
their background nature. The conditions

|miz—m_o|>35MeV and |my3—m, o|>35 MeV

were used to exclude such events. The second restriction strengthens the condition used
to suppress events from the process: 7y.

The two-dimensional distribution of the 28 remaining events over the recoil mass
M,ec3 OF the photon with the minimum energy and the invariant magsof the hardest
photon pair are shown in Fig. 1d. Similar distributions for the simulated events of the
desired and background processes are shown in Figs. @ae-mmumber of simulated
events is not normalizedThe simulation demonstraté€sig. 2b) that the expected events
of the desired process are clustered neags~m,, andm;,=m,. The events of the
background proces®) are distributed over a wider mass interyig. 19. To show the
expected contribution from the proces$8sand(4), the events in Fig. 1¢c were selected
without restrictions on the parametér,/E,. Nonetheless, they lie in the range,,
<400 MeV and are well distinguishable from the events under study. The experimental
distributions in Fig. 1d agree well with the hypothesis of a sum of the contributions from
the processefl), (2), and(3). The projection of the two-dimensional distribution on the
m,, axis is shown in Fig. 2. The computed contributions from the desired protets
B(¢— 5’ y)=10* and the main background proce& are likewise shown in Fig. 2.
Besides the peak at themeson mass, the background events of the pra@dsrm a
peak at ther® mass. Figure 3 shows a second projection of the two-dimensional distri-
bution on them,..; axis with the additional condition

|m;;—m, | <35 MeV.
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Events

FIG. 3. Distribution of experimental and simulated events over the recoil mass of the photon with the lowest
energy in the search fop— 7'y decay. The shaded histogram and the dashed line show the computed
contribution from the background processe™— 5y, p— 7 #° (2) and its approximation by a linear
function. The histogram and the smooth curve show the distribution of experimental events and its optimal
approximation.

The peak at the;’-meson mass confirms the existenceofy decay. The histogram and

the smooth curve in Fig. 3 show the distribution of 14 experimental events and their
optimal approximation by a sum of a linear function and a Gaussian distribution with
fixed parameters,, =957.5 MeV ando, ,—6 2 MeV, obtained by simulating the pro-
cess(1). The shaded histograms and the dashed line show the computed contribution
from process2) and its approximation by a linear curve. The difference in the back-
ground estimated from the experimental data and simulation does not exceed 0.6 events
in the intervalm,+20 MeV (2.6 and 3.2 events, respectivelyrhe number of useful
events in the peak iN,/,=5. Z The detection efficiency of the final state is
€,,=5.5+0.6%. From "the tabulated valdésof B(7n'— na7~) and B(n— yy)

we obtainedB(¢>). The systematic error is determined by the accuracy of the calcula-
tion of the detection efficiency for the selection conditions enumerated above and is
approximately 15%.

The value obtained for the probability is approximately two times lower than the
KMD-2 result/® but it is consistent with the latter because of the large measurement
errors. The result obtained agrees with the predictions of the quark rifodel.
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