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Abstract—A study is made of the relaxation of plasmarotation in nonaxisymmetric toroidal magnetic confine-
ment systems, such as stellarators and rippled tokamaks. In this way, a solution to the drift kinetic equation is
obtained that explicitly takes into account the time dependence of the distribution function, and expressions for
the diffusive particle fluxes and longitudinal viscosity are derived that make it possible to write a closed set of
equations describing the time evolution of the ambipolar electric field E and the longitudinal (with respect to
the magnetic field) plasmavel ocity U,,. Solutionsfound to the set of evolutionary equationsimply that the relax-
ation of these two parametersto their steady-state values occursin the form of damped oscillations whose fre-
quency isabout 2v1/R (where vy istheion thermal velocity and Risthe major plasmaradius) and whose damp-
ing rate depends on the ion—on callision frequency and on the magnetic field parameters. In particular, it is
shown that, for tokamakswith aslightly rippled longitudinal magnetic field, the frequency of oscillationsin the
range g > 2 (where q isthe safety factor) is, as arule, much higher than the damping rate. For stellarators, this
turns out to be true only of the central plasma region, where the helical ripple amplitude € of the magnetic field

is much smaller than the toroidal ripple amplitude 6 = r/R. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The problem of how the rotation of a plasmain tor-
oidal magnetic confinement systemsinfluencesits con-
finement properties has been widely discussed in the
literature and is still attracting attention of both experi-
menters and theoreticians. It is well known that
poloidal and toroidal plasmarotation is associated with
the ambipolar electric field E and the magnetic
field—aligned motion of a plasma as a whole with the
velocity U. Together with the density and temperature
gradients and the magnetic field strength, the ambipolar
field and the velocity of this motion determine the par-
ticle and heat fluxes across the magnetic field. Also, the
eectric field may have a stabilizing effect on plasma
fluctuations, thereby reducing the losses associated
with them.

A self-consistent set of equations describing the
time evolution of the plasma parameters and their
steady-state (or, in the absence of external sources,
quasi-steady-state) values, including the ambipolar
electric field and longitudinal plasma velocity, were
derived in my paper [1], in which it was shown, in par-
ticular, that the longitudinal viscosity is expressed
through the partia diffusive fluxes associated with the
magnetic field nonuniformity by two independent
angular variables (e.g., by thetoroidal and poloidal azi-
muthal angles). In my subsequent paper [2], these
fluxes were evaluated explicitly for a rippled tokamak
and a toroidal stellarator (with one helical field har-

monic) and an attempt was madeto follow the time evo-
lution of the ambipolar electric field and longitudinal
plasma velocity and to determine their quasi-steady-
state values. It was found that, if the characteristic
relaxation time of the longitudinal velocity is suffi-

ciently long and exceedstheion mean freetimert, = vi_1

(where v; is the effective ion—on collision frequency),
then the characteristic time scale on which the electric
field changes is much shorter than the inverse ion-ion
collision frequency. However, in [2], the diffusive flux
and longitudinal viscosity were calculated in the usual
way, by solving the kinetic equation that was obtained
for a steady-state case, i.e.,, by neglecting the time
derivative of the distribution function. This approach is
clearly justified when all of the quantities in the equa-
tion (in particular, the field E and velocity U) change
only dlightly during time ;. Consequently, although the
equations derived in [2] provide correct values of the
quasi-steady-state electric field and correct time evolu-
tion of the longitudinal velocity on long time scales
(t> 1), they fail to describe the evolution of these
parameters during the initial staget < T;. In order to
obtain equations capable of correctly describing theini-
tial evolutionary stage in which the electric field and
longitudinal velocity change rapidly with time (in com-
parison with the ion—ion collision frequency), it is nec-
essary to use the expressions derived for the diffusive
flux and longitudinal viscosity by solving atime-depen-
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dent kinetic equation, i.e., the equation that containsthe
time derivative of the distribution function.!

The objectives of the present paper are to solve the
time-dependent kinetic equation; to use the solution
obtained to deduce the diffusive fluxes and longitudinal
viscosity; and, finally, to solve the set of equations that
was derived in [1] for the ambipolar electric field and
longitudinal plasma velocity.

It is found that in rippled tokamaks, as well as in
stellarators, the electric field relaxes by damped oscilla-
tions. Moreover, for a rippled tokamak, the damping
rate is, as a rule, much lower than the oscillation fre-
guency. As regards stellarators, thisistrue only for the
central region of the plasma column, whereas, at the
plasmaedge, wherethe helical ripple amplitude € of the
magnetic field islarger than or comparabl e to the toroi-
dal ripple amplitude & = r/R, the oscillation frequency
is on the order of the damping rate or lower; i.e., the
relaxation processis nearly aperiodic.

The paper is organized as follows. In Section 2, the
basic equations are written out and the formulation of
the problem is discussed. In Section 3, the time-depen-
dent kinetic equation is solved and the partial diffusive
fluxes are calculated. In Section 4, the resulting set of
equationsfor the electric field and longitudinal velocity
is presented and investigated analytically (by deriving
and examining adispersion relation). Finally, Section 5
describes the results of solving these equations numer-
icaly.

2. BASIC EQUATIONSAND THE FORMULATION
OF THE PROBLEM

As was already mentioned, a self-consistent set of
equations describing the time evolution of the ambipo-
lar electric field and longitudinal plasma velocity was
derived in [1]. We consider an arbitrary curvilinear
coordinate system (X, X,, X;), where X, is a magnetic
surface label (e.g., atoroidal or poloidal flux) such that
the equation x,(r) = const defines a magnetic surface
and the independent angular variables x, and x; are
arbitrary combinations of the toroidal (¢) and poloidal
(9) azimuthal angles such that the magnetic field is
periodicin x, and x;. In this coordinate system, the self-
consistent set of equations hastheform [1, 2]

€ nglE% = —4nZeSnc,
(D

(2 B(3)

s~ sl

[Bi;)™ By

mJgaNU _ e oB—
B ot - 2cIE

Here, €5 = 1 + 4TMc?NB~2 = 41imc2NB2 is the trans-
verse dielectric constant, which will be assumed to be
much larger than unity; misthe mass of anion; cisthe

1 Note that the general equations obtained in [1] are valid for arbi-
trary time scales because they were derived without making any
assumptions about the form of the distribution function.
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speed of light; N is the particle density; e is the charge
of an electron or anion; B(x;, %, X;) isthe magnetic field
strength; g=|lg;||isthe determinant of the metric tensor

(/g = (VX - [V X VXs])); B¥ and By, (k= 1,2, 3) are
the contravariant and covariant components of the vec-
tor B; the overbar denotes averaging over the angular
variables x, and x;; and the symbol ~ stands for the
summation over electrons and ions. However, to sim-
plify further calculations, we restrict ourselves to con-
sidering the case in which the main contribution to the
diffusive fluxes (and, accordingly, to the longitudinal
viscosity) comes from the ion component and, hence,
the summation sign can be omitted. The neoclassical
diffusive flux S, is equal to the sum of the averaged
partial fluxes,

S = S+S;, )

each of which isassociated with the magnetic field non-
uniformity in one of the angular variables:

B o u

SZ = w—BIdVFUa—XZE, (3)
- _ (2) 0 u
S, IdvFua B

Here, we use conventional notation: u= c(2¢€ -
2ed/m — 2uB)'2, 0 = sgn(B - v)/B, € and p are the
energy and magnetic moment of a particle per unit
mass, wg = eB/mc, the ambipolar potential ®(x,, t) is
assumed to be constant at a magnetic surface and to
depend explicitly ontime, dv isthevolume element in
velocity space, and F(x,, X,, X3, €, W, t) isthe distribu-
tion function.

Our purposeisto evaluatethefluxes S, and S; and to
solve Egs. (1) in the case when the characteristic time
scale on which the ambipolar potential variesis shorter

than the ion mean freetime T, = vi_l . Todo this, we as

usual neglect the weak time dependence of the density
and temperature. In this way, we need to solve the
kinetic equation, which hasthe following formin terms
of the variablest, x,, €, and p:

OF | edDIF B(z) oF , B® oF
— + = + — + —Uu—
ot motg€¢ B ax2

B 0x,

— 0 St

Here, the distribution function Fo(xl, , t) inthe zeroth
approximation is assumed to be Maxwellian,

)

€ —ed/
a%}—;%%,<®

T

Fo = Fy, = N(2mv3)™

vt = (T/m)'”2 is the ion thermal velocity; and St is the
ion—ion collision integral.
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RELAXATION OF PLASMA ROTATION

In what follows, we will be interested primarily in
the initial evolutionary stage during which the char-
acteristic frequency (the damping rate) of the ambi-
polar field and, accordingly, of the distribution func-
tion is much higher than the ion—ion collision fre-
guency, i.e., when 0F/dt > St. For time scales on
which this inequality is satisfied, collisions can be
neglected. For time scales long enough for the elec-
tric field to relax to nearly the quasi-steady-state
value and depend on time only through the longitudi-
nal velocity (this indicates that the opposite inequal -
ity oF/ot < St is satisfied), the expressions for the
fluxes S, and S; and the equations for E and U can be
derived by solving the time-independent Kinetic
equation, as was donein [2].

In the intermediate case in which the time derivative
ison the order of the collision integral, the kinetic equa
tion with the collision integral written in differential
form cannot be solved analytically. However, an ana-
Iytic solution can be obtained by using the following
simplest model expression for the collision integral:

] ]
St = —v,(F - Fy—22F, 0. ©)
O V-r O

Here, U = U B/B, is the velocity of the plasma moving

as asingle entity along the magnetic field, B,= B, and
Uy(%,) isindependent of the angular variables x, and x;
(i.e, V-(UB/B)=0).

Taking into account the aforesaid and without pre-
tending to give a rigorous quantitative description of
the electric field evolution on time scales on which
oF/ot = St, we will describe collisions by collision inte-
gra (6). It should be noted, however, that, for the range
of callision frequencies corresponding to the plateau
regime, model representation (6) provides correct
expressions for the particle flux and longitudinal vis-
cosity and, consequently, makes it possible to correctly
describe the evolution of E(t) and Uy(t) on arbitrary
time scalest (see aso Section 4).

We restrict our further discussion to two simplest
cases: arippled tokamak in which the cross sections of
the magnetic surfaces are concentric circles and atoroi-
dal current-free stellarator with one helical field har-
monic and a large aspect ratio. Such tokamak and stel-
larator configurations can be described in conventional
quasitoroidal coordinates (r, 8, ¢), wherer is the run-
ning minor radius and 3 and ¢ are the poloidal and tor-
oidal azimuthal angles. Neglecting small correctionson
the order of the product of & and €, we can represent the
magnetic field in the form

B=B;+Bg, Br= REOBO(GJe8 +86), Bg=V®dy,
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Py = —1OBoe(p)Sn(Mb —n9), o
R = Ry(1+3cosd),
= L = w =
0= R’ p R, e(p) = goln(p),

where R, is the major radius of the torus, |,(p) is the
nth-order modified Bessel function, and n and M are
integers (M > n).

Following [2], we choose the variables x; to be

X, = r[g—g—;cos(Mq)—nS)},
X, =9, X3 = M¢p-nd.

We can easily see that, within the adopted accuracy
(to first order in € and &), the scalar product B - Vx;
equals zero; i.e., the magnetic surfaces are described by
the equation x; = const. In these coordinates, the contra-
variant and covariant components of the magnetic field
are

®)

® _ @_By g@_Mp np _Bodx
BY =0 B =T B ERBeTB =T
_ o 9%
B(l) BrDWD ’
nR Ro
B = _R_B _?_rgi(_llj?_x_][l_l - _R_B . ROBO
@7 M7 Moy UorD M M’
Ix )
— JI:J ~__
’\/6 - ROEVI arD - 21
00X,

_ 0 0¢ B
T p appapcosxg—ESM,
B = Bo[1—b,(X1%5) —bs(X:X3)],

b, = dcosx,, by = £cosXs.

For arippled tokamak, we must set n = 0, and for a
current-free stellarator, we must set ©; = 0. In the | atter
case, it is necessary to keep in mind the relationships

[B(ZE _ ngz] _

3 nt

B X (10)
o116

" gM-n gM &M’

wheret = (q)' = & 'O, is the average rotational trans-
form in astellarator and g is the safety factor.
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With alowance for relationships (9) and (10),
Egs. (1) can be rewritten as

oVe _ M - -
NW = BE(SZ"'SB),
U _ MO S S O

ot wB%QqM—n_n+6M@j3 (in

_ Ve M? S
= NS ~ OB+ oMo,

Here, Vg = —cE/B isthedrift velocity in an electricfield;
E = —|VX|0®/0x, = —0D/0r is the ambipolar electric
field component normal to the magnetic surface; and
g=9/0@, with © = ©, for atokamak and © = ©,= ot for
astellarator.?

Before proceeding with a solution to the kinetic
equation, we should say a few words about the formu-
lation of the problem.

Let the plasma be in a steady state up to the time
t =0, which is assumed to be the initial time in our
problem. In the steady state, the ambipolar electric field
and longitudinal velocity are equal to their steady-state
values, which are determined, in accordance with

Egs. (11), from the condition S, = S; = 0. Let thefield
and the velocity experience a sudden change in their
values at t = 0 for some reason. We will beinterested in
the law according to which the field and the velocity,
E(t) and U(t), relax to their steady-state values. That is
why, in what follows, by Ve and U, we mean their devi-
ations from the steady-state values, rather then their
absolute values. Accordingly, in the expression for
0F,/0x; in kinetic equation (4), we must retain only the
term proportional to E and discard the terms propor-
tional to the derivatives of the density and temperature.

3. SOLUTION OF THE KINETIC EQUATION
AND CALCULATION OF THE PARTIAL FLUXES

Keeping in mind the remarks made at the end of the
previous section, we proceed to a solution of Kinetic
equation (4). Recall that the derivative 0F/dt is assumed
to besufficiently largefor locally and toroidally trapped
particles with low longitudinal velocities to give an
insignificant contribution to the diffusive fluxes, as is
the case in a steady state in the plateau regime. We

2In[2], formula (95) is misprinted: the term ©yNdVg/dt should be
replaced with the term ©ONdVE/dt, where © = ©; for a tokamak
and © = Ogfor a stellarator.
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expand the function U(x,, X;) in a power series in the
small parameters b, = dcosx, and b; = €cosXs,

2
B Bot+u
_()u:u0+llo 0
B Uo

(b, +bg),

o (12)

UO = 6[2%—%(1)_“80} ’

and switch from the variables € and p to the conven-
tional dimensionless variables z = u,/vy and w =

uB/vi.WeaIsoset

F=1+¥P+WF,, WY, ¥<1, (13)
where W isthe part of the distribution function that is
independent of the angular variables x, and x; and is
odd in z (this part is unimportant for our purposes
because it does not contribute to the fluxes S, and S;).
As aresult, we arrive at the following equation for the

varying (in x, and x;) part W (x,, X;) of the distribution
function:

a¢ MB® 99 M_ ¥ -
- —_—+ — — +V,

n RoB‘3’ZVT5Xz ROZVT6x3 v;W
_ w4+ 7 b3_6b2

3
[(n CHE a—xjvE(t) (14)

3R,
W—Z2
T (b + b U (D).

Since the right-hand side of inhomogeneous equa-
tion (14) is a sum of two terms, one of which depends
only on x,, and the other, only on X, it is natural to seek
asolution in the form of the sum

q”(xz X3) = Wy(X;) + Ws(Xs), (15)

where the functions W, and W, are independent of x5
and x,, respectively. We substitute representation (15)
into Eq. (14) and introduce the dimensionless time
T=10v{/r (Wwhere ® = O, for atokamak and © = O, =
ot for astellarator) to obtain the following equations for
the functions W, and W;:

oW, v,

—2yz—2+
ot Zax, T ViYe
2 2
w+z°0b, W—Z7
At +
ov; OXZVE(T) Vi v b,U(t), 6
v, v,
—3+ —+
r: quaX3 v,W¥;
= W+Zza—b3(n+5M@ WV (T)+VW_ZZb u(t)
"~ OV 0Xs VTE tzv, 3TN
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RELAXATION OF PLASMA ROTATION

Here, the dimensionless collision frequency is defined as
V. = rv,

' ovy

Notethat, in the case of acurrent-free stellarator, the

equation for W, was derived by averaging over the vari-

able x; and by taking into account relationships (10)
and the relationship

Jg = B,R/MB?,

which follows from formulas (9). Using the relation-
ships

(17)

b, = cosx, = Reéeixz, b; = €cosx; = Reseix3, (18)

we can easily solve Eq. (16). Thus, for example, we
obtain

W, (1, Z,W)

—(v+iz)(1-9)

VE(S) + 6Vt

= Refds[—l q U( )} o

The sought-for solution W5 has an analogous form and
can be found from solution (19) by replacing the quan-
tity gwith—(n+ dMO,)e@!, dwith €, and zin the expo-
nential function with gMz. Substituting the solutions W,
and W; into formulas (3) for the fluxes, averaging over
the angular variables x, and x;, and integrating over the
velocitiesw and z yields

rveN

S = " Mwg

T

x [dS[qVe(T ~8)3(s) + BvU (T ~9)1 (9) er

S = -

(n+3M©E;)

-~ € vTRN (20)
Mw,

L r(n+3MO,)
o

0

Ve(T-5)J(gMs)

—vU(t-9)I (qu)}e_ c

where
J(s) = Eﬂ.——a— L1 e = 1 7-8s*+s"e""
0739 2t 2 |
(21)
16 20 ° %12
I(s e_tlzdt— €% =2(s"=3) + &' “at.
(s) = J' 253 ( ) J'
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When integrating over the velocities, we used the rela-
tionships

212 )
Idz-ez cossz = /2me " ",

0 S

_#2SiNSz 22
IdZ - e z —Z—'— = A/ZT[J.e dt,
oo 0

[

2 2n 2
I dz - 7"e™* ?cossz = Jﬁ(—l)”ad;%e_s 2 (22

2n-1
n d )

n-1 712 . _
Idz -z e " “sinsz =

n=123,....

As was mentioned earlier, we are primarily inter-
ested in the temporal behavior of the functions Vg (1)

and U(T) on relatively short time scales t < vi'l (T <

Vi '). However, the equations obtained, being dlightly
modified, make it possible to describe the evolution of
the ambipolar field and longitudinal velocity even on
long time scales such that tv; > 1 (v, > 1). This mod-
ification consists in taking account (although not quite
accurate) of the influence of the locally and toroidally
trapped particles, which was neglected in deriving

expressions (20) for the fluxes S, and S,. In fact,

expansion (12), which was used in the derivation of
these expressions, is valid only for sufficiently large
values of the velocity z, much larger than the character-

istic velocity z,, which is on the order of /& for toroi-

dally trapped particles and ./ for locally trapped par-
ticles. Consequently, when the time variations of the
distribution function are slow enough for the collisions
to play adominant role and the time dependence of the
distribution function can be neglected, Egs. (16) for ¥,
and W, and, accordingly, solutions (19) and (20) fail to
hold under the following conditions:

32

v, <0 for W,, 23)

Vt<£312qM for Ws.

It iswell known (see, e.g., [3-5]) that correct solu-
tions satisfying these conditions can only be obtained
by taking into account the effect of the toroidally and
locally trapped particles. However, athough it is
impossible to find a rigorous solution to the time-
dependent kinetic equation under conditions (23), an
approximate solution that qualitatively accountsfor the
trapped particles is easy to construct. To do this, it is
sufficient to cal culate fluxes (20) by integrating over the
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entire range of velocities z except for the low-velocity
range—z, < z< zy suchthat |z] < &~ for S, and |z| <
32 for S,.3 Hence, we take into account trapped parti-
cles and, instead of formulas (20), arrive at the follow-
ing expressions for thefluxes S, and S;

rv:N
Mwg

5 = -

T

x [AS[AVE(T =9 3(9) + BV U(T =91 (9] e

S = — h;TRN( n+3MO)) 24)
o T (1 -9 (aM)
0
+th(r—s)Is(qu)}e_‘ ,
where
° 1d'|r ¢ 2sin(s5*?
39 = 1250 [ 2]
(25)
l(s) = [1———}“& etr [ .[ dts'—nt}
N 2sin(se¥?
3y(s) = {1_;§+§g}[e /Lﬁ (S )]
(26)

I«(s) = [1—%%}rdte‘t [ J’ dtg-m}
0

Itiseasy to seethat, for s~ 1, formulas (26) coincide
with formulas (21) to within small quantities on the
order of &2 and €¥?, and it is only for large values of
s> 03 and €3 that they differ greatly from formulas
(21). In other words, trapped particles make a signifi-
cant contribution to fluxes (24) only under conditions
(23) and only on sufficiently long time scales T > 572,
(gMe*?)~1. In the initid stage, T < 672, (gMe*?)!,
trapped particles do not contribute to the fluxes and
have no effect on the relaxation processes regardl ess of
the values of the collision frequency v,.

3 Note that the expressions obtained for the steady-state (at dF/dt = 0)
fluxes by using this procedure coincide with the corresponding
exact expressions to within coefficients on the order of unity.
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4. SET OF EQUATIONS FOR VE(1)
AND U(t) AND ITS SOLUTION

Substituting expressions (24) for the fluxes S; and

S; into Egs. (11) yields the following integrodifferen-
tial equations for V(1) and U(1), or, equivaently, the
evolutionary equations for the ambipolar electric field
and longitudinal plasma velocity:

QY_E = J'dse e

x{[J(s) +£°5 (N + EMO,)*I(qMs)] qV(T —5)

+8v,[1,(s) —€°8 *(n + &M OJ)IS(qu)] U(t-s)},

27
d—U = —dese &7

x{[J(9) — €5 °qM(n + SMO,) I(qMs)]| V(T —9)

+3V[1,(s) + €52 qMI(qMs)]U(T—5)} .

To avoid misunderstanding, we again emphasize
that the drift velocity in an electric field V(1) and the
longitudinal plasma velocity U(t) do not mean their
absolute values but rather their deviations from the

steady-state values and the fluxes S, and S; are correc-

tions to the steady-state fluxes caused by these devia-
tions.

Although it isimpossible to solve Egs. (27) analyti-
cally, they can readily be solved numerically. Before
proceeding to adescription of the numerical results, we
try to find an asymptotic solution to Egs. (27) by ana-
lyzing the dispersion relation. To do this, we set

Ve(t) = Ve'', U(T) = Uge', (28)
insert these representations into Egs. (27), and take
the limit of large T values. Then, we perform simple
manipulations to obtain the following dispersion rela-
tionfor I':

-
[r +Q'G (M) +'(n+ M0)" L6 R

r
+ 62VtQt(r1) + SZVtQS%q_I\;E}

(29)

— 282V 1+n+6M®J

=-q t|: _—_qM }

-
<[G(r )L (n+ 8ME,) Q6.
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RELAXATION OF PLASMA ROTATION

where

00

M =T+v, G2 = J’dth,s(s)e_zs,
0

o (30)
Qus(2) = J’dsl Ls(9)e™.
0

Substituting expressions (25) and (26) for J, (s) and
I s(S) into formulas (30), we find

G s(2) = %2(3—22) + %1—22 + %ZEP(Z)

31

Qi) = 3(-1)+37'(2-7)P(2)

-z [ arctan [At SD
Tt

where

(32)

P(2) = { [’_ZT_ Idte_tzlz}ezzlz,
0

At — 63/2 3/2.

A, =€

We solve Eq. (29) in two limiting cases, ' < 1 and
I > 1; moreover, in the second case, we set ' < gM,
which isvalid for M > n, aswill be clear later. In this
way, we need to know how the functions G; s(z) and
Q. s(2) behave at small and large values of z. The corre-
sponding expressions can readily be derived from for-
mulas (31) and (32).

Forz< 1, we have

G, (2) = [ alrctanEJA I=H+0(2),

(33)
Qu«(2) = Z'G«(2).
For |z| > 1 such that Imz > Rez, we have

G(2) = Gy(2) = L + Zjﬁezz’z +0(2d)

t s 2z 242 :
(34)

_ _ 1 T 2
QD) = Q7) =~ zfz +0(z°).
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The inequality gM > n and the relationship
QJI/gM) = G« ,/gM)gM/T",, which holds for '} <
gM, allow dispersion relation (29) to be somewhat sim-
plified:

[F+q°Gy(TIIM +& “qMV, ' Gy(T1/qM)]

Mm+3dMO r
- [ e o ]
(35)

For |I,] > 1, we can further smplify Eq. (35) by
using the inequality g?G,(",) > &V,Q,(T",), which is
valid by virtue of relationship (34), and aso the ine-

quality v,[;" < (n+ dMO,)2(3M)2:

+ MO r
+q°G(r ) + qMELE oL G =

0.(36)

Wesetl =iQ +y,whereQ > 1 andy < Q!, and
take into account the following consequences of rela
tionships (33) and (34):

-

G20 I G(r) =G(>iQ)+(y+v)G(iQ)

S |:| 1 t 1 t t t ]

A= .
G (iQ) = —(|Q) +%e‘Q 2

where the prime denotes the derivative with respect to
the argument. As a result, we arrive at the following
expressions for the dimensionless frequency Q and the
dimensionless damping rate y:

Q= 2d’,
3 (38)

_ 1 T 2 U’l+5M@E lﬁ 6 _-0%2
v = 5wt [2 eqMH——H +3[50% "],

This solution describes high-frequency weakly
damped oscillations whose (dimensionless) frequency
is proportional to the safety factor g and whose damp-
ing rate is the sum of three terms, of which the first
accounts for collisional damping, the second is associ-
ated with the longitudinal viscosity and is much larger
for a stellarator (@, =0, n # 0) than for arippled toka-
mak (n=0, ©;# 0), and the third isin a sense an ana
logue of the Landau damping rate of a“wave” with the

dimensional frequency w = QOvy/r = /35v;/R and
the wavenumber k= Or .
Now, we consider the low-frequency branches of

slow relaxation processeswith I" < 1, described by dis-
persion relation (35). Estimates show that, in this case,
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Fig. 1. Functions V,, and U, (solid curves) and functions Vi,
and Ut,, (dotted curves) calculated for =0.1,€=0.03,n=0,
M=14,9=3,Vy=1,Uy=1, T=10, N= 800, Q =5.613,
y; = 0.05, and y; = 0.013.

the right-hand side of thisequation can be neglected. As
aresult, the equation itself splitsinto two equations,

Fr+q°G(r,) =0, I, =r+v,

2 -1 (39)
r+e"gMv,I, Gy(I,/gM) = 0.
The solution to the first equation is
r= —vt[l— Eéyzq_z} = -V, (40)

and the second equation has the solution

2 2 Vi
N =-— qMA/:arctan 7 < Vi
LIS
gMe

(41)

Hence, for T > 1, the general solution to Egs. (27)
can be represented as
V(@) = Vie T v e ve. @)
Here, Q andy, are given by formulas (38); y, and y; are
determined by formulas (40) and (41), respectively; and
the coefficients V, , ; and U, , 5 are specified by the
initial conditions.

In principle, it is possible to find the coefficients
Vi, ;and U, , ;3 by imposing the initial conditions on
the highest derivativesin Egs. (27). However, we do not
do so for the following two reasons. First, this way is

KOVRIZHNYKH

not quite correct because formula (42) represents an
asymptotic solution rather than an exact one. And sec-
ond, Egs. (27) are easy to solve numerically on modern
personal computers. The results of the corresponding
computations are presented in the next section.

5. RESULTS OF A NUMERICAL SOLUTION
OF THE EQUATIONS FOR V(1) AND U(1)

Here, results are presented from a numerical solu-
tion of Egs. (27) for some specific parameter values of
atokamak with arippled toroidal magnetic field and an
n = 2 toroidal stellarator. We begin by explaining what
is shown in the figures given below. The solid curves
show V,, and U,, as functions of t,,. The notation V,, and
U, is used to denote the functions Vg(1,) and U(t,)
obtained by numerically integrating Egs. (27) with
T,=Tn/N(n=0,1, 2, ...,N), where Tisthetime scale
over which the equations were integrated and T/N isthe
time integration step. The dotted curves represent the
functions

Th

Vi, = Vg(0)e "cosQt,, Ut, = U(0)e ™™,

where Q and vy, are given by formulas (38) and y; is
determined by formula (41). By comparing V,, and U,
with Vt, and Ut,, we can judge to what degree the
asymptotic solution coincides with the exact one. Since
Egs. (27) are linear, the functions Vg(0) and U(0)
behave independently of their absolute initial values
Ve (1) and U(T); the only important factor istheratio of
Ve(0) to U(0). Consequently, one of theseinitial values
can always be set equal to unity. The parameter values
used in computations are given in the figure captions.
Thefirst fivefiguresrefer to atokamak, and thelast two
figureswere obtained for astellarator. All computations
were carried out for v, = 0.1.

From Fig. 1, we can see that, for sufficiently large
values of the safety factor (q = 3), the function V(1)
performs weakly damped oscillations around its
steady-state value (which is equal to zero in the casein
guestion), the damping rate being determined primarily
by collisons. The frequency of the oscillations and
their damping rate are seen to be close to those obtained
from the dispersion relation. The longitudina plasma
velocity U(1) isasuperposition of an exponential func-
tion decreasing at arate closeto y; and oscillations with
acomparatively small (about 3%) amplitude.

For smaller values of the safety factor (q = 1.5,
Fig. 2), the damping rate of oscillations of the electric
field is considerably faster, which agrees with formula
(38). A more substantial deviation of V, from Vt, is
associated with the fact that the theoretical value of the
damping rate y, was obtained under the conditions Q > 1
andy < Q!, whichfail to hold for q = 1.5. However, as
in the previous case, the mean velocity behaves in
accordance with dispersion relation (39). For even
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 2. Same asin Fig. 1, but for = 0.1, € = 0.03, n = 0, Fig. 3. Same asin Fig. 1, but for 6= 0.1, € = 0.03, n = 0,
M=14,q=1.5,Vy=1,Uy=1,T=10,N=400, Q =2.807, M=14,9=1Vy=1,Uy=1,T=10,N=400, Q= 1.871,
y; =0.902, and y; = 0.011. y; =0.717, and y; = 9.469 x 1073,
v, Vi, vV, Vi,
0.051 1.0
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Fig. 4. Same asin Fig. 1, but for = 0.1, € =0.03, n=0, Fig. 5. Same asin Fig. 1, but for = 0.1, € =0.03, n= 0,
M=14,9=3,Vy=0,Uy=1,T=60,N=800, Q =5.613, M=14,9=3,Vy=1,Uy=0,T=10,N=400, Q =5.613,
y; =0.05, and y; = 0.013. y; =0.05, and y; = 0.013.
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Fig. 6. SameasinFig. 1, butfor d=0.01, €
n=2,M=14,4=501,Vy=1,Uy=1,T

Q=9.373,y, =0.062, and y; = 1.163 x 107*.

k

smaller values of the safety factor (q = 1, Fig. 3), the
function V(1) relaxesin anearly aperiodic fashion.

When theinitial value of the ambipolar field isequal
toitsequilibrium value (i.e., Vg (0) = 0), there are essen-
tially no oscillations (Fig. 4); in this case, the function
Ve (1), first, becomes negative and then, after atime of

about v, ' startsto damp at the sameratey, asthefunc-
tion U(1):

Yl

Ve(t) Oe™ —e "™,
wherey; ~ v, is given by formula (40).

For U(0) = O, the relaxation of the functions Vg(T)
and U(1) isof an oscillatory nature, although the ampli-
tude of oscillations of the longitudinal velocity (about
3%) is much smaller than the amplitude of oscillations
of Vg (Fig. 5).

The relaxation of the ambipolar electric field in a
stellarator has much in common with the relaxation in
a rippled tokamak. The most significant difference is
that, in accordance with formula (38), the effect of the
longitudinal viscosity on the damping of the relaxation
oscillationsin astellarator is much stronger than that in
a rippled tokamak. Thus, in a tokamak, the damping
rate of oscillations of V(1) isessentially insensitive to
the longitudinal viscosity. In contrast, even in a stellar-

KOVRIZHNYKH

vV, Vi,
1.0

0.5
0

-0.5

-1.0 ¥ 1 1 1 1 1
U, Ut,

1.05-
1.00 .
0.95

0.90

0.85
0

Fig. 7. Same asin Fig. 1, but for 5= 0.05, € =0.03, n =2,
M=14,q=3428,Vy=1,Uy=1,T=10,N=600,Q =
6.414,y; = 0.274, and y; = 0.013.

ator withg> 1 andv; < 1, weakly damped oscillations
are possible only under the condition

826_2n2q/2M <1,

i.e, only in the central part of the plasma column
(because € ~ r?). This isillustrated in Figs. 6 and 7,
which show the functions V(1) and U(T) calculated for
two different radii corresponding to two different ratios
of dto €.

We will conclude with two general remarks.

In [1], it was mentioned that, for toroidal magnetic
confinement systems possessing a symmetry in one of
theangular variables, i.e., when d # 0 and € = 0 or when
0 =0 and € # 0, the right-hand sides of Egs. (1) differ
only by a constant factor. Consequently, for symmetric
systems, the functions Vg(t) and U(T) cannot be
uniquely determined from Egs. (27); in order to do this,
it is necessary to take into account the transverse vis-
cosity [6].

According to Egs. (11), time variations of the ambi-
polar electric field give rise to additional diffusive (and
heat) fluxes, which, in turn, produce small variationsin
the density and temperature. However, as far as the
author is aware, no experimental data are available on
the existence of relaxation oscillations of the ambipolar
electric field in the toroidal magnetic confinement sys-
tems under discussion.
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Abstract—Results are presented from experimental studies of the time resolved, spatially resolved, and spec-
trally resolved soft X rays emitted along the axis of afast capillary discharge. © 2003 MAIK * Nauka/Interpe-

riodica” .

1. INTRODUCTION

One of the most challenging features of high-current
pulsed capillary discharges is possibility of their oper-
ating as asoft X-ray (SXR) laser. Thisis because of the
stability (due to the small compression ratio) of the
pinching discharge column. In practice, there are two
main ways of creating the population inversion in cap-
illary discharges: the electron-collisional recombina-
tion pumping scheme and the electron-collisional exci-
tation pumping scheme. The recombination pumping
scheme usually uses hydrogen-likeions, the upper laser
level of which is populated via three-body recombina
tion, while the lower laser level is efficiently depopu-
lated. This is accomplished in evacuated small-diame-
ter (<1 mm) capillaries, in which plasma is created by
ablating the wall material and remains in close contact
with the wall, which ensures rapid conductive cooling.
The gain and the anomalous line intensity ratios,
although weakly dependent on the discharge length,
were reported, e.g., in[1, 2]. On the other hand, excita-
tion pumping schemes usually use neon or nickel-like
ions, whose upper level is populated via electron colli-
sions. This may be achieved in gas-filled capillaries of

large diameter (3—6 mm) by a fast current rise (at the
rate as high as ~(1-4) x 10'2 A/s) in a preionized gas,
which ensures the rapid detachment from the capillary
wall (by the Z-pinch effect). In this way, the amount of
material ablated from the wall is small, and the influ-
ence of thewall material on the discharge characteristic
in the first half-period of the discharge current is
expected to be negligible. The strong amplification of
the neonlike Ar 1X 46.9-nm line, the demonstration of
lasing, and the achievement of the saturation limit and
ahigh average power were reported in [3-5].

In the present paper, we report on the SXR measure-
ments performed with a pulsed capillary discharge at
the Ingtitute of Plasma Physics of the Academy of Sci-
ences of the Czech Republic (Prague). The time-inte-
grated and time-resolved spatial and spectral character-
istics of SXR emission in the direction of the capillary
axisin various discharge regimes are measured.

2. APPARATUS

The apparatus (see Fig. 1) consists of aMarx gener-
ator, a coupling section (spacer), afast capacitor (pulse

7 12
5 8 14
] —»15
| ’W\u !_r
4 10 13

Fig. 1. Schematic of the device: () oil-filled Marx generator, (2) coupling section filled with SFg, (3) fast water capacitor, (4) main
spark gap, (5) insulator, (6) capillary, (7) Rogowski coil, (8) needle valve, (9) bellows, (10, 13) vacuum pump, (1) diaphragm,

(12) diagnostic window, (/4) filter, and (/5) output to a detector.

1063-780X/03/2904-0290$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 2. Signal from a PIN diode filtered with a 0.75-um Al
filter.

forming line) with a closely coupled main spark gap,
and a capillary. The gas filling and pumping assembly
is attached to the outer end of the capillary. The design
of the apparatus is described in more detail in [6].

The fully screened oil-insulated Marx generator is
used as apower source. It has eight stages, each of them
containing two couples (positively and negatively
charged) of two 400-nF/100-kV condensers connected
in series. The generator (with an erected capacitance of
12.5 nF) is charged by the +28-kV charging voltage to
produce an erected voltage of 448 kV. The short-circuit
inductance of the generator is 14.2 pH, and the serid
resistanceis5.7 Q.

The coupling section (spacer) is a SF, gasfilled
short coaxia cylindrical line with dimensions of
0426 x 188 x 287 mm (Lg = 95 nH, C, = 10 pF, and
R, = 95 Q), which serves as an interface between the
oil-insulated Marx generator and the water-filled pulse
forming line.

Asafast capacitor, weuseal1262 x (1158 x 675-mm
coaxia cylindrical linefilled with dielectric (deionized
water). Its capacitance C, = 6.01 nF, inductance L, =
68.28 nH, and impedance Z, = (L,/C))"? = 3.37 Q. The
main spark gap with an attached capillary assembly is
placed at the end of theline. The inner part of the spark
gap isfilled (through the Marx generator, the coupling
section, and the fast capacitor) by SF, gas, while the
outer part of the electrode gap isfilled by water. In this
way, the spark gap capacitance, which isone of the fac-
tors determining the prebreakdown current, is signifi-
cantly increased. This current preionizes the gas in the
capillary, thus ensuring the sufficiently fast rise of the
main current, as was mentioned in the introduction. As
a result, the plasma in the capillary is very rapidly
decoupled from the capillary wall (by the Z-pinch
effect) and the amount of the ablated wall material
remains small.
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Fig. 3. Spectral sensitivity of a PIN diode covered by a
0.75-um Al filter.

The 20-cm-long, 4-mm-diameter polyamide capil-
lary isdirectly attached to the main spark gap. The cap-
illary is placed in ashielding and circuit-closing metal -
lic cylinder with adiameter of 60 mm. The working gas
isinjected through an annular dit around the outer sur-
face of the grounded electrode, whereas an axial orifice

Pressure, Pa
100~ 250
80 200
12]
g
60+ 150 5
S
40 02
I F 100 @
: 15
‘ £
20+ / 50
i ] ] | 0
0 50 100 150
Current, kA Time, ns
40 |
20 F
0 50 100 wo
-20¢ Time, ns

Fig. 4. SXR intensity as afunction of time and pressure (on
the top) and the waveform of the capillary discharge current
(at the bottom).
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Fig. 5. Time-integrated (on the left) and time-resolved (with an 11-ns exposition that started 15 ns before the current maximum) (on
the right) SXR intensities far from capillary mouth (the photos are presented on different intensity scales).

in this electrode is used to pump out the gas and output
the generated radiation (see [7] for details).

3. SXR EMISSION ALONG THE CAPILLARY
AXIS

3.1. Time-Resolved Spectrally Integrated SXR Sgnal

Earlier [7], we found the geometry and parameters
of the discharge at which the SXR emission along the
capillary axis had the time behavior shown in Fig. 2.
The SXR emission was detected by a PIN diode cov-
ered with a0.75-um Al filter (the spectral sensitivity of
the detector is given in Fig. 3). These results are very
similar to those published three years before us by
Rocca et al. [4], who reported on the achievement of
the saturation limit for the spontaneous emission ampli-
fication. Hence, there were reasons to suppose that
under our conditions, i.e., in the regime characterized
by a short (nanosecond) SXR spike, an amplified spon-
taneous emission is also present.

One of the important parameters influencing the
duration of the SXR signal is the working gas (argon)

Intensity, arb. units

6_ $
2
s
e
4L S
3L
2L
l_
0 1 1 1 1 1 o
0O 10 20 30 40 50 60 70 80
A, nm

Fig. 6. Capillary discharge spectrum taken by a transmis-
sion grating spectrograph 32.1 ns after the current maxi-
mum with an exposure time of 11 ns.

pressure. The time—pressure diagram of the SXR signal
(here, darker shading correspondsto agreater intensity)
and atypical time dependence of the discharge current
areshown in Fig. 4. The SXR intensity in the direction
of the capillary axiswas monitored by aPIN diode cov-
ered with a0.75-um Al filter, and the time derivative of
the capillary current was taken by a Rogowski coil and
then numerically integrated. An HP 54542C oscillo-
scope with a 500-MHz bandwidth, 700-ps rise-time,
and 2-GHz sample rate in each of four channels was
used to record the emission pulses. The high contrast of
the SXR peak in comparison with the remaining part of
the SXR signal isworthy of mention. However, the fact
that this peak appears before the current maximum
attests to the possibility of further optimizing the facil-
ity regimes and parameters.

3.2. Spatially Resolved Spectrally Integrated
SXR Sgnal

The exit radiation cone coming out of the capillary
mouth and collimated with a 0.8-mm orifice (placed at
a distance of 372 mm from the capillary mouth) was
photographed through the fully opened entrance dlit of

Fig. 7. Grazing-incidence spectrograph L SP-VUV1-3S-M:
(2) entrance dlit, (2) Rowland circle, (3) diffraction grating,
and (4) X-ray film.

PLASMA PHYSICS REPORTS Vol. 29 No. 4 2003
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Fig. 8. Time-integrated spectra taken by a grazing-incidence spectrograph at different distances of the entrance slit from the capil-

lary axis: (1) 0, (2) 0.5, (3) 1, and (4) 1.5 mm.

the spectrometer (at a distance of 1725 mm from the
mouth) in the zeroth order of the toroidal (imaging) dif-
fraction grating. As in the previous case, visible light
was cut off by a 0.75-um Al filter. It turned out (see
Fig. 5) that a 2-mm-diameter beam with aflat-top time-
integrated profile waswell collimated (down to adiam-
eter of 400 um) in the case of an 11-ns exposition that
started 15 ns before near the instant of the current max-
imum.

3.3. ectrally Resolved SXR Sgnal

The first SXR spectral measurements were per-
formed with a simple transmission grating spec-
trograph (behind a 0.75-um Al filter). The grating with
astep of d =1 um consisted of N = 100 free-standing
gold bars of length 1.8 mm with anecessary supporting
structure. The grating served as an entrance dlit (with a
width of w= 100 um) and as adispersing element with
the linear dispersion D;;, = d/b, where b = 346.5 mm is
the distance between the detector and the grating. The
diffraction-limited resolution of the grating was Ry =
A/AA g = N and the geometrically limited resolution was
Ry = MAAy = Md[(wb) + (s + w)/a], where a =
753.5 mm is the distance between the source and the
grating and sis the transverse dimension of the source.
2003
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At asupposed source dimension of s= 1 mmand for the
A = 46.9 nm neonlike argon line, which is here most
interesting to us, these resolutions are Ry = 100 (AAy =
0.47 nm) and Ry = 26.8 (AA; = 1.75 nm).

The spectra were recorded by two tandem micro-
channel plates (MCPs) backed with a phosphor screen.
Theimage produced was photographed withaTV cam-
eraand digitized with apersona computer.

The time-integrated spectra were smeared, because
SXR emission is relatively long and the spectra of var-
ious elements (present at the later stages of the dis-
charge) add up with spectra of various ionization states
of Ar (present during the first half-period of the dis-
charge current). It should be noted, however, that even
the time-resolved spectra (see Fig. 6) had insufficient
spectral resolution because of the necessary compro-
mise between the spectral resolution and the exposition
time required to obtain a sufficiently intense signal.
Besides the zeroth-order signal, there are pronounced
spikes corresponding to the cutoff of the Al filter at
17.1 nminthefirst, second, and third spectral orders of
the transmitting diffraction grating. Since the spectral
intensity near the cutoff isrelatively high, the profiles of
the above spikes can beinterpreted as a superposition of
the spectral lines of argon and oxygen in variousioniza-
tion states. It is seen in Fig. 6 that, in the 47 £ 2-nm
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spectral range, which isof most interest to us, theinten-
sity isnonzero; however, theinsufficiently high spectral
resolution of these preliminary measurements does not
allow us to separate individual spectral lines in this
spectral region.

About fourfold better resolution was expected from
the time-integrated spectra taken with an LSP-VUV 1-
35-M compact grazing-incidence spectrograph (see
Fig. 7) with a fixed 30-um entrance dlit, 4° grazing
angle, 300-groove/mm Au-coated grating, 1000-mm
radius, 28 x 30-mm ruled area, 30- to 100-nm spectral
range, and spectral resolution of A/AA > 100. Despite
the fact that the drum with an X-ray film was approxi-
mately perpendicular to the falling rays and, hence,
only apart of the spectrum around the film intersection
withthe Rowland circlewasinfocus, only afaintly vis-
ible unsharpness could be observed in the off-focus
region because of the very small width (2 mm) of the
diffracted beam.

Due to time integration, spectral lines of lower ion-
ization states prevail in the spectrum (see Fig. 8). Spec-
tra taken in various positions corresponding to the par-

Fig. 9. Seya—Namioka spectrograph with a detection sys- ; ; e
tem: (1) entrance dlit, (2) Rowland circle, (3, 6) vacuum alel Shl.ft of th.e spectrometer with I’eS_pect to the capil
valves, (4) diffraction grating, (5) vacuum pump, (7) MCP lary axis confirm the result of Section 3.2 that the
detector, and (8) CCD camera. diameter of the time-integrated beam is 2 mm.
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Fig. 10. Time-resolved spectra taken by a Seya—Namioka spectrograph for different shifts At of the exposition beginning with
respect to the current maximum: (7) —22.5, (2) =13, and (3) 22 ns.
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An XUV-visible Seya—Namioka spectrometer (see
Fig. 9) with a 1200-groove/mm tungsten-plated toroi-
dal grating (with the tangential and sagittal radii of R, =
500 mm and Ry = 333 mm, respectively) had approxi-
mately the same spectral resolution. Two tandem MCPs
were placed tangentially to the Rowland circle. An
image produced on a phosphor screen was photo-
graphed withaTV cameraand digitized with apersonal
computer.

The spectral lines in the time-integrated spectra
were so broadened that they were hardly distinguish-
able. In the time-resolved spectra (Fig. 10), the Ar VIlI
lines were identified, whose intensity was maximum in
the first half-period of the discharge current. The most
intense lines were the Ar V lines corresponding to an
ionization potential of 75.02 eV. The only line whose
intensity increased by the end of the first half-period of
the discharge current wasthe N 1V line.

4. CONCLUSION

Degspite the fact that we have observed the same
time behavior of theaxial SXR emission as Roccaet al.
[4] (who reported on the achievement of the SXR lasing
saturation in a discharge) and despite the fact that we
recorded a well-collimated beam at the instant of its
maximum Ccompression, our Spectroscopic measure-
ments did not indicate lasing at the 46.88-nm line. It is,
however, unclear whether (in the time-integrated case)
a laser line lasting a nanosecond can be observed
against the background of the time-integrated spectra,
whether (in the time resolved case) the gating of the
detector (MCPs) corresponds exactly to the instant of
the maximum compression (simultaneous spectro-
scopic and PIN-diode measurements were impossible),
whether the alignment of the system is good enough,
etc. However, our recent numerical simulations [10]
confirm that no lasing is required to explain al of the
results described above and that they all can be
explained in terms of the so-called efficient plasma col-
lapse, driven by a radial shock wave. Therefore, the
achievement of lasing inevitably requires the develop-
ment of reliable methods for monitoring plasma
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dynamics and determining plasma parameters as func-
tions of the initia (the gasilling pressure, prepulse
current, strength of the external axial magnetic field,
etc.) and boundary (the capillary radius and length and
the capillary wall material) discharge conditions. A
more detailed study isin progress.
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Abstract—The effect of a conducting electrode on the interaction of dust grainsin anion flow is discussed. It
is shown that two grains levitating above the electrode at the same height may attract one another. This results
in the instability of a dust layer. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

A good deal of experimentsin dusty plasma physics
are performed with aerosol grains suspended in a
plasma sheath. A negatively charged dust grain in the
sheath levitates above a horizontal electrode due to the
bal ance of two forces: the gravity force, directed down-
ward, and the sheath electric field, which pushes the
grain upward. The near-sonic or supersonic ion flow in
the sheath creates awake field downstream of the grain.
Sincethelatter is confined by a certain Mach cone, it is
commonly accepted that the wake field affects the
motion of grainsthat are situated downstream only. The
usual assumption is that the intergrain potential is
smooth in the horizontal direction; i.e., two grainslevi-
tating at the same height repel one another via the
screened Coulomb potential. The structure of the wake
field and the grain interaction in an ion flow were stud-
ied in detail in [1-6]. The asymmetric interaction of
vertically aligned grains was a so observed experimen-

tally [7].

In the analytical theory and computer simulations
cited above, it was assumed that the plasma density is
constant and the influence of the conducting electrode
is negligible. Although both assumptions evidently fall
under conditions of a rea plasma sheath, taking into
account the plasma nonuniformity seems to be a very
difficult problem. In order to estimate the influence of
the electrode on the grain interaction, here we use the
zeroth approximation, which seems to be the only one
treatable analytically.

In this paper, the following smple mode is
accepted. Let there be a monoenergetic ion stream
entering aconducting electrode (or agrid) located at the
horizontal plane (z= 0). The stream velocity u exceeds
the ion thermal velocity, but it is much less than the
electron thermal velocity. The electrons are assumed to
obey a Boltzmann distribution. Two problems are
addressed: first, how the electrode modifies the interac-
tion between two grains levitating at the same height
and, second, how this affects the spectrum of dust
acoustic waves propagating along a single dust layer.

2. INTERGRAIN INTERACTION

The electrostatic potential produced by a point
charge Q located at r = r is given by the solution to
Poisson’'s equation

AEG(r) = —4TQO(r —ry), D

where € isthe operator of the static dielectric permit-
tivity of an ambient plasma. In the accepted model, the

spatial Fourier transform of € is given by

2 2
w; +k_D

k) =1-—— —+72
=) (ku+i0)° K

@)

where u is the velocity of the ion flow, w, is the ion
plasma frequency, and kp, is the inverse electron Debye
length. Theion flow isparallel to the z-axisand directed
downward (u < 0).

In an unbounded plasma, the natural boundary con-
dition for Eq. (1) is ¢|, . . —= O. It is convenient to
express the solution to Eq. (1) in terms of its Green's
function: ¢(r) = QG’(r — r,), where the Fourier trans-
form of G%r) with respect to the transverse coordinate
rp=(Xy)is

dk, ikz 41
Gy (2) = [==e " :
k. (2) fzn el
Here, k= (K,, k) standsfor the transverse components

of awave vector. With the dielectric function given by
Eq. (2), the zeros of the denominator in Eq. (3) are

3)

k, = +koq—iO0,
K, = *ikoK,

“)

where

10 0
q = éy(qéﬂ—uz)zﬂuzqé—qé+u2—1%, 5)
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K = %@/(qé +1-p) +4p’al + gl -+ 11%, ©)

0o = ko/kp is the normalized transverse wavenumber,

and 1 = w, /kpu isthe inverse Mach number.
Theintegra in Eq. (3) iseasily evaluated, resulting in

Gy.(2)

_2n 1

—kkp|2 .
= o lke "+ 20(-2)asin(ako2)]. ()
q +K

The spatial structure of the potential is recovered by
the Fourier transform of Green's function (7) with
respect to k. Thefirst termin parenthesesin expression
(7) gives rise to the Debye-Hiickel potential distorted
by the ion flow, while the second term represents the
wake field situated downstream of the charge [1-3].
Both the opening of the Mach cone confining the wake
and the field structure inside of it depend on the stream
velocity.

Now we turn to the evaluation of the electric poten-
tial of a charge located near a conducting wall. Let the
wall be situated on the z = 0 plane, while the charge is
placed aboveit, z,> 0. The potential isthen given by the
solution to Eq.(1) supplemented with the boundary
condition ¢|,_, = 0. Asiit iswell known from electro-
statics, we can make allowance for this boundary con-
dition by introducing the surface charge density GL”ud
induced at the conducting surface. Then, the potential
of aunit charge iswritten as

ind

G.(z 2) = Gy (z2—2) + Gy ()0 (8)

Taking into account the boundary condition G,_(0,

z,) = 0, we find the surface charge density o,i(:d and,

finaly, arrive at

Gy (2) Gy, ()

3 ®
G (0)

G (2 2) = Gy (2-2) -

One may doubt whether the description of a
bounded dispersive medium in terms of the response
function of an unbounded medium is justifiable. How-
ever, more accurate and lengthy calculations give the
same result. The physical reason is that there are no
ions reflected by the conducting wall within the present
model. The mathematical reason isthat Eq. (1) actually
masks a set of partial differential equations with two
real characteristics directed downward.

Of particular interest for the following istheinterac-
tion potential of two charges placed at the same height
Z,. Since
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—Ka

Gy (20 2) = T [ksinh(ka) +qsin(qa)]
| kDK2+q2 (10)

where a = kyZ), the normalized potential is
w(p) = 2[0dqnde(asp)
0 (11)

—Ka
X

>—lKksinh(ka) + gsin(qa)],
K +q

where G(r, 7, Z,) = kyw(p) and p = kyr. The asymptotic

behavior of w(p) isdetermined by Eqg. (10) at g5 —= O.

The latter essentially depends on whether the ion flow

IS supersonic or subsonic. In the case of a supersonic

flow (u < 1), roots (5) and (6) at g5 — 0 are approxi-

mated as

“’ ’ K= 4 1 - lJ'21
N1— uz
and the leading term of the asymptotic expansion of
w(p) (11) is

a=dg (12)

W(p)lpﬁoo
5 _ / _ 2
S/Ze_a\/l_u e(a‘l‘l p 1 U) +O(e_r).
Ja' )’ —p* (1)
(13)
This expression may be interpreted as a mirror
reflection of the wake field produced by thegrainat 0 <

Z < Z,. A more detailed numerical investigation of
potential (13) shows that w(p) is always positive for L
<1

2 2
O=(1-
u( 1)

Quite another behavior is observed for the case of a
subsonic flow (1 > 1). Roots (5) and (6) at g — 0 are
now

(14)

while the potential at infinity behaves like

2ag 1
> = sm(aA/p2 -1)=.
H-1 p
The most important distinction between expressions
(13) and (15) isthat in the subsonic regime the potential

is attractive if
sin(aA/p2—1)<0. (16)

The numerically evaluated example of potential (15)
demonstrating the attraction is depicted in Fig. 1. It
should be pointed out that inequality (16) guarantees
the long-range attraction between grains. With the
opposite inequality imposed on a and |, the potential is

w(p)lp . U (15)
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Fig. 3. Instability regionsin the (qp, a) plane for p = 2.

repulsive at large distance but the attractive branch may
appear at smaller scales, asisshownin Fig. 2.

Evidently, the existence of an attractive branch of
the interparticle interaction may result in the formation
of various patterns and clusters even in the absence of
an externa potential well confining grains in the hori-
zontal direction. Also, the even distribution of grainsin

IGNATOV

adust layer may become unstable. Thelatter possibility
is discussed in the next section.

3. DUST LAYER

Now we consider a two-dimensional gas consisting
of dust grains hovering over a conducting electrode.
Ignoring intergrain correlations, the linearized egqua-
tions of motion are written as

24V (o) = 0,

ot a7

ov Q2
3t = _VV_Mkdvmfdrlmw[ko(rm—rlm)]1 (18)
where g, isthe unperturbed value of the surface density
and o is the density perturbation. Here, we consider
horizontal motions only; i.e., v, = 0. The term —vv in
Eqg. (18) correspondsto the grain friction on an ambient
neutral gas. The intergrain interaction is described by
the potential given by Eq. (11). Although the grain
charge Q generaly depends on the ambient plasma
parameters, for smplicity weignoreits variability.
Assuming that all of the quantities are proportional

to exp(—iwt + i kgrp), we easily get the dispersion rela-
tion for the gas oscillations

2

. k
W(W+iv) = gu5=Gi (2 %), (19)

where gy = 21Q%0,,/M.

This expression describes dust sound waves in the
continuous medium approximation. In the long-wave-
length limit, q; — 0, the dispersion relation takes the
form

w(w+iv)

O 1.2 .
gakeg C8 "M sinh(al1-p%), p<1, (20)

0
1-p7 Esin(aA/uz—l), u> 1.

Evidently, the layer isunstable; i.e,, Imw > 0if G, (2,

Z,) < 0. In the long-wavelength limit, this is possible
only in a subsonic flow and the corresponding con-
straint coincides with Eq. (16). A more detailed investi-
gation shows that the potential G(z,, Z,) is aways pos-
itiveif u < 1. However, in the subsonic regime (1 > 1),
there are regions of instability; i.e,, G, (z, z) < O if
0 < 05 < Qyax(@ 1)- Thelatter are shown as shaded areas
inFig. 3. Withincreasing distance (a — ) to thewall
or decreasing stream velocity (L — ), the instability
regions shrink to zero, g, (a, W) ~ a2, u'2,
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4. CONCLUSION

To summarize, we have shown that the presence of
a conducting wall may drastically change the electro-
static interaction of dust grainsin anion flow. In partic-
ular, the electrostatic image of the grain wake field may
result in attraction between grains|levitating at the same
height, which, in turn, yields a Jeans-type instability of
the dust layer.

It would be unduly naive to draw quantitative con-
clusions from the present calculations. However, it
seems reasonable that even in a real plasma sheath,
which is essentidly nonuniform, the electrostatic
image of the grain wake field may aso affect the
motion of another grains outside the Mach cone.
Although the screened Coulomb interaction is observed
in most experiments, there are indicationsthat theinter-
grain potential may be more complicated. It was
recently reported that, under certain conditions, avoid
(i.e., adust-free region) appearsin the central part of a
single dust layer [8]. The appearance of a two-dimen-
siona void in a layer consisting of some hundreds of
grains can hardly be explained in the same manner asa
three-dimensional void; the latter requires a strong
influence of the dust component on the discharge struc-
ture [9]. Although currently one cannot exclude that
some additional external forces appeared in the experi-
ment of [8], we can conjecture that the two-dimensional
void formation is provided by the complicated inter-
grain interaction, e.g., the one described in this paper.
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Abstract—The quasilinear relaxation of a low-density electron beam under the action of plasma turbulence,
which is generated during the devel opment of a beam instability, when the beam is formed due to rapid local
electron heating (acceleration) is analyzed in the one-dimensional approximation. It is shown that quasilinear
diffusion resultsin the formation of alocal plateau at the top of the electron distribution function without caus-
ing any significant spread in velocities of the beam electrons and that the relaxation process proceeds primarily
through the spatial expansion of electrons with different velocities. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The propagation of electron beams in a plasma dur-
ing the development of a beam instability has been
studied fairly well (see, e.g., [1]). The main effect
accompanying the propagation of electron beams is
thought to be the quasilinear relaxation of the electron
distribution function under the action of plasma waves
generated by the beam instability [2]. The quasilinear
relaxation leads to the formation of a so-called “pla-
teau” in the electron distribution function; as a result,
the beam instability is suppressed. The quasilinear
relaxation process was investigated both experimen-
tally [3] and numerically [4]. A model based on this
relaxation effect is used, in particular, to interpret
type-Il1 bursts of radio emission from the Sun [5, 6].
However, in order for the plateau to form, the electron
beam should be sufficiently dense and the electron dis-
tribution function should be uniform over a sufficiently
long distance for a sufficiently long time, because each
of the excited plasma waves interacts with electrons
having a definite velocity. When the electron distribu-
tion function changes in time and space, the excited
waves sooner or later depart from resonance with the
€l ectrons because the wave group velocity is low. The
resonance is destroyed at the fastest rate when an elec-
tron beam is formed as aresult of rapid energy deposi-
tion in a small local region. The electrons escaping
from the deposition region quickly fly apart in space; as
a result, at each spatial point and at any given time,
there are el ectrons with a certain vel ocity (in the case of
free expansion, these are eectrons with the velocity
v = x/t, where X is the distance from the energy deposi-
tion region and t is the time from the instant of deposi-
tion). The shorter the heating (acceleration) time of the
electrons and the smaller the energy deposition region,
the smaller the velocity spread at each spatial point.
Consequently, an important role in the relaxation of an
electron beam is played by the kinematic effect of the

spatial expansion of electrons with different velocities.
This situation can occur, e.g., in type-lll solar radio
bursts, which are generated by low-density electron
beams [7].

2. ANALYSIS BY THE PERTURBATION
METHOD

It is natural to assume that, at the very beginning of
the generation of radiation, the distribution function of
high-energy electrons has the form corresponding to
the case of free expansion: f(v, x, t) = F(x— vt), where
F is an arbitrary function. The distribution function f
can be specified asf(v, X, t) = Aexp[—(X— vt)z/(Av)2t§ 1,
where Av is the electron velocity spread, t, is the heat-
ing time, and A is the normalizing coefficient. At each
point in the spatial region x > Avt,, a narrow spectrum
of plasma waves with phase velocities v; = xft is
excited. Because of the low group vel ocity, these waves
depart from resonance with the electrons on a time
scale of about At ~ Avt,/(v — Aviyft); i.e, for t > t,, we
have At ~ Avt,/v. In order for the instability to occur, it
is necessary that its growth rate exceed its damping
rate, which is determined by the larger of two quanti-
ties: the Coulomb collision frequency or the reciprocal
of the time in which the resonance is destroyed, (At)'.
If the damping rate of the plasma waves is determined
by the latter parameter, then we can set the growth rate
to be y = (Ny/Me)(V/vip,)* e [8] (Where ny, is the beam
density, n, isthe density of the background plasma, wy,e
isthe electron plasma frequency, and vy, isthe velocity
spread of the beam) and compare the reciprocal of the
growth rate with the time scale on which the resonance
isdestroyed in order to obtain the following estimate of
the beam density for v ~ vy, ~ Avty/t a the stability
boundary: n,/ny ~ v /(Avwyety). According to this esti-
mate, the higher the beam velocity and the shorter the
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heating time, the higher the beam density required for
the onset of theinstability. Thisis because the time dur-
ing which the plasma waves depart from resonance
with the electrons decreases with increasing beam
velocity and decreasing heating time. Thus, for the
parameter values characteristic of type-l11 solar bursts,
i.e., for heating to a temperature of about T ~ 107 K
(Av ~ 10° cm/s) and for t, ~ 0.1 s, v ~ 10'° cm/s, and
Wpe ~ 107 571, we obtain ny/n, ~ 107, i.e., n, ~ 40 e,
This estimate approximately corresponds to the beam
densities at which the growth rate becomes higher than
the Coulomb collision frequency in the solar corona.
After the onset of instahility, the evolution of the elec-
tron beam is governed by the combined action of the
kinematic effect of the spatial expansion of the beam
electrons and the quasilinear effect of the excited
plasma waves on the electron distribution function.

Let us consider the initial stage of the evolution of
the electron distribution function under the action of
plasma waves generated by the beam instability. In the
one-dimensional approximation, the interaction of
electrons with plasmawaves is described by the kinetic
equation [1, 2]

of1at + v (af19x) = (3/dv)[D(df/av)], (1)

where D = (872€?/m?)W/v, e and m are the charge and
mass of an electron, and W is the spectral energy den-
sity of the waves.

We assume that, in acertain local region, rapid elec-
tron heating results in the formation of abroad electron
energy spectrum. Recall that, in the case of the free
expansion of hot electrons from the heating region,
their distribution function can be represented in the
form f,(v, X, t) = Aexp[—(X— VD)/(Av)*t: ], which satis-
fies Eq. (1) with zero on the right-hand side. For a suf-
ficiently low spectral energy density W (e.g., a the
onset of beam instability), the electron distribution
function can naturally be represented asF = f,, + f, with
f, < f,, where f, is the perturbation of the distribution
function under the action of plasma waves. The pertur-
bation can be determined by solving Eq. (1) with the
right-hand side written in terms of f,(v, x, t). Under the
assumptions W = const and t > t,,, the solution has the
form

_ (x=vt)®
F(v,xt) = Aexp| - >3
(Av)to
(2)
< B, _2BW t° xt2+2(x—vt)2t3 [
e 16 2y T Ao
O (Av)tyv 3(Av)t, O

where B = 8T2€?/nY.
Figure 1 shows the electron distribution functions
calculated by formula (2) at different distancesfromthe
heating region at a fixed time for two cases. (i) free
expansion and (ii) developed plasma turbulence. We
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Fig. 1. Electron velocity distribution functions calculated at
the time t = 50t, for BWy/(Av)> ~ 10710 and for different
distances from the heating region (from 50Avt, to
175Av tp) in the cases of free expansion (solid curves) and
developed plasma turbulence (dashed curves).
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Fig. 2. Digtribution functions of the preaccelerated elec-
trons, celculated at the time t = 50t; for vy = 2Av and
BWt,/Av? ~ 107!2 and for different distances from the heat-
ing region (from 50Avt, to 175 Avty) in the cases of free

expansion (solid curves) and developed plasma turbulence
(dashed curves).

can see that the main effect of the interaction of plasma
waves with electrons is an increase in the electron
velocity spread. This effect stems from the fact that the
electrons are subject to diffusion in velocity space at
both (positive and negative) slopes of the distribution
function. At the positive slope, diffusion occurs due to
the energy transfer to the excited plasma waves,
whereas, at the negative dope, diffusion results from
the absorption of the waves generated by faster elec-
trons. The faster the electrons, the more efficiently they
will interact with plasmaturbulence, because, as can be
seen from Eq. (1), at a constant spectral energy density
of the turbulence, the diffusion coefficient in energy
space is proportional to the electron velocity.

If the electrons in the energy deposition region are
accelerated, then the spatial distribution of their density
peaks at a certain directed electron velocity. In this
case, the distribution function of the freely moving
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Fig. 3. (&) Contours of the initial distribution functions of the beam electrons and the electrons of the background plasma and
(b) their cross section along the line passing through the peak in the distribution function of the beam electrons.

electrons can be represented as

(x— vt)2
(Av)*ts

where v, is the electron velocity at which the electron
density is maximum. In turn, under the same assump-
tions, the perturbed electron distribution function has
theform

_ [ (V_Vo)z}
fo(Xx, v,t) = Aexp|— - ,

(X%%

2 2
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Figure 2 shows the electron distribution functions cal-
culated by formula (3) at different distances from the
heating region at a fixed time for two cases: (i) free
expansion and (ii) developed plasma turbulence. It can
be seen that the shape of the distribution function of fast
electrons again changes to a larger extent.

Of course, the above solutions do not cover the over-
all relaxation process; this can only be done by taking
into account the effect of the evolution of the electron
distribution function on the spectrum of the plasma
waves, i.e., by solving a self-consistent problem (see
below). Nevertheless, the above approximate analysis
leadsto the conclusion that the quasilinear rel axation of
an electron beam formed as a result of rapid loca

energy deposition differs considerably from the relax-
ation of a spatially uniform electron beam [1, 2].

3. NUMERICAL SIMULATIONS

The conclusion derived from an approximate analy-
sisis confirmed by numerical simulations. We numeri-
cally solved the following one-dimensional set of equa-
tions describing the interaction of a spatially localized
electron beam with the plasma waves that it itself gen-
erates[2]:

af lin ge’'w
ax GVEDGVD’ D= m2 V'
oW _ TWpe 20f
TR AR Al ol 172

where W is the spectral energy density of the plasma
waves, D isthe electron diffusion coefficient in velocity
space, yisthe growth rate of the waves, n, isthe plasma
density, and w, is the electron plasma frequency.

The simulations were carried out using the method
of separating the physical processes[9]. We rewrite the
basic set of equations in dimensionless variablesin the
form

ﬁ Vg)-_( =0,
of _ 9 mof
ot ov|v|ov’ )
0© _ op2d
0 1%

where f = TAV)fy/n,, @ = TW/MMAY), t =
Wpe(Np/MYL, V' = v/Av, f, is the sum of the distribution
functions of the beam electrons and the electrons of the
background plasma, n, is the beam density, and Av is
PLASMA PHYSICS REPORTS  Vol. 29
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theinitial thermal spread of the beam. Theinitial distri-
bution functions of the beam el ectrons and the electrons
of the background plasma in coordinate and velocity
spaces are assumed to be Maxwellian. The first of
Egs. (4) describes the kinematics of the electronsflying
apart in space, and the second one describes electron
diffusion in velocity space under the action of plasma
waves. Thefirst of Egs. (4) was solved in the first half
of each time step, and the second equation was solved
in the remaining half. At each time step, the solution to
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the first equation gives the change in the distribution
function of the electrons due to their spatial expansion,
and the solution to the second eguation gives the
change in the distribution function due to diffusion in
velocity space.

Thetransport equation, i.e., thefirst of Egs. (4), was
solved by means of a one-dimensional monotonic
scheme with a SUPERBEE limiting procedure [10].
The diffusion equation was solved by the sweep
method [11]. The spatial step was 1.6r, whererp isthe
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Debye radius. The ratio of the electron temperature in
the background plasma to the beam temperature was
1: 10, and the related density ratio was 10 : 1. The nor-
malized initial energy spectrum of the plasma turbu-
lence was assumed to be uniform, with the spectral den-
sity @ = 1073, Theresults of simulations are illustrated
in Figs. 3-6. We can see that the relaxation of an elec-
tron beam is governed primarily by the kinematic effect
of the spatial expansion of electrons. This effect mani-
festsitself as adecrease in the beam density with time.
On the other hand, the velocity spread of the beam

changesto asmaller extent. The distribution function of
the beam el ectrons changesto amuch larger extent—its
top becomes flatter, acquiring the shape of alocal pla-
teau. The formation of the plateau at the top of the dis-
tribution function is attributed to the fact that the spec-
tral energy density of the plasma waves is maximum
around the top; as a result, the electron diffusion in
velocity space is most intense at the top. Thisindicates
that plasma waves excited at the given spatial point
grow until the slow electrons that come to this point
causethem to be displaced into the local plateau region,
where the growth rate nearly vanishes and the plasma
PLASMA PHYSICS REPORTS  Vol. 29
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turbulence is maintained at a certain quasi-steady level.
Then the waves occur at the negative slope of the distri-
bution function, where they dampen. Consequently,
this relaxation stage is governed by the balance
between the width and the steepness of the portion of
the distribution function over which the waves grow
and by the spectral energy density of the plasma turbu-
lence. In turn, the width and the steepness of this por-
tion are determined by the effects of electron diffusion
in velocity space and the expansion of the electronsin
configuration space. Numerical simulations show that
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this relaxation stage occurs over a wide range of elec-
tron beam densities. As time elapses, the beam density
decreases and the spectral energy density of the turbu-
lence also becomes lower. As may be seen in Figs. 3a,
4a, 53, 6a, most of the beam electrons are displaced
toward the trailing edge of the beam because they
expend their energy to generate plasmaturbulence. One
can also see a dight increase in the electron velocity
spread at thetrailing edge of the beam, while the spread
at the beam’s leading edge is seen to decrease. The
beam electrons at the peak in their spatial density dis-
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tribution propagate with a constant velocity. The peak
in the spectral energy density of the turbulence is aso
displaced at a nearly constant speed. We can thus con-
clude that the results of our numerical simulations
agree with the data from observations of type-I11 solar
radio bursts, whose driving source moves with a con-
stant velocity. The simulations also show that there is
another peak in the spectral energy density of the
plasma turbulence. This peak, which was not displaced
in the course of a run, is associated with weakly
damped oscillations generated at the very beginning of
the relaxation process.

4. CONCLUSION

The initial stage of the one-dimensional relaxation
of an electron beam under the action of plasma turbu-
lence with a broad spectrum has been analyzed by per-
turbatively solving the kinetic equation. The beam is
formed due to rapid local heating, and the initial condi-
tion correspond to free spatial expansion of the beam
electrons. The analysis shows that the combined action
of the kinematic effect of the spatial expansion of elec-
trons with different velocities and the effect of electron
diffusion in velocity space under the action of plasma
turbulence leads to an increase in the vel ocity spread of
the local electron beams that are formed at each point
in space.

The further relaxation process has been simulated
numerically by solving a self-consistent set of the qua-
silinear equations describing electron diffusion in
velocity space under the action of plasmawavesand the
excitation of plasma waves by the electrons whose dis-
tribution function changes in both space and time. The
results of simulations show that diffusion resultsin the
formation of a plateau at the top of alocal distribution
function. At the same time, the velocity spread of each
local beam changes insignificantly. As for the relax-

LEDENEV, STARYGIN

ation process, it proceeds primarily through the spatial
expansion of electrons with different velocities.
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Abstract—The amplitude of the wave generated in a plasmaduring the devel opment of beam—plasma instabil-
ity is nonuniform in the longitudinal direction. The ponderomotive force associated with this nonuniformity
leadsto aredistribution of the plasmadensity; asaresult, the wave amplitude and its spatial distribution change.
Asthe beam current grows, the ponderomotive force plays an increasingly important role and radically changes
the mechanism by which the beam—plasma instability saturates. |on acoustic waves generated by the pondero-
motive force propagate in the direction opposite to the propagation direction of the beam, thereby ensuring dis-
tributed feedback and giving rise to a strong low-frequency self-modulation of the wave amplitude and phase.
Results are presented from experimental investigations of the self-modulation regime of the beam—plasma
instability in a magnetized plasma waveguide. Theoretical estimates of the parameters of the |ow-frequency

self-modulation agree well with the experimental data. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

One of the areas of study in plasmaelectronicsisthe
generation and amplification of high-power microwave
radiation in plasmafilled electrodynamic structures.
Considerable progressin thisdirection madeit possible
to create high-power microwave sources operating in
both pulsed (sources based on relativistic electron
beams) [ 1-3] and continuous (sources based on nonrel -
ativistic electron beams) modes [4, 5].

Numerous experimental and theoretical results
obtained for more than 50 years of active research in
plasma electronics have provided a fairly clear insight
into the physics of the processes occurring in the inter-
action of charged-particle beams with plasmas. How-
ever, in our opinion, there remains an important aspect
of thisinteraction that has been studied insufficiently as
yet, specifically, the interrelation between the condi-
tions for the generation of microwave fields by the
beams in a plasma and the plasma parameters.

Each of these two effects—(i) the influence of the
plasma parameters (such as density, temperature, and
gpatial inhomogeneity) on the conditions for the gener-
ation of microwave fields by charged-particle beams
and (ii) changes in the parameters of the plasma under
the action of microwave radiation propagating in it—is
well known and, on the whole, has been investigated in
great detail. However, to the best of our knowledge,
their combined action on the devel opment of the beam—
plasma instability (BPI) and, especialy, on the evolu-
tion of a beam—plasma discharge (BPD), has not been

studied systematically, although the role of this inter-
relation may be very important.

As an example of the combined action of these two
effects, we consider a possible scenario of the devel op-
ment of the instability of a beam injected into an ini-
tially homogeneous plasma. After the transient pro-
cessesin the plasmahave cometo an end, the amplitude
of the excited wave relaxes to a steady-state longitudi-
nally nonuniform distribution. Because of the nonuni-
formity of the microwave field amplitude, the plasma
density also becomes nonuniform. This nonuniformity
may be produced either by the microwave ponderomo-
tive force that expels the plasma from the region of
strong microwave field or by the microwave discharge
that is initiated in the region where the amplitudes of
the microwave oscillations are sufficiently large. The
low-frequency (ion acoustic or magnetosonic) waves of
the density of the plasma expelled by the microwave
ponderomotive force or the plasma additionally pro-
duced by a microwave discharge propagate away from
the source of perturbation. The BPI, which originaly
gaveriseto nonuniformity, now developsin aninhomo-
geneous plasmaand acts to change the amplitude of the
wave generated by the beam and redistribute the wave
amplitude in space. Accordingly, the plasma density
continues to be nonuniform, but for another reason: the
plasmaand the fiel ds generated by the beam are set into
self-consistent motion. As a result, a inhomogeneous
plasma evolves into a new steady state or into a self-
modulation interaction regime. In both cases, the
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amplitudes of the beam-generated waves and their
spectrum can differ strongly from those in a homoge-
neous plasma.

The changes in the parameters of a medium under
the action of radiation propagating in it constitute the
material of nonlinear optics. In the above example, the
medium (plasma) also changes its properties (density)
under the action of microwave radiation. However, the
radical difference between the problem at hand and the
problems that are the subject of nonlinear opticsisin
the change of the properties of the medium that affect
the generation of radiation. Because of the resonant
nature of the wave generation, the characteristic that is
most sensitive to variations in the parameters of the
medium in the beam-plasma interaction is the effi-
ciency with which the wave is generated.

The above example of the plasmanonlinearity illus-
trates a new effect peculiar to the BPI—distributed
delayed feedback, which transforms the system under
consideration into an oscillator. In fact, the plasma den-
sity perturbations excited in the region of maximum
microwave field move in the propagation direction of
the beam and in the opposite direction and affect the
conditions for the generation of microwaves, thereby
changing the microwave field amplitude in the region
where the perturbations are excited. The system
“remembers’ these plasma density perturbations until
they escape from the interaction region.

Our paper is organized as follows. In Sections 24,
a mathematical model of a magnetized plasma-filled
traveling-wave tube (TWT) amplifier is constructed
with alowancefor the plasmanonlinearity produced by
the microwave ponderomotive force and is then used to
study the effect of this force on the amplitude of the
microwave generated by an electron beam in a steady-
state operating mode of the amplifier. In Section 5,
results are presented of theoretical and experimental
investigations of the dynamic regimes of the BPI (the
thresholds for the onset of low-frequency self-modula-
tion, as well asthe spectral and power parameters) that
arise as aresult of the generation of ion acoustic waves
by the microwave ponderomotive force in amagnetized
plasma waveguide.

We restrict ourselvesto considering only nonrel ativ-
istic devices based on the Cherenkov interaction
between waves and charged particles. However, since
the effectsto be examined are associated with the influ-
ence of the plasma nonlinearity on the resonant proper-
ties of the wave—particle interaction, the study can be
extended to include systems with relativistic electron
beams and systems based on some other elementary
resonance effects (such as normal and anomalous Dop-
pler effects).

BLIOKH et al.

2. EVALUATION OF THE EFFECT
OF THE MICROWAV E PONDEROMOTIVE FORCE
ON THE DEVELOPMENT OF THE BPI

The experimental data reported in [6-8] and the
analyses carried out therein show that, as the beam cur-
rent or the plasmadensity grows, the plasmanonlinear-
ity plays anincreasingly important rolein the dynamics
of the BPI and that the nonlinearity originally arisesin
response to microwave ponderomotive forces. That is
why we restrict ourselves to considering the effect of
the microwave ponderomotive force as a mechanism
ensuring theinterrel ation between the parameters of the
plasma and of the microwaves generated in it. In addi-
tion, we are interested exclusively in one-dimensional
(longitudinal) plasma motions, assuming that the guid-
ing external magnetic field is strong enough for the
transverse motions to be neglected.

In thissection, we present preliminary estimatesthat
make it possible to determine the ranges of the plasma
and electron-beam parameters in which the plasma
density perturbations produced by the microwave pon-
deromotive force have an important effect on the condi-
tions for microwave generation.

A charged-particle beam can excite the eigenmodes
of an electrodynamic system if the velocity v, of the
beam particles is close to the phase velocity v, of the
eigenmodes:

|Vb_Vph| < Q(
Vi k

(1)

where dk isthe instability growth rate and k is the wave
vector of a synchronous wave.

The wave generated during the BPI grows in the
direction of the beam propagation. The microwave pon-
deromotive force associated with the longitudinal non-
uniformity of thewavefield deformsthe plasmadensity
profile. This force is exerted on a slowly moving
charged particle by a spatially nonuniform microwave
field [9]. The motion of a particle in such afield isthe
superposition of its fast oscillations and slow regular
drift. In turn, the particle drifts asif it were affected by
the force

0e’E20
F=-V o
LAmw

where E, isthe electric field amplitude, wisthe oscilla
tion frequency, and e and m are the charge and mass of
an electron.

Since the microwave ponderomotive force F is
inversely proportional to the mass of a particle, it acts
primarily on the lightest plasma particles—electrons.
The electronsmoving relativeto theions giveriseto the
charge separation (polarization) electric field, which
makes the independent motion of the electronsand ions
impossible. Consequently, the microwave ponderomo-
tive force F sets each of the charged plasma compo-
PLASMA PHYSICS REPORTS  Vol. 29
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nents into common motion, thereby expelling the
plasma from the region of stronger microwave electric
field.

The density n, of the plasma is one of the most
important parameters determining the properties of the
waves propagatinginit. In particular, the phase vel ocity
Vv Of awave with afixed frequency wis afunction of
the plasma density, vy, = Vy(y). In a plasma with a
nonuniform density n,(x), the wave phase velocity is
coordinate dependent, vy, = Vyy(X). As a result, syn-
chronization condition (1) fails to hold over the entire
length of the beam—wave interaction region and is only
satisfied along the parts over which v, = v, Since the

width 5—kkvb of aresonance in the phase velocity is, as

arule, small in comparison with vy, the BPI isvery sen-
sitive to the degree of plasma inhomogeneity. The
plasma density perturbation on, caused by the nonuni-
formity of the amplitude of the excited wave is deter-
mined by the condition that the microwave ponderomo-
tiveforceis equa to the force of the excess pressure:

Oe’E20 T
Ve = van,=<, )
Amw Ny
which yields
22
E
8N, = ny——2—; (3)
Amw T,

where T, is the plasma el ectron temperature.

The change in the wave phase velocity, dv,, =
d . : -
b a‘;ph , that results from this perturbation can signif-
p
icantly influence the development of the instability
when

on

ok
6Vph = Vb—k- (4)

Conditions(3) and (4) imply that the deformation of the
plasma density profile under the action of the micro-
wave ponderomotive force of the excited wave can have
a strong impact on the development of the BPI if the
wave amplitude E, is sufficiently large:

STeVor Ognat] 5)

where w, = 4“; Mo isthe electron plasma freguency.
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The maximum amplitude E,,, of the wave generated
during the BPI is determined by the condition

Enry 0D Ok 3
E‘[ mvg D?nbmvb, (6)

where n, is the beam density, v, is the wave group
velocity, and D(w, K, ) is a function whose zeros
determine the dispersion of the eigenmodes of the sys-
tem. Theleft-hand side of condition (6) isthe density of
the energy flux through the waveguide cross section in
terms of the amplitude of the longitudinal component
of the electric field in the region occupied by the
plasma.

According to conditions (5) and (6), the microwave
ponderomotive force can significantly change the
parameters of the BPI if the parameter

2 2
_ NyMV,W,0V yh DT
0~ 2
TeVy 2 0n, U 0ud]

is sufficiently large,
No> 1. (7)

Since the quantities dv,;,/0n, and dD/0w are functions
of the parameters of the waveguide structure (plasma
density, plasma temperature, external magnetic field,
geometric dimensions, etc.), specific conditions on the
beam current and energy under which the microwave
ponderomotive force play an important role can be
obtained only for particular waveguides. As an exam-
ple, we turn to the experimental investigations carried
out in [6-8] and consider a plasma waveguide in a
strong longitudinal magnetic field and a hybrid slow-
wave structure partialy filled with plasma.

2.1. Magnetized Plasma Waveguide

In this case, the function D coincides with the
dielectric function for slow potential waves and hasthe
form

(1)2 k2
D(w,k; 0,) = 1-=2+—,
w k
where k; ~ 1/R isthe transverse vector of the wavein a
waveguide of radius R.

Using the dispersion relation D(w, k, w,) = 0, we
calculate the group velocity of the wave and its phase
velocity as functions of the plasma density in order to
write condition (7) in the form

4
D05 10—
n,UTe (K +K2)

In deriving this condition, we assumed that the trans-
verse and longitudinal components of the wave vector
are of the same order of magnitude. Such arelation is

~ 10. 8)
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optimum for microwave generation because, at k < k-,
the growth rate of the BPI is slow and, at k > k-, the
excited wave is weakly coupled to the external
waveguide.

The parameters of the device with which the exper-
iments described in Section 5 were carried out (U, ~
1 kV, T~ 3 eV, and n, ~ 10° cm, the cross-sectional
area of the beam being 3 cm?) can be substituted into
condition (8) to yield the following condition on the
beam current at which the microwave ponderomotive
forces are anticipated to have a significant effect: I, >
20 mA. In those experiments, the beam current was as
high as several tens of milliamperes. Hence, even the
above formulas, serving merely as estimates, imply that
the results of measurements should be interpreted with
allowance for the changes in the plasma density under
the action of microwave radiation.

2.2. Hybrid Sow-Wave Sructure

Such low beam currents at which the plasma density
profile in a magnetized plasma waveguide is signifi-
cantly deformed can be explained by the high sensitiv-
ity of the wave phase velocity to variations in the
plasma density. In the hybrid dow-wave structure with
which the experiments described in [6-8] were carried
out, the plasma occupied no more than 10% of the
entire volume and had alesser impact on the dispersion
properties of the eigenmodes in comparison with a
magnetized plasma waveguide. In addition, for such a
structure, the parameter wdD/dw in condition (7) is
large, because nearly all of the power flows through the
coupling dlits of the cavities and the longitudinal field
in the plasmais much weaker than the field in the cav-
ities. For an arbitrary waveguide structure in which the
volume occupied by the plasmais relatively small, the
quantity «woD/0w was rigorously calculated in [10, 11].
Here, we present only thefinal result of calculationsfor
the hybrid structure described in [6, 7]: for an optimum
plasmadensity such that w, ~ w, the microwave ponder-
omotive force effects should be significant at a beam
current of about 3 A, which corresponds to a generated
microwave power of about 20 kW.

At this point, it is pertinent to recall that al of the
above conditions are merely estimates and should not
be thought of a strict sense.

3. BASIC EQUATIONS

We begin with a number of simplifying assump-
tions, with which the mathematical model becomes
more illustrative and the problem of the self-consistent
dynamics of the plasma and microwave can be investi-
gated in its pure form, i.e., without reference to the
effects that are unimportant for our purposes.

We consider the hierarchy of the time scales charac-

teristic of the problem. The shortest time scale is the
period T, of microwave oscillations generated by the
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beam. If the growth rate of the BPI is smadl, i.e., ine-
quality ok < kis satisfied, then the behavior of the gen-
erated wave can be described by the reduced equations
for the complex wave amplitude and the processes
occurring on this time scale can be excluded from con-
sideration.

|Vb Vphl and T3 =
L/v, are associated with the finite length of the system
(see, eg., [12]). The first of these two scales is the
shortest time scale on which the wave amplitude varies
at the exit from the system (an oscillator or an ampli-
fier). The second is the time during which the steady
operating mode of an amplifie—a system without
high-frequency feedback—is achieved. In the presence
of external or interna high-frequency feedback, it is
necessary to take into account the fourth characteristic
time scale, namely, the time T, required for a micro-
wave signal to pass through the feedback circuit.

ThetimesT,, T,, T;, and T, satisfy thefollowing ine-
qualities, which may turn out to be strong:

The longer time scales T, = L

T,>Ty>T,> T,

The time scales just introduced are characteristic of
vacuum microwave devices based on the Cherenkov
interaction between a charged-particle beam and slow
waves. In a plasma waveguide or in a plasmafilled
slow-wave structure, there is an additional characteris-
tic time scale—the propagation time T of the plasma
density perturbations, i.e., the time required for a low-
frequency (ion acoustic, magnetosonic, etc.) plasma
wave to pass through the volume occupied by the
plasma. This may be the time of the propagation of per-
turbationsin either the longitudinal or transverse direc-
tion, depending on the strength of the guiding magnetic
field and the ratio between the longitudinal and trans-
verse gradients of the amplitude of the microwaves.
Because of the large difference in the longitudinal and
transverse dimensions of the plasma (in experimental
devices, the plasma length is, as a rule, several tens of
centimeters, and the transverse dimensions are no
larger than several centimeters) and in the propagation
velocities of the perturbations (from about 10° cm/s for
ion acoustic waves to about 108 cm/s for magnetosonic
waves), the relationships among the time scales T,, T,
T,, and T5 may be very different. The simplest two are
the limiting cases Ts < T, and T5 > T,. The first case
was considered in [13, 14] in studying the effect of
transverse magnetosonic plasma oscillations generated
by the microwave ponderomotive forces of the excited
wave on the operation of aTWT oscillator with delayed
feedback. The inequality Ts < T, makes it possible to
analytically relate the instantaneous amplitude of the
microwave to that of the plasma density perturbation
and thereby eliminate the perturbation from consider-
ation.
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The second case requires further simplification
because the inequality T;> T, does not alow us to
determine which of the possible two factors—high-fre-
guency feedback or plasma motion—will lead to the
onset of unsteady regimes. That iswhy, in order to sin-
gle out the effects associated exclusively with the
plasma motion, we restrict our analysis to an ampli-
fier—a system without high-frequency feedback. In
this case, thetime scale T, drops out of the equations of
the problem and the inequality Ts > T, makes it possi-
ble to neglect transient processes occurring on the time
scales T, and T, and describe the instantaneous longitu-
dinal profile of the amplitude of the microwave by the
steady-state distribution corresponding to a given lon-
gitudinal profile of the plasma density.

We assume that the guiding magnetic field is strong
enough for the radial motions of the beam and plasma
particles to be neglected. Under this assumption, the
time scale T; is the time required for an ion acoustic
waveto pass aong the system, and the condition T; > T,
is equivalent to the inequality

P )

wherec,= /T /M istheion acoustic velocity and M is
the mass of the a plasma ion. Under the conditions of
the most practical interest for microwave e ectronics,
we have v, = vy, ~ Vg~ 10°-10'° cm/s > ¢, ~ 10°-107
cm/s; i.e., inequality (9) is satisfied by alarge margin.
Recall that, because of its resonant nature, the BPI
isvery sensitiveto the degree of plasmainhomogeneity.
Consequently, we can work under the condition

ony/n, <1 (10)

and describe plasma motions in the linear approxima-
tion.

Because of the transverse nonuniformity of the field
of the excited wave, the longitudinal motions of the
beam particles at different radii are different [15]. In
order for this effect to aso be excluded from consider-
ation, we assume that the cross-sectional area S, of the
beam is much smaller than the cross-sectional area §, of
the plasma. Under this assumption, the radial nonuni-
formity of the amplitude of the microwave oscillations
in the axial region can be neglected.

Now, we turn to the construction of a mathematical
model. Using inequality &k < k, which indicates that
the growth rate of the BPI issmall, we can represent the
longitudinal component of the electric field of the
excited wave as

E(r,zt) = Ex(z t)G(r)exp(iky—iwgt) +c.c.; (11)

where Ey(z, t) isthe slowly varying complex amplitude,
the function G(r) describes the dependence of the field
of the eigenmode of the structure on the radial coordi-
nate r, and the frequency of the wave and its vector are
related by the resonance condition wy, = kv,
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The longitudinal profile of the amplitude of the
wave generated by the beam is determined by solving
the time-independent equations for the BPI,

2n
og . Ko—K(L,T) 1 . -i6600)
Tk ¢ [ %o
0 (12)
2 .
Mé = Re(ee?),
¢
where { = dk,z is the dimensionless longitudinal coor-
ko E
dinate, € = e°+G(S) is the dimensionless wave
mv , 0K,

amplitude, ¢ = w(z/v,—t) isthe phase of the beam par-
ticlesin the wave, ¢, istheinitial phasein the plane of
beam injection z=0, and

13

0

E@EGZ(O)ESO / IGZd%

%o = kol 2k(aD/aSL a
w

|:| 0 0) D

0 0

is the spatial growth rate of the BPI in a homogeneous
plasma. Theintegral of thefunction G? istaken over the
cross-sectional area S, of the waveguide structure. By
virtue of the above assumption that the beam radiusis
small, the integral over the cross-sectional area of the
beam in the definition of the growth rate is replaced
with the quantity G*(0)S,. The local value of the wave
vector k(¢, 1) of the eigenmode of the dow-wave struc-
tureisthe solution to the dispersion relation D[w, k(C, 1),
wy(¢, 1] = 0. Since high-frequency feedback is absent
and inequality (9) is satisfied, we can describe the BPI
by the above time-independent equations, in which
case the unsteady nature of the plasmain the structure
can be accounted for through the parametric depen-
dence of the wave vector k({, 1) of the excited wave on
the dimensionless time T = dk,c.t. This choice of the
dimensionless time is convenient for our purposes. we

thus take into account both the spatial scale dk;

which characteristic of the BPI, and the rate ¢, of vari-
ation in the plasma parameters.

In what follows, we assume that the electron beam
amplifies the natural noise fluctuations rather than the
external signal fed through the entrance plane of the
system. If the interaction region is sufficiently long, the
BPI, being resonant in nature, acts as a natural narrow-
band filter; moreover, the longer the system, the nar-
rower the bandwidth of the filter [16]. Consequently,
we can assume that, to zeroth order in the width of the
amplification band, there is only a single wave in the
system, specifically, the one that has the maximum
gain. This assumption enables us to determine the fre-
guency w, = k,v, and the wave vector k, from the
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known instantaneous plasmadensity profile. Infact, the
local instability growth rate Re(dk) near its maximum is
a quadratic function of the instantaneous detuning

ko—k
e )

Re[5k(v)] = Re[3k(0)] — %Re[ék"(O)]vz.

The total amplification coefficient q is determined by
the expression

Gy

U U
q= expgl’Re{ ok[v(O)]} d O,

4 u

where the integration interval is chosen so that, along
itslength ¢, the detuning v(¢) is small and the amplifi-
cation coefficient g islarge. Such aregion aways exist
in the initial portion of a sufficiently long system, in
which the microwave ponderomotive force is so weak
that the plasma is practically homogeneous (however,
as will be shown below, the plasma density in this por-
tion differs from that in the absence of the microwave
ponderomotive force).

We choose the value k, so that the amplification
coefficient is maximum for a given dependence k(). It
is easy to see that the maximum is reached at

4

_ 1
=7 Jo’k(Z)dz.

The calculations presented below were carried out pre-
cisely for this choice of the k, value.

Equations (12) should be supplemented with bound-
ary conditions. We assume that the beam velocity and
beam density at the entrance to the system (¢ = 0) are
constant and specify the initial field amplitude and
phase as

€(0, 1) = &,

¢(0,7) = ¢y,

13
9 0,1) =0, 0<b,<2m (13
¢
These conditions are sufficient to determine the field €
at any point of the system, provided that the longitudi-
nal plasmadensity profile and, accordingly, the depen-
dence k(Q) are known.

In order for the set of Egs. (12) and (13) to be closed,
it is necessary to (i) determine the dependence of the
wave vector k of the excited wave on the local plasma
density n, and (ii) derive dynamic equations describing
how the plasma density changes under the action of the
microwave ponderomotive force of the wave field. The
dependence k(n,) is determined by solving the disper-
sionrelation D(w, k, wy) =0 inwhich thefield frequency
w is constant and the electron plasma frequency w,
depends on the plasma density n, integrated over the

BLIOKH et al.

plasma cross section. In order to determine this depen-
dence, werewritethe dispersion relation in aform anal-
ogousto that used in [17]:

D O G, DGO, G,
where the angular brackets indicate integration over the

cross section of the structure. In the case at hand, D is
a linear operator with which Maxwell’s equations for
longitudinal electric field (11) of constant amplitude
are written as DG = 0. In the operator D so defined,
the plasma density contributes additively to the dielec-

tric function, g(w) = 1 — wﬁ /o?; therefore, the plasma
density enters the function D through the quantity
[G(r), ny(r), G(r)Uand the dispersion relation can be
rewritten in the form

Dlw, k({,T),ny] =0, (14)
where the upper bar stands for the normalized averag-
ing over the plasma cross section,

o, oo, Ot

f=DGfd3]DGdsa :

P P

We represent the wave vector and plasmadensity as
k() = K? + Ak(Q) and n, = ny(r) + dny(r, {, 1), where k©
is the solution to Eq. (14) with n, = n,. Using the
smallness of the plasma density perturbations, we
expand the left-hand side of the dispersion relation in
powers of the small parameter dny/n, < 1. Taking into
account the relationship

_ V3n9D 0D
w dnyly,ed

wearrive at thefollowing final relationship between the
perturbations of the wave vector and plasma density:

199 0Vn 030y
2V g 00y, N,

OV
ong
Ak =

With the representation k, = Zi [oK@d chosen

above, the term [k, — k@)18k;" takes the form

_1 Dlzv d_ .,
[ko—=k(Q)]0ky = %—I5k(5)dz—5k(3)a5ko
0

&
_1wyovy, kg Lo 1. 0
= =k ®n —=(dn,(0)d0
20 90y a0 7, [OHO

4

En(o—ifn«)dz,
0
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where we have introduced the function

Ko @, 0V ,,0N,(C, T)
e = 26k0v 0w, N

Now, we can write Egs. (12) in the final form:

21
as 1 . 06 0)
az J-r]dZDS Eﬁje ddo,
(15)
9 ¢ = Re(e€e'®).
oz’

Further, we average the electron and ion continuity
equations and the equation of motion of the electron
and ion plasma components over the fast oscillations to
obtain the following equation describing the slow
motion of the plasma as a single entity:

0°3n,  ,0°3n,
ot a7
2 2 (16)
e’ eny 0|E)~ 2 0|E]
- o2
me 62 OZ Vph at

Here, by virtue of inequality (10), we retain only the
terms that are linear in &n. We also neglect the disper-
sion of ion acoustic waves because the characteristic
wavelengthsin our problem are either comparable with
the system length L or several times shorter. In other
words, these characteristic spatial scales are too short
for the dispersion of ion acoustic wavesto have any sig-
nificant effect. In an amplifier, thetime variationsin the
amplitude of the electric field of a microwave are asso-
ciated exclusively with plasma motions; consequently,
the second term on the right-hand side is as small as
Cs/Vpn << 1 in comparison with the first term and thus
can be omitted. As aresult, Eq. (16) reducesto

20° 9’0 _ nodF
e L

2
where F = — € 5
Amw

GA(r) a% |Eo(z t) is the microwave

ponderomotive force.

The steady solutionsto Eq. (17) describe the plasma
density redistribution, and the unsteady ones describe
the generation of ion acoustic waves by an external dis-
tributed force (the right-hand side of the equation) and
their propagation under the action of this force. How-
ever, we are interested only in the effect of the plasma
density value on the dispersion properties of an electro-
dynamic structure. But the dispersion properties are
described by the function n, which depends on the
plasma density integrated over the plasma cross sec-
tion. Multiplying Eq. (17) by the function G?> and inte-
grating over the cross section of the waveguide struc-
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ture, we obtain a second-order differential equation
describing the dependence of the function n on the
microwave ponderomotive force. This second-order
equation can be reduced to the following two first-order
equations:

on , ou _ ou on _
o atar - PO

where u is the dimensionless plasma vel ocity averaged
over the plasma cross section,

_ Ko 0, 0v7 (L 1)
u(¢,1) = 20KoV o 002, C;

with v the dimensional plasma velocity. The dimen-
sionless microwave ponderomotive force @ is defined

(18)

2
by the expression ® = —/\‘% . The parameter
My Pk 0 OV gy

N\ =

2T, UkoO vy 000,
v (19)
4 0., 2
XIG (r)dsG (O)IG (r)ds]
2 0 0

is the main parameter of the problem. With the help of
the above expression for the growth rate ok, of the BFI,
we can readily seethat the parameter A\, which satisfies
condition (7) and serves merely to obtai n estimates, dif-
fers from the main parameter A only in having the
factor that bears witness to the radial plasma density
profile.

Equations (18) should be supplemented with bound-
ary conditionsat the entrance (left) boundary of the sys-
tem, =0, and at its exit (right) boundary, { == dk,L,
where L is the dimensional length of the system. In
what follows, we use the most general linear boundary
conditions with which Egs. (18) can be solved on the
closed unit interval 0 < { </inamathematically correct

way:
(1+y)n(0,1) +(1-y)u(0,7) = 0,
(A+y)n(l,)-(2-y)u(l, 1) = 0.
Here, the reflection coefficients of the entrance and exit
ends of the system for an ion acoustic wave are assumed
to be the same and are denoted by y (-1 <y < 1). The
signsin boundary conditions (20) are chosen so that the
anti-Hermitian part of the operator in differential equa-
tion (18) with these boundary conditions is negative.
Otherwise, the operator would describe an unstable

system, in which perturbations grow even in the
absence of external forces.

The closed set of Egs. (15) and (18) with boundary
conditions (13) and (20) constitutes a self-consistent
mathematical model of the spatiotemporal dynamics of
the magnetized plasma and the microwave field gener-
ated in it by an electron beam.

(20)
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Fig. 1. Steady-state longitudinal profiles of the wave ampli-
tude |(Q)| (solid curves) and the plasma density perturba-
tion n(Q) (dashed curve) calculated for small values of the
parameter A.

4. STEADY SOLUTIONS
AND THEIR STABILITY

We begin with a qualitative analysis of the steady
solutions to Egs. (15) and (18). For A = 0, the plasma
density is unperturbed (n = 0) and Eq. (15) describes
the development of the BPI in a homogeneous plasma.
In this case, the growth of the wave amplitudeislimited
by the nonlinearity of the motion of beam electrons
[18], and we have max{|e|} = |guxlrz0 = 1.47. It is
clear that, for A < 1, the maximum amplitude |g,,, ()|
is determined by the same mechanism for the saturation
of the instability.

When the parameter A > 1 islarge, the wave ampli-
tude is always small, || < 1. In fact, the instability
stops growing if the detuning is on the order of unity,
n ~ 1. From Egs. (18), the steady-state value of n can
be estimated asn ~ Ale . Consequently, the maximum
amplitude of the excited waveissmall, [€,.| ~ A2 < 1.
These qualitative estimates indicate that, as the param-
eter A\ increases, the physical mechanism for the satu-
ration of the BPI changes: for A < 1, theinstability sat-
urates because of the nonlinear nature of the motion of
beam electronsin the wavefield and, for A > 1, the sat-
uration mechanism is the nonlinear dispersion of the
eigenmode of a plasma-filled waveguide structure.

L et us consider the steady solutionsto Egs. (15) and
(18) in more detail. The longitudinal plasma density
profile satisfying boundary conditions (20) has the
form

§ 1)

N
N@Q) = -Ale@)+5 (el + [ed);
where g, ,| are, respectively, the amplitudes of the
microwave at the left and right boundaries of the sys-
tem.
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Using the inequality Ale(Q)? < 1, which holds over
the entire length ¢, of the integration interval, and also
the inequality |g| > |g,|, we obtain from Eqg. (15) and
expression (21) the equations

21

de . P LIC
52 Hined ~le(@)e = —-pe " Vb,
0 @)
2 .
6_(1; = Re(ee?).
o

Since Egs. (22) cannot be solved analytically, we
first present the results from solving them numerically
and then, based on the interpretation of the numerical
results, propose approximate formulas describing the
behavior of the solutions at different values of the
parameter A.

Figure 1 showsthe profilesn(¢) and |(¢)| calculated
for acomparatively small value A < 1 and, for compar-
ison, for A = 0 (which corresponds to a homogeneous
plasma). We can see that the effect of the microwave
ponderomotive forcesisto increase the maximum wave
amplitude. This effect, which was investigated in [19],
isassociated with a prolonged synchroni zation between
the decel erated beam and the beam-driven wave, whose
phase velocity decreases as its amplitude grows. A
decrease in plasma density, which lowers the wave
phase velocity (at A > 0), correlates with the growth of
the wave amplitude and, consequently, with the reduc-
tion in the velocity of the beam electrons. This correla
tion is ensured by the microwave ponderomotive force,
which expelsthe plasmafrom the region of the stronger
microwave field. The value of the parameter A deter-
mines the extent to which the changes in the wave
velocity and the velocity of the beam electrons are cor-
related: for A < 1, the deceleration of the beam elec-
trons is faster, whereas, for A > 1, the wave velocity
decreases at a faster rate. Obvioudly, the synchronism
between the wave and the beam is best maintained at a
certain value A = A, ~ 1, a which the BPI has the
maximum efficiency.

For A > 1, arapid decrease in the wave phase veloc-
ity breaks the synchronism and the instability saturates
even when the wave amplitude is small, || < 1, i.e,
before the motion of the beam electrons becomes non-
linear. Representative profilesn(¢) and |&(¢)| calculated
numerically for A > 1 are displayed in Fig. 2. In this
case, the wave amplitude |¢,,,.| & which the instability
saturates can be estimated from the condition that the
instability growth rate vanishes when the detuning is
approximately equal ton =-AJef =-1.5;

15

(N == < 1. 23
|€max(N))| 7 (23)

The smallness of the wave amplitude at large A\ val-
ues alows us to simplify Egs. (22). To do this, we lin-
earize the second of Egs. (12) in small perturbations
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09 ~ € << 1 of the phases ¢ = ¢, + ¢ of the beam elec-
trons and integrate over the initial phasesin the first of
these equations. As aresult, we obtain
d’ rde |, . 2 2 i
S 2[az+|/\(|so| —|g| )8} = 3¢
Equation (24) can be analyzed by using the results
obtained in [20]. In this way, we consider the equation
d’rde | . ]
dzz[d—zﬂf(Z)s} = 3¢

If the characteristic scale I; on which the function
f(¢) variesislarge, |; > 1, then the solution to EQ. (25)
in the adiabatic approximation can be represented as

(24)

(25)

f 0
e(Q) = E(O)GXDS&(Z')CKD, (26)
J 0

where ok is the solution to the characteristic equation

SK[Bk +if(7)] = i/2. 27)

To within an unessential factor in front of the exponen-
tial function, the adiabatic approximation well
describes the solution to Eq. (25) even for I; > 1, pro-
vided that the real part of the argument of the exponen-
tial function in solution (26) is large and that the func-
tion f(¢) does not decrease to the value f = —1.5. In the
vicinity of the point at which the function f({) has this
value and, accordingly, a which the two roots of
Eqg. (27) merge into one, the adiabatic approximation
fails to hold. For smaller values of f, after the point of
merging of the roots (the turning point) is passed from
f>-15tof <15, the solution is represented as the
sum of two stable (Re(dk) = 0) solutions describing two
stable waves of equal amplitude.

Locally, in a small neighborhood of the turning
point, Eq. (25) can be reduced to the Airy equation
describing the reflection of an electromagnetic wave
from a smoothly inhomogeneous medium (see, e.g.,
[21]). The problem of passage through the turning point
in an optically active medium (in particular, in the
beam—plasma system under consideration) and the
problem of the reflection of awavein an optically inac-
tive medium are mutually inverse. In the problem of
reflection, the wave incident from the region where f <
—1.5isexponentialy damped in the opagueregion, i.e.,
when it penetrates deeper into the medium after passing
through the turning point, and produces a reflected
wave of the same amplitude. In the problem of passage
through the turning point in an optically active medium,
the wave incident from the region where f > —1.5 grows
exponentially when approaching the turning point and,
behind the turning point, it decays into two waves of
equal amplitudes.

If we choose the function () to be f({) = A(lg [ —
|e(QP), where g(Q) isasolution to Eqg. (24), then we can
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Fig. 2. Steady-state longitudinal profiles of the wave ampli-
tude |&(0)| (solid curve) and the plasma density perturbation
n(Q) (dashed curve) calculated for A = 10.

see that Egs. (24) and (25) have the same solution.
Hence, the technique of the above analysis can be
applied to explain the behavior of the solutions to
Eq. (24) that are shown in Fig. 2. In the initial stage
(until f >—1.5), thereal part of one of the roots ok of the
characteristic equation is positive and the wave ampli-
tude grows, in which case the function f decreases up to
the value f = —1.5, which corresponds to the turning
point. Behind this point, there is no instability and the
field has the form of the beatings of two stable waves.
Behind the maximum of thetotal field, the wave ampli-
tude decreases and the system again passes into the
instability region (f > —1.5). However, the initial condi-
tions in the instability region are now different from
those at the beginning of the process. The beam elec-
trons are already bunched; therefore, in this stage, the
wave interacts with a modul ated beam. In this case, the
dependence |€(C)| isdescribed by alinear function. That
the field amplitude at the beginning of this stage
decreases stems from the following circumstance:
when a bunch of the beam electrons enters the instabil -
ity region, it occursin the accel erating phase of thefield
and acquires energy from the wave. After passing
through the point at which || = 0, the field phase
changes by tand the modulated beam again excitesthe
wave. This interpretation of the behavior of the solu-
tionsto Eq. (24) is confirmed by the results from parti-
cle-in-cell ssimulations of the motion of the beam elec-
trons using the general nonlinear equations.

Now, we present estimates that make it possible to
determine the dependence |€,,(\)|. For A > 1, we can
use formula (23). For A < 1, the mechanism for the
instability saturation is associated with the trapping of
the beam electrons by the field of the beam-generated
wave. Consequently, near the maximum in the depen-
dence |&(¢)|, the beam electrons are so well bunched
with respect to the wave phase that we can considerably
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0 2 4 A

Fig. 3. Profiles of the instability saturation amplitude
[€nax (V)| calculated for A < 1 by formula(32) (curve 1) and
for A > 1 by formula (23) without (curve 2a) and with
(curve 2b) alowance for an increase in the wave amplitude
behind the turning point. Profile (3) was obtained by solving
Egs. (22) numerically.

simplify the problem by treating the bunch as being
pointlike. In thisapproximation, Egs. (22) taketheform

. 2 )
——|/\|5(Z)| g=-6" Z—Zq; = Re(e€?), (28)

wherewe have neglected theinitial wave amplitude |&,|.
Equations (28) have the integral of motion
dp . 1
dc 2
which is the energy conservation law. Substituting the
wave amplitude in the form € = p€® into Egs. (28) and
(29) yields the equations
dp _
d¢
dy 2 1.
==X = const—=p" (1—-2A) +=sny,
a p ( ) oSNy

where ) = ¢ + 0. Equation (30) can also be written as

Zle)® = congt, (29)

—cosy,
(30)

dp _ _ L2 inwl”
a coqu[const 2p (1 2/\)+psmL|J}
Choosing the quantity T = sin{) as an independent vari-
able, we obtain
do _ _ _L2q_ 17
I - [const 2p (1 2/\)+pr} .

The dependence on the parameter A can be eliminated
from Eq. (31) by making the replacement p =

(1)
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y/~J1=2A and T = X///1—2A . Thisindicates that the
dependence of the maximum wave amplitude on the
parameter A is determined by the formula

|Ema(0)]
J1=2N

Figure 3 depicts the functions |g,,,.(A\)| caculated by
solving Egs. (22) numerically and obtained from
approximate formulas (23) and (32). Formula (23)
somewhat underestimatesthe value of |g,,,.(/\)| because
it does not account for the aforementioned increase in
the wave amplitude behind the turning point. The
dependence |g,,,(/\)| obtained with allowance for this
effect is shown by curve 2b in Fig. 3. Formula (32)
overestimates the maximum wave amplitude because it
was derived under the assumption that the bunch of
beam electronsis pointlike.

L et us summarize the results obtained from studying
the gquestion as to how the steady-state regimes of the
BPI in aplasma-filled slow-wave structure change with
increasing plasmadensity and/or beam current (param-
eter A\). For small values of this parameter (A < 1), the
ponderomotive effects can be neglected. For somewhat
larger values (A < 1), the wave amplitude at which the
instability saturates is governed by the simultaneous
effect of two nonlinear mechanisms: (i) the trapping of
the beam electrons by the field of the excited wave and
(ii) the nonlinearity of the plasma. The effect of the
plasma nonlinearity produced by the microwave pon-
deromotive force is a reduction in the plasma density
and, as a consequence, a decrease in the wave phase
velocity. Because of the synchronous decrease in the
electron beam velocity and in the phase velocity of a
microwave, the bounce period of the trapped beam
electrons is longer than that in a homogeneous plasma
and the microwavefield is stronger. Starting from A = 1,
the phase velocity of a microwave differs substantialy
from the beam vel ocity even in the bunching stage. The
positive effect of the decrease in the phase velocity of a
microwave on the trapped beam electrons is partially
reduced by a decrease in the efficiency with which the
wave traps the beam electrons and an increase in the
energy spread of the electronsin the bunch. As aresuilt,
at acertain A\ value, the saturation amplitude reachesits
maximum and then decreases. For A > 1, the plasma
density is essentially nonuniform even in the linear
stage of the amplification process; in this case, the max-
imum amplitude of the microwave is determined exclu-
sively by the plasma nonlinearity (the departure of the
wave from resonance with the beam) and is so small
that the wave ceases to trap the beam electrons.

The problem of the stability of steady solutions was
investigated in [22]. Here, we briefly outline the results
obtained in that paper. The onset of aregime in which
the output signal from the system under consideration
(an amplifier with a plasma-filled waveguide structure)
is self-modulated is due to the generation of an ion

|€mac( )] = (32)
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acoustic wave by the microwave ponderomotive force.
Theion acoustic wave propagatesin the direction oppo-
site to the propagation direction of the beam, thereby
giving rise to distributed feedback and changing the
system into a generator of low-frequency waves. The
frequency Q at which self-oscillations are generated
satisfies the equation

sn(1Q/2) = 0, (33)

provided that the parameter A is larger than its critical
value

A, = 3(al)”’ 12" e exp(2al)] (34)
where a = ./3/ 2% isthe dimensionless growth rate of
the BPI in a homogeneous plasma.

According to formula (34), which is valid for
| lexp(al) < 1 and al > 1, the critical value of the
parameter A decreases with increasing system length |
and (as expected) should become minimumintherange
lglexp(al) = 1, in which this formulafails to hold. The
exact minimum critical value /A, was obtained by inves-
tigating the stability of the steady solutionsto Egs. (15)
and (18) with boundary conditions (13) and (20) by
numerical methods. The parameters of the problem—
the length of the interaction region, the initial wave
amplitude, and the reflection coefficient of an ion
acoustic wave from the ends of the system—were cho-
sen to be close to those in the experiments described in
Section 5. The solutions obtained numerically showed
that the minimum critical value of the parameter A only
dlightly depends on the reflection coefficient y and is
equal to A\, = 0.6. Accordingly, the steady solutions that
have been examined abovein the case A > 1 are unsta-
ble and, therefore, cannot be observed experimentally.
However, some of the properties of these solutions,
e.g., the saturation amplitude given by approximate for-
mula (23), determine the parameters of the unsteady
interaction regimes.

5. THEORETICAL AND EXPERIMENTAL STUDY
OF THE SELF-MODULATION REGIME
OF THE BPI

The self-consistent dynamics of the plasma and of
the microwave fields generated in it by an electron
beam was investigated in experiments with a magne-
tized plasma waveguide. The experimental device in
the form of a 12-cm-diameter glass tube with length
L =76 cm was placed in a uniform guiding magnetic
field with astrength of 1.5 kG. The tube was filled with
agas (Ar, He) at a controlled pressure. The parameters
of an electron beam injected into a neutral gas were as
follows: the beam current was 50 mA, the energy of the
beam electrons was 1 keV, and the beam radius was
1cm. The plasma in the system was produced by
impact ionization of a neutral gas by beam electrons
and, in a sufficiently strong microwave field, by con-
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ventional ionization processes occurringinaBPD. The
plasma density and the amplitude of the microwave
field generated by the beam were measured by Lang-
muir probes and receiving antennas, installed 15 cm
from the tube ends. The signals from the probes were
digitized (with atimeresolution of 0.1 ps) and storedin
a computer for further processing. The only parameter
that was varied in the experiments described below was
the neutral gas pressure (and, accordingly, the density
of the produced plasma), while the beam parameters
were not changed.

Before proceeding to a description of the experi-
mental data and comparing them with the theoretical
results, let us make the following remarks. A descrip-
tion of the behavior of the solutions to Egs. (15) and
(18) with boundary conditions (13) and (20) in different
ranges of the parameters A\, |, €,, and y is a laborious
and complicated task. That is why we present only the
results that were obtained for the parameter values cor-
responding to the experimental conditions under dis-
cussion. Theoretical investigation of the BPI in
unsteady regimes (A > A.) was carried out mainly by
numerical methods, and, when possible, analytic esti-
mates were obtained for certain parameter ranges. The
guiding magnetic field in the experiments was strong
enough for the motion of plasma electronsto be treated
as one-dimensional over the entire range of gas pres-
sures. Since the main processes in experiments with
each of the two gas species were observed to be quali-
tatively the same, we will describe only the results of
experiments with argon.

Numerical calculations of the dispersion properties
of the experimental plasmawaveguide madeit possible
to determine the resonant frequency f, the dimension-
less length dkL, and the parameter dk/k, as functions of
the plasmadensity. The calculated results areillustrated
in Figs. 4a-4c.

Using the plots shown in Figs. 4a-4c, the results of
theoretical investigations carried out for steady-state
regimes, and the results from numerical simulations of
unsteady regimes, we determined how the mean oscil-

lation energy We (0) of the plasma electrons at the axis
of the system; the parameter A defined by formula (19);
and its critical value A;, a which the steady-state
regime becomes unstable, depend on the plasma den-
sity. The corresponding plots are presented in Fig. 4d,
in which the dashed line indicates the mean oscillation
energy of the plasma electrons above which they are
capableof ionizing argon. In calculations, wevaried the
plasma electron temperature from 3 eV (which corre-
sponds to the absence of a BPD) to 10 eV (which cor-
responds to the most highly developed stage of the dis-
charge).

It follows from Fig. 4a that the threshold plasma
density for the onset of the BPI is0.8 x 10° cm~3. How-

ever, the amplification coefficient is larger than unity
only when the dimensionless length of the system dkL
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is sufficiently large, okL = 3. According to Fig. 4b, this
condition is satisfied for n, > 1.1 x 10° cm. At such a
plasma density, the calculated frequency of the excited
synchronous wave is 60 MHz. In experiments, micro-
wave signals above the fluctuation level were observed
to arise at afrequency of 56 MHz in the pressure range
p = 1.1 x 107 torr. The pressure of a plasma with the
density n, = 1.1 x 10° cm can be estimated from the
condition that the number of ions produced by the beam
in the entire chamber volume is equal to the number of
ions escaping from the chamber through its ends:

I,Noon/eS, = nycdL, (35)
where N, is the neutral gas density and g, is the rate of
ionization of the molecules of aneutral gas by the beam
electrons. The rate of escape of the ionsin the longitu-
dinal direction is equal to the ion acoustic speed c..
According to formula (35), the pressure is estimated to
be 2.0 x 10~ torr; this value may be considered to agree
fairly well with the experimentally measured pressure,
especidly if we take into account the fact that formula
(35) is only approximate.

Before proceeding to an analysis of how the nature
of the BPI changes as the neutral gas pressure is

increased, we determine the range of plasma densities
at which the instability can occur.

The maximum oscillation energy Wia O the
plasma €electrons in the wave field at the axis of the
structure is described by the expression

~ ~ 4
Wi = 2We = 2eUEi—IG lg|. (36)

i
The BPI may develop in the system when thisenergy is
higher than the ionization energy of argon, W, = 16 V.

The corresponding value of the mean energy, We(0) =
8 eV, is shown by the dashed linein Fig. 4d.

At plasma densities close to 1.1 x 10° cm™, the
device operates in the linear amplification regime in
which the microwave amplitude near the exit end is
small. At such plasma densities, the critical value A,
given by formula (34) islarge and the condition A > A,
for the onset of the low-frequency instability fails to
hold. The energy of oscillations of the plasma electrons
inthe wave field isinsufficient for the onset of the BPI.

As the pressure increases, the quantity A changes
insignificantly. The logarithm of the gain increases in
proportion to ~0kL (Fig. 4b), which leads to an abrupt
PLASMA PHYSICS REPORTS  Vol. 29
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reduction in the threshold value A\, and an increase in

We. At a plasma density of 1.67 x 10° cm™ (corre-

sponding to a pressure of 3.0 x 107 torr), the steady
operating mode becomes unstable (A = A). At a

dlightly higher pressure (3.2 x 107 torr), We(0)
becomes equal to the threshold value. This scenario
was observed experimentally; the corresponding pres-
sures were found to be 1.65 x 107 and 1.7 x 107 torr,
respectively.

Asthe steady operating mode of the device becomes
unstable, microwave ponderomotive forces give rise to
alow-frequency instability; asaresult, the amplitude of
the wave amplified by the beam becomes deeply (up to
100%) modulated at the exit from the system. That is
why the mean and pulsed powers of amicrowave signal
may differ substantially from one another. Let us
employ the theory developed in Sections 24 to esti-
mate the mean square amplitude of the signal.

The onset and growth of the plasma density pertur-
bations are described by Egs. (18), an equivalent form
of whichis

02n Qiﬂ_/\az|5|2
> —_—

en_ 37

L 14
Let theinitial profile |e({)| of the amplitude of the wave
generated by the beam in an originally homogeneous
plasma be steady state. The maximum amplitude |€|,,.«
occursin the region AC ~ 1. For A > 1, the microwave
ponderomotive force expelsthe plasmafrom thisregion
so rapidly that the plasma density perturbation can be
regarded as being immobile on the time scale on which
it grows. In this case, the second term on the left-hand
side of Eq. (37) is much smaller than the first term,

0’| < (o™
az?|  |ot’
With allowance for the fact that the instability saturates
when |n| ~ 1, Eq. (37) and inequality (38) yield the fol-
lowing estimate for the characteristic time scale Aty on
which the plasma density perturbation grows:

ATy ON ] . (39)

Hence, the BPI stops growing time At after its onset;
in other words, At is the duration of the generated
microwave pulse. The interval At, between the gener-
ated pulsesis determined by the time during which the
plasmadensity perturbation escape from theinteraction
region:

< . (38)

AT, O, (40)

where |, is the dimensionless distance from the
entrance end of the structure to the point at which the
wave amplitude is maximum; in order of magnitude, it
isequal to the dimensionless length | of the system. For
the experimental conditionsin question, we havel = 10.
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The process described above is characterized by the
dimensionless square pulse (maximum) amplitude

€] fnax and the mean square amplitude

2 > AT —1/2,-1
|£|mean |:llelmaxA_.[gD |€|max/\ I0 .
p

(41)

The higher the pressure, the more complicated the
character of the processes that occur throughout the
BPD. In fact, as the mean amplitude of the microwave
field continues to grow, the parameter A\, decreases and
the power of the plasma source (the BPD) increases,
raising the density, temperature, and radius of the
plasma. As a consequence of the increase in the plasma
temperature and radius, the parameter A decreases.
Numerical simulations show that, because of the syn-
chronous decrease in the parameter A and its critical
vaue A, (\ -\, =4, asseen in Fig. 4d), the extent to
which the regime of the amplification of amicrowaveis
nonsteady should be relatively low, in which case the

mean square amplitude |e| ., at the exit from the sys-
temisonly dlightly smaller than that in the steady-state
amplification regime.

An increase in the amplification coefficient leads to
a saturation of the BPI within the system; at a density
of 2.4 x 10° cm™3 (corresponding to a pressure of 4.3 x
1073 torr), the mean square amplitude of the microwave

field reaches its maximum value |e|’,, = 4.5, which

indicates that the maximum power of the BPD (i.e. of
the source of the plasma) is also achieved. Note that the
numerically calculated mean square amplitude of the
microwavefield islarger than that obtained for ahomo-

geneous plasma (Islﬁ1aX = 2.3) but is smaller than that

obtained in Section 4 for a steady-state regime (Islﬁ1ax =

6) with allowance for the effect of prolonged synchro-
nization due to the microwave ponderomotive force.

Note that the exact dependences of the temperature
and radius of the plasma produced during the BPD on
its density can only be determined by solving acompli-
cated, two-dimensional, time-dependent, self-consis-
tent problem. In order to derive qualitative depen-
dences, we used the experimental data and the esti-
mates obtained from anayticad and numerica
calculations. These dependences show that the effective
radius of the plasma and its temperature at the very
beginning of the BPD are about 1 cm and 3 eV, respec-
tively, and, astheinstability evolvesintoitsmost highly
developed stage, they increase to 2 cm and 10 V.

Numerical simulations show that, after the micro-
wave field amplitude has reached its maximum value,
the parameter A\, changes only dlightly as the plasma
density increases. In this stage, an important role is
played by the behavior of the parameter dk/k (Fig. 4c).
Expression (36) implies that, as this parameter
decreases monotonically with increasing pressure
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(even at a constant mean square amplitude [€|2..,,), the

mean energy of the electron oscillations becomes
lower; as aresult, both the temperature and the radius
of the plasma produced decrease.

In turn, this effect acts to increase the parameter A
and, by virtue of formula (41), to reduce the mean

sguare amplitude Ielfnean. As aresult, the mean energy

W, decreases even more rapidly. At aplasmadensity of
about n,, = 5.8 x 10° cm (at a pressure of 10.5 x

1073 torr), the energy We (0) decreases to the threshold
value, at which the BPD comesto ahalt and the plasma
density fallsto alevel determined by the impact ioniza-
tion of aneutral gas by beam electrons. As the pressure
is further raised, the parameter A gradually increases,
enhancing the effects of unsteady processes, and the

energy We(0) decreases. Hence, at low and high pres-
sures, a BPD does not occur in the system, but the BPI
in these two cases is radically different in nature: at a
low pressure, the instability appears as the generation
of amonochromatic signal, whereas, at a high pressure,
the effect is the generation of a signal with broad spec-
trum due to the strong low-frequency self-modulation
of the excited microwave.

Note that the device can operate in the relaxation
mode, whose physical essence can be outlined as fol-

lows. Let aplasmawith adensity lower than ny be cre-
ated by the impact ionization of agas at a certain pres-
sure by beam electrons. If the plasmadensity during the
BPD increasesto n, > n;, then, in accordance with the
above analysis, the discharge comes to an end and the
plasma returns to its former density n, < ny.. Then the
process repeats itself. Presumably, it is this effect that
explainsthe experimentally observed regular variations
in the brightness of the plasma column at a pressure
close to the maximum pressure at which the BPD still
exists. However, such a suggestion requires more
detailed theoretical and experimental justification.

The above-described way in which the BPI changes
its nature as the pressure of the neutral gas increases
wasinferred from numerical and analytical calculations
based on the mathematical model developed here. The
experimental results that will be described below cor-
roborate the correctness of the model both qualitatively
and quantitatively.

At alow pressure of the neutral gas, the density of
the plasma produced is low and the BPD cannot occur.
The plasma density perturbations are small; at pres-
sures close to the threshold for the onset of aBPD, they
are characterized by awide noise spectrum, an example
of which is presented in Fig. 5.

A BPD develops at pressures higher than the critical
pressure (1.7 x 10~ torr). The onset of the dischargeis
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 6. Plasma density variations on(t) during the BPD.

identified by an abrupt increasein the intensities of sig-
nals from the probes; visualy, the plasma column
becomes far more brighter and wider. In this stage, the
dynamics of the plasmadensity is characterized by two
very different timescales(Fig. 6). Theperiod T, of the
low-frequency self-modulation of the density at a char-
acteristic frequency of about 6 kHz iswell described by
the theoretical estimate T, ~ L/C..

Against the background of slow variations with the
characteristic period T, short (on acharacteristic time
scale of several microseconds) sharp peaks in the
plasma density are observed, each of which is accom-
panied by a peak in the amplitude of the generated
wave. The upper plot in Fig. 7 presents the time evolu-
tions of the plasmadensity and wave amplitudein indi-
vidual peaks (on an enlarged scale). The lower plot
demonstrates the cross-correlation function of the vari-
ations in the plasma density and wave amplitude in the
peaks. The plots shown in Fig. 7 were obtained by
numerically filtering out the low-frequency compo-
nents of the signals.

The time evolutions given in Fig. 7 are typical of a
BPD: the plasma density increases under the action of
the wave field and decreases after the field vanishes.
The maximum of the cross-correlation function is pos-
itive and is displaced to the right, indicating that the
No. 4
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maximum in the density isreached later than that in the
wave amplitude.

Although fast synchronous variations (peaks) in the
plasma density and wave amplitude cannot be
described by the theory developed here, the above-
mentioned experimental data provide evidence that, in
the pressure range under consideration, the main
plasma sourceis precisely the BPD. This conclusionis
also supported by the calculated results shown in
Fig. 4d.

Over the entire pressure range in which a BPD can
exist, dow variations in the plasma density are charac-
terized by a line spectrum (representative examples of
which are shown in Fig. 8). Note the strong qualitative
difference between the spectra of the plasma density
oscillations before (Fig. 5) and during (Fig. 8) the BPD.

In the experiments under discussion, all attemptsto
detect the presence of ion acoustic waves propagating
in the direction opposite to the beam propagation direc-
tion by measuring the time delay between the signals
from spatially separated probes failed regardless of the
gas pressure in the discharge. A possible reason for this
is that the coefficient of reflection of the ion acoustic
waves from the ends of the plasma column may be
fairly large. In fact, numerical modeling showed that,
even when the reflection coefficient is about 0.4-0.5,
the standing waves that exhibit no time delay are
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excited in the system. This result is confirmed by the
experimentally measured phase shifts between the
dominant spectral components of the signals from the
first and second probes (Fig. 8). The even harmonics of
the fundamental frequency are seen to have the same
phases, whereas the odd harmonics are shifted by 180°.
This dependence of the phase difference on the har-
monic number is typical of the eigenmodes of a cavity
with a symmetric fundamental elgenmode.

The above estimates show that, at pressures above a
certain critical pressure, the discharge breaks and the
plasma is produced exclusively by the impact ioniza-
tion of the gas by beam electrons. The disruption of the
discharge was experimentally observed to occur at a
pressure of 6.0 x 10~ torr. Representative signals from
the probes and a representative spectrum of the plasma
density oscillations at pressures higher than 6.0 x
107 torr are given in Figs. 9 and 10. Note that, in the
absence of a BPD, the spectrum of the plasma density
oscillations at alow pressure of the neutral gas (Fig. 5)
are similar to that at a high pressure (Fig. 10).

BLIOKH et al.

In the absence of a BPD, the amplitude of the low-
frequency plasmadensity oscillationsislarger than that
during the discharge and the short peaks in the density
are lower (cf. Fig. 6 and Fig. 9). One can also see apro-
nounced time delay (shift) between signals from the
probes; the sign of the shift corresponds to a density
wave propagating in the direction opposite to that of the
beam. Note that the weaker the magnetic field, the more
pronounced the time delay (see the lower frame of
Fig. 9). The structure of the peaks also changes. an
abrupt increase in the wave amplitude is now accompa-
nied by a decrease in the plasma density (Fig. 11). This
effect, which is characteristic of the microwave ponder-
omoative force, becomes more pronounced as the gas
pressure increases. From Fig. 11, which presents the
waveforms obtained experimentally at a pressure of
9.5 x 107 torr, we can see that each peak in the field
amplitude is accompanied by a dip in the plasma den-
sity. The cross-correlation function obtained by filter-
ing out the low-frequency component of the oscilla-
tions of the plasma density and field amplitude (see
Fig. 12) differs substantially from that in Fig. 7. In the
absence of aBPD, the oscillations of the plasmadensity
and field amplitude are in antiphase and the cross-cor-
relation function has a negative extremum at zero time.

Numerical simulations carried out on the basis of
the above model demonstrate that the noise component
in the spectrum of the density oscillations becomes
more intense as the difference A — A\ increases. How-
ever, in contrast to the spectra characteristic of regimes
without a BPD, the noise component in regimes with a
developed discharge is suppressed, although the differ-
ence \ — A\, isfairly large and increases with pressure.
Presumably, this circumstance stems from the fact that,
within the same spatial region, the discharge acts to
increase the plasma density while the microwave pon-
deromotive force acts to decrease it. Because of the
combined action of the discharge and the microwave
ponderomotive force, the latter becomes less efficient,
or, in other words, the effective value of the parameter
N\ decreases. This explanation is indirectly confirmed
by the fact that, in experiments with helium (whose
threshold ionization energy is one and one-half times
that of argon), the spectra measured in al regimes,
including regimes with a developed BPD, are analo-
gous to those shown in Figs. 5 and 10.

The dispersion parameters and field structures in a
magnetized plasma waveguide and the values of the
mean square amplitude of the wave calculated for dif-
ferent values of the parameter A made it possible to
obtain the theoretical dependence of the mean power
P.can Of the wave generated by the beam on the neutral
gas pressure. Figure 13 illustrates the cal cul ated depen-
dence of the power on the neutral gas pressure and the
dependences measured in experiments with helium and
argon. We offer the following comments regarding the
curves shown in this figure. For both gases, the experi-
mental dependence of the power on pressure has a pro-
PLASMA PHYSICS REPORTS  Vol. 29
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nounced second maximum. Based on the above spec-
tral and correlation analyses of the variations in the
plasma density and microwave field amplitude, we can
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conclude that this second maximum is reached at the
time at which the discharge terminates. For argon, the
density and power values at the second maximum cor-
respond to the second point of intersection of the curve

W, (0) with the dashed line indicating the threshold
power above which the BPD can occur (Fig. 4d). In
Fig. 13, the theoretical and experimental values
obtained for argon are normalized so that this intersec-
tion point has the coordinates (1.0, 1.0). The experi-
mental values obtained for helium are normalized so
that the second maximum coincides with the point of
intersection of the theoretical curve with the corre-
sponding threshold power level. Hence, the horizontal
and vertical axes in Fig. 13 are, respectively, the nor-
malized pressure P;and normalized density W5 Each

of the two experimental curves is matched to the theo-
retical curve only at one point denoted by large circles
aand b. Since the theoretical curve was calculated for a
regime without a BPD, it should be compared with the
experimental curves only in the regions that lie below
the corresponding threshold power.

According to Fig. 13, the theoretically predicted
decrease in the mean output power of amicrowave due
to the dynamic nature of the amplification regime [see

W
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He :
RS R I AR ¢ g © YRR
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Fig. 13. Pressure dependence of the power of the beam-generated microwaves, calculated theoretically (curve 7) and measured in
experiments with He (curve 2) and Ar (curve 3). The dashed lines indicate the threshold powers above which the BPD can occur in
thegasesindicated. Thelarge circlesa and b denote the points at which the experimental curves are matched to the theoretical curve.
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formula (41)] is confirmed by experiment. Note also
that the mean output power decreases sharply as the
plasma density increases; this is attributed to the fact
that the BPI in a magnetized plasma waveguide is
highly sensitive to the microwave ponderomotive
forces (in Fig. 4d, the parameter A islarge). Figure 13
demonstrates that, in view of the simplifying assump-
tionsthat were madein constructing the theory and also
of the minimum number of adjustable parameters used
to fit the experimental data, the agreement of the calcu-
lated curve with the measured ones may be regarded as
satisfactory.

6. CONCLUSION

The above theoretical estimates show that the effect
of the plasma nonlinearity is significant even when the
beam current is low and, accordingly, the amplitude of
the oscillations generated by the beam is small. Thisis
attributed the resonant nature of the interaction between
the beam and the wave. In a number of problems con-
cerning the propagation of a wave in a nonlinear
medium, the nonlinearity parameter is the ratio of the
wave-induced variations in the parameters of the
medium to their unperturbed values. In contrast, in the
theory devel oped here, the nonlinearity parameter isthe
ratio of the variations in the parameters of the medium
to the permissible variations that do not violate the syn-
chronization between the wave and the beam el ectrons.
The parameter A is just such a nonlinearity parameter.
Of course, the specific form of the nonlinearity param-
eter depends on the dominant mechanism for nonlin-
earity (microwave pressure, microwave breakdown,
etc.), but its physical meaning is always the same.

Here, we have investigated only one mechanism for
nonlinearity, specifically, that associated with the
microwave ponderomotive force. This mechanism has
been chosen because it can be analyzed in arelatively
simple way, by making the number of parameters of the
problem as small as possible. In the problem in which
the main mechanism responsible for nonlinearity is,
e.g., microwave breakdown of aneutral gas, the number
of parameters is larger because it is necessary to take
into account such factors as the threshold ionization
energy, the energy dependence of the ionization cross
section, and the complicated interrelationship between
the transverse distributions of the plasma density and
plasma-producing microwave fields (see the above
brief discussion). These factors substantially compli-
cate the task of providing a self-consistent description
of the BPI under BPD conditions. It is, however, very
important to have such a description, because the
design of plasma-filled microwave devicesin which the
plasmais produced exclusively by the beam turnsout to
be considerably simpler. This problem will be dis-
cussed in afuture paper.

In the experiments under discussion, a beam was
injected into a neutral gas whose pressure was varied
over awiderange. It wasonly over small portions at the
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ends of this range that the BPD did not occur. Conse-
guently, these are the only portions over which the
microwave ponderomotive force can be regarded as a
single mechanism for the plasma nonlinearity. Over a
wide pressure range, both of the mechanisms—the
microwave ponderomotive force and microwave dis-
charge—operate simultaneously. Nevertheless, the
effects predicted theoretically, namely, a strong low-
frequency self-modulation of the plasma density and
wave amplitude, the generation of large-amplitude ion
acoustic waves, and a decrease in the power of the
excited wave with increasing gas density, were
observed experimentally over the entire pressure range.
This allows us to suggest that the microwave pondero-
motive force is the dominant mechanism for the onset
of low-frequency plasma density oscillations even
under the BPD conditions.

Asfor the much faster variations in the plasma den-
sity and the amplitude of the excited waves (the peaks),
their nature is governed by processes other than those
described above. A description of these processes is
beyond the scope of the theory proposed here. One pos-
sible mechanism for the onset of the peaksis associated
with the radia plasmamotion accompanied by the per-
turbations of the guiding longitudinal magnetic field.
The perturbations may be driven by the microwave
ponderomotive force or the rapid increasein the plasma
density during the onset of a microwave discharge. The
characteristic time scale on which the magnetic field
perturbations are generated is determined by the mag-
netosonic speed, which is significantly higher than the
speed of theion acoustic waves considered in our study.
Thus, in a system with the above parameters, the time
the magnetosonic wave takes to crossthe plasmais sev-
eral tenths of a microsecond, while the characteristic
time scale on which the peaks devel op is about amicro-
second. However, this coincidence between the charac-
teristic time scales is ill insufficient to precisely
attribute the onset of the peaks to the transverse plasma
motion.

Finaly, we have determined and investigated the
mechanism for the onset of a low-frequency self-mod-
ulation of the plasma density and the amplitude of a
beam-generated wave. The results of our study will
help to develop methods for suppressing the associated
beam—plasma instability. This problem is extremely
important for advancing plasmamicrowave el ectronics.

ACKNOWLEDGMENTS

This work was supported in part by the Ukrainian
Center for Science and Technology (project no. 277)
and the Center for Absorption in Science, Ministry of
Immigrant Absorption, State of Israel.

REFERENCES

1. Yu. V. Tkach, Ya. B. Fainberg, |. . Magda, et al., Fiz.
Plazmy 1, 81 (1975) [Sov. J. Plasma Phys. 1, 43 (1975)].

PLASMA PHYSICS REPORTS Vol. 29 No.4 2003



10.

11

EFFECT OF THE PONDEROMOTIVE FORCE

M. V. Kuzelev, F. Kh. Mukhametzyanov, M. S. Rabinov-
ich, et al., Zh. Eksp. Teor. Fiz. 83, 1358 (1982) [Sov.
Phys. JETP 56, 780 (1982)].

Y. Carmel, K. Minami, R. A. Kehs, et al., Phys. Rev.
Lett. 62, 2389 (1989).

Yu. P. Bliokh, E. A. Kornilov, L. A. Mitin, and
Ya B. Fainberg, Fiz. Plazmy 20, 767 (1994) [Plasma
Phys. Rep. 20, 690 (1994)].

M. A. Zavjalov, L. A. Mitin, and V. |. Perevodchikov,
IEEE Trans. Plasma Sci. 22, 600 (1994).

V. S. Antipov, A. N. Antonov, V. A. Balakirev, et al., in
Proceedings of the 12th International Conference on
High-Power Particle Beams, Haifa, 1998, Vol. I1, p. 699.

A. N. Antonov, Yu. P. Bliokh, E. A. Kornilov, €t al., Fiz.
Plazmy 26, 1097 (2000) [Plasma Phys. Rep. 26, 1027
(2000)].

A. N. Antonov, Yu. P. Bliokh, E. A. Kornilov, et al., Fiz.
Plazmy 27, 268 (2001) [Plasma Phys. Rep. 27, 251
(2001)].

M. A. Miller, Izv. Vyssh. Uchebn. Zaved., Radiofiz. 1
(3), 110 (1958).

Yu. P. Bliokh, M. G. Lyubarsky, I. N. Onishchenko,
et al., Dokl. Akad. Nauk Ukr. SSR, Ser. A, No. 11, 55
(1990).

Yu. P. Bliokh, M. G. Lyubarsky, 1. N. Onishchenko,
etal., Fiz. Plazmy 20, 757 (1994) [Plasma Phys. Rep.
20, 681 (1994)].

PLASMA PHYSICS REPORTS Vol. 29 No.4 2003

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

327

N. S. Ginzburg and S. P. Kuznetsov, in Relativistic High-
Frequency Electronics (Inst. Prikl. Fiz. Akad. Nauk
SSSR, Gorki, 1981), p. 101.

Yu. P. Bliokh, Ya. B. Fainberg, M. G. Lyubarsky, et al.,
Phys. Plasmas 5, 4061 (1998).

Yu. P. Bliokh, M. G. Lyubarsky, G. S. Nusinovich, and
V. O. Podobinsky, lzv. Vyssh. Uchebn. Zaved., Prikl.
Nelineinaya Dinamika 7 (2—3), 56 (1999).

I. V. Loshkov, Fiz. Plazmy 3, 577 (1977) [Sov. J. Plasma
Phys. 3, 326 (1977)].

Yu. P. Bliokh, A. V. Borodkin, M. G. Lyubarsky, et al.,
lzv. Vyssh. Uchebn. Zaved., Prikl. Nelineinaya
Dinamika 1 (1-2), 34 (1993).

G. B. Whitham, Proc. R. Soc. London A 299 (1456), 6
(1967).

I. N. Onishchenko, A. R. Linetskii, N. G. Matsiborko,
etal., Pisma Zh. Eksp. Teor. Fiz. 12 (8), 407 (1970)
[JETP Lett. 12, 281 (1970)].

V. B. Krasovitskii and L. A. Mitin, Fiz. Plazmy 23, 230
(1997) [Plasma Phys. Rep. 23, 209 (1997)].

K. Yu. Bliokh, Radiofiz. Radioastron. 3 (1), 49 (1998).
V. L., Ginzburg, The Propagation of Electromagnetic
Waves in Plasmas (Nauka, Moscow, 1967; Pergamon
Press, Oxford, 1970).

K. Yu. Bliokh, Yu. P. Bliokh, M. G. Lyubarsky, and
V. O. Podobinsky, 1zv. Vyssh. Uchebn. Zaved., Priklad-
naya Nelineinaya Dinamika 7 (1), 29 (1999).

Trandated by O.E. Khadin



Plasma Physics Reports, \ol. 29, No. 4, 2003, pp. 328-345. Trandlated from Fizika Plazmy, \Vol. 29, No. 4, 2003, pp. 357—-375.
Original Russian Text Copyright © 2003 by Lakhin, Levchenko.

PLASMA

INSTABILITY

L ong-Wavelength Instability of Periodic Flows and Helicon
Wavesin Electron Magnetohydrodynamics
V. P. Lakhin* and V. D. Levchenko**

*Nuclear Fusion Institute, Russian Research Centre Kurchatov Institute, pl. Kurchatova 1, Moscow, 123182 Russia
**Keldysh Institute of Applied Mathematics, Russian Academy of Sciences, Miusskaya pl. 4, Moscow, 125047 Russia

Received August 20, 2002

Abstract—The stability of periodic flows and helicon waves against large-scale perturbations is investigated
analyticaly in resistive electron magnetohydrodynamics by the method of two-scale expansions. It is shown
that long-wavel ength perturbations of a Kolmogorov-type flow are destabilized by the effect of negative resis-
tivity. The destabilization of long-wavelength perturbations of a Beltrami-type helical flow and helicon waves
is related to the microhelicity of the primary flow (wave). The instability of long-wavelength perturbations of
an anisotropic helical flow isfound to result from both the effect of negative resistivity and the effect associated
with the microhelical nature of the flow. The criteriafor the onset of the corresponding instabilities are derived.
Numerical simulationsare carried out based on nonlinear electron magnetohydrodynamic equationswithinitial
conditions corresponding to the analytic formulation of the problem. The results of simulations on the whole
confirm analytical results in the parameter range in which the latter are applicable and, in addition, extend
the stability analysis to the parameter ranges that are beyond the scope of analytic approximations. © 2003

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Itiswell known that periodic flowsin aviscousfluid
can be unstable against long-wavelength perturbations.
The simplest example is a two-dimensional Kolmog-
orov flow in a viscous incompressible fluid [1-5]. It
was shown that, at a certain critical velocity, the Kol-
mogorov flow becomes unstable against long-wave-
length perturbations. The instability mechanism is the
effect of the negative viscosity on long-wavelength per-
turbations due to a small-scale periodic flow. A similar
instability occurs for Rossby waves (a sort of wave
motion widely encountered in the atmosphere and the
oceans) and for drift wavesin amagnetized plasma[6].
Theresemblanceis so closethat even theinstability cri-
teriafor asinusoidal drift wave (aRosshy wave) and for
a sinusoidal Kolmogorov flow, both of which are sus-
tained by a steady external source, are the same: the

instability occurs under the condition Re > ﬁ , where
Re isthe Reynolds number of a periodic flow (wave).

Another example of an unstable hydrodynamic flow
isathree-dimensional Beltrami helical flow [4, 7, §]. It
was shown that the dispersion relation for long-wave-
length perturbations of aBeltrami flow issimilar to that
for the perturbations of a Kolmogorov flow. Being
unstable, the periodic flows and waves mentioned
above can give rise to large-scale coherent structures,
which attract interest because of their possible rolesin
various physical phenomena, such as enhanced trans-
port (in comparison with the molecular transport) in
fluids, anomalous transport of particles and energy ina
plasma, and self-organi zation processes. A weakly non-

linear stage of the evolution of the instability-driven
large-scale perturbations of a Kolmogorov flow was
studied both analytically and by numerical modeling in
[9, 10]. The same investigations for drift waves were
carried out in[6]. In particular, these three papers dem-
onstrated that dissipative solitons and zonal dissipative
structures can in fact form.

In the present paper, the stability of periodic flows
and helicon waves (helicons) against long-wavel ength
perturbations is studied within the framework of dissi-
pative electron magnetohydrodynamics (EMHD). The
EMHD equations describe small-scale (I < ¢/wy;) phe-
nomena on time scales 1/wg, < t < 1/wyg;, Where wy; is
the ion Langmuir frequency and wg, and wyg; are the
electron and ion gyrofrequencies, respectively. Such
phenomena play important roles in systems with
intense drift electron motion across the magnetic field,
e.g., in Z-pinches, erosive plasma switches, laser-pro-
duced coronas [11], and possibly in tokamaks during
strong electron cyclotron resonance heating [12]. The
EMHD equations are also used to describe an electron—
hole plasma in an uncompensated semiconductor in a
magnetic field [13].

Assuming that a continuously operating external
source (or certain primary instabilities) gives rise to a
periodic flow (a helicon) whose amplitude is main-
tained constant by the source, we investigate the stabil-
ity of the flow (helicon) against large-scale perturba-
tions (secondary instabilities). Following the cited
papers, we analyze the stability of periodic solutionsto
the EMHD equations by the method of two-scale
expansions, which isjustified provided that the charac-

1063-780X/03/2904-0328%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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teristic spatial scales of the main periodic flow (heli-
con) are small in comparison with the wavelength of
the perturbations.

Also, we present the results of solving the nonlinear
EMHD equations numerically with the initial parame-
ter values corresponding to the instability region
obtained analytically. The numerical solutions, on the
one hand, may serveto justify analytical resultsand, on
the other, make it possible to draw conclusions about
the stability of the modes in the parameter ranges that
are beyond the scope of analytic approximations.

Our paper is organized as follows. In Section 2, we
introduce the EMHD equations, briefly discuss the
range of their applicability, and describe the method for
solving them numerically. In Section 3, we analyze the
stability of steady-state periodic EMHD flows. We sep-
arately consider three types of flows: a Kolmogorov-
like flow, a Beltrami-type helical flow, and a flow that
will be referred to as an anisotropic helical flow. Also,
for each of the flows, we present the results of numeri-
cal smulations of the corresponding instabilities. In
Section 4, we give adetailed analysis of the stability of
a helicon against large-scale perturbations. Finally, in
Section 5, we summarize the results obtained and make
final remarks.

2. BASIC EMHD EQUATIONS
AND THE METHOD FOR SOLVING
THEM NUMERICALLY

On the spatial and time scales mentioned in the
introduction, the electrons can be described in the
hydrodynamic approximation, while the ions can be
treated as an immobile background. It is well known
that, when the background plasma is homogeneous
(ny = const), the plasma perturbations are quasineutral
(i.e., the electron density remains unperturbed), and the
finite electron Larmor radius effects are negligible, the
EMHD eguations have the form (see, e.g., [14, 15])

0
a1 fneve—cAT
= Dx[vex%]x%neve—g%}+c—eymxj,

where A is the vector potential, 0x A =B, and 0 =
€’nyT./m, is the plasma conductivity. In the limiting
case of a plasma with infinite conductivity, Eq. (1)
implies that the curl of the generalized momentum is
frozenin the electron fluid. Taking into account the fact
that, in our problem, the electric current is carried by
the electrons and neglecting the displacement current
(i.e, setting Ox B = (417/C)j in Maxwell’s equation),
we obtain

ey

V. = —jleny, = —c[ x B/4Tmen,. ()
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As aresult, in the simplest case described above, the
EMHD equations reduce to the following evolutionary

equation for the magnetic field:
0 2 0
(%[B - <-vB]
O W, O
, , 3)
0 0
=% px {[B—C—ZVZBDX (Ox B)} +-S_vB.
41en, 0 o 4mo
pe

To simplify further calculations, we rewrite Eq. (3) in
dimensionless form and supplement its right-hand side
with an external source term:

0 202
2 (B -d’v°B)
ot 4)
= Ox[(B-d’V’B) x (0 xB)] +VV°B +f.

Here, the spatial variables are normalized to the quan-
tity | = A/21t= 1/k,, where A isthe wavelength of the pri-
mary periodic flow (helicon); the time is normalized to
the so-called helicon time t, = tgg (lwne/C)%, which can
be interpreted as the characteristic inverse helicon fre-
guency; the magnetic field is normalized to the charac-
teristic flow field in the case of aperiodic flow or to the
external magnetic field in the case of helicons; d, =
C/wyel is the normalized electron collisionless skin
depth; and v = 1/ T.. It is worth noting that, in the
case of a periodic flow, the quantity 1/v = Re, is the
characteristic magnetic Reynolds number, which serves
as a measure of the ratio of the nonlinear term to the
resistive term in Eq. (3). As we have already stated, in
further analysis, therole of the external sourcetermfin
Eq. (4) isto keep the amplitude of the primary periodic
flow (helicon) constant; the explicit form of the source
term in different cases will be discussed below.

For aplasmawith infinite conductivity (0 — o) in
a constant external magnetic field B, = Bye,, Eq. (3)
admits solutions describing nontrivial linear waves
caled helicons (also known as whistlers). The well-
known dispersion relation for helicons has the form

2
Wgekk,C

W=t 2 2 2 24!
Wpe(1+K'C/wyge)
where k is the wave vector of the helicon and w isits

frequency. In Section 4, we discuss helicons in more
detail.

In the next sections, Eq. (4) isused as a basic equa-
tion for analytic investigations of the stability of peri-
odic EMHD flows (helicons) against long-wavelength
perturbations by the method of multiscale expansions.
In order to illustrate the correctness of the analytic
approximations chosen for our analysis and to general-
ize the results obtained theoretically to the parameter
rangesthat are beyond the scope of the approximations,

&)
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Fig. 1. Time evolution of the amplitudes of the chosen
modes: k (heavy line), q (light line), k + q (dashed line).
The exponentia growth of the mode with theamplitudeq is
shown by the dotted line.

we also present the results of solving Eq. (4) numeri-
caly. In numerical simulations, Eq. (4), which is
regarded as an evolutionary equation for the function

F=B-d’V’B, (6)

was integrated layer by layer in time with atime step At
by the fourth-order Runge—Kutta method. The right-
hand side of Eq. (4) was approximated using centered
finite-difference operators of second-order accuracy in
space on shifted numerical grids. The magnetic field B,
which isimplicitly contained in Eq. (6), was calculated
from the Fourier transform of this equation.

Our simulations were aimed at investigating the sta-
bility of the chosen mode (with the wave vector q) of
long-wavelength perturbations in the presence of a
short-wavelength periodic flow (with the wave vector
k) sustained by an external source. That is why the
boundary conditions were chosen to be periodicin each
of the three coordinate directions in the three-dimen-
sional spatial region L* x LY x L2 under consideration.
The sizes L*, LY, and L% were chosen to be equal to an
integral number of wavelengths (usually, one wave-
length) of the mode in question. The grid was uniform
in each of the coordinates, the number of mesh points
being 32 or 64 per wavelength. The total number of the
mesh points of the grid was from thirty-two thousand to
one million, and the total number of time steps was
from one to ten thousand.

The initial conditions for the magnetic field B and
the source term f were chosen to be consistent with the
steady-state flow under study. In addition, the total
magnetic field at the initial time was assumed to be a
superposition of the field B® of a steady-state flow and
asmall long-wavelength solenoidal (i.e., satisfying the
condition V - b =0 (q - b = 0)) perturbation b with the
amplitude b < 104B°.
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In each run, the amplitudes of the chosen modes,
namely, k, q, and k £ q, were calculated at each time
step and were stored for further analysis. The represen-
tative time evolutions of the amplitudes are shown in
Fig. 1. When the mode amplitude q was found to
increase exponentialy with time, we calculated the
instability growth rate y from the linear (on alogarith-
mic scale) portion of the corresponding curve. After
performing a series of smulations for different param-
eter values, we could determine how the growth rate so
obtained depends on the parameters of interest to us.

It should be noted that the remaining harmonics of
the magnetic field B that conform to the above periodic
boundary conditions (i.e., the field harmonics such that
the period of the system is exactly equal to an integer
number of their wavelengths) evolve self-consistently
in accordance with nonlinear equation (4). However,
the initial amplitudes of these harmonics are about the
round-off errorsin computations (b/B, ~ 10-'°) and usu-
ally increase insignificantly in the course of a run. On
the other hand, in some cases (see Section 3.2), the
growth rate of the chosen mode (that with the wave vec-
tor q) may be lower than the growth rates of the multi-
ple modes. In this casg, it becomes more difficult to
progress into the parameter range in which the analytic
approximations are certainly applicable. In these cases,
we restrict oursel vesto considering the boundary range
of the parameters.

In other respects, the formulation of the numerical
problem corresponds as closely as possible to that of
the analytical problem, thereby making it possible to
compare numerical and analytical results. Moreover,
since the procedure for integrating Eq. (4) numerically
was devel oped without making any additional simplify-
ing assumptions, the scope of an analysis of the param-
eter ranges in which long-wavelength modes are unsta-
ble can be extended to the parameter ranges in which
the analytic approximations fail.

3. STABILITY OF STEADY-STATE PERIODIC
FLOWS

In this Section, we analyze the stability of the three
different types of steady-state electron flows mentioned
in the introduction, namely, a Kolmogorov-type flow, a
Beltrami-type helical flow, and an anisotropic helical
flow. In this section, the magnetic field is assumed to be
normalized to the magnetic field of the flow.

3.1. Kolmogorov-type Flow

The flow, which is similar to the Kolmogorov flow
(see, eq., [4]),

0 0 .
B” = cosxe,, v, UxB" = sinxe, @)
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is an exact stationary solution to Eq. (4) if the external
source exactly counterbalances the resistive dissipation
of the flow and is described by the term

f = —vv°B°

Asisthe case with a Kolmogorov flow in incompress-
ible hydrodynamics, the electron flow under discussion
is two-dimensional: its velocity is directed along the
y-axis and its amplitude depends solely on the x coordi-
nate. In order to consider infinitesimal perturbations of
solution (7), we set

B =8B%+b, |b<]|BY. )
Then, we linearize Eq. (4) with respect to b and obtain

= V COSXe&,. (8)

0 202, _ 2 o 0 202
(ﬁ(b—deV b) = vV'b+ smxay(b d.V°b)

_cosx(bx—déVsz)ey (10)

—(1+d§)%sinx(eX QO xb])e, + COSXQD X b%
0 0z g

We seek solutionsto Eg. (10) intwo cases: whenv ison
the order of unity (a small magnetic Reynolds number,
Re,,= 1) andfor v < 1 (alarge but finite magnetic Rey-
nolds number, Re,, > 1).

3.1.1. Thecase of asmall magneticreynoldsnum-
ber. We assume that the perturbations occur on a spatial
scale O(e™)) and a time scale O(e?), wheree < 1 isa
small parameter. Under this assumption, which isjusti-
fied by the results obtained below, Eqg. (10) can be
solved by applying the formalism of multiscale expan-
sions; in the case at hand, thisis atwo-scale expansion
in the fast variable x and the slow variables

T=€t Y=ey Z=ez (11)

We areinterested in the solution that is a periodic func-
tion of x and depends on the slow variables:

b=b(xY,2ZT)=Db(x+2mY,ZT). (12)

In the new variables, the components of Eq. (10)
have the form

0 2 O
ez—a—mx—dﬁa b;—ezdivﬁbg v%’i-b— +e°V b@
0T X 0 Dax’
O
+esmx 26 b ezdngb)D (13)
O
0 (9b, oby
—€ COSX(l +d )azm—ﬁm,
O
im ab— dVb vE’LbHepr
oTg” “ox o x
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. o4 262by 2 22, 0
+eS|nanBby—de o7 —€ deVSb%
(14)
6 b d ’y b,D
db, dbp
—ecosx(1+d, )az 37 " o)
0 2
2, - a2 P 2q2y2ng = V%Lb+e v bg
oTQ ox’ 0 0ox’
o g 0
+esinx-, ol26 b —?d2vip
Y[ il
_ b, dbp, 0 9b, 9Dy
e(1+de)[;smeBY 371 + Cosx 37 Uox ea ,
(15)
where V2 = @#/0Y? + 0%/9Z2. For further analysis, it is

expedient to average Egs. (13)—(15) over the period of
the fast variable x. Introducing the definition

2n

1
0.0= E[J'(...)dx, (16)
0

we arrive at the equations

(b0 V2 b))

= vV b+ e{l1+d’—€’d Vi} 5 b, sind (17)
0o
—€ (1 de)GZ[pYEb cos>d]——[b cosxfﬁ
20 2 22 2. o2
s7(D-"dIVIb)) = Vi

+ {1+ d2—dV] B b, sinx- [b,cosx(H] (18)
0oy 0

0

—e(l+d )azDEaz

(b, cosx1— Ebzsinxfﬁ,
O
ezai_r( b e’dVib) = e vVibO
(19)
(b, cosxl

3,20 . 2 2 07
deﬂV (b,sinx(+ e (l+de)aYaZ
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To within terms of the corresponding order in an expan-
sion in the small parameter e, these equations ensure
that Egs. (13)—(15) have solutions in the class of func-
tions periodic in x. Equation (18) can be further simpli-
fied by using the equalities

0 0
b cos>d]—ea—YEb sinx(—e aZEb snxd= 0, (20)

0 0 _
(b, sinxd+ ea—YEb cosx(1+ €57 [b,cosxd= 0, (21)
which are obtained by multiplying theequation V- b =0
by sinx and cosx, respectively, and by integrating the
resulting equations over the period of the fast variable
X. Substituting Eq. (20) into Eq. (18) reduces the latter
to aform similar to that of Eq. (19):
20 2 202 2 o2
c'i_'l'([b‘)j_e d.Vsb[) = vV [b[
52 (22)

2.0 Elb cosx1

te deaZV (b,sinx— e (1+d )
A direct averaging of the equation V - b = 0 yields the
following useful equation:

OO, 9O _
ay oz

which will be often employed in further analysisand, in
this section, will allow us to check the consistency of
final averaged equations (19) and (22) with the condi-
tion that the averaged magnetic field of the perturba-
tionsisincompressible.

We look for asolution to Egs. (13)—(15) in the form
of an asymptotic expansion in powers of the small
parameter e:

b=b?+eb®+e%h?+ (24)

We assume that the parameter v isfinite (v = 1). Also,
in this and subsequent sections, we restrict our analysis
to perturbations occurring on a characteristic spatial
scale larger than the electron collisionless skin depth,

d§|V52| = 1. Then, to zeroth order in the parameter €, we
obtain

=0, (23)

2, (0) 2, (0)
Va bX2 _ Va bZ2 _—
ox ox
o’ 0 GROE 2
vV—s COSXDJ(O) 2—-——-|] 0.
0Xx O ax” 0
Solving Eg. (25) yields
© _ h©® O _ 0 1
by = Dbs’, by~ = b Vbsx COSX, 6

be” = b,
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where béo) is an arbitrary function of the slow vari-

ables, b = b” (Y, Z, T). From Egs. (17), (19), and
(22), it isseen that, among the terms on their right-hand
sides that describe the interaction of along-wavelength
perturbation with the initial periodic flow, only the
terms in EqQ. (17) make a nonzero contribution on the
order of €2 Substituting solution (26) into Egs. (17),
(19), and (22) yields the equations

(0) 2
L e vs
T £ o

obg _ © by _ (©)
T = Vb G = b,

which are seen to justify assumption (11). Also,
Egs. (20) and (26) imply that nonzero contributions of
the interaction of the perturbation with a periodic flow
to the evolutionary eguation for the averaged compo-
nents [ Jand ,Jof the long-wavelength magnetic

field are on the order of O(e*) and that the correspond-
ing terms reflect the effect of viscosity on these compo-
nents. Equations (27) show that, under certain condi-
tions, the x component of the long-wavelength field
becomes unstable because of the interaction with the

primary flow. Specifically, setting bSy ~ exp(yt +i(q,Y
+ g,2)) provides the dispersion relation

1
= 5o (L+d) (e, —ay) -va’, (28)

where g = A/qj + qf . This asymptotic dispersion rela-
tion isqualitatively analogousto the dispersion relation
of the long-wavelength perturbations of a Kolmaogorov
flow with afinite Reynolds number [1-3]. According to
Eq. (28), the most unstable perturbations are those with
q, = 0, i.e., perturbations whose wave vector is perpen-
dicular to the propagation direction of the primary flow
(q O vy) and paralle to the magnetic field produced by
theflow (q || B° || e,). Such perturbations become unsta-
ble when the magnetic Reynolds number Re,,, becomes
larger than a certain critical value:

2
1+d:

Theinstability at hand belongsto a class of instabilities
associated with the effect of negative dissipation. The
instability mechanism isthe effect of the negativeresis-
tivity due to the interaction of the perturbation with the
primary flow and is described by the second term on the

right-hand side of Eq. (27) for b(o) The physical expla-

nation of the phenomenon is that, as a result of the
interaction, the flow energy cascades toward large
scales (an inverse cascade). Theremaining y and zcom-

Re,=1/v>Re, =

(29)
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ponents of the magnetic field of the perturbation are
damped by the plasma resistivity. An analogous effect
was recently reveadled in [16], where the spontaneous
amplification of long-wavelength perturbations by
small-scal e turbulence wasinvestigated in a2.5-dimen-
siona collisionless EMHD model. In that paper, it was
shown that the effect of negative resistivity takes place
when the equipartition of energy among the magnetic
field components is absent and the effect is thus gov-
erned by the anisotropy of the small-scale EMHD tur-
bulence.

3.1.2. Thecase of alarge magnetic reynolds num-
ber. Here, we consider small (but finite) values of v,
v < 1. We introduce a new ordering among the slow
variables,

t = v3T, y = vZY, zZ= vzz, 30)
and solve Eq. (10) by applying the above procedure. As
aresult, we arrive at the solution

0 _ 1 _ K@ 0 _ (0
bx _0! bx _bsx1 bz _bSZ!

b = b% — b cosx D
y T Msy SX '

where béi’, bg,’), and bég) are functions of the slow
variables only. Averaging Eq. (10) over the period of
the primary flow yields the following evolutionary

equations for these functions:

b _1 200> Mo

ar C AT
by o, apl

a_T = O(v), aT Oo(vY).

Equations (32) imply that, in contrast to the case of a
small magnetic Reynolds number, the x component of
the long-wavelength magnetic field enters only in the
first order in the expansion parameter. The equations

also show that, on the one hand, the functions bég) and

bg) remain constant on the time scale 1/v? (actualy,

they are weakly damped on the time scale 1/v° because
of the plasma resistivity) and, on the other hand, the

evolution of the function b&) is analogous to that of

béf) in the case of a small magnetic Reynolds number,

with the only difference being that, for large magnetic
Reynolds numbers, the effect of collisional plasma
resistivity is negligible (as small as v? in comparison
with the effect due to the interaction of long-wave-
length perturbations with the flow). Consequently, the
stability analysis carried out in the previous section
remains, on the whole, valid. This analysis shows that
perturbations with g, > ¢, are unstable and that the
instability growth rate is proportional to the magnetic
Reynolds number; i.e., it exceeds the growth rate
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Fig. 2. Growthratevs. g, for d.=1t v =0.1, and g,/g,=0.01
in the case of a Kolmogorov-type flow. In this and the next
two figures, the crosses present numerical results and the
dashed line refer to asymptotic formula (28). In the param-
eter range of validity of the analytic approximation (d,/ky <
v2), the numerical and analytical results coincide. At g; =
0.4ky, the growth rate is seen to be maximum, and at g, = k,,
the flow becomes stable.

obtained for small magnetic Reynolds numbers in the
previous section:

1 2,2 2
Y = E(l'f-de)(qz_Qy)- (33)
In deriving Egs. (32), we used the relationship of the
slow variables to theinitial variables [see EqQ. (30)].

Theresults of numerical modeling of the stability of
a Kolmogorov-type periodic EMHD flow for large
magnetic Reynoldsnumbersareillustrated in Figs. 2—4.

3.2. Beltrami-type Helical Flow

The EMHD equations have another stationary solu-
tion that is analogous to a three-dimensional Beltrami
flow in incompressible hydrodynamics (see, e.g., [4]):

(34)

In order for the amplitude of such aflow to be kept con-
stant, the resistive dissipation in Eq. (4) should be bal-
anced by an external source, which, in the case at hand,
is described by the equation

0 .
B” = esinx + e,CosX.

f=-vvB®= v(e,sinx + e,cosx). (35)
A flow corresponding to solution (34) is, in essence, a
limiting case of helicons with zero frequency and with
k, = O (see Section 4). The magnetic field of theflow is
similar in structure to the helicon magnetic field. Such
a flow belongs to the class of force-free equilibrium
flows, becauseit obeysthe equation O x B = B?, andis
a helical one, because it has a nonzero microhelicity,
B? - (O x BY =1.
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In accordance with formula (28) referring to the dashed
curve, the fastest growing mode is that whose wave vector
is parallel to the magnetic field of the flow (g, = 0). Asthe
angle between the wave vector and the magnetic field
increases, the mode becomes stable.
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Fig. 4. Growth rate vs. the viscosity v for dg = Tt 0,/k) =
0.05, and ¢, /ky = 0.0005. The flow becomes stablewhen cri-
terion (29) fails to hold.

Asin the previous section, we consider infinitesimal
perturbations of a helical flow and use representation
(9) for the total magnetic field. Taking into account
solution (34), we can write the linearized evolutionary
equation for b in the form

0 202
—(b-d.V°b
at( € ) (36)

= Ox[B°*x{(1+d)0xb-b+d’V’n}] +vV°b.

We assume that the magnetic Reynolds number Re,, is

large (i.e., v isasmall parameter) and adopt the parame-
ter ordering such that (|0/dy|, |0/0z|) = v* and |0/0t| = V°.

LEVCHENKO

We introduce slow variables similar to variables (11)
and (30),

Y = vzy, Z = vzz, T = vst, 37

and seek asolution to Eq. (36) in theform of an asymp-
totic expansion that is analogous to expansion (24) and
in which the role of the small parameter is played by v
(i.e., € = v). The perturbations of interest are assumed
to be periodic in the variable x and to satisfy condition
(12).

Under these assumptions, the components of Eq. (36)
in Cartesian coordinates have the form

VS (Kb, —v*d?V2b,) = vB’wa v bg
oT Oox°
(38)
2 Oo 42 b, ab
+V LEMbX—V d2v2b, —v?(1+d; )mv_az%’
50 ,~ 4,202 _ @Zby 4o U
Y aT(Mby_V d.Vsby) = VE&“’ Vsb%
+v2I:B\7lby—v4d§Vszb +(1+d3 )E@b 20 (39)
O

0. 4202 2,(Pb, ab
— cosx[Mb, —v*d’V2b, —v’(1+d?) %
g oy ~ 9z

Vo2 (Kb, — dVb)—v%wang
oT 09X
20 L 4202 2, 1200, db

+V Lg\/lbz—v deVab, + (1+d)Ry 7 5 (40)

O 4202 2,9b, db
+ sinxpMb, —v*d>v2b, —v’(1+d?) %
5 oy ~ oz

where the operators M and L are defined as

20°

M=1-di—, L= sinx2 + cosx-.

0X2’ oY 0Z’
The only modification to be made in Egs. (20), (21),
and (23) is the replacement e — v2. In further cal-
culations, instead of Eg. (38), it is convenient to use
the incompressibility condition for the magnetic
field, V - b =0, which can be rewritten as

D, 2By , 20D,
ax oY 0z

(41)

= 0. (42)
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We average Egs. (38)—(40) over the period of the fast
variable x to obtain the following equations, which will
serve asthe basisto investigate the stability of the long-
wavelength perturbations of a helical flow:

5(%(EDXD—V 42V b = vOV2 IOy (1 + d?)

«E00" o' b, cosx+ [b,sinx)

2 avE

2

(Obysinx-[b cos>d:l)D

+2 (43)
0YoZ 5

8 20200° 9’ .
+Vv-d. Vs —; [b,cosXJ— —; [b,sinX]
Y 0Z

2

aYaZ(DJ cosX - [bysinx) D

50 4 202 502
é-f_(Eb)J]—V d.Vsb ) =v'V b/

6

+v (1+d; )—D—D) cosX1— —;
0Zpy? 97> )
2

aYaZ(Eb cosx - [b, sm@g

+v°d eaz S{ [b,sinxJ- [bycosx(} ,
Sai_r(tbgj—v ‘42V2[h)) = VoV [b)]

6 2, 0 09° 9’ .
-V (1+de)5z[r—;§EbycosxD—52—2Ebzsn>d]

<

(45)
2

aYaz(Eb cosx - [bysinx) D

de(WVs{ [b,sinxJ— [bycosx} .

To zeroth order in the parameter v, Egs. (39), (40), and
(42) yield

A 2 O
X

0X

= 0. (46)

Asaresult, we get bio) =0. Tofirst order inv, wefind
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o 2,.(0) ap®
—Mbi)cosx+—‘; =0, - =0,
0x aX 47
20 (0) (47)
Mbil)sinx+————22— = 0.
0x
The solution to Egs. (47) has the form
b = (Y, 2, T), )
b = b{cosx, b = b{sinx.

In solution (48), the functions b{” and b” should be
supplemented with arbitrary x-independent functions.
However, we choose the arbitrary functions to be zero,
because additional analysis showsthat, for the ordering
assumed in this section, the long-wavelength fields in
question are damped on a time scale of 1/v? by the
plasmaresistivity v.

In Egs. (39), (40), and (42), the terms on the order of
v? satisfy the set of equations

2 (1) (0) (0)
O~ @ 2, (9b,” db,
2 —cosxDMb —(1+d; )DaY OZ%
0X
0)
El\/l(o)+(1+d)bD 0,
O
2p™ ©) ©)
U~ (2 2,(9b,” db,
" + smngb (1+d; )DaY 37 (49)
<O~ b(O)D
+Lom b(o)—(1+de) =0,
U
ob? ab!”  ob”
+ + = 0.
0X oY 0z

Substituting first-order solution (48) into these equa-
tions, we derive their second-order solution in the form

(1) ab(l)

Sy T OG5

b? = b@(Y, Z, T) + sinx

b{" = b{(Y,Z, T) - b$ cosx, (50)
bl = b{(Y,Z,T) + b sinx.

Tothird order inv, Egs. (39), (40), and (42) become

b(l) ab“)
—cosxDMb(s) (1+d )G) %
0 oy oz

2 (2)

6x2
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(1)
|:El\7| +(1+d)ab . =0,
O
2 (2) (1) (1)
O 2. (9bl? b
™ +smeMb (1+ d)DaY az (51)
(1)
+LE0 b(l)—(1+de) ob, 3= o,
O X
ab§3)+ab§”+ab§” o
ox oY o9z

The solution to Egs. (51) can be found by using solu-
tion (50):

@ ap?
aY 0z’
(1)
aY

b® = b&(Y, Z, T) + sinx—==

b(z) = b(z)(Y Z,T)+sinx—=

(1)
bsz

(1)
-0b 30
sy béx)

+ cost(1+ d ) e 37

—d (52)

(1)

obs

b? = b2 (Y, Z, T) + cosx >
2,00y, zab(” o
+sme(1+d) - >+ Dg, []
3z ~ %5y s

In addition, to third order in v, Eq. (23) with the
replacement of e by v? gives
obg) . by
oY 0z

Substituting solution (48), (50), and (52) into
Egs. (43)—(45) averaged over the period of thefast vari-
ablex, in the sixth order in v we obtain the equations

by 1 o 9by  abY)

= 0. (53)

41 _YNsz[] 1)
T - it )VSDaz oty obsc.
1) 1)
a—;’fry = —%(1—d§)V§a§§ +Veby),  (54)
abS) _1 2 2ab§) 2, (1)
T E(l_de)VsW + Vsbsz :

First, we should note that the effects produced by the
interaction of a long-wavelength perturbation with the
primary flow are proportional to the microhelicity of
the flow, B? - (O x BY), a fact that is not obvious from
Egs. (54) because, under the above normalization con-

LAKHIN, LEVCHENKO

ditions, the microhelicity is equal to unity. The results
obtained in the next section provide clear evidence in
support of this conclusion. In the limit d, — 0, which
corresponds to the wavelengths of a helical flow for
which the effects of electron inertia are negligible, the
effect of a helical flow on the long-wavelength pertur-

bation is proportional to VS2 (O x bél)) (we assume
here that the long-wavelength perturbation is indepen-
dent of X). Inthis case, averaged equations (54) aresim-
ilar in form to the equations for the averaged magnetic
field that were derived in [17] in studying the effect of
small-scale helical EMHD turbulence on long-wave-
length perturbations. This effect may be called an
o-like effect, in analogy to the effect of arandom veloc-
ity field with a nonzero average helicity—one that is
well known in turbulent MHD dynamo theory [18].
From Egs. (54), we can see that, in the case of a
smaller-scale flow, the effects of electron inertiamodify
the final resultsin such away that the primary flow has

different effects on the component bg) , whichis paral-

lel to the wave vector of the flow, and on the compo-
nents perpendicular to the wave vector. Hence, in the
case at hand, we may speak of an anisotropic a-like
effect. In investigating the influence of collisionless
EMHD turbulence on long-wavel ength perturbationsin
arecent paper [19], it was found that, when the effects
of electron inertia are taken into account, the results
obtained in [17] are modified in an analogous way.

Using Eg. (53) and introducing the flux function ¢,
through the relationships

0,
Y’

_ 99,

@ _
b5 0z’

by} = (55)
allow usto reduce the set of three equations (54) to the
following two equations:

(1)
Do = L1+ dyvio+ Vil
(56)
29, _

3% = (1 vl + vig.

Looking for asolution to Egs. (56) in the form (b&), @)
exp(YT +i(q,Y + g,2)), we arrive at the asymptotic dis-
persion relation

2 _ 1

(y+o) = 7(1-d)d’ d’=aj+a;. (D)
Recalling definitions (37) of the slow variables Y, Z,
and T, we see that, in order to go back to theinitial vari-
ables and perturbations, which are proportiona to
exp(Yt + i(qyy + 0,2), it is necessary to make the
replacementsy —» yv° and q — q/v?. Asaresult, we
obtain
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(v+vg)’ = S5(1-d)d" (58)
4v
For d, < 1, theroots of Eq. (58) areredl,

=yl 1 3 _ 4
y = -vq't 5-q'y 1, (59)

and perturbations with q > 2\)2/A/1—d;1 are aperiodi-
cally unstable. On the other hand, for d, > 1, the right-
hand side of Eq. (58) is negative; hence, because of the
interaction with the flow, the frequency of along-wave-
length perturbation acquires anonzero real part, Imy # 0
(i.e., Rew# 0). However, such aperturbation isdamped
by the plasma resistivity. Hence, we can conclude that
a helical flow occurring on a spatia scale smaller than
the electron collisionless skin depth, | < C/Wpe, is stable
against long-wavelength perturbations.

Numerical results on the stability of a Beltrami-type
helical flow areillustrated in Figs. 5-7.

3.3. Anisotropic Helical Flow

In addition to the solution describing a helical flow,
which was considered in the previous section, Eq. (4)
has the solution that describes a so-called anisotropic
helical flow:

0 . .
B” = e,sinxcosa + e,cosxsina,
/ ’ (60)

v e sinxsina + e,c0SXcosa.

Here, the magnetic field is normalized to B, =
A/(BS)2+(BS)2, where BS and BS are the magnetic

field amplitudes along the y- and z-axes; i.e., sina =
B(y) /B, and cost = Bf /B,. Solution (60) is a stationary
solution to Eq. (4) if the external source term has the
form

f=vB’= v(e,sinxcosa + e,cosxsina).  (61)

On the one hand, the flow in question has a nonzero
microhelicity, B - ((x BY) = (1/2)sin2a. On the other
hand, it is anisotropic in the yz plane in the sense that

(By - (B;)? Ocos2a #0. That iswhy wecall thisflow

an anisotropic helical flow. In contrast to the helica
flow analyzed in the previous section, solution (60)
does not belong to a class of solutions corresponding to
force-free equilibrium flows and satisfies the equation

B’
[(B°-div®B%) x (O xB%)] = (1+d§)v(—§)—. (62)
We consider the stability of an anisotropic helical flow
againgt small long-wavelength perturbations in two
cases. |cos2a| = v? < 1 (small anisotropy) and
|cos2a| = 1 (large anisotropy).
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Fig. 5. Growth rate vs. the absol ute value of the wave vector
gfordg=0.1 and v = 0.1 in the case of a Beltrami flow. In

this figure and the next two figures, the crosses present
numerical results and the dashed line refer to asymptotic
formula (59). The flow is seen to become stable both at
small (g/kg < 0.01) and large (g/k, > 0.8) absolute values of

the wave vector.
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0,/Ky = 0.1. The crosses present numerical results, and the

dashed curve refers to asymptotic formula (65). In the limit
of small anisotropy (o« — 174), the flow becomes a Bel-
trami-type flow.

3.3.1. The case of a small anisotropy. Here, we
adopt the same parameter ordering as in the previous
section, namely, ordering (37). Applying the above
asymptotic procedure, we take into account the anisot-
ropy effect to obtain the following modification of
Egs. (54) in sixth order in the parameter v:

db, cos20a 0’
o = Vobl)+ S (14 d)% ~ s
sm20((1 q )Vzg?b(l) abg)m
© "oz ~ oyl
b)) 200, ©9
S = vl SN2 _ghvie,
(1) (1)
b!
P = v+ 3020 g2,

where the components b(l) and b(l) satisfy EqQ. (53).
Hence, the primary anlsotroplc helical flow results in
two effectsin the equations for long-wavel ength pertur-
bations. On the one hand, the flow produces an a-like
effect, which is proportional to the flow microhelicity
(1/2)sin2a (cf. the result obtained in the previous sec-
tion), as is the case with a Beltrami isotropic helical
flow, and, on the other, it contributes aresistive term to

the evolutionary equation for the field component b(l) :

By analogy with the previous section, we introduce the
flux function ¢, to reduce the set of equations (63) to
two equations:

abéi) 2,0 cos20 0’
————eeeeseen +
i Vb + ——(1+d; )Eb
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sn2a

(1+dg) Vi, (64)

0Qs _ o2 S|n2a

37 = Voo -5 (1-d Hvipl.

Equations (64) yield the asymptotic dispersion relation

cos2a

y=-q+ (1+de)(qy )

(65)

iLlh/co\s) 201+ d3)’(q2 - ¢?)° + sn“2a(1-d)q’.

For cos2a > 0 (i.e., when the field amplitude in the y
direction is larger than that in the z direction), the per-
turbation with g, = 0 and g, = ¢ is most unstable. For
cos2a < 0, the most unstable perturbation is that with
qy=0and g,= . In both cases, the frequency of the per-
turbation acquiresanonzero real part (i.e., Imy# 0) due
to the microhelical nature of the flow, provided that the
inequalitiesd, > 1 and

. |cot2al(1 +d2)
VZA/d:—l

are satisfied. The instability criterion derived from dis-
persion relation (65) can be written as

(66)

|c0520(|(1+d ) sm 20(
2v°

(1-dHg’>1.  (67)

Numerical results reflecting the dependence of the
growth rate of the perturbation of aweakly anisotropic
helical flow on the degree to which it is anisotropic are
presented in Fig. 8.

3.3.2. Thecase of alarge anisotropy. In the case of
astrongly anisotropic flow, |cos2a| = 1, the most desta-
bilizing factor is anisotropy, while the effect of the
microhelicity of the flow is negligible; in this case, the
stability analysisisanalogousto that carried out in Sec-
tion 3.1.

For v = 1 (the case of small values of the magnetic
Reynolds number), we use ordering (11). Applying the
above method of two-scale expansions, we obtain the
following evolutionary equation for the x component of
the magnetic field of long-wavelength perturbations:

ab’®
oT

00320(

= vV + (1+ d)% - an“’).

(68)

According to Egs. (27), the y and z components of the
magnetic field of the perturbations are damped by the
plasma resistivity. The x component of the magnetic
PLASMA PHYSICS REPORTS  Vol. 29
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field of long-wavelength perturbations is unstable
under the condition

2
cosZa qy

>1

(1+ de)

(69)

In the case cos2a > 0, the most unstable perturbations
are those with g, = 0 and g, = ¢; in the opposite case,
these are the perturbatlons with g, = 0 and g, = g. Con-
sequently, we can say that the wave vector of the most
unstable perturbation is directed along the axis along
which the amplitude of the magnetic field of the pri-
mary flow is the largest. In both cases, the growth rate
of the most unstable perturbation is

_ [|COSZG| (70)

e (10D -v ]’

For v < 1, we adopt ordering (30). Accordingly, we
arrive at the same results asthat obtained in Section 3.1,
namely, that the x component of the long-wavelength
magnetic field enters only at the first order in v and its
evolution is described by the equation

1
abéx) _ 00520(

oT (1 d)Eb

o Db(l). (71)

Consequently, the above stability analysis remains
valid and we again see that the instability growth rateis
proportional to the magnetic Reynolds number Re,, =
1/v. Asinthe previous case, the x and y components of
the long-wavelength magnetic field are damped by the
plasmaresistivity.

Hence, the stability of a strongly anisotropic flow is
determined by the anisotropy of the flow. In this case,
one can use the stahility criteriaobtained in Section 3.1
for a Kolmogorov-type flow, with the corresponding
replacements 1 —» cos2d.

Numerical results on a strongly anisotropic helical
flow are shownin Fig. 9.

4. STABILITY OF A HELICON

Aswas noted in Section 2, the EMHD eguations for
a plasmain an externa magnetic field have solutions
describing linear waves with a nonzero frequency,
which are called helicons. We assume that the external
magnetic field B, is constant and uniform and is
directed along the z-axis. We also normalize the mag-
netic field and the spatial variables to B, and | = 1/k
(where k is wavenumber of a helicon). In this case,
EMHD equations (4) have the solution

~ 0 0
B =¢e+B,
; (72)
B™ = Co(—k.e.cosy +e,siny +K,e,cosy),
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Fig. 9. Growthratevs. a forv =0.1, dg= 0.1, dy = 0.01q,,
and g,/k, = 0.3. The crosses present numerical results and

the dashed curve refers to asymptotic formula (70). In the
limit of large anisotropy (0« — 172), the flow becomes a
Kolmogorov-type flow.

where
P = kx+k,z—w(k)t,

k
k=Jki+ki=1, (k) = —=.

1+d;

(73)

Thefirst term in the expression for B° accountsfor the
external magnetic field, and the second term describes
the magnetic field of a helicon. The solution described
by formulas (72) and (73) is a stationary one (i.e., the
wave amplitude C, is time independent) provided that
the source term on the right-hand side of Eq. (4) hasthe
form f = vB?, in which case the source exactly counter-
bal ancesthe resistive dissipation of ahelicon. The solu-
tion corresponds to a helicon whose frequency is
described by dispersion relation (5) with the plus sign.
Since the helicon described by solution (72) satisfies
the relationship 0 x B? = BY, it belongs to the class of
force-free equilibrium solutions and, consequently,
being a solution to the linearized EMHD equations, it
also satisfies nonlinear equation (4)—afact that iswell
known in the theory (see, e.g., [15]). As has been men-
tioned in Section 3, the helicon frequency in the limit
k, = O is egual to zero; as aresult, the helicon converts
into the steady-state helical flow described by solu-
tion (34). The helicons have a nonzero microhelicity,

BY - (0 xB% = (B%?= Cé, asisthe case with ahelical
flow.

Let us consider the stability of a helicon described
by solution (72) against long-wavel ength perturbations.
The corresponding linearized equation for the perturba-
tions of the helicon is a slight modification of Eq. (36):

0 2e2 0
5:(b—diV’b) + =0 xb o
= Ox[B°*x{(1+d)0xb-b+d’V’n}] +vV°b.
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To simplify further calculations, it is convenient to
introduce the new variablesh and 7 :

hy = kb, + kb, h,=by, h,=Kb,—kb,, .
X = kx+kz y=vy, z=kz-kx. (73)

We assume that the magnetic Reynolds number islarge
(i.e, v is a small parameter) and adopt a parameter
ordering such that |0/0%| = 1 and (|0/0Y|, |0/0z]) = V2.
We also set k, = k, = 1 and d, = 1. The problem at hand
has three time scales: (i) the time that is inversely
proportional to the frequency of the primary helicon,
(k) = 1; (ii) the time scale of the secondary long-
wavelength helicon, T; and (iii) the dissipative time of
the secondary helicon, t, which is determined by the
effect of the plasmaresistivity v and that of the primary
helicon on the secondary helicon. Thisis confirmed by
the results that will be discussed below. By analogy
with variables (11), we introduce the slow variables

T = v4t, T =V, (76)
We look for a solution to Eg. (36) in the form of an
asymptotic expansion in powers of the small parame-
ter v:

Y = vzy, Z = vzz,

h = h?+vh®+vh® + (77)
We assume that the perturbations depend on ) = X —
wk)t, Y, Z, T, and T and are periodic in ; i.e., h({ +
21 = h(y). In the new variables, the components of
Eq. (74) in Cartesian coordinates are similar in form to
Egs. (38)—40):

k, 9 0 0
0 _~ —+v4—+v5 D(Mh, —
Uq4q20p ~ 0T )

2 aoh, ohp

0Z00pY ~ 9z0

vidivZn,)

27, 0
+V a(Za—qJ+V
B h, (78)
= vB—+v ‘v h)D+v COLEMh
[y’

Vg _dhat

4 122
VT v 7 500

0 K, i+v4£+v50|:| Mh
T 1+qoy ot =g

0
ooy

22
v'deVeh,)

20h, ohp

XazD%’ 0z ayd

= in-Lth v hg+v CoL %I\A/lhy
Dy’ 0

(79)
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o2 E@h ,20hg
-v d.Vsh + (1+dg ) azDD
_ _ 29N, ohy
CocoswgVIh vd V h v(l de)EBY Yl
k, 0 0 50 22
0 _" 40 o0
+d§aw +V 6T+V (Mh deVshZ)
2 90rdhy _ 290
+B(Zal|J 9200y~ avd
—vé-Lh+vthj+vC E h, (80)
Y’ O 0
4,202 2.1 20h, ahﬂD
-V Vah, + 1+ do) 5y - Fen0
_ 2 9h, _dhy
+COS|nL|J%\/|h vdV h V(1+de)EBY Yk

where the operators M and L are given by formulas
(41) with the replacement of x by . In the new vari-
ables, the equation V - b = 0 becomes

o, , 20y , 20,
an oY 0Z
Averaging Egs. (78)—80) over the period of ), we

obtain the following equations for the components of
the magnetic field of long-wavelength perturbations:

“i+v5"D([hXD v4d2V2h)

= 0. (81)

0 |j3h ahﬂ

k_ S

5z0oY ~9z0 = V'V, [h[]

o°  a°[
—— — (Elh cosYO+ th,sinyD)
722 oyH

+V'Co(1+d2)
(82)

a2

aYaZ(Eh sinyd- [h,cosyd) D

+va2cov? B cosy--Z, mysing
V UeLyo 5%72 yCOSqJ _a_zz ,SINY

62

aYaZ(Eh cosyll— thysinyd) D
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Ve aD( [hy-v *d2VZ[hy)

2

0°thO i)
+v'k, — = v VZhO+v °Cy(1 + dg)gz
06° .
X [+ [h, cosyll— — [h,sinyd (83)
EBYZ y aZZ
a2
aYaz( Ch,cosy— [hysingb) D
+ vedjcoaizvj{ [h,sinyO- Chycosyl} ,
ai'r e "D( thi-v “d2v2thp)
9°th0 _
4
vk, = vV2h- VC°(1+d)az
09° o’ . .
x [ [h, cosyl— — [h,sinyd (84)
EaYZ y aZZ

2

aYaz(D‘ cosyl- [h, Smlm)%

_Vﬁdjcoc%vﬁ{ th,sing- Ch,cosyi] ,

where the averaging operation [..[0s given by formula
(16) with the replacement of x by .

We also average Eq. (81) with weighting functions
of 1, siny, and cos ). As a result, we obtain the equa-
tions

;OO oohD
Y 9z

20 20
aYEh snd-v az[h singd= 0, (86)

=0, (85)
Ch, cosyd-v

. 20 20
Ch,singO+v 3y aZDh cosy= 0. (87)
We seek a solution to Egs. (79)—81) in the form of
expansion (77) and require that the equations be satis-
fied through all ordersinv. Then, to zeroth order inv,
we get

[hycosyll+v

K, 8°h{? .
5 0 Mh(o) +k,—5 = CocospMh?,
1+d: oy 0
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ke 00, 0 h(o) ©)
h +k —L = C,sin Mh , (88
]_+d26llJ z P) 0 LIJ ( )
oh'® .
oy

Thelast of these equations gives h(o) = h(o) ~,Z,T,1).
To solve the remaining two equations, we multiply
them by cos and siny, respectively, and average over
the period of Y. Thisyields

k,h®siny—k, th® cosyi = %Cohéf’,
1 (89)
k,[h.” cosyl—k, [h{” siny0 = éc:ohgi’.

Adding together these two equationsresultsin h(o) =0,

in which case the equations give
h{”sinyd = th” cosyll (90)

Further, multiplying the first and second of Egs. (88) by

sinl) and cos|, respectively, and averaging over the
period of Y, we arrive at the equation

[h§0)coquD+ Ehf”simpD = 0.
Equations (90) and (91) hold if we set

oD

0 _ A0 ©)
hy” = Ag"siny — B~ cosy,

HO (92)

Ago) cosy + Béo) siny,

where the functions Aéo) and Béo) depend only on the

slow variables and are to be determined from the equa-
tions of the next order inv.

In thefirst order in v, the equations have the form

K A a2 (1) A Zh(O)
2 Zaith,l)+kZ = CyeosyMhy’ ——L-,
1+d0¥ oY oy
2, (1)
_ kz il\"/lh(l)_l_ka hy
1+d§aLIJ z V4 2
(93)
gy 9°hY
= CosinyMh,” ——=-,
oy
ah®
The last of these equations gives
h? = h&y, Z,T,71). (94)
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Solving the remaining two equations in accordance
with the procedure for finding a solution to the zero-
order equations resultsin

A? =0, B = c,n. (95)
Then, we have
h = —Coh)cosy, h” = Cohy)sing.  (96)

The functions h\" and h" satisfy Eqgs. (90) and (92)
with the replacement of the superscript 0 by the super-

script 1. Consequently, the first-order equations have
the solution

h = hg) + Aél)sintp - Bél) cosy, o
hil) = hg) + Aél) cosy + Bél)sintp,

where the functions h(l) , hg) , A(l) and B(l) depend
only on the slow vari abl es and are determined from the
equations of higher ordersinv.

To second order inv, Egs. (79)—(81) yield

2, (2) 2, (0) 2, (1)
kz 2i|\7|h)(,2)+kza h22 _ Xd hz _6 hy2
1+de0l]J oy opoz oy
) )
@ _ 29h, oh
+C0cosw[Mh 1+ - }
0)
_Gof [Mh(o) oh, O}
@ © 42, (@)
k d Mh(z) ka hy — 6 hy _6 hz 98)
1+ d26lp Zawz *opoz allJZ
©) ©)
. ~ 0 (2) 2, (9h,” dh,
+Cosqu[Mh -(1+d )D()Y 37 D}
. on®
+c,l [Mh” (1+d) }
oh? _ anf) ohsy
OLIJ -G, Y cosy + C, 37 = 0.

Integrating the last of these equations, we find

he @

h? = h®+ CODa—;Xsqu + a_EXCOSLlH (99)
where h(z) héi) (Y, Z, T, 1). Solving the remaining two
equations by the above procedure, we obtain

@
@ _ W _ @ ohs
A =0, B = Cothy' —keao  (100)
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which yields
ohtY
h" = hg)—Co[hg’ 3 }coqu
(101)
M _ L) @ , ohg
hz = hsz +CO|:hsx X az i|S|an

Applying the same solution procedure as that used in
the three lowest orders, we arrive at

h$ + AP siny - B cosy, (102)
h? = h2 + AP cosy + BPsiny,

where the functions hg), hg), A(Z) and B(z) depend

only on the slow variables.

In order to capture any significant effect of the pri-
mary helicon in Egs. (82)—(84) for long-wavelength

perturbations, we need to determine the functions Af)
and Béz) . This can be done by solving the equationsin
the third order in v:

2, (1) 2,.(2)
-k 0°h, B d°hy
anz *ooz 6L|J2

oy ozU

6h(1)}

’hY  9°h?
y z
S Xpaz alIJZ

(1) (1)
+Cocosw[ e — 1+ )P o D}

_c,b [Mh(1)+(1+d )

3)
ke 0o, kah

1+d2o0v “op?

(1) (1)
+CosinL|J[l\7Ih(3) (1+d)g)§Y a(;'zm}

h(l)i|

H)h(Z) kazh(l)D
DaY *oYozZ

(103)

+ COL[M h® — (1+d?)

oh,” ohgy’
oy oY

cosy

on?  mh?  a*h{O
+ 37 +CDaz k?DsmLp =0.
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The solution to the last equation has the form

@ 2, (1)
h
he = héf)+C0[B)hsx k9

doy ~“avaz "V
(104)
Bhy | O*he,
"Bz o)
where héf) = hg‘) (Y, Z, T, 1). Substituting solutions
(101), (102), and (104) into the first two of Egs. (103)
and using the above standard procedure yields

A? =0,
B = ¢ h(s>_[41-+daj[@h$)_ah$)m
s ot I "ddpy oz U (105)
) 2, (1
a°h 0
i Phsc_ I Ne
0oz 0z° 0

In deriving expressions (105), we took into account the
equations

o o
oY oz

which follow from Eqg. (85).
We substitute Egs. (94), (99), (101), (102), and
(105) into Egs. (82)—(84) and average the correspond-

ing terms on the right-hand sides of the resulting equa-
tions. Then, to fifth order in v, we obtain

ohy' 0 9hs ohgh

=0, j=(12..), (106)

aT KazOgy ~azo - O on
(1) 2, (1) (1) 2, (1)
oy o _ o ohg | ot
oT 372 aT  *3Yoz

As will be shown below, these equations describe a
long-wavelength helicon. In the next (sixth) order in v,
the averaged equations describe the evolution of the

long-wavelength field hél) onthe dissipativetime scale
and have the form

ong’ , ong | 0 9l ohTh _ o
gt | aT  azOay ~az0 T Ve'so
(1) (2 2,.(2)
oy o3 | o'
gt AT a7

- Vzh(l)—:—LCz(l—dz)Vzahg) (108)
s'lsy 2 0 e S 0Z '
(2) 2,.(2)
ong', ohy’ | o'hy,
ot 0T  *dYoz
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The main difference between these averaged equations
and the equations for the helical flow considered in the

previous section is that the nonlinear effect of the pri-
mary helicon on the x component of the long-wave-

lengthfield hgl) (i.e., onthe component of the magnetic

= Vil +2ci-dl)v

field bgl) of the long-wavelength perturbation that is

parallel to the wave vector of the primary helicon) does
not appear in the averaged equations. Hence, we can
conclude that the components of the long-wavelength
field are coupled to each other only because of the pres-
ence of an external magnetic field.

Further analysis of the equations obtained can be
simplified by taking into account Eg. (106) and intro-

ducing the flux functions (péj) (=1, 2) such that hg) =

09" /0Z and hY) =—a@ " /Y. In this way, Egs. (107)
and (108) reduce to

onl)  a0¢l” _  agl” and) _
ot Yoz T 0 Stk = 03109
ong , ohg | (20®” _ oo
3t T Vsaz T Vshso 10
a(P(l) 6(9(2) ohy 2 1 1.2 2 2( (1))
a-s[ + a-T— +kx a; :Vs(ps _ECO(l_de)Vshsx-

We look for a solution to Egs. (109) and (110) in the
form of

(@, hY)) Dexp(=iwT +yT+iq,Y +ig,2),
j = (1, 2)

Then, from Eqg. (109), we obtain

(111)

o = +ka,a, @ = *hiq, q = Joy+q;.112)
Recalling definitions (75) and (76), we find that, in the

coordinate system (Xyz), the vector q has, by virtue of
representations (111), only two components, g, and g,
while, in the initial coordinate system (xy2), it has all
three components, q = (-k,q,, q,, k.q,). Note that we
assumed that k - q = 0, i.e,, that the wave vector of the
long-wavelength perturbation is perpendicular to the
wave vector of the primary helicon. By what has been
said above, we have q - e,=k,q,; hence, dispersion rela
tion (112) describes along-wavelength helicon [cf. dis-
persion relation (112) versus dispersion relations (5)
and (73), inview of qd, < 1]. The plus and minus signs
in dispersion relation (112) correspond to helicons
propagating in opposite directions.

Combining Egs. (110) and substituting Egs. (112)
yield the following expression for the growth (damp-
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ing) rate of the long-wavelength helicons described by
dispersion relation (112):

y = -q"£3Ci(1-dd)e’, (113)
where the sign should be taken to be the same as that in
dispersion relation (112). Expression (113) implies
that, regardless of the value of d, (d, > 1 or d. < 1), one
of the two long-wavelength helicons corresponding to
the plus or minus sign in dispersion relation (112) is
unstable under the condition

%C§|1—d§|q>1. (114)
If we go back to theinitial variables (prior to introduc-
ing the ordering) and consider perturbations of theform
~exp(—iwt + iq,y + iq,z), then, recaling the ordering
used above, we can combine dispersion relation (112)

and expression (113) into the following asymptotic dis-
persion relation:

2
@ = [kaa+3iE(1-d)a’|-iva’,  (15)

inwhich it is assumed that q = v? and w = v*. Accord-
ingly, the instability criterion for the helicon takes the
form

C21-dZaq/av?> 1. (116)

This criterion shows that the instability has a threshold
ing.

5. DISCUSSION OF THE RESULTS
AND CONCLUSIONS

The stability of several types of steady-state peri-
odic flows against long-wavelength perturbations has
been investigated by solving the resistive EMHD equa-
tions under the assumption that the resistive damping of
the primary flow is balanced by an energy supply from
a special constant external source. In particular, it is
shown that long-wavelength perturbations of the Kol-
mogorov-type flow are unstable when the magnetic
Reynolds number of the flow exceeds a critical value,

Re,, > ReZ = ,/2/(1+d?). This criterion is qualita-
tively identical to the instability criteria for a Kolmog-
orov flow in incompressible hydrodynamics and for
drift waves (Rossby waves) [1, 4, 6]. The most unstable
perturbations are those with q, =0, i.e., with a wave
vector perpendicular to the vel ocity vector v, of the pri-
mary flow, in which case the only growing component
of the long-wavelength magnetic field is the component
directed along the wave vector of the primary flow. In
the equation for this magnetic field component, the
instability mechanism is the effect of negative resistiv-
ity due to the primary periodic flow. The results
obtained numerically agree well with analytical results
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in the parameter range in which the latter are applica-
ble. Beyond the scope of analytic approximations, the
perturbations become stable when the perturbation
wavenumbers are comparable with the wavenumber of
the flow, q = k.

In the case of a helical flow (smilar to a Beltrami
flow), it has been found that, for d, < 1, the primary flow
has a destahilizing effect on the long-wavel ength per-
turbations. Thiseffect is proportional to the microhelic-
ity of the flow, B? - ((x BY). However, the asymptotic
dispersion relation obtained above differs significantly
from that for the Beltrami flow in hydrodynamics. The
effect produced by microhelicity is proportional to ¢?,
and theinstability criterion not only includesthe ampli-
tude of the primary flow but aso sets an instability
threshold from bel ow on the perturbation wavenumber;

specifically, perturbationswith 1 > q>2v?/,/1— dg are
growing. In the opposite case d, > 1, a helical flow is
stable against long-wavelength perturbations. Numeri-
cal analysis of the problem shows that, along with the
instability threshold from below on q (which agrees
with the predictions of analytic theory), there is the
instability threshold from above, q < k, (for perturba
tion wavenumbers comparabl e with the wavenumber of
the flow). In addition, numerical simulations provide
clear evidence that, for long-wavelength perturbations,
there existsastability boundary in terms of the quantity
d.; specifically, for d, = 1, the perturbations of a helical
flow become stable, which agrees with the theory
developed here.

It is shown that, in the case of an anisotropic helical
flow, the primary flow leads to the effect of negative
resistivity (because of the anisotropy of the magnetic
field) and to the effect associated with the microhelicity
of the flow in the equationsfor long-wavel ength pertur-
bations. When the magnetic Reynolds number is large

and the anisotropy issmall, |(BS)” — (BS)”| = Rey” <1,
these effects are of comparable importance. When the

anisotropy |(Bf,’)2 — (BS)2| islarge, it plays a dominant
role and the stability criterion for an anisotropic helical
flow is analogous to that for a Kolmogorov-type flow.
Numerical calculations of the growth rate of the pertur-
bation as a function of the degree of anisotropy of the
flow are in good agreement with the expressions
obtained analyticaly.

The EMHD equations for a plasma in an external
magnetic field have solutions describing running waves
with a nonzero frequency and nonzero microhelicity,
which are called helicons. Assuming that the amplitude
of the helicon is kept constant by an external source, we
have shown that the effect of a primary small-scale hel-
icon on a secondary long-wavelength helicon is analo-
gous to the effect of a helical flow on long-wavelength
perturbations and is proportional to the microhelicity of
the primary helicon. It has been found that, in contrast
PLASMA PHYSICS REPORTS  Vol. 29
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to the case of a steady-state helical flow, the only mag-
netic field components of a long-wavelength helicon
that are affected by the microhelical nature of the heli-
con are those perpendicular to the wave vector of the
primary helicon. Because of this effect, which is desta-
bilizing regardless of the value of d,, the primary heli-
con is unstable against long-wavelength helicons with

1>q=4v¥Ci|1 - dZ|=4/Re; |1 — dZ|.

Hence, we can conclude that periodic flows
described by the corresponding solutions to the EMHD
equations tend to become unstable against long-wave-
length perturbations, which indicates cascading of the
energy toward large scales (an inverse cascade). This
conclusion agreeswith theresultsof [16, 17, 19], where
it was shown that, in electron magnetohydrodynamics,
large-scale perturbations can be generated by small-
scale turbulence, as well as with the numerical results
of [20] and analytic estimates of [21], which show the
possible existence of inverse cascades in two-dimen-
siona electron magnetohydrodynamics. Accordingly,
we can suggest that small-scale electron motions initi-
ated, e.g., by electron cyclotron resonance heating or
the effect of laser radiation may influence long-scale
phenomena in a plasma. However, this suggestion
requires more detailed analysis, which should involve
not only electron but also ion dynamics.

All of the results obtained here are valid for a
plasma with a finite (although high) conductivity and,
unlike inincompressible hydrodynamics, it seemsto be
impossible (at least at present) to generalizethem to the
case of infinite plasma conductivity in ideal electron
magnetohydrodynamics.
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Abstract—The amplification of acoustic waves dueto the transfer of thermal energy from electronsto the neu-
tral component of aglow discharge plasmais studied theoretically. It is shown that, in order for acoustic insta-
bility (sound amplification) to occur, the amount of energy transferred should exceed the threshold energy,
which depends on the plasma parameters and the acoustic wave frequency. The energy balance equation for an
electron gas in the positive column of a glow discharge is analyzed for conditions typical of experimentsin
which acoustic wave amplification has been observed. Based on this analysis, one can affirm that, first, the
energy transferred to neutral gas in elastic electron—-atom collisions is substantially lower than the threshold
energy for acoustic wave amplification and, second, that the energy transferred from electronsto neutral gasin
inelastic collisionsis much higher than that transferred in elastic collisions and thus may exceed the threshold
energy. It is aso shown that, for amplification to occur, there should exist some heat dissipation mechanism
more efficient than gas heat conduction. It is suggested that this may be convective radial mixing within a pos-
itive column due to acoustic streaming in the field of an acoustic wave. The features of the phase velocity of
sound waves in the presence of acoustic instability are investigated. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Itiswell known that acoustic wavesin aweakly ion-
ized plasma may become unstable under conditionsin
which the el ectron temperatureis higher than that of the
neutral particles (T, > T) [1-5]. On the other hand, the
experimental values of the amplification factor for
acoustic waves in an atomic gas-discharge plasma are
known to differ greatly from those predicted theoreti-
cally on the basis of the dispersion relations derived in
[1-5]; specifically, they are much larger than the theo-
retical ones (see[6-12]). Moreover, in our earlier paper
[11], it was shown that, when all the possible mecha-
nisms for the dissipation of the acoustic wave energy
aretaken into account, the theories constructed in [ 1-5]
fail to explain the experimentally observed amplifica-
tion of acoustic wavesin the positive column of aglow
discharge [6—12] because the damping of waves always
prevails over their growth, which makes the wave
amplification impossible. That is why, in [11], an
attempt was made to clarify the reasons for such alarge
discrepancy between the theoretical and experiments
results. First, it was shown that the energy transferred to
a neutral gas from the hotter electrons in elastic elec-
tron—atom collisions (in [1-5], this energy transfer was
regarded to be an energy source for acoustic instability,
i.e., sound amplification) was not enough to ensure that
the value of the theoretical amplification factor coin-
cide in order of magnitude with the measured values.
Second, it wasfound that the thermal energy transfer to
neutral gas in inelastic collisions of the second kind
(superelastic collisions) between excited atoms and

atoms in the ground state could far exceed the energy
transfer in €l astic € ectron—atom collisions. However, in
[11], it was aso shown that the high specific power of
heat releasein aneutral gaswas till not enough to pro-
vide acoustic wave amplification because, in this case,
the amplification was prevented by strong gas heating.
Inview of thisfact, in [11], we suggested the existence
of a heat dissipation mechanism that is more efficient
than atomic heat conduction and impedes strong gas
heating, thus providing the possibility of acoustic wave
amplification in plasma. In our opinion, the convective
mixing of aplasmain theradial direction due to acous-
tic streaming arising under the action of an acoustic
wave [13] may serve as such an additional strong mech-
anism. In the present paper, asimplifying assumptionis
madethat theradial heat flux to thetubewall dueto this
heat dissipation mechanism (“acoustic” heat conduc-
tion) is proportional to the difference between the mean
gas temperature and the temperature of the wall. It is
shown that the alowance for both heat dissipation
mechanisms (the conventional one and acoustic heat
conduction) may provide thermal conditionsin the pos-
itive column of aglow discharge under which the theo-
retical values of the amplification factor coincide with
the experimental ones. In this case, the acoustic thermal
conductivity should be higher than the conventional
one by one order of magnitude. Based on the results
obtained, a conclusion is drawn that, in a weakly ion-
ized plasma with T, > T, an acoustic wave can be
amplified when two conditions are simultaneously sat-
isfied: the heat release in the neutral plasma component
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is sufficiently large and an efficient heat dissipation
mechanism preventing strong gas heating is present.

Here, we a so study the behavior of the phase veloc-
ity of acoustic waves under the conditions of acoustic
instability in aweakly ionized plasma. The analysisis
carried out based on the dispersion relation derived in
[11]. However, in contrast to [11], the equilibrium gas
temperature is described by the equation for heat bal-
ancein acylindrical discharge tube with allowance for
heat dissipation dueto both the conventional and acous-
tic heat conduction. It is shown that, under acoustic
instability, the phase velocity of acoustic waves
increases with increasing specific power of heat release
(discharge current density) in the neutral plasma com-
ponent because of the following two effects: (i) the
equilibrium gas temperature increases and (ii) an
acoustic wave perturbs both the density of the neutral
gas and the electron density, thereby modulating the
heat exchange between the electrons and neutral gasin
such a way that both the intensity of the wave and its
phase velocity increase. Note that Ishida and Idehara
[14] attempted to experimentally reveal how the elec-
tron energy transfer to neutral gas affects the phase
velocity of sound waves. The results obtained in our
study may help to explain why their attempt was unsuc-
cessful. This effect manifestsitself only under the con-
ditions of acoustic instability for low-frequency sound
waves (see below). When the conditions in a gas-dis-
charge plasma permit sound amplification, the phase
velocity of the waves can become higher than the adia-
batic sound velocity (see below), which is determined
by the equilibrium gas temperature. The experiments
reported in [14] were carried out at a very high fre-
guency (17 kHz), at which sound waves cannot be
amplified and the effect in question does not come into
play. It is precisely for this reason that the experiments
of [14] failed to reveal the influence of the electron
energy transfer on the sound velocity in a weakly ion-
ized plasma.

2. DISPERSION RELATION
We start with the following dispersion relation for a
plane acoustic wave propagating along the axis of adis-
charge tube[11]:
K+ (A+iBK>+ A +iB, =0, (D

where K is the wavenumber and the coefficients A, B,
A,, and B, are related to the plasma parameters by [11]

2
A=_YT, 292+[ ?z—m”_}wz, @)
T  aT)” La(T)” keT
5ksN,
= ——W, 3
2 aT ©)
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Here, the equilibrium (in the absence of acoustic per-
turbations) temperature T of the neutral gas depends
only on the distance r from the symmetry axis of the
tube by virtue of the cylindrical symmetry of the tube
and because the length of the positive column is
assumed to be much larger than itsradius. The equation
for determining the temperature T will be given below.

The averaged values T and V°T are defined as

R

— 2 ’
T = —(rT(r)dr, (6)
=
VT = £ (rVT(r)dr, (7)
=

where R, is the tube radius and V2 is the Laplace oper-
ator. Also, in formulas (2)—(5), Q is the specific power
of heat release in aneutral gas, the quantity aisrelated
to the thermal conductivity x(T) by x(T) = aT, b =
(4/3)n + &, n and ¢ are the first and second viscosity
coefficients, m, is the mass of a gas atom, kg is Boltz-
mann’s constant, w is the frequency of acoustic waves,
and N,, isthe density of neutral atoms.

We assume that the frequency w in dispersion rela-
tion (1) is rea and investigate the imaginary and real
parts of the wavenumber K, which determine the atten-
uation (or amplification) factors of the wave and its
phase velocity. In this case, in the positive column of a
gas-discharge plasma, there may exist two different
waves that propagate in each direction along the tube
axis and correspond to two solutions K? of biquadratic
equation (1). The acoustic wave is described by the
solution [11]

K = %[J—(A+iB)+2 /A, +iB,
—J-(A+iB)-2./A, +iB,].

3. EQUILIBRIUM TEMPERATURE
OF THE NEUTRAL GAS

The equilibrium gas temperature T(r) is determined
from the following time-independent heat balance
equation for the gas component of the positive column
inacylindrical discharge tube:

®)

2 mifg+Q-L =0 ©)
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where L is the heat dissipation power per unit plasma
volume due to the radial gas mixing by an acoustic
streaming induced by a sound wave. The radial heat
transfer by such mixing in the discharge tube can be
defined as the product

q=a(T-T,). (10)

Here, gisthe density of the heat flux to thetubewall; o
is the so-called acoustic heat transfer coefficient; and
T, is the wall temperature, which is assumed to be
equal to the temperature of the surrounding medium.
Using definition (10), we can calculate the rate of
energy loss through the tube wall due to acoustic heat
transfer. Dividing the rate so obtained by the tube vol-
ume, we arrive at the expression for L:
L = %‘(T—TW). (11)

Note that dispersion relation (1), coefficients (2)—
(5), and Eq. (9) were derived under the assumption that
the wavelength of the sound wave was larger than the
discharge tube radius and smaller than the tube length;
hence, in the expressionsfor coefficients (2)—«5) indis-
persion relation (1), we can average the temperature
over the tube cross section. Moreover, since, in this

case, the acoustic perturbation of T isequal to zero, the
perturbation of L is also equal to zero. Consequently,
the alowance for the acoustic heat remova does not
change the form of dispersion relation (1) and coeffi-
cients (2)—«5). However, this heat dissipation will affect
the propagation of acoustic wavesin the discharge tube,
because L enters Eq. (9) for the equilibrium tempera-
ture T, through which, according to formulas (6) and

(7), the quantities T and V*T are determined. Note
that Eq. (9) can a so be obtained as a zero-order approx-
imation in the linearization of the general nonlinear
heat balance equation for a neutral gasin acoustic per-
turbations.

Assuming that the intensity of the internal heat
sources (current density) is distributed uniformly over
the cross section of the tube (i.e., that Q is independent
of r) and taking into account the above expressions for
X(T) and L, we readily find the solution to Eq. (9) that
is finite at r = 0 and satisfies the condition T = T, at

r=R,

_ 2 1 20 (T— - TW)

T(r) = JTO + Za[Q_T
Note that this radial temperature profile depends on
themean value T, which, in turn, is determined in terms
of the temperature T(r) by means of relationship (6). In

order to determine T, we multiply solution (12) by r
and integrate it over dr from O to R,. Taking into
account relationship (6) and performing simple manip-

|RE=r). a2
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ulations, we arrive at the following algebraic equation
for T:

T= 2 {Te+ RAK, - KT =T
3Ry(K1—K;T) (13)
where
K, = %Jr K,T,, (14)
O
K2 = o7 (15)

The quantity V2T in coefficients (2)<(5) can easily
be calculated using formulas (7) and (12). Performing
the corresponding manipulations yields

VT = —_%(Kl—KZ'T'). (16)
0

Having solved Eq. (13) numerically with respect to

T and having found VT from expression (16), we can
use coefficients (2)—(5) to investigate the imaginary and
real parts of the wavenumber K from formula (8) in
terms of the plasma parameters. To do this, we intro-
duce the notation V; = wyReK and 3 = -ImK, where V;
is the wave phase velocity and B is the amplification or
attenuation factor (plus or minus, respectively). If an
acoustic wave propagating in the positive direction of
the Z-axis (the symmetry axis of the tube); i.e., its spa-
tial dependence is described by the function exp(ikz),
then the positive values 3 > 0 correspond to amplifica-
tion and the negative values 3 < 0 correspond to atten-
uation.

Then, we denote by Cgthe adiabatic acoustic veloc-

ity, Cg = (0p/9p)s = Y(Op/0p)+, Where y is the ratio of
the specific heat capacities, y= Cp/C,. For an ideal gas,

we have Cé = ykgT/m,. Numerical calculations for
argon give the following expression for Cg

Co=18.63 /T m/s, (17)

where T isin kelvin.

It should be noted that, in dispersion relation (1)
with coefficients (2)—(5), all of the mechanisms for the
dissipation of the energy of acoustic waves are takeinto
account, except for the collisional mechanism and wave
absorption at the tube wall. For the above values of the
plasma parameters, the collisional damping of acoustic
wavesisfar weaker than that due to the presence of the
tube wall [2]. Hence, collisional attenuation can be
neglected and, accordance to [1], the coefficient 3, of
acoustic wave absorption at thewall (R, = 2 cm) in the
case of argon can be written as

T -
B, = 0.21ReKJ%m '
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Fig. 1. Amplification factor 3 — B; vs. Q for a = (1) 40,
(2) 60, and (3) 100 W/(m? K). The remaining parameters
are /21 = 500 Hz, Ng = 10'? em™, N, = 10" em™, R, =
2cm, To=2¢€V,and T, = 300 K.
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Fig. 3. Amplification factor B — 3; vs. frequency for Q =
(1) 5.5 x 10%, (2) 10°, and (3, 4) 1.5 x 10° W/mS. The other
parametersare o = 100 W/(m? K) and T, = (1, 2, 3) 300 and
(4) 77 K. Theremaining parametersarethe sameasin Fig. 1.

wherewisinrad/sand T isin kelvin. When the absorp-
tion of acoustic waves at the wall of the gas-discharge
tube istaken into account, the amplification of thewave
correspondsto the condition 3 — 3, > 0. Finally, we note
that, in our numerical calculations, weset T, =T,

4. RESULTS AND DISCUSSION
4.1. Amplification Factor for Acoustic Waves

Figures 1-3 show the amplification factor 3 — 3, cal-
culated using formulas (8) and (18) as afunction of the
specific power Q of heat release in a neutral gas, the
acoustic heat transfer coefficient a, and the frequency
w of acoustic wavesfor an argon gas-discharge plasma.
Itis seen that there are thresholdsin terms of Q (Fig. 1)
2003
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Fig. 2. Amplification factor f — 3; vs. a for Q = (1) 2 x 10°,

(2) 5.5 x 10°, and (3, 4) 1.5 x 10® W/m?. The remaining
parameters arethe same asin Fig. 1, except for the T,, value
for curve 4 (T,, = 77 K).

800
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——— =
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a, W/(m? K)

1
100

Fig. 4. Mean temperature of the neutral gasvs. o for Q =
(1) 2 x 10%, (2) 55 x 10°, and (3) 1.5 x 10° W/m®. The
remaining parameters are the same asin Fig. 1.

and a (Fig. 2) for an acoustic wave to be amplified (i.e.,
for the quantity 3 — B, to be positive). The thresholds
should in principle depend on the plasma parameters.
According to Fig. 1, the threshold value of Q isweakly
dependent on o, whereas the threshold value of a is
amost independent of Q (see Fig. 2, curves 2, 3).
Curves4 in Figs. 2 and 3 refer to the case in which the
wall of the discharge tubeis at the temperature of liquid
nitrogen. In this case, the amplification factor 3 -3, is
seen to be substantialy larger, which agrees with the
data obtained by Hasegawa [7] in his experiments on
the amplification of acoustic wavesin a discharge tube
immersed in liquid nitrogen. A comparison of Fig. 4,

which illustrates how the temperature T depends on
for different powers Q deposited in the discharge, with
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Fig. 5. Phase velocity V; (solid curves) and adiabatic veloc-
ity Cq (dashed curves) of sound waves as functions of a for

Q=(1)5.5 % 10° and (2) 1.5 x 10° W/m?. The remaining
parameters are the same asin Fig. 1.

Figs. 1 and 2 shows that the thermal regime of the pos-
itive discharge column plays an important role in the
acoustic wave amplification. In fact, according to
Fig. 2, sound waves cannot be amplified at small o val-
ues even when the Q values are fairly large. This is
related to the fact that strong heating of the gas at small
o values (Fig. 4) prevents the wave amplification. Con-
sequently, we can conclude that acoustic instability
(sound amplification) cannot occur in a gas-discharge
plasma without efficient heat exchange with the sur-
rounding medium, because the heat dissipation due to
conventional heat conduction is not enough to provide
cooling of the gas needed for the onset of instability. It
should be stressed that an increase in 3 — 3, with a
(Fig. 2) iscaused by cooling the gas (Fig. 4). Therefore,
for a given Q value, the larger the value of a (the

smaller thevalueof T), thelarger the amplification fac-
tor B— B, (Fig. 1). Thisallows usto conclude that cool-
ing the gas promotes the onset of acoustic instability in
aweakly ionized plasma. This conclusion is also sup-
ported by Figs. 2 and 3, in which curves4 show that, in
a tube immersed in liquid nitrogen, the amplification
factor 3 — 3, isconsiderably larger. Note that the quan-
tity X.eonse = O(R/2) can be regarded as the acoustic
thermal conductivity of agasin adischarge tube. Then,
using the threshold a value for acoustic wave amplifi-
cation (=20 W/(m? K), see Fig. 2), we find that the
threshold acoustic thermal conductivity at Ry =2 cmis
approximately equal t0 X,coue = 0.2 W/(m K). This
value exceeds the conventional thermal conductivity of
argon at the above temperatures by afactor of about 5-7.
Hence, it isevident that acoustic heat conduction plays
agreater role in the cooling of the positive column of
a glow discharge than does conventional heat con-
duction.
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Fig. 6. Phase velocity V; (solid curves) and adiabatic veloc-
ity Cs(dashed curves) of sound waves as functions of Q for
different temperatures of the discharge tube wall, T, =
(1) 77 and (2) 300 K. The other parameters are w21 =

200 Hz and o = 100 W/(m? K). The remaining parameters
arethesameasin Fig. 1.

4.2. Sound Vel ocity

Figures 57 show the phase and adiabatic velocities
of sound waves, calculated as functions of a, Q, and w
by using formulas (8) and (17) in the case of a weakly
ionized argon plasma. It is noteworthy that the phase
velocity of sound waves is higher than the adiabatic
velocity. According to Fig. 7, thisis true only for low-
frequency (up to 1-1.5 kHz) sound waves. Also, the
higher the energy deposition in the neutral gas and the
lower the mean gas temperature, the larger the differ-
ence between the phase and adiabatic velocities
(Figs. 5, 6). Actually, this indicates that the difference

Sound velocity, m/s

650
550+
450+
2
1
350
1 1 1 1 1 ]
0 500 1000 1500 2000 2500 3000
w/21, Hz

Fig. 7. Phase velocity V; (solid curves) and adiabatic veloc-
ity Cg (dashed curves) of sound waves as functions of fre-
quency for Q = (1) 5.5 x 10° and (2) 1.5 x 10° W/m>. The
other parameters are a = 100 W/(m? K) and T,, = 300 K.
The remaining parameters are the same asin Fig. 1.
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between the phase and adiabatic velocities of sound
waves in the positive column of a discharge increases
with the amplification factor 3 — 3,. Hence, we can con-
clude that this difference is due to the fact that the
acoustic wave modul ates the energy exchange between
the hot electrons and the cold neutral gas in the dis-
charge; thisleads to acoustic instability (sound amplifi-
cation) and an increase in the wave phase velocity. Asa
result, in aweakly ionized plasma at a proper modula:
tion of the energy transfer from electronsto neutral par-
ticles by the acoustic wave, the intensity and phase
velocity of sound waves increase. We note, however,
that the phase velocity of the acoustic wave can also be
weakly perturbed by electrons a small a values
(Fig. 5), i.e., in the absence of acoustic wave amplifica-
tion (Fig. 2). To summarize, we can state that the
change in the phase velocity of acoustic waves with
changing a and Q (see Figs. 5, 6) stems from two
causes. first, the perturbation of acoustic wavesby elec-
trons, and, second, the change in the equilibrium tem-
perature of the neutral gas with changing a and Q. The
frequency dispersion of the phase velocity of acoustic
waves (Fig. 7) is attributed exclusively to the effect of
the electrons.

4.3. Energy Source for Acoustic Instability

In the theory of acoustic wave amplification [1-4],
the energy source that drives the acoustic instability in
a wesakly ionized atomic plasma is the energy trans-
ferred from electrons to neutral atoms in elastic elec-
tron—atom collisions. However, it is easy to see that this
energy is much lower than the threshold energy (Fig. 1)
for acoustic wave amplification in a plasma. In fact, the
rate of the therma energy transfer from electrons to
neutral atoms in elastic electron—-atom collisions in a
unit of plasmavolumeis described by the equation [15]

3m
Qe = 'r—n_eNeVenkB(Te_ T)-
n

(19)
Here, m, is the mass of an electron, N, and T, are the

electron density and electron temperature, and the elec-
tron—atom collision frequency v, is expressed in terms

of the momentum transfer cross section EUSHD as

3anDEUD

(20)

Estimating the rate Q. from values of the plasma
parameters typical of the positive column of an argon
glow discharge in the Hasegawa experiments [7],
namely, N, = 10°-10'° cm=3, N,, = 10'7 cm3, T, = 2—
3eV,andT=0.035eV,weobtainQ,= 1.7 x 10>-2.5 x
103 W/m?. According to Fig. 1, the threshold value is
nearly Q =3 x 10° W/m’; i.e., Q. istwo to three orders
of magnitude lower than the threshold energy for the
amplification of acoustic waves in a weakly ionized
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plasma. Therefore, the thermal energy transfer from
electrons to neutral atoms in elastic collisions cannot
serve as an energy source for acoustic instability in
such aplasmaand it is necessary to look for some other,
more efficient mechanism for energy transfer from
electrons to neutral atoms. We suggest that this mecha-
nism may be attributed to inelastic collisions in which
the electron energy is transferred to the tranglational
degrees of freedom of neutral atoms. In a weakly ion-
ized atomic gas-discharge plasma, there are three types
of inelastic collisions in which a part of the thermal
energy spent by the electron gas on the excitation and
ionization of atomsis converted into the kinetic energy
of atoms. The first energy-transfer mechanism is
related to superelastic collisions between excited atoms
or between excited atoms and atomsin the ground state.
Thismechanismisatwo-step processinvolving succes-
sive electron—atom and atom—atom inelastic collisions:

A+e— A +e, m=Kk,..., (21a)
A+ Akl — Ao+ Ak, s (21b)

where the subscripts p, m, k, ... denote excited elec-
tronic states with energies E,, E.,, E,, ... relative to the
ground electronic state of a neutral atom. In this case,
the energies of the electronic states should be such that

E,<Enand B+ B > Ep + E. . Note that the state p,
either one of thetwo statesk and k1 , and the statesk' and
k; can be the ground states.

The second energy-transfer mechanism is a two-
step process related to three-body recombination reac-
tionsinvolving neutral atoms:

A,+e—Ar+ete (22a)
Ar+e+ A— A+ A (22b)

where the states p and m can also be the ground atomic
states.

Finaly, the third energy-transfer mechanism is a

three-step process rel ated to dissociative recombination
reactions:

A,+e—Ar+e+e (23a)
At +2A — A, +A, (23b)
A, +e— A +A (23¢)

When the gas density is sufficiently high, mecha-
nism (23) can make an appreciable contribution to the
heat transfer from electrons to neutral atoms, because,
in this case, the conversion of atomic ionsinto molecu-
lar ionsin reaction (23b) is fairly efficient. In the case
under study, namely, the acoustic wave amplificationin
the positive column of a conventional glow discharge,
the gas density islow and, hence, mechanism (23) can
be neglected. The calculation of the thermal energy
transferred to neutral atoms by mechanisms (21) and
(22) runs into serious difficulties because the effective
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cross sections for numerous elementary eventsin colli-
sional processes (21) and (22) are not known with cer-
tainty. Therefore, in order to estimate the amount of
thermal energy transferred to neutral gas in inelastic
processes (21b) and (22b), we will briefly analyze the
electron energy balance in a weakly ionized atomic
gas-discharge plasma.

The electron energy balance in a unit volume of a
gas-discharge plasma with the current density J is
described by the equation

dBBNkTD

aip &9

2
=-YaQ.
Here, ) . Q isthetotal electron energy lossin elastic

and inelagtic collisions; J*/o is the rate of Joule heating
of the electrons; and o is the electrical conductivity of
aweakly ionized plasma,

2
_ Nee

meV en

Taking into account the main el ectron energy lossin
a steady state, we obtain from Eqg. (24) the equation

(25)

[
N

= Qet Qn+ Qr+ Qy. (26)

o
Here, Q. isgiven by Egs. (19) and (20); Q, isthe ther-
mal energy transferred to neutral gas in processes (21)
and (22); the term Qg describes the plasma energy
losses due to emission in a set of atomic spectral lines
and recombination continua, as well as bremsstrahlung
caused by electron—on collisions (in a weakly ionized
plasma, the energy loss by bremsstrahlung isvery small
and does not play arole); and Q isthe el ectron energy
loss related to the ambipolar diffusion of charged parti-
cles toward the plasma boundary. Note that, since the
gas temperature T is low and T, > T, the atoms are
excited and ionized primarily in collisions with elec-
trons. In this case, the energy lost by the electrons is
partially regained by them in the deexcitation processes
and three-body recombination reactions, is partially
converted into the energy of the neutral gas (Q,), andis
partially lost in the above radiative processes (Qg).
Consequently, we may assume that a low-temperature
plasma emits energy at the expense of the electrons.
That is why we have introduced the term Qg into
Eqg. (26).

The rate of electron energy lossin a unit volume of
plasma due to ambipolar diffusion and the subsequent
recombination of electrons and ions on the tube wall
was calculated by Gordiets et al. [16] under the
assumption that each species of charged particles obey
a Maxwellian velocity distribution. Using the results
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obtained in that paper and taking into account the con-
dition T, > T,, we can represent Q, as

9(ksTo)°N 1, T.m
Qd: (B e)ze :_3| T |:| (27)
mv;nRo

where m; is the mass of anion (m, = m,), T; istheion
temperature, and v;, is the ion—-atom collision fre-
guency. Further, we will assume that the temperatures
of the heavy particles of different species are the same
(T; = T). The collision frequency v;, can be estimated
from a formula anal ogous to formula (20):

v 4 [gk TID
in = 3 nDT[mmD

Eb, Ll (28)

where m, isthe reduced mass and Ebid [isthe momen-

tum transfer cross section for elastic collisions of ions
with neutral particles. Using Eq. (19) and representa-
tions (25) and (27), we can write

/@D3Ne@U -T)

A= Qe > (29)
m,J
DH_ 9(ksTo)’NZe’ 1. Tmg
Ay = Qd/DO.% Be—ezz 3| Tmb . (30)
MMV enVin Ry J e

Let us now estimate the quantities A, and Ay for the
above parameters of the positive plasma column of a
glow discharge in argon. We set R, = 2 cm and assume
that the el ectrons and ions collide with neutral atoms as

if they were all solid spheres. In this case, DbgnD and
Ebid .1 coincide with the total collision cross sections

and are equal to Td>, , where d,, = (d, + dy)/2, with d,
and d, being the diameters of the colliding particles

[17]. We thus can assume that EUSHD = 10~ cm? and
Ebian =4 x 10~ cm?. Then, we set the discharge cur-

rentequaltol =0.1 A (J= |/T[R§) and evaluate v, and
v;, from formulas (20) and (28), respectively. As a
result, we obtain from Egs. (29) and (30) A, = 6 x 10—
9 x 1073 and Ay = 3 x 10°-6 x 10~*. Hence, we have
A, < 1 and Ay < 1, which enables usto neglect thefirst
and last terms on the right-hand side of Eq. (26). Asfor
the radiative loss term Qg, its calculation is afairly dif-
ficult task. However, the results of the experimental
studies of the dependence of the phase velocity of
acoustic waves on the discharge current for the above
plasma parameters[ 7] show that almost al of the power
transferred from the electric field J?/o to electrons goes
into the heating of the neutral gas. Therefore, theradia-
tive loss term Qg should also be small in comparison
with J?/c. Accordingly, omitting the term Qg in
PLASMA PHYSICS REPORTS  Vol. 29

No. 4 2003



THEORY OF THE ACOUSTIC INSTABILITY

Eqg. (26) or setting Qg ~ Q,,, we obtain Q, ~ J*/a, which
yields the following estimate for Q,/Q.:

Q.1 2 4
— [0—==11x10-1.7x10".
Qe A

Hence, we have Q,/Q. > 1, which indicates that the
thermal energy transfer from electrons to neutral gasin
inelastic collisional processes (21) and (22) prevails
over the energy transfer to neutral gas in elastic elec-
tron—atom collisions. We thus can conclude that the
role of the energy source for acoustic instability is
played by inelastic processes (21) and (22) rather than
by elastic electron—atom collisions, as was previously
thought. This conclusion is not surprising, because,
according to [18], inelastic processesin, e.g., an argon
plasma begin to compete with radiative and elastic pro-
cesses at electron temperatures of T, > 1 eV, which
agrees well with the data obtained by Hasegawa [7],
who observed that sound waves in a gas-discharge
plasma were amplified at an electron temperature of
about T, = 2-3 V.

It isnoteworthy that the effect of the transfer of elec-
tron energy to neutral atoms on the acoustic wave prop-
agation depends not only on the amount of the energy
transferred but also on the time scale on which the
transfer process occurs. In particular, for two-step pro-
cess (21), the characteristic times of inelastic collisions
(21&) and (21b) should be much shorter than the acous-
tic wave period. For thisto hold, it is sufficient that the
following condition be satisfied: w/2m< 1!, wheret is
the characteristic time of inelastic processes (21b). The
reason is that these processes certainly occur on much
longer time scales than inelastic collisions (21a)
because the latter have large cross sections and because
the mean electron thermal velocity is much higher than
the vel ocities of the atoms.

Let us estimate the characteristic time scale of
inelastic processes (21b). For smplicity, we only con-
sider the deexcitation of the kth state of an excited atom
in collisions with atoms in the ground state (transition
k — k' such that E,. < E}). In order of magnitude, we

have 1! ~ 0,V N,, where o, is the cross section for

transition kK —= K, v isthe mean thermal velocity of
an excited atom with respect to an atom in the ground
state, and N, isthe density of unexcited atoms. Assum-
ing that the particles obey a Maxwellian distribution
over v with the temperature T = 0.035 eV and that the
reduced mass of the particlesis m,/2 (where m, is the
mass of an atom), we find that v =7 x 10* cm/s for
argon. Then, assuming that the characteristic cross sec-
tion for thetransitionin questionis gy, ~ 10716 cm? [19]
and setting N, = N,,= 107 cm3, we obtain the following
estimate for T!: 1! ~ 7 x 105 s*%. We thus arrive at the
condition w21t <€ 7 x 105 Hz, which holds for conven-
tional sound waves regardless of their frequency.
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Fig. 8. Amplification factor 3 — 3, vs. temperature T, of the
discharge tube wall for wy2m = 500 Hz and a = (1) 50,
(2) 100, and (3) 150 W/(m? K). The remaining parameters
arethesameasin Fig. 1.

5. CONCLUSION

The main result of out theoretical study (within its
range of applicability) is that the energy source for
acoustic instability (sound amplification) in the positive
plasma column of aglow discharge is the energy trans-
fer from electrons to neutral gasin two-step (electron—
atom and atom—atom) inelastic collisional processes
(21) and (22). This result eliminates the difficulties
associated with the fact that the energy transferred to
the neutral gasin elastic el ectron—atom collisionsistoo
low to provide acoustic wave amplification in aweakly
ionized plasma. We have found that, even when the
energy transferred to the neutral gas exceedsthethresh-
old energy for acoustic wave amplification, the waves
will not necessarily be amplified. Thereasonisastrong
heating of the neutral gas, because conventional heat
conduction cannot provide cooling of the gas required
for the onset of instability. For thisreason, we have sug-
gested that steady-state acoustic streaming induced in
the field of a sound wave givesriseto gasmixing inthe
radial direction, thereby cooling the gas. We have
shown that this cooling mechanism should be five to
seven times more efficient than cooling of the gas by
conventional heat conduction. We have a so shown that
the propagation of low-frequency (up to 1.0-1.5 kHz)
sound waves through a weakly ionized plasma should
be dispersive. This phenomenon, as well as acoustic
wave amplification, results from the effect of the elec-
tron gas on the wave propagation in a weakly ionized
plasma.

In conclusion, we emphasize that heat conduction
equation (9) was solved under the assumption that the
temperature of the tubewall is equal to the temperature
of the surrounding medium. However, experimental
investigations are usualy carried out under conditions
of free heat exchange between the tube and the sur-
rounding medium. Consequently, amore rigorous anal -
ysis requires the use of free boundary conditions to
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solve the heat conduction equation and thereby deter-
mine the wall temperature. Our preliminary calcula
tions show that the wall temperature can be higher than
the temperature of the surrounding medium by no more
than 50°. However, it is seen from Fig. 8 that, with such
achangein thewall temperature, the amplification fac-
tor changes only dlightly; hence, the results obtained
will remain qualitatively the same.

Based on the results of [20], we have al so estimated
the radial acoustic streaming velocity for the above
conditionsin the positive plasma column of aglow dis-
charge in argon. Because of the low frequencies of
acoustic waves, a comparatively large kinematic vis-
cosity of the gas, and the small radius of the discharge
tube, this velocity turned out to be high enough for the
acoustic thermal conductivity (which is proportional to
the acoustic streaming velocity) to be about one order
of magnitude higher than the conventional thermal con-
ductivity of the gas. A more detailed analysis of the
propagation of acoustic wavesin aweakly ionized gas-
discharge plasma on the basis of the heat conduction
equation with allowance for free boundary conditions
and with the explicit introduction of the radial acoustic
streaming velocity will be given in a separate paper.

REFERENCES

. U. Ingard, Phys. Rev. 145, 41 (1966).
U. Ingard and M. Schulz, Phys. Rev. 158, 106 (1967).

L. D. Tsendin, Zh. Tekh. Fiz. 35, 1972 (1965) [Sov.
Phys. Tech. Phys. 10, 1514 (1966)].

M. Schulz and U. Ingard, Phys. Fluids 12, 1237 (1969).
L. Aubrecht, Phys. Lett. A 27A, 526 (1968).

M. Fitaireand T. D. Mantei, Phys. Fluids 15, 464 (1972).
M. Hasegawa, J. Phys. Soc. Jpn. 37, 193 (1974).

wn P

No s

TOROSYAN, MKRTCHYAN

8. A.F Pa’andA. S. Serev, 2nd All-Union Seminar on the
Interaction of Acoustic Waves with Plasma, Erevan,
1991, Abstracts of Papers, p. 6.

9. |. P. Zavershinskii, E. Ya. Kogan, and N. E. Molevich,
Akust. Zh. 38, 702 (1992) [Sov. Phys. Acoust. 38, 387
(1992)].

10. N.L.Aleksandrov, A. P. Napartovich, andA. F. Pal’, Fiz.
Plazmy 16, 862 (1990) [Sov. J. Plasma Phys. 16, 502
(1990)].

11. A.R. Mkrtchyan and O. S. Torosyan, Akust. Zh. 45, 633
(1999) [Acoust. Phys. 45, 562 (1999)].

12. A. R. Mkrtchyan and O. S. Torosyan, in Proceedings of
the XIll International Conference on Gas Discharges
and Their Applications, Glasgow, 2000, Vol. 2, p. 969.

13. G. A. Galechyan, Usp. Fiz. Nauk 165, 1357 (1995)
[Phys. Usp. 38, 1309 (1995)].

14. Y. Ishida and T. ldehara, J. Phys. Soc. Jpn. 35, 1747
(1973).

15. S. J. Bauer, Physics of Planetary |onospheres (Springer-
Verlag, Heidelberg, 1973; Mir, Moscow, 1976).

16. B. F. Gordiets, L. |. Gudzenko, and L. A. Shelepin,
Zh. Tekh. Fiz. 36, 1622 (1966) [Sov. Phys. Tech. Phys.
11, 1208 (1967)].

17. G. A. Bird, Molecular Gas Dynamics (Clarendon,
Oxford, 1976; Mir, Moscow, 1981).

18. L. M. Biberman, V. S. Vorob'ev, and I. T. Yakubov,
Kinetics of Nonequilibrium Low-Temperature Plasmas
(Nauka, Moscow, 1982; Consultants Bureau, New York,
1987).

19. L. I. Gudzenko and S. I. Yakovlenko, Plasma Lasers
(Atomizdat, Moscow, 1978).

20. Q. Qi, R. E. Johnson, and J. G. Harris, J. Acoust. Soc.
Am. 97, 1499 (1995).

Trangdlated by O.E. Khadin

PLASMA PHYSICS REPORTS Vol. 29 No.4 2003



	279_1.pdf
	290_1.pdf
	296_1.pdf
	300_1.pdf
	307_1.pdf
	328_1.pdf
	346_1.pdf

