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Correlations of the topological chargg, the electric currend®, and

the magnetic current™ in SU(2) lattice gauge theory in the maximal
Abelian projection are investigated. It is found that the correlator
((QJ*I™) is nonzero for a wide range of values of the bare charge. It
is shown that(i) the Abelian monopoles in the maximal Abelian pro-
jection are dyons which carfjuctuatingelectric chargeii) the sign of

the electric charge(x) coincides with that of the product of the mono-
pole chargan(x) and the topological charge densi®(x). © 1999
American Institute of Physic§S0021-364(89)00103-4

PACS numbers: 12.38.Gc, 11.15.Ha, 14.70.Dj, 14.80.Hv

There are several approaches to the confinement problem in quantum chromody-
namics(QCD).! The most popular is the model of the dual superconducting vacithm:
vacuum is supposed to be a medium of condensed magnetic cliargespoles This
model naturally explains the confinement phenomenon. During the last decade the
method of Abelian projectioridas been successfully used in lattice calculations in order
to show that the vacuum of gluodynamics behaves as a dual supercondeetoz.g., the
review$). The numerical simulations have mostly been performed in the so-called
maximal Abelian(MaA) projection®

An old and rather popular model of the QCD vacuum is the instanton—anti-instanton
medium(see Ref. 6 and the references cited therdtrns not clear whether the confine-
ment phenomenon can be explained within this appréattwever, the instanton-based
models may have some relation to the dual superconductor model, since the instantons
and monopoles are interrelated, as was demonstrated analytically in Ref. 8 and numeri-
cally in Refs. 9 and 10. One can expect that the instantons may affect the properties of the
Abelian monopoles in the MaA projection. Indeed, it has been shown by numerical
calculation$® that the Abelian monopole becomes the Abelian dyon in the field of a
single instanton. In this paper we study the properties of the electric charge of the Abelian
monopoles in the real vacuum of latti€&J(2) gluodynamics.

In Section 1 we discuss the properties of Abelian monopoles in a self-dual non-
Abelian field, and we introduce the lattice notation. The results of numerical simulations
in the real and the cooled vacuum are described in Section 2.

1. Abelian monopoles and(anti-) self-dual fields. The (anti-) self-dual configura-
tion of theSU(2) gauge field is defined as follows:
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1
FMV(A):tzsuvaﬁFaﬁ(A)Ei*FyV’ (1)

whereF ,,(A)=d;, A, +i[A,,A,]. In Ref. 10 the Abelian monopole in the MaA pro-
jection of lattice gluodynamics was studied in the self-dual field of the instanton. It was
found that the current of the Abelian monopole is accompanied by the electric current.

The correlation of the electric and magnetic currents in the field of the instanton can
be qualitatively explained as follow8.The MaA projection is defin€dby the minimi-
zation of the functionaR[A®(x)] over the gauge transformatiofis(x), whereR[A]
= Jd*X[(A})?+(A2)2]. Therefore, in this projection the off-diagonal gauge fiekds
=AL*+iA? are suppressed with respect to the diagonal gaugeAigldThus, the com-
mutator term 0.5Tr¢(r3[A#,AV])=s3b°AzA§ in Ffw is small compared to the Abelian
field—strengthfw(A)za[M,A,g,] . Therefore, in the MaA projection Eql) yields:

fu(A)~=*1,,(A). @

Due to Eq.(2), the Abelian monopole currents must be correlated with the electric
currents:

e _ —~ 1114

Jo= 0, (A)~xd,%f,(A)=J}. 3

v

Therefore, in the MaA projection the Abelian monopoles are dyons on the background of
(anti-) self-dualSU(2) fields.

In the present publication we study the correlation of electric and magnetic currents
in the vacuum of th&&U(2) lattice gluodynamics in the MaA projection. The definition
of the Abelian monopole current on the latticélis

1 — O
)= 2 2 Sl O X+ ) = 63, (0] (4)

Here the function@w is the normalized plaquette ang,,: 6,,=6,,—27k,,
(=], K, €Z. The monopole currenl‘;‘(x) is attached to the links of the dual lattice.
One can easily show that the monopole currents are quanﬂg@Z, and conserved,
d,35,=0.

The lattice electric current is defined as

1 — — -
KL00= 52 2 [0,(X) = 0,u(x= )] 5

In the continuum limit, this equation corresponds to the usual definilﬁ@n# d,f,,. The
electric currentus are defined on the original lattice. These are conservedﬂjuls(;
=0, but, contrary to the magnetic currents, are not quantizedNieaR.

In order to calculate the correlators of the electric and the magnetic currents, one has
to define the electric current on the dual lattice or the magnetic current on the original
lattice. We use the following definition of the electric currdﬁton thedual lattice:

1 R
Biy)== 2 [KX+KE(x—w)], (6)
16 xe* C(y,u)
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where the summation in the right-hand side is over the eight verkicafsthe three-
dimensional cubé& C(y,u), to which the currenﬂi(y) is dual. As in Eq.(4), the point
y lies on the dual lattice and the verticebelong to the original lattice. The curre,l'hjL

defined by Eq(6) has the standard continuum IimﬁfL:a,,fW.

We use the simplest definition for the topological charge density:
4

29772 23 Y#Z»ltz:s:»#4= -4 8Ml‘Mz‘Ms‘M4Tr[U“1/"2(X)U#3#4(X)] ! (7)

Q)=

whereuﬂm(x) is the plaquette matrix. On the dual lattice the topological charge density
Q(y) corresponding to the monopole curréﬁ!(y) is defined by averaging over the sites

nearest to the curredﬂ‘(y):

1
Qy)=g 2 Q); ®

the summation here is the same as in &).

The simplest(connectey correlator of the electric and the magnetic currents is:
((JZ‘JZ))=<JITJ2)—(J,T><J2>_E<J,TJZ>,(J/’l‘):(JZ):O is due to the Lorentz invari-
ance. The correlato(J;";J; is zero due to the opposite parities of the operatfs
andJ®.

The nonvanishing correlator i§J7(y)J5(y)Q(y))), which is both Lorentz and

parity invariant. Due to equalitie(s]f(y)}z(Jf(y)}z(Q(y)}zO the connected correla-
tor is:
G=((IZ(NIL(Y)Q(Y)N) =(IZ(NIL(Y)QY)) . 9

The density of electric and magnetic charges depends strongy 30 compensate this
dependence we consider the normalized correl@tor

G= NI, 10
where
1
pme=gy 2 (MM, ac0= %EsignQ(x),

V being the lattice volumétotal number of sites

2. Magnetic and electric currents: numerical study.We perform numerical simu-
lations on the 8 lattice with periodic boundary conditions. We thermalize the lattice
fields using the standard heat bath algorithm. All correlators for each valye ak
calculated on 100 statistically independent configurations. To fix the MaA projection we
use the overrelaxation algorithm of Ref. 12.

The correlatoiG given by Eq.(10) versusg is shown in Fig. 1. Since the product of
electric and magnetic currents is correlated with the topological charge, we see that the
Abelian monopole carries an electric charge which depends on the topological charge
density at the Abelian monopole position.
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FIG. 1. The correlato6s, Eq. (10), versusg.

We have found that the correlatGr grows during the cooling of the field configu-
rations. This means that the strongest correlation of the electric and the magnetic charges
is observed inanti-) self-dual fields(e.g., for the instanton configuratipn

In order clarify how our results are related to those of Ref. 10, we study the corr-
elator

_ (EWIEyay))
(|30 IS (awy)l)
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FIG. 2. The ratioR, Eq. (11), versus the number of cooling stepsf@t 2.2.
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in the cooled vacuum. The correlat@versus the number of the cooling stepis shown

in Fig. 2 at3=2.2. The platealR=1 atn>25 corresponds to the classical instanton
configuration studied in Ref. 10. In the rdabt cooled vacuum, the field configurations
are not self—dual, and we ha®Re<1 atn=0.

Our results show that the Abelian monopoles in the MaA projectiorsf2)
gluodynamics carry a fluctuating electric charge. The sign of the electric charge is equal
to that of the product of the topological charge density and the magnetic charge. The
large electric charge is in th@nti-) self-dual vacuum, while in the re@hot cooled
vacuum the induced charge is smaller.
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We investigate the dual superconductor hypothesis in finite-temperature
SU(2) lattice gluodynamics in thepatial maximal Abelian gauge.
This gauge is more physical than the ordinary maximal Abelian gauge
due to absence of nonlocalities in the temporal direction. We show
numerically that in the spatial maximal Abelian gauge the probability
distribution of the Abelian monopole field is consistent with the dual
superconductor mechanism of confinement: the Abelian condensate
vanishes in the deconfinement phase and is nonzero in the confinement
phase. ©1999 American Institute of Physics.

[S0021-364(99)00203-7

PACS numbers: 12.38.Gc, 11.15.Ha, 14.70.Dj, 14.80.Hv

The dual superconductor hypothesis of color confinem@ntgluodynamics has
been confirmed by various lattice calculatibits the so-called maximal AbeliafMaA)
projection® This hypothesis is based on a partial gauge fixing of a non-Abelian group up
to its Abelian subgroup. After the gauge is fixed, Abelian monopoles arise due to singu-
larities in the gauge-fixing conditiorslf monopoles are condensed, then the vacuum of
gluodynamics behaves as a dual superconductor, and the electric cltprges in such
a vacuum are confined.

The MaA projection on the lattice is defined by the condition:
maRyaa[ U], Rual U1=2 TrloaU oaUi], 1={xu}, (1)
Q

where the summation is over all lattice links ddd , are the latticesSsU(2) gauge fields.

The gauge-fixing conditiolil) contains time components of the gauge fieldg,,
and therefore Abelian operators in the MaA projection correspond to temporally nonlocal
operators in terms of the origin&dU(2) fieldsU, ,. To show this let us consider the
expectation value of the)(1) invariant operatof) in the MaA gauge:®

1
<O>MM:%JDU exp{ — JUJ+ARyaa[UT} AedUSATO(U), A=+, (2)

where 2y, is the partition function in the fixed gaugked U;\] is the Faddeev—Popov
determinant:

0021-3640/99/69(3)/6/$15.00 174 © 1999 American Institute of Physics



JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Chernodub et al. 175

Shifting the fieldsU—U®" in Eq. (2) and integrating ovef) both in the nominator and
denominator, we get:

fDQ exp{ARyaal U]} O(UD)

(O)waa=(Omaa),  Owaa(U)=

J DO exp{\Ryaa U]}

Owmaa IS the SU(2) invariant operator. Sincke— +% we can use the saddle point ap-
proximation to calculatéyas :

MY Det Mo U] 0(UY)
21 ) Det’™Myaal U Q(k)]

Opaa(U) = : )

whereQ() corresponds to thil-degenerate global maxima of the functiofgj [ U]

with respect to the regular gauge transformatidins RMaA[U“(j)]= RMaA[UQ(k)],
j,k=1,... N. The matrixM,, is the Faddeev—Popov operator:

P*Rypaa(U))

Mx,a;y,b Ul= ,
v 1V J03(x) dP(y) | .

Q(w)=explio®T¥, T2=¢?/2 are the generators of the gauge group, ahdre the Pauli

matrices.

Since the gauge-fixing function&,,,, contains time components of the gauge field

U, the operato)(U) is nonlocal in time. For time-nonlocal operators there are obvious
difficulties with the transition from the Euclidean to Minkowski space—time. Thus there
are problems with the physical interpretation of the results obtained for Abelian operators
in the MaA projection.

The MaA gauge condition can be easily modified to overcome this time-nonlocality
problem. The corresponding gauge condition is given by:

maxRsyad U], RSMaA[UJ:EI ToU o5Ul],  I={x,i}, i=1,23, (4
QO

where the summation is taken only over the spatial link#&/e refer to this projection as
the spatial maximal AbeliatGMaA) projection” In the SMaA gauge the gauge-invariant
operator(3) is local in time.

In this paper we study the Abelian monopole condendgten SMaA projection. To
calculated . we need the monopole creation operatgy,(x). This operator was found
by Frahlich and Marchetfifor compact electrodynamics and was studied numerically in
Refs. 10. The Fiolich—Marchetti operator was generalized to the Abelian projection of
lattice SU(2) gluodynamics in Refs. 10, where it was found that in the MaA projection
the monopole field is condensed in the confinement phas&anénishes in the decon-
finement phase.
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The constructiotf of the monopole creation operator for an arbitrary Abelian pro-
jection goes as follows. We parametrize t8&J(2) link matrix in the standard way:
Uy =coshy, €% U =sing,, €% UZ=U,’; UG =-Ug; Os¢=ml2, —m
<6, xs=m. The plaguette action in terms of the angtgs ¢ and y can be written as
follows: Sp=0.5TrU,U,U; U; =S*+S"+S, where

S2=C0SHp COS¢h, COSh, COSh3 COSPy,

S" andS' describe the interaction of the fieldsand y and self—interaction of the fielg
(Ref. 5; here the subscripts, 1. . ,4 correspond to the links of the plaguette=%x,x
+u}, ... 4-{x,x+v}. For a fixed Abelian projection, each ter8f, S", andS' is
invariant under the residud) (1) gauge transformationsl,, — 6y, + ay—ayi;, Xxu
_’Xx;f" ay+ Ay g

The operatord ,,(X) creates the monopole at the poindn the dual lattice with a
cloud of dual photons; it is defined as follows:

(I)mon(x):exp[; Bl —cod 6p) +cog fp+Wp(x))] ®

where B= B COSp,COSp,COShsCOSH,, Wp is defined a8 Wp=275A (D~ wy). The
integer valued 1-fornt ., represents the Dirac string attached to the mondpaiel
satisfies the equatiod* w,=* 8,. The functioan=d(3)A(_3§5x represents the cloud of
dual photons. Heré&s, is the lattice delta function, it is equal to unity at the sitef the
dual lattice and is zero at the other sitdg; andA(}j are the lattice derivative and the
inverse Laplace operator on a three-dimensional time-slice which includes thexpoint

We study the monopole creation operader,,, in the SMaA projection4) on the
lattices) 4- L3, for L=8,10,12,14,16. We extrapolate the value of the monopole conden-
sate to the infinite spatial volumé {~ =), since near the deconfinement phase transition
there are strong finite-volume effects. We also impose the so-dalfetiodic boundary
conditions in space for the gauge fields, since the periodic boundary conditions are
forbidden due to the Gauss law: we put a magnetic charge into the finite box. The
C-periodic boundary conditions for the non-Abelian gauge fiéldsrrespond to antipe-
riodic spatial boundary conditions for Abelian fields. In the cas&0{2) gauge group
the C-periodic boundary conditions are almost trivial: on the boundary we hayg
ﬁQ*UX,HQ, Q=io,. Note that the gauge-fixing functionals for Ma@) and for
SMaA (4) gauges are invariant under this transformation.

The effective potentiaV/(®) for the monopole field is defined via the probability

distribution of the operato® ,,y,: °1°

V(®)==In({( (P~ Pmoi(X)))). (6)

We calculate this potential numerically by the Monte Carlo method. We generate the
gauge fields by the standard heat bath method, taking 2000 update sweeps to thermalize
the system at each value @f. The number of gauge-fixing iterations is set by the
standard conditioh* the iterations are stopped when the matrix of the gauge transforma-
tion Q(x) becomes close to the unit matrix: mak—0.5TrQ(x)}<10°. We check

that more accurate fixing of the SMaA gaugé does not change our results. To calculate

the probability distribution for each value ¢f at the lattice of definite size, we use 100
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FIG. 1. Effective potentiaV(®), Eg. (6), for the confinement phasg=1.5.

gauge field configurations separated by 300 Monte Carlo sweeps. Then for each field
configuration we calculate the value of the monopole creation opefatat 20 ran-
domly chosen lattice points.

In Fig. 1 we show the effective potentid) for the confinement phase; the lattice is
4% 12%. This potential corresponds to the Higgs type potefitihe value of the mono-
pole fieldd . at the minimum of the minimum is equivalent to the value of the monopole
condensate.

The minimum of the potentiaktp., versus the inverse lattice sizel1is shown in
Fig. 2 for two values of3. We fit the data for® (L) by the formula® =AL*+ @g‘f,
whereA, a and CI)'C“f are the fitting parameters. We find that the best fit giwes—1
within the statistical errors.

Figure 3 shows the value of the monopole condensate, extrapolated to the infinite
spatial volume®™. We conclude from Fig. 3 that in the SMaA projection the infinite-

1.0 : —
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=1.5 37
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A
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FIG. 2. Finite volume monopole condensatk,, versus the inverse spatial size of the lattice.,, 1At
B=1.5 andB=2.35.
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FIG. 3. Monopole condensate extrapolated to infinite volum@' , versusB. The phase transition is at

B=pB.~23.

volume condensat®™ vanishes at the point of the phase transiflop= .. Thus in
the SMaA projection the confining vacuum 8U(2) gluodynamics behaves as a dual
superconductor.
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The polarization of radiation in single crystals in the
semiclassical approach
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The radiation emission spectra of polarized photons emitted from
charged particles in single oriented crystals are obtained in Bayer—
Katkov—Strakhovenko semiclassical approach. The results of humeri-
cal calculations are presented in the region of small angles of incidence
for which the coherent theory fails but the magnetic bremsstrahlung
region is not yet achieved. @999 American Institute of Physics.
[S0021-364(99)00303-3

PACS numbers: 78.70.En, 41.5th

The process of photon emission from charged particles at high energies in oriented
single crystals is widely applied in experimental physics for the production of polarized
photon beams. For sufficiently large angles of incidedigeto the crystal axis/planes,
Uo> I, , whered, is the characteristic angle given by,=Uy/m (U, is the scale of
axial/planar potential andh is the electron magshis process is well described in the
theory of coherent bremsstrahluf@B).! This theory is constructed in the framework of
the first Born approximation in the crystalline potential and fails at small angles and very
high energies.

Recently V. N. Bayer and co-authors developed a general theory for radiation emis-
sion from high-energy particles and pair production by high-energy photons in strong
crystalline fields This theory is not restricted by the first Born approximation and is
based on the semiclassical character of motion of ultrarelativistic particles in strong
fields. Fordy> 9, this theory reduces to the standard theory of CB. At very small angles
Up<< 9, the semiclassical theory reproduces the results of the constant field approxima-
tion (CFA). For intermediate angles}y~ ¥,, the numerical calculations in the exact
theory face serious mathematical difficulties, and some approximation and modeling
methods have been developed for obtaining specific numerical results. The first numerical
results of the radiation emission spectra in the semiclassical theory were published in Ref.
3 (in the framework of an additional modeling assumptjoexact calculations were
presented in Ref. 4. In Ref. 5 an analytical method of calculation in the framework of the
semiclassical approach was developed, and new numerical results were presented. Those
papers demonstrate an essential difference of the exact spectra from the corresponding
results of coherent theory at small angigg< J, . There is good agreement between the
first experimental results at small andtésnd those calculations.

0021-3640/99/69(3)/7/$15.00 180 © 1999 American Institute of Physics
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It is very important to investigate polarization phenomena at very high energies in
oriented crystals, where the CB theory doesn’'t work. If we could find optimal crystal
orientations, which bring about large intensity enhancements of essentially polarized
photons at high frequencies, it will afford us an interesting possibility for producing
high-energy polarized photon beams.

In this paper the formulas for the radiation emission spectra of polarized photons are
derived in the Bayer—Katkov—Strakhovenko semiclassical approach. We also present
preliminary results of numerical calculations in the most interesting region of intermedi-
ate anglesj,<1, for a planar orientation of crystal, where maximal polarization effects
are expected. To carry out the ensuing time integrals of complicated oscillatory functions
we have developed a computational algorithm and a special integration program which is
very efficient, especially at small angles.

We start from the general semiclassical formtiahich gives the spectral distribu-
tion of polarized photon energy, averaged over the initial and summed over the final
electron polarizations:

(e+e')?(e Vo) (€ vy)

dE d3kr dtfw dt,—
—q =
(2m)?) =) a2

— w?(e-vy) (e - Vy) + w? (e-e*) | ek xa=x2), )

1
Vi-vp— 1t —
Y

wherea=1/137 is the fine structure constant &t (w,k) ande stand for the photon
4-momentum and polarization vector, respectivelyand ¢’ =& — w are the initial and
final electron energie“=k*ele’, y=elm; ry,=r(ty ) andv, ,=V(t, ;) are the elec-
tron coordinates and velocities at the times, andx; ;= (t1,,r17).

We are going to find the radiation emission spectra of polarized photons, integrated
over the emitted photon anglés¢. Therefore, the photon polarization vectors should be
defined in relation to the direction that remains fix&deping in mind the smallness of
9,0~ 1/y) after integration over},¢. We choose two independent polarization vectors
in the following form:

n,Xn o .
= =N

€ [nxn|’ € €1, )
wheren=k/w andn, is a unit vector transverse to the incident electron velogjtythe
exact direction oh, can be fixed by the experimental layout. We choosé&ransverse to
the crystal axis along which the incident electron is aligned:9At1 the polarization
vectorse; ande, have the same fixed directions for apy and the Stokes parameters
defined in terms of these vectors correspond to definite directions after integration over
emitted photon angles.

Utilizing the method derived in Ref. 2, we integrdfig over photon angle#, ¢ and
go over to the intensity=dE/dt. If the longitudinal length of crystal is much larger than
the radiation formation length, after averaging over electron trajectories in the crystal we
can neglect the time dependence of the interfsijnally, we present the polarized
photon emission spectra in terms of the Stokes paraméters,, &;:
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= dr )
J T[(To“‘ Yé6T1

dl  «a mzwf d®ry {
0

do 7 g2 ) v oo

. o
+ y2E3T3)SiNA+ y2£,T, CosA, ] — 5| 3

Hererg is the point of entryV is the crystal volume, the integration ougrperforms an
averaging over electron trajectories in the crystal, By, ¥,) is the coordinate distri-
bution function at given value offy. The quantities ofA;=A(7) and T;=T,;(7),i
=0,1,2,3, in(3) are defined as follows:

m2w ) 1 (2 ) 5
A= 71+ 7y —f vi(t)ydt—aj(n ||, (4)
2¢eg’ T)-m2
To=1+ Z¢(e)Y?(Vy —V2,)?, 5
Tl:_zaxay+ay(le+02x)+ax(vly+U2y)_(lev2y+vlyU2x)a (6)
e(e)
T2: 2 a (VlX V2)7 (7)
Ta=a)—az+a,(v 1t 020 — 8y (V1y+Vay) — (Vixv2x—Vy2y), (8)
where

!

(7) 1]” ®dt,  g(e)=—+ = (0x.0y)
ar)==| v(t)dt, =—+—, V. =(vy,0y),
T P QD to s 8, 1 UX Uy

Vi=V(—17/2), V,=V(7/2).

The Stokes parameters and projections of vectors correspond to the frame defined by
following unit vectors:

8= X Vg, éy:nZv &=Vo. 9

The formulas for the polarized photon emission spectra in the semiclassical ap-
proach were derived earlier, in Ref. 2, and an example of the numerical calculations was
presented in Ref. 3. Our results for unpolarized photohy @nd circularly polarized
photons T,) agree with those of Ref. 2. For linear polarizatidn @ndTs) our formulas
are completely different, and the results of our numerical calculations differ even quali-
tatively from those of Ref. 3. The difference stems from an improper choice of the photon
polarization vectors in Ref. 3.

For further calculations we shall use the rectilinear trajectory approximation, which,
strictly speaking, is valid for,> 9., whered, is the Lindhard channeling angtéwe
present the numerical calculations for 150 GeV and §001) aligned diamond single
crystal at temperatur€=293 K; 3, is the angle of the vectar, to this axis, andp, is
the angle between the the plajtel0} and the projection 0§, onto the{001} plane. The
calculations are carried out for a uniform distribution. We use the Mojmtential of an
isolated atom. In Fig. 1 the gradually changing intensity and polarization spectra are



JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 S. M. Darbinyan and N. L. Ter-Isaakyan 183

dl/dw, cm”
J
164 —_— (p=0005 rad
—— ¢=0.03 rad
" —— ¢=0.06 rad
.......... ¢=0.1 rad

o o TTo
S o o
T T

Polarization degree

o
[
T

FIG. 1. Changes of intensity and polarization spectra for decreasjrag fixed 9.

presented for decreasing valuesggf at fixed 9, (transition to a purely planar orienta-
tion). The behavior of the unpolarized intensity generally agrees with the results of
Ref. 4. The shape of the spectra is determined by the competition of coherent effects,
which are determined by the long-time regieg 1/q, in the time integrals in3), and
magnetic bremsstrahlung effects, which come from the short-time regi&blq,. As
compared with the CB results, the intensity of the coherent peaks decreases, the peaks
change their form and are shifted to lower frequenciesOne can also see that new
peaks and dips appeaAt the same time, ag decreases, the magnetic bremsstrahlung
effects begin to contribute and bring about an overall increase of the intensity. They are
more strongly manifested at higher electron energies and lower radiated frequencies.
Over a wide range of angles the radiation has an essentially linear polarization. The
circular polarization doesn’t vanish but is practically negligibde<€0.01). As in the CB
theory, the spectral distribution of the degree of polarization repeats, in general, the
structure of the intensity distribution, i.e., the peaks of intensity and peaks of polarization
are situated at the same frequencies.

It is worth noting that in the most interesting region of lasge0.5—0.6 the photon
emission spectra and polarization could be satisfactory describ@ohimodified coher-
ent theory down to rather small angles. In Fig. 2 we present a comparison of the semi-
classical and coherent approaches.
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FIG. 2. Comparison of the spectral distributions of the intensity and degree of polarization in the doherent
and semiclassicabpproaches at small angles of incidence.

When ¢y—0 at fixedd, the reciprocal vectorg, which contribute to the sums in

Eq. (3) form different groups such that each vectgrfrom a given group tends to the
same Iimit,qzﬂqg), (i=1,2,3,...). Thefirst group of vectors, which tend to zero,

Q):O, determine the magnetic bremsstrahlung contribution in the range of amall
This contribution is what brought about the large maximum of the degree of linear
polarization(0.6-0.8 atx=w/e=0.1-0.3. The radiation is polarized in thel0; plane
(£€,~0). The groups of vectors that tend to nonvanishing Iimu#)é&O) correspond to
a number of high frequency peaks. For sufficiently high frequenciesO(6) the shape
and position of these peaks can be approximately described in the coherent(figory
2). The magnitude of the peaks is determined, approximately, as a sum of coherent
contributions of reciprocal vectors with gichg') . For polarized spectra these contribu-
tions could be of different sign, or some contributions could vanish. Therefore, the
polarization in the region of the high-peaks depends strongly on the crystal orientation
and is relatively small. For instance, fo{@01) aligned crystal, in the region of the main
high-frequency peak the individual contributions practically compensate each other, and
the degree of polarization is very small. For L0} orientation, in the region of a
similar peak the main contributions do not compensate one another, and the degree of
polarization turns out to be substantially higliEig. 3). Pronounced high-energy-photon
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FIG. 3. The spectral distribution of the intensity and Stokes parameters in the region of the high-energy photon
peaks for{001) and(110) oriented diamond single crystals &t 150 GeV.

maxima in the radiation emission have been observed experimentally at OBERIM-
mond and Si crystals. A discussion is going on as to the possibility of utilizing this effect
for producing high-energy polarized photon beams.

More-precise calculations for different crystal orientations over a wide range of
incident electron angles and energies will be presented in subsequent papers.

This work was supported by the ISTC grant, Project A-099. One off\usT) is
grateful to Prof. R. Avakian for invitation to participate in this project.

*e-mail: terisaak@jerewanl.yerphi.am

YWhen the e-print version of this pafevas published, V. M. Strakhovenko informed us that in the updated
English edition of their bookthe polarized photon emission spectra have been corrected and now coincide
with our corresponding Eq$6)—(8).
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The running BFKL equation gives rise to a series of moving poles in
the complexj plane. The corresponding eigenfunctioelor dipole
cross sectionsare oscillatory functions of the color dipole sizeThe

first nodes for all subleading solutiofsolor dipole cross sectiohare
clustered at;~0.1fm. Therefore the processes dominated by dipole
sizesr~r, are free of subleading BFKL corrections. An example of
practical importance is the leptoproduction of charm. Over a wide
range of Q% the calculatedFS(x,Q?) is exhausted by the leading
BFKL pole and gives a perfect description of the experimental data.
© 1999 American Institute of Physids$0021-364(19)00403-X

PACS numbers: 12.38.Gc

The generalized Balitskii—Fadin—Kuraev—Lipatt®FKL)! equation for the inter-
action cross section(x,r) of the color dipoler with the target reads

do(X,r)

dlog(1/x) =Kea(xr), 1)

wherex is the Bjorken variable. The kerné is related to the flux of the Weizsker-
Williams soft gluons|E(p;) —E(p,)|?. Asymptotic freedom(AF) dictates that the
chromoelectric fieldsE(p) be calculated with the running QCD chargey(r,,)
= J4magy(ry,) taken at shortest relevant distangg=min{r,p}, and

E(p)=9gs(rm) plp?X (screening factor
Within the infrared regularization scheme described in Refs. 2-5

E<p>=gs<rm>£Kl<p/Rc> , )

whereK(x) is the modified Bessel function. Our numerical results are for a Yukawa
screening radiufk;=0.27 fm. Analysis of the lattice QCD data on the field-strength

0021-3640/99/69(3)/5/$15.00 187 © 1999 American Institute of Physics
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correlators suggests a similar valueRyf (Ref. 6. The running coupling thus introduced
may not exhaust all NLO effects but it correctly describes the crucial enhancement of
long-range and suppression of short-range effects by AF.

Our findings on the running BFKL equation which are of prime importance for the
problem under discussion are as follosThe spectrum of the running BFKL equation
is a series of moving poleB, in the complex plane, with eigenfunctions

an(X,1r)=opn(r)expA,log(1/x)) )
which are solutions of
K®on=An0q(1) . (4)

The leading eigenfunctiony(r) is node-free. The subleading,(r) hasn nodes.
The intercepts\, closely, to better than 10%, follow the law

“(n+1)
suggested earlier by LipatdvThe intercept of the leading pole trajectory, with our
specific choice of the infrared regulat®,=0.27 fm, isAg=A;=0.4. The subleading

o, (r) represented in terms d&(r)=o,(r)/r is, to a crude approximation, similar to
Lipatov’s quasi-classical eigenfunctichs

En(r)~cogd (r)].

With R.=0.27 fm the node of(r) is located at =r,=0.05—0.06 fm, and for larger

the first node moves to a somewhat larger distane€.1 fm. Henceo(X,r,) is domi-
nated byoy(x,r;). This observation explains the precocious asymptopia for the dipole
cross section

a(x,r)=(1/x)4r

A, &)

at r~0.1fm, derived previously from numerical studies of the running BFKL
equatior®~> Consequently, by zooming at(x,r;) one can readily measur&,. The

point we want to make here is that becaugse-1/m., the excitation of open charm
provides the desired zooming. Indeed, we shall demonstrate that the suppression of the
subleading BFKL terms ifF$¢(x,Q?) is a remarkably strong effett.

The color dipole representation for the charm structure fund®m reads®

Q2 <U> _ QZ

1
FS4(x,Q?) = fo dzf d2r|wee(z,r)|2a(x,r) . (6)

dragny dragny
Starting with the BFKL—Regge expansion
a(X,1)=0o(r)(Xg/X)20+ a1 (1) (Xo /X) 21+ 05(1) (X IX) A2+ . .. (7)

with A, as determined in Refs. 7 and 8, we arrive at the BFKL—Regge expansion for the
charm SF,

§°<x,Q2>=§ £E9(Q?) (X0 /X) 0, ®)

where the charm eigen-SF is as follows:
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FIG. 1. Modulus of the charm eigen-$F°(Q?)| for the BFKL poles withn=0,1,2.

2
QP = 4

(o) - 9

em

In conjunction with the explicit forrtt of thec?light-cone wave function’ ¢¢(z,r),

8a
Wz, |P=—
| T ( | 3(2#)2
whereKg ;(x) are the modified Bessel functions’=z(1—2) Q%+ mg, m.=1.5 GeV is
the c-quark mass, and is the light-cone fraction of photon’s momentum carried by the

quark of thec?pair, Eqgs.(6) and(9) show that the integral overin (6) is dominated by

{[22+(1—2)?]e?K(er) 2+ m2Kg(er)?}, (10)

-2 2 -2
Q7 %sr’=m;”.

Indeed, making use of the properties of modified Bessel functions, afteritite-
gration one can write

1/m§ dr? oy(r)

ccr 2

R (Q%)= w2 12 17 (11
TABLE 1.
n a, Ch r2, Gev 2 R2, GeVv? pa) Z? Sn
0 0.0214 0.2619 0.3239 0.2846
1 0.0782 0.0352 0.0793 0.2958 0.2499 1.9249
2 0.0044 0.0362 0.0884 0.2896 0.0175 3.447 1.7985
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FIG. 2. The predicted charm structure functiBf®(x,Q?) (solid line) as compared with the H1 and ZEUS
data. The contribution of the leading pole withe=0.4 is shown by the dashed line. @?=45 Ge\?,
b: Q?=25 GeV, c: Q?=12 Ge\?, d: Q*=7 Ge\~.

The dipole cross sectioar,(r) in (11) is an oscillating function of with the first node
located inside the integration region. Then in a broad rang®%bne has strong can-
cellations in(11) for the subleading poles, which result in leading-pole dominance in
charm productior(Fig. 1). For largeQ?, far beyond the nodal region, the effect of the
cancellations disappears, and

fr(Q?) [ as(Q?)] (12
with v,=4/3A,,.
For practical purposes it is convenient to represéfitQ?) in an analytical form.
The parametrization for the leading-pole SF reads
RoQ?
fo(Q2)=aOWng[1+Co log(1+r5Q%)], (13

whereyy=4/3A,.
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Forn=1 the functionsf,(Q?) can be approximated by

212 0

fn(Q2)=anfo(Q2)%§(Q; 1 (1—5) (19
where

z=[1+cylog(1+r2Q?)]"—1 (15)
and

¥n= Y06n (16)

with the parameters listed in Table I.

In Fig. 2 our predictions for the charm structure function are compared with data
from H12 and ZEUS! We correct for threshold effects by the rescatthg— x(1
+4m§/Q2). It follows from both Fig. 1 and Fig. 2 that the charm production in a wide
range of photon virtualitiesQ?< 10 Ge\?, provides a unique opportunity for getting a
hold on the elusive BFKL asymptotic behavior and measufipgat the currently avail-
ablex.

*e-mail: kph154@ikp301.ikp.kfa-juelich.de
** e-mail: zoller@heron.itep.ru
YThe preliminary results were reported at the DIS’98 WorksHop.
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The lifetimes of a negative muon in the isotogé&e and*°Ar in the
solid phase are measured. The lifetimegof in the 1s state of the
isotope®Xe is 7(**2Xe)=101.7+ 1.7 ns, which corresponds to a total
nuclear capture ratd .(*2Xe)=9.4+0.2 us 1. The lifetime of .~ in
the isotope®Ar, viz., 7(“°Ar) =568+ 6 ns, corresponding to a capture
rate A (“°Ar) =1.31+0.01 us !, is obtained to several times better
accuracy as compared to previously published results1989 Ameri-
can Institute of Physic§S0021-364(19)00503-4

PACS numbers: 23.46s, 27.60+j, 27.40+z2

The nuclear capture of negative muons is due to the weak interaction. One charac-
teristic of this process, specifically, the total rate of nuclear captuge ds important for
constructing theoretical models describing this process, which can be useful for expand-
ing our knowledge of nuclear structure. The rate of nuclear capture of negative muons
has been measured for most elements in the periodic t&ulntil recently, however,
there has been no information about the rate of nuclear capture in the isotopes of Kr and
Xe. At the same time, it is of interest to study these elements from the standpesides
that of filling in missing tabular dajaof obtaining information about the isotopic depen-
dence of the rate ofc~ capture and the dependence of the capture rate on the nuclear
spin, since the Xe and Kr nuclei have a rich set of isotopes, some of which have nonzero
spin.

We have previousf/measured the rate of nuclear capture:ofin the isotope§*Kr
and **Xe. In the present letter we report the results of measurements for the isotope
132xe and we present substantially refined data, compared with previous {6iks the
w~ capture rate irf%Ar.

The experiment was performed in a separated beam of negative muons with a
momentum 125 Me\d from the synchrocylotron at the Laboratory of Nuclear Problems
at the Joint Institute for Nuclear Researchihe experiment, performed by the conven-
tional uSR method, consisted in measuring the total rate of vanishing of muons from the
1s state of the isotope under study by detecting the electrons ftome~ decay. The
experimental arrangement and the details of the setup are described in Ref. 8.

The experimental gai<e or Ar) was allowed to condense in a cooled target cham-
ber and then frozen at a temperature close to the temperature of liquid nitrogen. The
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materials for the target chamber were chosen so that thiéfetime in them would differ
substantially from the expected lifetime in Xe and Ar. The chamber for Xe was made of
AD1-grade aluminum(99.5% pure and the chamber for Ar was made of M1l-grade
copper(99.9% puré.

The composition of the xenon employed in the experiment was as follgie —
97.54%,'3Xe — 2.45%,'3%Xe <0.05%, other impurities<0.01%. High-purity natural
argon (°Ar — 99.6%, 3Ar — 0.337%,3Ar < 0.063% with the impurities of other
gases not exceeding 0.002%, was used in the experiment.

The experiments were performed in a 1755 Oe external magnetic field directed
perpendicular to the direction of the muon spin. The magnetic field was used to measure
the residual polarization of the negative muons in tlsdelvel of the Ar and Xe atoms.

The time resolution of the apparat@BWHM of the peak due to the transiting
particleg was 2.5 ns.

The spectra obtained contained contributions from the stopping of muons in carbon,
copper, or aluminum, which are present in the scintillators and target-chamber materials.
For this reason the experimental data were fit with a function

N(t)=>, Ne Y"™[1+a,cofw,t+¢)]+Bg, (1)
X

whereN, , 7(X),ay,wy, ¢y, and Bg are, respectively, the normalization factor, the muon

lifetime in the 1s state, the observed asymmetry factor of the angular distribution of
electrons fromu™ —e~ decay, the muon spin precession frequency, the initial precession
phase, and the random-coincidence background. The irdefers to'3?Xe (*°Ar), Al

(Cu), and C.

The data were analyzed by the least-squares method. Aluminum and copper nuclei
possess nonzero spin. As follows from the experimental #&tr aluminum and cop-
per the precession amplitudag andac, corresponding to the hyperfine interaction of
the muon spin and the nuclear spins in the stBtes: | = S, are practically zero. For this
reason, in analyzing the spectra for Xe and Ar we neglected the second term in the
brackets for Al and Cu, respectively. The muon lifetimes in Al and Cu were obtained
from the data in Ref. 27(Al) =864.0+2.0 ns andr(Cu)=163.5-1.0 ns. The param-
eters for the element under study and the carbon present in the scintillation counter and
the Mylar windows of the vacuum housing of the cryostat were varied as free parameters.
As a result of fitting the spectra, it was found that the random-coincidence background
Bg in the measurements with Xe or Ar is no more than 0.3—0.4% of the total contribution
Nx(ZN,).

Residual polarization of the negative muons at the precession frequency of the free
spin was not found in solid xenon and argon, within the limits of experimental error
(1.5%.

The spectrum of the temporal distribution obtained for the electrons ftom
—e~ decay in the experiment with xenon is presented in Fig. 1. The contributions from
the isotope under study and from impurities are clearly seen in this spectrum. Analysis of
the spectra gave the following values of the lifetime$:3Xe)=101.7+1.7 ns and
7(*°Ar) =568+ 6 ns. The muon capture rate in Xe and Ar nuclei was calculated from the
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FIG. 1. Spectrum of the temporal distribution of the electrons from-e~ decay. The target chamber is filled
with solid ¥2Xe. The straight lines show the contributions to the spectrum from the individual components.

formular =QA4+ A, whereA is the free-muon decay rat@r which the reciprocal

of the u™ lifetime, equal to 2197.080.04 nst! was use}] Q is the suppression factor

for the decay rate of bound muotfsandA . is the rate of nuclear capture of a muon. The
factorQ is 0.91 for xenon and 0.99 for argon. The following capture rates were obtained
as a resultA(1*2Xe)=9.4+0.2 us ! and A (*°Ar) =1.31+0.01 us L. These values
(like the rates of nuclear capture pf” which we obtained in a previous stutlyith the
isotopes’*®Xe and®Kr) fall near the minima of the nuclear charge dependence of the
reduced capture raté .Z*/Z. 2

Comparing the values of thg~ capture rates in the isotopes.(}*%Xe)=8.6
+0.4 us ! andA(**Xe) shows that a clear isotopic dependence is observed, though it
is weaker than that predicted by the Goulard—Primakoff fornitila.

In closing, we thank the personnel at the Scientific-Experimental Division of the
Synchrocyclotron at the Laboratory of Nuclear Problems at JINR for providing uninter-
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interest in the present work and for encouragement, and G. D. Soboleva for assistance in
composing this article.
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The penetration of very weak magnetic fields into the polycrystalline
low-temperature superconductor Snd8g is studied experimentally.
The experimental results agree satisfactorily with the theory of the
critical state in the framework of low-field electrodynamics. It is found
that the critical current density in this case does not depend on the dc
magnetic field. ©1999 American Institute of Physics.
[S0021-364(99)00603-9

PACS numbers: 74.25.Ha, 74.25.Nf

It is well known that magnetic fields lower than the first critical field do not pen-
etrate into a superconductor. However, this assertion becomes incorrect if the supercon-
ductor is a multiply connected system, for example, a polycrystal in which the crystallites
are intercoupled by Josephson junctions. Since very weak fields can easily penetrate via
the Josephson junctions, it can be inferred that such fields will penetrate polycrystalline
superconductors. A similar situation occurs in ceramic HTSC materials in which granules
are coupled by weak Josephson junctions. In this case a wide range of irreversible and
nonlinear phenomena have been observed experimentally and have been explained on the
basis of low-field electrodynamicds: However, as far as we know, low-field electrody-
namics has still not been studied for low-temperature polycrystalline superconductors.

The present work is devoted to investigations of the penetration of ultraweak mag-
netic fields into the polycrystalline superconductor SpBlo(T.~13 K). This choice
was made because molybdenum chalcogenides have a high critical fielahd corre-
spondingly a very short coherence length 23 A . This makes them similar to HTSCs,
in which ¢ is of the order of several angstroms. Therefore there are grounds for expecting
that for such values of any, even a small, defect can act like a Josephson junction. Our
experimental results have shown that, first, very weak magnetic fields of the order of
several millioersteds do indeed penetrate into such a superconductor and, second, the
experimental data obtained agree with the predictions of low-field electrodynamics.

We recall that the low-field electrodynamics of ceramic HTSCs is based on two
assumptions.

1. A ceramic superconductor behaves like a classic type—Il superconductor with
k=Hc/H:1~100. Indeed, the true value of the first critical fiedd,~el/a (Ref. 1) is
small because of the smallness of the characteristic ereofya weak link @ is the
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granule sizgand is approximately 1-10 mOe. Sinkk; is small, the true penetration
depth\ in such a multiply connected medium will also be larg&€ ®o/H ¢ uer> a2,
whereuq=f,+ fsugy is the effective magnetic permeability of the ceramic, which takes
into account the nonpenetration of the field into the granuldsref, is the fraction of

the sample that is occupied by the superconducting matégall—fs, and ug, is the
magnetic permeability of the granules, which depends on the size, configuration, and
London penetration depthy_ of the granules. Ik <a, thenuy<1, and thereforguqy is

also small iff,,<1, as is typical for polycrystals.

2. The Bean model of the critical state is applicable to ceramic supercondgidtors.
is well known that the critical state of a superconductor is highly nonequilibrium and is
described by a spatially nonuniform magnetic inductig(m). It is determined using the
equation of the critical state, which contains, specifically, the magnetic field dependence
of the equilibrium inductiorB,4(h) ~ uesh. Therefore the problem reduces to determin-
ing tgesnonuniform magnetic field(r) for which the equation of the critical state has the
form°~

|dh/dx|=4mj.(h), .y

wherej.(h)=«(h)/h. The average induction for an infinite plate of thickness

_ 2 dr2
:aﬂeﬁfo h(x)dx. @

In Eq. (1) a(h) is the pinning force angl.(h) has the meaning of the critical current
density and is a phenomenological functionhofThis function is an important charac-
teristic, since it can be used for a rough classification of a superconductor.

We note that there exist several models which give different functjgfts). An
example is the function

. oHo
JC(h)_|h|+—H0

obtained experimentally in Ref. 6. Hekg, is a characteristic field, which is of the order
of 3 Oe for the ceramic YBaCuO.

The caseH,— = leads to the Bean mod&lherej. does not depend on the mag-
netic field. The cas#l,—0, joHo= const corresponds to the Kim—Anderson matlel,
where the pinning forcex(h) does not depend oh. Generally speaking, there is no
theoretically substantiated choice of the functigfh). Therefore there is an obvious
need to determine this function experimentally.

In our work we have shown that the behavior of the linear and nonlinear suscepti-
bilities in magnetic fields 10°—1 Oe can be described well by the theory of the critical
state and thaj.(h) does not depend oh. To discuss the experiment, we must make
some simple theoretical predictions. As we have saidhtaH;; a granular supercon-
ductor is a highly nonequilibrium system, which, specifically, exhibits hysteresis. The
existence of hysteresis leads to a strong nonlinearity of the field dependence of the
susceptibility.

Let a fieldh(t) =H +hg coswt be applied to such a superconductor. In this case the
inductionB(t) can be expanded in a Fourier series as
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1
B(t)= 50+ ; (a, cosnwt+b,sinnwt). 3
Performing some calculations similar to those in Ref. 2, we obtain in the adiabatic
approximation in the cas®y<H,H the following expressions for the coefficiemtgand

b, (these quantities were determined in our experiment

2
Mffho
ap=2uerH, a1:m1
(o4
a2k+l:01 k?l,
Meﬁhg 1
Pox1=— = > : 4
872j (H)d (k2— 1/4)(k+3/2)
3
Meffho d 1
A= 32md dH j(H)' 270 k=2
b__ueﬁhéi( 1) k
2 16m2d dH\ jo(H) | (k2— 1/4)(k2—914) "

As one can see from these equations, all odd harmonics are proportionglatud all
even harmonics are proportional In@ the coefficients differing only in respect to the
number of the harmonic. This signifies strong nonlinearity. We note thatife0 the
form of the expressions for the odd harmonics in Et).remains the same, while the
even harmonics, naturally, vanish.

We note that folj.(H)= const there are no even harmonics, evenHet0. This
situation was realized in our case.

The investigations were performed on a polycrystalline sample of $8)Mio the
form of a disk 9.4 mm in diameter and 3.4 mm thick. The sample was placed in a
measuring coil, which also serves for producing an ac magnetic field. The dc field was
produced by an external solenoid. The dc and ac fields were parallel to one another and
lay in the plane of the disk. The measurements were performed mainly at the frequency
20 kHz and in the interval of fields I6<h,<1 Oe,H=<20 Oe. We note that in our
experimentsa; andb,; were determined in terms of the measured values of the real and
imaginary parts of the susceptibility( and x”). It is obvious thaty’ = — 1/44r in the
limit h—0. Thereforey’ can be represented g$(hy) = — /47 + xt(hg). Then

a.]_:(1+47TX,)h0:47Th0X(.|(ho),

by=4mhox (ho). 6)
The method of Ref. 2 was used to study the real and imaginary parts of the linear
susceptibility ¢’ and x”) and the moduli of the amplitudes of the higher harmonics
c,=(a2+b?)' as functions of the field and temperature.

We now proceed directly to the experimental results. It follows from the temperature

dependence of the real part of the linear susceptikifiyg. 1) that for the experimental
sample the transition to the superconducting states stafits-48.5 K, which is typical



JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Ginzburg et al. 199

T * T * T t
10} 1014
) . _
* yd lon
08} . , | {

i Amx 10,10
® 06} 1 4008 :
Y oal L {006 ¥

- p “ 1004

02} X i l
I j 4002
00 .. NEPUUIPON 0,00
] 2 1 i 1 i
8 10 12 14

Temperature (K)

FIG. 1. Fragment of the temperature dependence of the real and imaginary parts of the linear susceptibility.
H=0, hy=1 Oe.

for compounds in this classee, for example, Ref.)7The same figure showg’(T),
which atT~12.5 K has the characteristic maximum exhibited by superconductors.

One should note first, however, that the polycrystal investigated has pronounced
nonlinear properties. It is seen from the spectrum of the high harm@figs2), which
was obtained aT<T. in weak ac and dc magnetic fields, that the harmonics decrease
weakly as the number of the harmonic increases and that the even harmonics are absent
even forH+#0.

We note that in our experiments the temperature and field behavigt ahd x”
(which are directly related witla; andb;) and of the moduli of the amplitudes of the
third and fifth harmonicsd; andcs) were studied in detail.
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FIG. 2. Spectrum of high harmonics.
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FIG. 3. Fragment of the temperature dependences of the nonlinear suscemtifitigyobtained in the absence
of a dc magnetic fieldd for different amplitudes of the ac field.

As an example, the temperature dependence of the susceptihititg;/hg is pre-
sented in Fig. 3 for different values of the amplituaeof the ac field. This dependence
turned out to be completely similar to that for ceramic HT$§&e, for example, Ref)2
A characteristic feature of the dependence presented is the presence of two maxima. The
high-temperature maximum could be due to the penetration of the field into the crystal-
lites, while the low-temperature maximum could be due to the penetration only into the
Josephson medium formed by weak links between crystallites. The position of this maxi-
mum shifts in the direction of low temperatures with increasiggThis behavior is due
to a transition from a regime where the field penetrated to the center of the sample to a
regime where the field penetrated only into a part of the sample. In the latter case, the
low-field conditionhy<<H,H, is easily satisfied and therefore, using expres&bnit is
easy to check the applicability of the theory of the critical state to the polycrystalline
material investigated.

Figure 4 displaysa;, b,, c3 andcs as functions ohy at H=0. As one can see
from the figure, these quantities clearly show a quadratic dependenbg, evhich is
characteristic for the critical state.

The equationi4) contains the two independent quantities: andj o, which were not
determined independently in our experiments. For this reason, to compare the theoretical
and experimental results, it is reasonable to consider the m@atids, b,/c3, and so on,
which, according to Eq(4), should not depend op.¢ and j,. As it turned out, the
experimentally determined ratios agree with the theoretical prediction to within 10—20%.

The investigations performed in dc fields showed that even in this case a quadratic
dependence of the amplitudes of the odd harmonics on the amplitude of the ac field is
observed, and there are no even harmonics. At the same time, it was found that the
amplitudes of the odd harmonics do not depend on the magnitude of the dc field, at least
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FIG. 4. a;, b,, c3, andcs versushy atH=0.

up to 20 Oe. This signifies thgt,(H) does not depend on the magnetic field, i.e.,
je(H)=]o.

In summary, the results of our experiments show that the critical state is indeed
realized in polycrystalline low-temperature molybdenum chalcogenides in the low-field

range. Therefore the basic ideas of low-field electrodynamics are applicable to such
superconductors.

We thank A. V. Mitin for helpful discussions of the results of this work and for

providing the sample and O. V. Gerashchenko for helpful discussions during the course
of the experiment.
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It is found that the magnetoresistance of manganese-doped porous
amorphous silicon in fields 0-5 T is negative and depends on the ori-
entation of the magnetic field. The experimental curves of the
magnetic-field dependence are described well by the theory of quantum
corrections to the conductivity in the one-dimensional case. The phase
coherence length in the material 4625 nm atT=4.2 K. © 1999
American Institute of Physic§S0021-364(®9)00703-3

PACS numbers: 72.20.My, 72.80.Cw

The theory of quantum corrections to the conductivity of thin one-dimensional wires
was formulated in the mid-198Qsee revieW). However, to this day not all of the basic
assumptions have been checked experimentally in detail. One such problem is the behav-
ior of the resistance in a magnetic field. It is well known that the effect of a magnetic field
on the interference correction to the conductivity of disordered metals and degenerate
semiconductors leads to a negative magnetoresist@N&4R) in classically weak
fields2~* In the three-dimensional case the NMR is isotropic and depends on the mag-
netic field asB? in weak fields [<Lg, whereL; is the phase coherence lengthy
= Ji/2eBis the magnetic lengihand is proportional to/B in the high-field limit. In
two-dimensional(2D) films the correction to the conductivity varies aBJrand the
magnetoresistance depends strongly on the orientation of the field relative to the film
plane. Anisotropy of the NMR in a 2D system is a well-established experimental fact
and is due to the difference between the orbital motion of the electrons in a plane and in
a thin channel. Al'tshuler and Aronov substantiated the existence of an anisotropic NMR
in one-dimensional wires alSoHowever, an adequate experimental check of this as-
sumption is difficult. The problem is that, as a rule, a 1D electron gas is formed by means
of a geometric “cutoff” of a 2D systerfi-® In such structures the width of a channel is
always much greater than its thickness and, by analogy with 2D films, this can contribute
an additional element of anisotropy in the observed magnetoresistance. An experimental
arrangement where the channel dimensions are the same in the transverse direction
should be more acceptable.

We showed in a previous work that, as a result of electrochemical etching of amor-
phous silicon(a-Si in a solution of hydrofluoric acid, under certain conditions conduct-
ing regions of silicon, surrounded by depleted regions and pores, form in the material;
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FIG. 1. Diagram of the experimental structure and measurements.

these regions are 5-8 nm in diameter and are extended perpendicular to the urface.
These conducting channels are weakly linked with one another and form a system of
one-dimensional silicon filaments whose cross section is, on average, isotropic. A study
of charge transfer on the insulator side of the Anderson transition showed that the con-
ductivity in porous a-Si doped with manganéaePS:Mr) to c=4 and 7 at.% is governed

by electron hops along quasi-one-dimensional trajectories bounded by the walls of the
porest® The average diameter of the conducting channels determined from the conduc-
tivity data was 6 nm. As the Mn concentration increases above 14 at.% the conductivity
becomes “metallic,” and forr=18 at.% the temperature dependence is described well
by the interference correction in the one-dimensional ¢hde.the present work we
investigated the effect of a magnetic field on the resistance of a-PS:Mn for two orienta-
tions of the field: alongB ) and perpendicularg ) to the silicon channels. The field

was directed perpendicular to the sample surface in the first case and in the plane of the
surface in the second case. As a result, we found anisotropy of the NMR, the change in
resistance in the field being in good agreement with the theory of the NMR of a one-
dimensional conductor.

It is very important to note one other advantage of the object chosen for investigat-
ing the quasiclassical diffusion regime of quantum wires. As the transverse dimensions of
quasi-one-dimensional conductors produced by conventional methods on the basis of
crystalline materials decreases, two factors which interfere with the check of the corre-
sponding theory are encountered. First, if the mean free path becomes of the order of the
diameter of the wire, then scattering by the boundaries is substantial and leads to a
positive magnetoresistané&econd, if the wire diameter equals the electron wavelength,
then size-quantization effects start to affect the transport propé@es.object of inves-
tigation does not have these drawbacks, since, in the first place, the mean free path in
amorphous materials is very shddf the order of several interatomic distances a
result of topological disorder and, in the second place, the kighto 12 cm3)
solubility of transition-metal impuritieéMn, Fe) in amorphous silicon makes it possible
to obtain an electron gas with a shott { nm) de Broglie wavelength. In this connection,
size-quantization and boundary-scattering effects are not manifested even in ultrathin
(~10 nm amorphous wires.

The cross section of the structure is displayed in Fig. 1. A tungsten(fibttom)
and a gold film(top) served as electrical contacts. The area of the top Au electrode was
5% 10 % cn?. The porous layer consisted of two parts: a thin6 nm) contact layer at
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FIG. 2. Magnetoresistance of a porous layer of amorphous silicon doped with manganese to 22 at.%. The
measurement temperature is 4.2 K. TBe curve corresponds to magnetic field orientation parallel to the
one-dimensional silicon channejserpendicular to the sample surfaead theB, curve describes the magne-
toresistance in the transverse geométisid parallel to the sample surface and perpendicular to the channels
The solid lines were obtained by fitting expressidfsand (2) to the experimental data. Inset: Temperature
dependence of the conductivity of the same structure in zero field.

the top, with about 30% porosity, and an approximately 200-nm-thick main layer at the
bottom, with 50—-60% porosity. A detailed description of the structures and the method
used to prepare them is given in Ref. 11. The conductivity was measured by the four-
probe method using ac current. The current wasgAland the frequency was 1 kHz.
The magnetoresistance was measuret=a#.2 K in fields upto 5 T.

The temperature dependence of the conductivity of a sample with 22 at.% Mn is
shown in the inset in Fig. 2. At temperatur€s50 K the conductivity increases with
decreasing temperature. This corresponds to the classical metallic behavior under condi-
tions of scattering by phonons. At low temperatures the localization correction becomes
substantial and the conductivity starts to decrease. In a previous work we showed that this
correction depends on temperature 86T~ %3 (solid curve in the inset in Fig.)2
According to theoretical calculatior$,electron—electron collisions with small energy
transfer lead to such a law in one-dimensional systems. The phase coherence length can
be estimated a3 L;~b(5G/G,,)(keb)(kel), whereb is the average diameter of the 1D
conducting channelsg is the wave vector at the Fermi surfatés the mean free path,
and 6G/G,, is the relative change in the conductivity as a result of the interference
correction. Near the Anderson transition it can be assumed Kfiat1l. Then for
8G/G,=6.5% (see Fig. 2andb=6 nm we obtairL;=21 nm.

The magnetoresistance of the same sample=a4.2 K and for two different field
orientations is displayed in Fig. 2. In fields 0—5 T the magnetoresistance is negative and
strongly anisotropic. The curveSR(B)/R cannot be described by a logarithmic law,
characteristic for quantum corrections in 2D systdotherwise, the curves would bend
in the other direction In addition, the presence of strong anisotropy argues against a
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FIG. 3. Magnetoresistance of a compact layer of amorphous silicon doped with manganese to 22 at.% for two
field orientations: perpendicular to and parallel to the surface of the sample. The measurement temperature is
4.2 K.

three-dimensional mechanism of magnetoresistance. Nonetheless, to verify this we mea-
sured the magnetoresistance of continugusporous a-Si_ .Mn,. layers with the same
manganese concentratidffig. 3). One can see that the behavior of the magnetoresistance
in porous layers is strongly different from that in compact layers. The magnetoresistance
of three-dimensional samples does not depend on the field orientation and is positive.
Ordinarily, isotropic positive magnetoresistance is attributed to the suppression of the
interaction of electrons with antiparallel spins, in which case the Zeeman splitting of the
levels becomes equal to the thermal enekdy

According to theory, the relative change in the resistarRef a one-dimensional
conductor in a magnetic field is given by the expressions

AR e L p2L2) 2
-ong (o2 ™
for the field oriented parallel to the axis of the wire and
E=—Re—25[(1+ szf2>m—1] @)
R 7h L 128

if the field is oriented perpendicular to the axis of the wire. Herig the length of the
wire. The difference between expressighsand(2) lies in the numerical factors in the
parentheses. This factor carries information about the relative orientation of the wire axis
and the field. For the perturbation theory used to derive expresglgrend (2) to be
applicable, the inequalith<Lg must be satisfied Otherwise, the sample should behave

as a three-dimensional sample. Sihge>13 nm ForB<5 T, the above-indicated con-
dition is indeed satisfied in our experiment. Expresgibnand (2) were obtained for an
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isolated filament. In our case a large number of wires are connected in parallel and this,
at first glance, precludes a direct application of Ed$.and(2) for analyzing the experi-
mental curves. We note, however, that the parameter combinetlon w#L is simply

the quantum correction to the conductivity of a 1D system as a result of interference. For
this reason, assuming that all channels in a-PS:Mn are independent, we can set
R(e%L¢/mhL)~ 6GIG,.

The results of fitting expressioni4) and (2) to the experimental data fdr=6 nm
and 6G/G,,=0.065 are shown in Fig. &olid lineg. The coherence length; served as
the adjustable parameter in both cases. One can see that the theory of the NMR of
one-dimensional wires describes well the interference quantum correction to the conduc-
tivity of a-PS:Mn in a magnetic field with different orientations. The fit gitgs=25
+2 nm forB, orientation and_;=23*=3 nm in the case of a field oriented parallel to the
axis of the channels. These values agree well both with each other and with the analysis
of the temperature dependence of the conductivity. In addition, the values obtairigd for
do indeed satisfy the criterion for the interference correction to be of a one-dimensional
characterl ;>b.

In conclusion, we wish to note that the observation of anisotropic magnetoresis-
tance, which can be described by the same quabhititfor various field orientations, is
possible only if the length of the projection of the channel on the direction of theHield
is much shorter than the length of the projection on the diredlign(the channels are
highly extended perpendicular to the surface of the structu¢herwise, fitting the
theoretical expressionid) and(2) to the experimental magnetic field dependences would
give different values for the phase coherence length.

We thank A. I. Nikiforov and V. A. Dravin for assisting in the preparation of the
samples. This work was supported by the Russian Fund for Fundamental RéS&rarth
No. 97-02-1850¥.
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Interference ionization of an impurity by an electric field
in a system of quantum wells

Yu. A. Aleshchenko,* I. P. Kazakov, V. V. Kapaev, Yu. V. Kopaev,
N. V. Kornyakov, and A. E. Tyurin
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(Submitted 29 December 1998
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A radical change in the ionization energy of the donor impurity Si in a
GaAs/AlGaAs double-well heterostructure is observed experimentally
when the electronic wave function is relocated in an electric field. The
ionization energy of the impurity decreases from 15.5 meV to 0 when
the voltage across the structure changes by less than 1 V. The Stark
effect would give a change in the ionization energy of not more than
3 meV. © 1999 American Institute of Physics.

[S0021-364(99)00803-9

PACS numbers: 73.20.Dx, 73.20.Hb

Quantum interference of the electronic states of coupled quantum Y@és)
makes such a system very sensitive to external perturbations. Under these conditions
even a comparatively weak external electric field applied parallel to the growth axis of
the structure is sufficient to change radically the form of the electronic wave functions
(WFs) and to relocate them from one QW into the other. This is reflected in most of the
physical characteristics of the system. In Ref. 1 it was predicted that the impurity ion-
ization energyE;y,, should change upon a relocation of the electronic WF in a system of
QWs. This effect is due to the inversion of the bottom size-quantization energy subbands
of tunneling-coupled QWs when the subbands undergo anticrossing in an external elec-
tric field. As a result of the inversion, the binding energy and the form of the WF of a
localized electronic state, formed mainly from the states of the lower subband, on an
impurity atom change. In the present letter a direct experimental confirmation of the
interference ionization of a donor impurity accompanying relocation in the GaAs/AlGaAs
double-well structure is reported.

The experimental structure was grown on a GAdA$§) substrate with a um thick
GaAs buffer layer by molecular-beam epitaxy. The active region of the structure, con-
fined between undoped M. Ga, geAs spacers, each 200 A thick, included an undoped
57 A wide QW at the bottom, a 34 A thick AGa, ¢6AS barrier layer, and a 79 A wide
QW at the top containing a Si delta layer=6.3x 10'* cm™?) at the center. A Si-doped
N"-Alg 358 S (=7X 107 cm ) layer and a Si-doped™-GaAs (1x 10 cm™3)
protective layer, 200 and 100 A thick, respectively, were grown on the top spacer. The
top and bottom electrodes were formed by depositing a half-transmitting Ni film through
a mask followed by etching of the structure around the film tortheGaAs buffer layer.

0021-3640/99/69(3)/8/$15.00 207 © 1999 American Institute of Physics
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FIG. 1. Profile of the potential in the region of the QW of the experimental structure and the energy subbands
as well as the computed WFs for the lower electron and heavy-hole subbands with a zero applied voltage. The
numbers on the curves are the subband numbers. The energy scale of the valence band is magnified so that the
details can be distinguished more clearly.

The parameters of the structure were chosen so as to provide, following Ref. 1, the
most favorable conditions for electronic relocation in an external electric field from the
doped QW closest to the surface into the more distant and narrower undoped QW.

The photoluminescencéPL) spectra in the temperature interval 20-90 K were
excited by 4880 A radiation from an Arlaser and were analyzed with a DFS-24 double
monochromator and detected with anU=E9 photomultiplier in the photon-counting
mode.

Several factors complicate the measuremeriEgf, in systems of QWs: the com-
plexity of the PL spectrum of multiwell structures, the dominant role of the excitonic PL
over the weak peaks due to interband transiti(etative to whichE;,, must be mea-
sured, and the field dependence of most radiative transitions. In this connection, the PL
peaks of the experimental structure were identified by comparing the experimental spec-
tra measured at different temperatures using different intensities of the exciting radiation
with the results of a theoretical calculation based on a solution of the' @olger and
Poisson equations.

The potential profile of the QWs of the experimental structure and also the WFs for
the bottom subbands of the energy spectrum of the electrons and heavy holes at zero
applied voltage  =0) are presented in Fig. 1. As one can see from Fig. 1, the distortion
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FIG. 2. Photoluminescence spectrum of a GaAs/AlGaAs double-well structure with no external field at 20 K
and power density 4 W/chof the exciting radiation on the samp(® and transformation of the spectrum with
increasing power density of the exciting radiatid2 W/cnt) (b) and with increasing temperatu(@0 K) (c).

The dashed lines show the Gaussian contours used to approximate the spectra; the dot-and-dash line shows the
resulting contours.

of the potential relief by the built-in field has the effect that the WFs of the electrons and
holes in the ground statecurves1) are localized in different QWSs. As a result, the
overlap integral for transitions between the first size-quantization subbands of the elec-
trons and heavy holex{-h1) is much smaller than for transitions between the second
electronic subband and the first heavy-hole subba®i-1) as well as the first elec-
tronic subband and the second heavy-hole subbafdd{2), for which the WFs are
localized in one of the QWs.

The PL spectrum of the above-described structure, measutée-8t temperature
20 K, and power density 4 W/chon the sample, is displayed in Fig. 2solid line). A
narrow peak with a maximum at 1.599 eV, which adjoins on the low-energy side a wide
band containing contributions from several overlapping peaks, dominates the spectrum.
The decomposition of the spectrum into components gives six Gaussian coistonrs
in the figure by dashed lines; the dot-and-dash line shows the total corfbme can see



210 JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Aleshchenko et al.

from the figure that an approximation using six Gaussians reproduces the measured
spectrum well.

Comparing the experimental data with the theoretical calculation shows that the
peaks near 1.599, 1.588, and 1.576 eV are due to the excitonic transifiehd, cl1—
h2, andcl-h1, respectively. The high intensity of the peaks that correspond to the
transitionsc2—-h1 andcl-h2 is correlated with the computed WFs presented in Fig. 1.
A similar anomalous ratio of the intensities of the transitioAshl1, c1-h2, andc1-h1l
was previously observed in the PL spectra of delta-doped isolated AlGaAs/InGaAs/GaAs
QWs at room temperatuf@nd was explained by a strong asymmetry of the potential
relief.

The peaks with maxima at 1.566, 1.552, and 1.543 eV correspond to transitions with
energies less than the energy of the excitonic transitibrhl (1.576 e\j. Therefore
they are more likely to be associated with impurities. In the temperature range 20—90 K
all electron—impurity complexes with more than two particles should be ionized. Specifi-
cally, exciton complexes which are bound with neutral impurities and make the largest
contribution to the impurity PL at low temperatuteme subject to thermal dissociation.
In consequence, the peak at 1.566 eV, closest to the excitonic transltidmnl (1.576
eV), is most likely due to electronic transitions from neutral Si impurity atoms to the
bottom heavy-hole subban&i®—h1).

The peak at 1.552 eV, lying next to the’Sih1 (1.566 e\f transition, is split from
the peakcl-h1l (1.576 eV} by 24 meV. A peak was also observed in the PL spectra of
a 70 A wide GaAs QW at 20 K. In this case the peak was located 26 meV lower in
energy than the peak due to the excitonic transit@rhl (Ref. 4. This peak was due
to the residual acceptor carbon impurity C in a neutral charge state@). Since the
main background acceptor in our samples is also C, it is natural to associate the peak at
1.552 eV to the transition1 —C°. The remaining peak at 1.543 eV is the weakest peak in
the spectrum, and in addition it is close in energy to the pEakC®, so that its position
is determined least accurately. However, since its energy splitting from thecfiea®
is close to that of the peak Bih1 relative to the peakl-h1, the peak at 1.543 eV can
be attributed to a transition between the ground states of neutral Si donors and C accep-

tors, i.e., SI—C°.

To confirm the impurity nature of the peaks at low energies, measurements were
performed of the dependence of the PL spectra on the intensity of the exciting radiation
and on the temperature. As the power density of the exciting radiation increases, rapid
saturation of the intensity of the peaks is observed at low energies in connection with the
finite number of Si donors and C acceptors in the QWSs. As an example, Fig, 2b displays
the PL spectrum of the structure measured with a power density of the exciting radiation
12 Wicnt and five times weaker amplification than in the spectrum in Fig. 2a. Indeed, as
the power of the exciting radiation increases, the contribution of the peaks on the low-
energy side decreases compared with the contribution of the transitiehl. This
confirms that these peaks are due to impurities. At the same time the intensities of the
narrow peaks that we attributed to the transitic-h1l and of the peak due to the
transitionc1-h2 increase rapidly. This is due to the small equilibrium population of the
subbandsc2 andh2 and, accordingly, to the possibility that this population changes
sharply even under weak excitation. We note that because of the low intensity of the
peaks in the spectrum at low energies in Fig. 2b, a good approximation in this region is
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obtained by taking account of one peak, which we associate to the transitioth Bi
instead of three peaks, as in Fig. 2a.

As the temperature increases, the PL spectra become weaker. This is due to an
increase in the probability of thermal transfer of carriers out of a well into the barrier
layers, the intensity of the spectrum on the low-energy side decreasing more rapidly. The
spectrum in Fig. 2c illustrates the transformation of the PL spectra with increasing tem-
perature. This spectrum measured at 90 K with seven times greater amplification than the
spectrum in Fig. 2a. The good fit of the spectrum by three cont@ashed linesattests
to the fact that at 90 K only the peaks due to the transitaitishl, c1-h2, andcl—-hl
contribute to the spectrum. The observed effect is typical for the PL spectra of impurity
states and is explained by the thermal ionization of donors and acceptors. Of all the
impurity peaks, in what follows we shall be interested only in the peak due to the
transition S1—h1, since for all other peaks associated with the background acceptor
impurity C uniformly distributed in the QWSs and in the barrier layers there should be no
change in the ionization energy of the impurity upon relocation.

In the spectrum in Fig. 2a, measured witk=0, the impurity peak 8i-h1 (1.566
eV) is split from the peak due to the excitonic transitioh—h1 (1.576 eV} by 10 meV.
To determineE;,, the exciton binding energ¥., must be added to this value. Our
variational calculations taking account of the built-in field in the structure gyve=6
meV. ThenE;,, is close to 16 meV. This is greater than the known values of the
ionization energy 12—-13 meV obtained by different auth@ee Refs. 5 and)&or Si
impurity at the center of an approximately 100 A wide QW. In our case delta doping
results in the appearance of a V-shaped potential at the center of the QW. This potential
lowers the energy of the lowest levels with respect to the energy of the higher-lying
state$ and, correspondingly, increas&s,,. According to our calculations, for 6.3
X 10" cm™? delta doping the energf,, reaches 3-4 meV. In this case the position of
the PL peak, 1.566 eV, agrees quite well with the theoretical calculations for the
Si°—h1 transition energy.

An external electric field shifts the PL peaks. Figure 3 shows the experimental data
as well as the results of a theoretical calculation of the positions of the PL peaks as a
function of the intensity of the electric field arising when a voltage fre4 to—2.4 V
is applied to the half-transmitting electrode at the top. One can see that the peaks of the
indirect transitione2-h1 andcl1-h2 rapidly shift with increasing field, since the elec-
tronic and hole subbands associated with these transitions belong to different QWs and
they move in opposite directions as the field increases. At the same time, for less than 25
kV/cm fields, the position of the excitonic peak —h1 does not depend on the magni-
tude of the field, since the quadratic Stark effect is negligible for direct transitions. This
behavior of the PL peaks in an external field for the transitions considered confirms our
interpretation of these peaks.

For us, the anticrossing of the spectral lirids-h1l andc2-h1l in Fig. 3 at a field
intensity of about 30 kV/cm is most fundamental, since in this case relocation of the WFs
of the lower subband from the doped into the undoped QW occurs. The field dependence
of the energy of the peak &t h1 near the relocation point can be explained on the basis
of the ideas of Ref. 1. In the effective mass approximakigp,(F) = u?(F)E,, whereE,
is the impurity ionization energy in an individual QW with the same parameters as the
doped QW in the experimental structure. The coefficieff), which depends on the
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FIG. 3. Theoretica(solid lineg and experimental field dependences of the energies of the excitonic transitions
c1-hi1, c1-h2, andc2-h1 and the energy of the transition®Sh1 between an impurity level and the
heavy-hole band. The dashed line shows the computed electric-field dependence of the energy of the impurity
transition S¥-h1 in the absence of a change in the impurity ionization energy. The experimental points
obtained for several samples with excitation through the half-transmitting electrode are presented.

external electric fieldF, contains information about the part of the electronic wave
function that is localized in the doped QW. When the WF is relocated into the undoped
QW, this coefficient changes from 1 to O akg,, decreases fronk, to 0. A more
detailed calculation in the approximation of a delta impurity potential makes it possible to
refine the preceding formula and to obtain the expression

;{ Ay ) -t h?

expg — | —-1| , r=——,

ag|¥(xo,F)|? 2ma

wherem is the electron effective masa,is the lattice parameteg is the interaction
constant of the electron with the impurity potentia(x,F) is the envelope of the WF for
an electron in the bottom size-quantization subband, »ands the coordinate of the
impurity atom along the growth axis of the structure. The fadisfx,,F)|2, which

depends on the position of the impurity in the QW and on the field, leads to the strong
field dependence djyy,.

The solid line in Fig. 3 shows the field dependence, calculated in this manner, of the
position of the peak 8i-h1 of the impurity PL. For comparison, the field dependences
of the position of the impurity peak in the absence of a change in ionization energy of the
impurity (dashed linpand the corresponding dependence for the transitiorhl of free
electrons and hole&lot-and-dash curyeare also shown there. The latter was obtained
from the experimental field dependence of the energy of the excitonic transitieiml
with allowance for the theoretically computed binding energy ofdhehl exciton. As
one can see from Fig. 3, in the field range 25—-40 kV/cm, where relocation of the elec-

Eimp(F)=m?r




JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Aleshchenko et al. 213

Voltage (V)
0 -05 -10 15 -20

T

Energy (meV)

0 10 20 30 40

Electric field (kV/cm)

FIG. 4. Theoreticalsolid line) and experimentddots curves of the ionization energy of a Si impurity in a QW
as functions of the external electric field. The experimental data for several samples are presented.

tronic WFs from the wide QW into the narrow QW, located farther from the surface,
occurs, the Sh1 curve rapidly approaches the curve for the transitidrhl of free
electrons and holes. This attests to a sharp decredsg,jn

The theoretical and experimental electric-field dependences,gf, which were
obtained as the difference between the computed energy dependence of the transition
cl-h1 of free electrons and holes and the theoretical and experimental dependences for
the transition Si—h1, are presented in Fig. 4. As one can see from the figurs,
reaches 15.5 meV in a weak field and drops to zero as the field increases. This sharp
change iy, is due to the relocation of the electronic WFs accompanying anticrossing
of the lower subbands in an electric field and cannot be explained by the Stark effect,
which we estimate to be no greater than 3 meV.

In summary, in the present letter the existence of a previously predicted sharp
change in the impurity ionization energy accompanying relocation of the electronic WF
in the system of QWSs in an external electric field was confirmed experimentally.
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Observation of fractional harmonics in the NMR signal
from superfluid 3He-B
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Unusual spin-precession states’bfe-B in which the magnetization is

half the equilibrium value are investigated by continuous-wave NMR
methods. Signals at frequencies equal to 1/2 and 3/2 of the magnetiza-
tion precession frequency are observed in two such states. Such signals
exist because the order parameter of superffiie in these states
precesses with frequency equal to half the magnetization precession
frequency. ©1999 American Institute of Physics.
[S0021-364(99)01003-9

PACS numbers: 67.57.Lm, 76.60.Es

The spin dynamics of superfluftHe is determined by the Leggett equations describ-
ing the motion of the magnetizatidd and order parametér:

M=gM><H+RD, «h)

d=dxg(H—M/y), 2

whered=d(k) is the order parameter in the vector representatois, a unit vector in
orbital spacey is the susceptibilityg is the gyromagnetic ratid;l is the total external
magnetic field, andRp, is the dipole moment. In the B phase of superffiite, which will

be the subject of discussion belovi/(k)=lfik, whereR is the rotation matrix in spin
space, and it can be parametrized by the Euler angles or the rotation@regleund a
certain axisn. The dipole moment arises because of the ené&gywhich is due to the
dipole—dipole interaction of théHe-B nuclei and depending on the relative orientation of
the spin and orbital spaces:

2 [Q\%_ . 1\?
0 0

Fo=71gX 9
whereQg is the longitudinal-NMR frequency, characterizing the strength of the dipole—
dipole interaction. The dipole energy determines the stable spin—orbit configurations and,
coupling the motion oM andd, leads to the existence of different NMR modes with
different frequency and character of the motionMbfandd. The method of minimizing
the dipole energy can be used to search for possible dynamic spin states. For precessing

states, the angles determining the maRiare time-dependent and, generally speaking,
Fp is also time-dependent. However, fz<gH this energy can be averaged over the

0021-3640/99/69(3)/6/$15.00 215 © 1999 American Institute of Physics
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periods of the fast motiorfsfor which it is convenient to choose the frequenay) of

the magnetization motion, close to the Larmor frequensy=gH), and the precession
frequency 4) of d around the instantaneous directionMf which, according to Eq.

(2), is equal togM/y. The results of averaging depend strongly on the ratio of these
frequencies, and the lowest energy is reached in the “resonance” wgsewy and,
correspondinglyM = yH. Soon after the superfluidity He was discovered, a number

of NMR modes were also observed experimentally and studied — longitudinal oscilla-
tions, the Brinkman—Smith mode, the wall-pinned mode, and NMR on the spatial distri-
bution of the order parameter. These modes all correspond to the “resonance” case or
small oscillations near such distinguished spin—orbit configurations.

It was recently shown in Ref. 3 that other special cases for which the dipole energy
is minimum and which likewise are called “resonances” can exist. In these cases the
magnetization i /2 or 2M, (hereM = yH) and, correspondingly, the order parameter
moves half as fast or twice as fastMs Subsequent minimization of the average dipole
energyFp showed that there are two degenerate minima corresponding to the following
precessing spin—orbit configurations:

s,~0.307, 1,=0.746; (43
s,~0.746, 1,=0.307, (4b)

wheres is a unit vector in the spin directiohs= Rs is the unit orbital angular moment
vector, indicating the direction of anisotropy of the B-phase gap in a magnetic field. If
magnetic relaxation is neglected, then once it occupies one such state the system should
remain in it, i.e., precession with nonequilibrium valuesMfcan be stable. In the
presence of an ac radio-frequengf) field with frequencyw (which compensates the
magnetic relaxation and fixes the precession frequenci pf the sum ofFp, the
interaction energy of the magnetization with the rf fieke, and the “spectroscopic”
energy €,), arising because; is different fromw, (Ref. 4 must be minimized in a
rotating coordinate system.

Precession states witdl equal to half the equilibrium valuéalf-magnetization,
HM stateg were recently observed in continuous-wave NMR experim%htsthis work
four NMR modes, corresponding to precession with magnetization close to half the
equilibrium value and differing by the magnitude and shape of the NMR signal, were
observed depending on the conditions. One other unusual precession(zseie
magnetization, ZM stajevas also observed. This state, which corresponds to precession
with a small magnetization (0—Vg,), still has no analytical description. Later, another
mode was discovered. This mode probably also belongs to the family of HM States.

As we have said, in the absence of an rf field the vector order parameter in the HM
states precesses around the instantaneous directidn wiith frequency wg=gM/y
=%w_ . This leads to oscillations oRp with this frequency and, correspondingly, a
component oscillating with frequencyw, should appear in the motion ®. It can be
shown that its amplitude is of the order af)f/w )?M,. Such small magnetization
oscillations in the HM states were studied theoretically in Ref. 7, where it was found that
harmonics at the frequencigsy, , oy , 30y and oy 20y 3wy arise in the motion of
all three components dfl. The experimental observation of fractional NMR harmonics
was the aim of the present work.
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The measurements were performed in a cylindrical (&b mm in diameter and
4 mm high. The axis of the cell was oriented parallel to the constant magneticHigld
and the filling channel of the cell was 0.7 mm in diameter and 4 mm long. The inner
surface of the cell was covered with a smooth polyrfleavsan film to increase the
surface relaxation timén the normal phase at temperature closel{e-0.93 mK this
time was=~1.1 9. The experiments were performed at 0 bar pressure in 404 and 524 Oe
magnetic fields(the NMR frequencies were 1308 and 1699 kHZhe standard
continuous-wave NMR arrangement with two-section superconducting receiving and ex-
citing coils oriented perpendicular td, was used to produce the HM states. The rf
frequency was fixed anid, (and, correspondinglyy, ) was varied. The transverse NMR
signal at the rf frequencywe recall thatw ;= w),) was detected with a phase-sensitive
amplifier. This made it possible to follow the change in the two orthogonal projections of
the transverse magnetization — the variance and the absorption. In addition, @ high-
low-temperature circuit with a longitudinal superconducting coil, whose resonance fre-
quency was 1/2 or 3/2 times the rf frequency, was used to detedt thascillations. To
improve the uniformity of the magnetic field the superconducting NMR coils were first
transferred into the normal state in a field corresponding to the chosen frequency. The
uniformity of the fieldH, over the cell wag2—5)x 10" ° in different experiments.

States with a nonequilibrium value M arose with continuous passage of the NMR
line with large amplitudes of the rf fiel§0.01-0.03 Ogat the time the sample was
heated from a temperature0.95T . up to the transition to the A phase (0.986for a
524 Oe field). The states mentioned above were formed only in this narrow temperature
range, since this requires thiégt be tipped by an angl8~ 180° away from the direction
of Hy (Ref. 5, which is impossible at lower temperatures because of the large shift of the
continuous-wave NMR signal fgg>104°. Once formed, however, the HM states can be
cooled to much lower temperatures Q.6T/T. (Ref. ). We observed a wide spectrum
of states with nonequilibrium magnetizati¢fig. 1) for various temperatures and differ-
ent shifts of the frequency from the Larmor value and for different directions of variation
of the field. Aside from the states ZM, HM1, HM3, HM4, and HM5 observed in Refs. 5
and 6, in the regionv, — w>0 one other HM statéHM®6), which at large frequency
shifts goes over to the HM4 state, was also observed. The state HM6 was identified as an
HM state by measurements of the longitudinal and transverse compondntdair this,
as in Ref. 5, we measured the initial amplitude of the free-induction signal after the 90°
rf pulses, which were applied with different phases at the moments when the continuous-
wave rf field maintaining this state was switched off, and also the amplitude of the
induction signal after the rf field was switched off in the absence of the tipping pulse.
Computer simulations of NMR were also used to identify the states. The complete system
of Leggett equationén the variablesM,n, and® (Ref. 9) for the spatially uniform case,
taking account of the Leggett—Takagi relaxation terms, was solved. The results of the
simulations agreed qualitatively with experiments for all states obtained with nonequilib-
rium magnetization, and not only the shape of the NMR sigfsde Fig. 2 but also the
sequence in which these states appeared with increasing temperature were reproduced.
The small quantitative difference could be due to the uncertaintyfin the notation
of Ref. 9 and also the fact that spatial inhomogeneities were neglected in these simula-
tions. However, because of the high uniformity of the magnetic field and the strong rf
field the motion ofM in the experiment should be close to being spatially uniform.
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Comparing the experimental results and the simulations shows that the spin—orbit
configurations in the states HM4 and HM6 are closé4® and (4b), respectively. The
results of minimizing the surky+F _ +F likewise describe well the dependence of
the NMR signal in the states HM4 and HM6 on the frequency shift, and they make it
possible to understand the nature of the transition between them. As the frequency shift
w_— w; increases, the minimuna becomes deeper, while the minimu@b) is
smoothed out and, depending on the amplitude of the rf field and the temperature, either
vanishes for some frequency shift without approaching the configuréignor goes
over smoothly to a configuration close(#g). However, the energy minimization method
mentioned above does not describe all of the states obtained in the experiment. The states
observed in the regiom, — w<0 (HM1, HM3, HM5) cannot be obtained in this man-
ner, though they do arise in the numerical simulation. The simulations also showed that
the orbital angular momentum vectbrin the HM states precesses arouHg with
frequency~10 Hz, and LH, in the states HM1 and HM5. In realitymay not precess
because of the orienting influence of the walls. However, the numerical simulation results
remain virtually unchanged if terms fixing the direction of the projectioh @f a plane
perpendicular tdd, are added to the spin-dynamics equations.

Oscillations of the longitudinal component of the magnetization with frequéagy
or 3w, were detected simultaneously with the signal at the main frequency. In the HM6
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passage of a line with increasing figlithe arrow indicates the direction of passpges simulated from this
state.w/2m=1300 kHz; rf field — 0.045 OeT=0.956T; 7 =4 uS.

state such oscillations are clearly seen at both freque€igs3). Their amplitude was

a linear function of temperature. This is explained by the fact ﬂné@(l—T/TC) at
temperatures close fb.. At temperature 0.98, the amplitude of the signal oscillations

at half frequency, recalculated with the parameters of our spectrometer taken into ac-
count, was~10"° times the maximum transverse NMR signal amplitude, in agreement
with the simulation values and theoretical estimates.

In the HM3 state the amplitudes of the oscillations at frequesisy were appre-
ciably smaller and the oscillations could be observed only after averaging eight succes-
sively recorded signals from the longitudinal coil. Fractional harmonics were not ob-
served in the other HM states. We attempted to observe such signals also at frequencies
shifted by several hundred hertz frofw,;. The absence of fractional harmonics in the
HM1 and HM5 states could possibly be explained by the fact that, according to the
numerical simulations, in these states the order parameter moves with a frequency appre-
ciably different(by ~0.2—2 kH2 from 3w, the difference depending on the frequency
shift. On account of the residual nonuniformity of the external magnetic field, these
oscillations in different parts of the experimental cell must dephase rapidly after the states
are formed. Why there are no fractional harmonics in the HM4 state remains unclear.
According to the numerical simulations, in this stdjast as in the state HM6the
frequencies of the fractional harmonics are virtually independent of the frequency shift
and they differ fromiw, and 2w, by not more than 1 Hz.

In closing, we note that the observation of NMR harmonics with frequenigigs
and 3w, confirms the correctness of the identification of the HM states which we
obtained. These harmonics are a manifestation of the motions of the order parameter of
superfluid®He-B in NMR experiments and they indicate the existence of precession in
the HM states at two different frequencies: magnetization precession at the main fre-
quency and order-parameter precession at half the frequency.
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Experiments are performed to determine the magnetic susceptibility of
the icosahedral phase itself in the alloy&u,5 &€, 5in the tempera-

ture range 3.9—1100 K. A new regularity is observed — the curves of
the temperature dependences of the susceptibility and electrical con-
ductivity are congruent. €1999 American Institute of Physics.
[S0021-364(99)01003-9

PACS numbers: 75.30.Cr, 75.50.Bb, 71.23.Ft

1. Quasicrystals, as a state of solids with noncrystallographic lattice symmetry, have
been attracting a great deal of attention since their discovery. Interest in quasicrystals
from the standpoint of electronic physics has increased sharply in recent years in con-
nection with the discovery of several so-called stable icosahédrphases in the sys-
tems Al-Cu-Fe, Al-Cu—Ru, Al-Pd-Re, and Al-Pd—Mn. The reasons for this are easy
to understand, since all the components of the enumerated systems are good metals and
metastable quasicrystal-forming alloys, obtained by quenching from the liquid state, and
their physical properties differ very little from those of the conventional high-resistance
crystalline solid solutions and metallic glasses. Differences arise upon heat treatment of
the quenched alloy, which produces a virtually homogeneous, very pérfdese. In
addition, the indications of dielectric behavior of the electrical and optical properties
become sharply strongér® Thus, the dc conductivity, , decreases to 10—100 S/cm. A
giant negative temperature coefficient of the resistance is observed in the entire tempera-
ture range of the existence of thphase 0—1200 K, on account of which the conductivity
in this interval varies by several factors of 10.

It seemed obvious that the semiconductor behavior of the electrical conductivity is
due to the mechanism of thermal activation of the carriers. However, considerable diffi-
culties have arisen in attempt® use the conventional semiconductor-physics technique
of linearizing the experimentat(T) curves in the coordinatesdrversus 1T. This could
be due either to the inapplicability of the classical relations of semiconductor physics to
quasicrystals or to circumstances which complicate their applicability. It is not difficult to
point out some such circumstances.

In the first place there is the residual conductivity, as a result of which the semicon-
ductor behavior of the curves necessarily breaks down at low temperatures. In addition,
the electrical conductivity depends not only on the charge-carrier dedgibut also on

0021-3640/99/69(3)/6/$15.00 221 © 1999 American Institute of Physics
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FIG. 1. Electron diffraction pattern of the crystalline phase. The fivefold symmetry axis is parallel to the
electron beam.

the carrier mobilityu, . If the temperature dependence of the latter does not follow the
T-32 Jaw, then rectilinearizing coordinates of the general formuifif)—1/T must be
used. It is obvious that the pre-exponential fack6rbecomes increasingly important as
the activation parametek decreases. For this reason there is hope of elucidating the
situation with regard to the mechanism of thermal activation by studying the temperature
behavior not of the kinetic but rather the thermodynamic coefficients, which obviously do
not depend on the carrier mobility or, more precisely, on the carrier relaxation time. We
studied the magnetic susceptibility of theohase of the alloy ACu:s fe1,5 and we
report here the main results of this investigation.

2. An alloy with the nominal composition AJCu,s &€, s was prepared from highly
pure components in an arc furnace, quenched on the water-cooled hearth by the “hammer
and anvil” method and annealed in an “especially pure” helium atmosphere at 730 °C
for 8 h. X-ray diffraction analysis shows that the main phase in the alloy after quenching
is a B-solid solution with a CsCl lattice. An imperfecphase and possibly an amorphous
phase are present in small quantities. The main phase after annealing is a veryiperfect
phase(see Fig. 1 In addition, there are weak indications of a cubic phase, as is typical
for real, massive samples with this composittoMagnetic measurements were per-
formed on two magnetometric setups. An MPMS-XL5 Quantum Design magnetometer
was used in the temperature interval 3.9-400 K and a Domenicali balance was used in
the interval 300—1100 K. Overlapping of the measurement ranges was used to match the
low- and high-temperature results.
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FIG. 2. Effect of the history of the alloy on its magnetic stdte- Quenched state; the main phase j8-aolid
solution with the CsCl structur€ — annealed state; the main phase is icosahedral.

3. We show in Fig. 2 the results of a direct experiment for two states of the sample
— before annealingtop curve and after annealin¢bottom curve — for two purposes.

First, it is evident that the magnetic properties of the alloy depend on the structure no less
dramatically than do the electrical properties described above. These changes are of a
pronounced dielectric character. The cupd) for the quenched state of the sample lies
entirely in the paramagnetic region, and the states after annealing lie in the diamagnetic
region. In the second place, it is evident that a transition to the pérfgase is accom-
panied by a decrease of the Curie-type paramagnetic component. In agreement with the
conclusions of other investigatdté this attests to the fact that the minimum on the curve
x(T) for the annealed sample is not an intrinsic property ofitiphase. It is due to a
paramagnetic contribution associated either with the residues of the cubic phase and the
magnetic moment on the Fe atoms in this phase or with uncontrolled magnetic impurities.

We employed the standard procedure for excluding such contributions by relating
the Curie—Weiss curve to the experimental curve in the temperature range 3.9—40 K. The
final result of this procedure is shown in Fig(&irve 1). We interpret this result as the

temperature dependence of the magnetic susceptibifjdydf the icosahedral phase itself
in the entire temperature region in which this phase exists.

It is difficult to assess the obtained result apart from the other properties. For this
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FIG. 3. Magnetic susceptibility and electric conductivity of the icosahedral phase itself.

reason, we present in Fig. 3 the curw€T) which we obtained earlier for the same
material. As one can see, the scale of variation of the magnetic susceptibility as a func-
tion of temperature is comparable to the scale of the variation of the electrical conduc-
tivity. When superposed, the curves virtually coincide. The small discrepancy at high
temperatures does not count, since on the basis of the formal theories of conductivity and
magnetism the temperature dependencdgs) and x(T) differ neither more nor less than

by a factor in the form of the characteristic carrier relaxation time. Therefore we can talk
safely about the congruence of the curygfT) ando(T). The existence of this law is

a very strong argument for the fact tithe change in the charge carrier density is the
main temperature effect determining the behavior of the transport and thermodynamic
coefficients.

If this is so, it becomes interesting that the paramagnetism of the system becomes
stronger as; changes with increasing temperature. This is easy to understood assuming
that the thermally activated carriers are a degenerate electron gas. Then, as is well
known?® the temperature-dependent component of the magnetic susceptibility has the
form

X, =(x,~x,) =ATexp —AIT), A=2m%kgA2mh?) 32uf

(all the notation here is standard
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In Fig. 4 the temperature dependeng€T) is presented in the coordinateg (i
—Xo)/\/T] versus 1T. The inset shows on an enlarged scale the high-temperature part of
the curve. It is easy to conclude from the form of the curve obtained thatrikegy
parameter of carrier activation is a very strong function of temperatdte¢emperatures
T<100 K the curve is essentially undefined. It is affected by the imperfection of the
experimental samples and the uncertainty of the parasitic paramagnetic contribution. For
this reason, the scale of variation of the paramatean be roughly estimated as follows:
from <0.01 eV at low temperatures t60.15 eV at high temperatures. This variation of
the carrier activation parameter was neglected in previous work and led to the conclusion
that the thermal activation mechanism is not realized in quasicrystalline materials.

4. It is now considered an established fact that the Fermi level of stable quasicrys-
talline phases lies inside a pseudogap of width 0.5—1 eV. The existence of such a feature
of the electronic structure explains the stability of these phases, but it contributes little to
the understanding of their physical properties, which derive from the electronic states in
a~0.1 eV layer near the Fermi energy. Practically nothing is known about the charac-
teristics of this energy layer. In this context we wish to call attention not only to the
inconstancy of the carrier activation parameter but also to the circumstance that broken-
line segments are clearly seen on the part of the curve shown in the inset in Fig. 4. This
could mean that the carrier activation parameter takes on a series of discrete values in the
interval 0.01 eV=A<0.15 eV. These are probably the first experimental indications of
fine structure with a characteristic scale of several tens of meV inside the pseudogap.
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The first-order Raman scattering in isotopically enriched samples of
germanium’®Ge, "“Ge, and’“Ge and germanium with the natural iso-
topic composition is investigated at high pressures. It is found that the
isotopic dependence of the frequency of theO(I') mode in isotopi-
cally pure germanium samples can be described in the harmonic ap-
proximation (v=m~Y?). At the same time, the frequency of the
LTO(I') mode of germanium of natural isotopic composition appar-
ently contains a contribution due to isotopic disorder effects.1999
American Institute of Physic§S0021-364(89)01103-2

PACS numbers: 78.30.Am, 62.50p

Interest in isotope effects in germanium has been stimulated to a large degree by the
availability of highly-perfect isotopically-pure single-crystal samples. In one of the first
works in this field the parameters of the unit cell’éGe and germanium with the natural
isotopic composition were measured with a three-crystal spectrometer at room and liquid-
nitrogen temperaturésThe relative volume difference was found to be of the order of
10" °, which corresponds to theoretical expectations for quantum effects of this kind in
germanium. Indeed, it is easy to show that the relative volume difference between two
isotopes aff =0 can be written in the forngsee, for example, Ref.)2

AVIV=AO,/E,, 1)

whereA®y is the difference of the Debye temperatures &jpds the binding energy.
Setting ®, =374 K (Ref. 3 for germanium with the natural isotopic composition and
taking account of the fact th®>m*?, we obtain® =370 K for "“Ge. Next, substi-
tuting into Eq.(1) E.=3.87 eV/aton® we obtainAV/V=9x10"°, which is in good
agreement with the experimental values. Similar estimates for the relative volume be-
tween natural germanium aritGe giveAV/V=2x10 * at T=0 K. The corresponding
experimental valutfor T=54 K is 7.5<10 °. More-accurate estimates of quantum
effects in germanium were recently obtained by numerical modeling over a wide tem-
perature rangeln any event, quantum effects in germanium are small and they are much
more difficult to observe than in diamond. The corresponding estimates based on the
quasiharmonic approximation show that the quantum contributions to the phonon fre-

0021-3640/99/69(3)/4/$15.00 227 © 1999 American Institute of Physics
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TABLE I. Isotopic composition of germanium samples.

Isotope 70 72 73 74 76
Mass,
carbon units 69.924 71.922 72.923 73.921 75.921

Average
Sample Isotope content, % atomic mass
70 96.88 121 0.32 1.33 0.26 70:08.1
72 0.51 97.34 0.56 1.33 0.26 7198.1
74 0.23 0.32 0.14 99.19 0.12 7390.1
Natural 21.42 26.78 8.05 35.7 8.05 72460.2

quencies of isotopically pure samples are too small to be observed. At the same time,
isotope effects of a specific nature, namely, isotopic disorder, are apparently expressed
just as strongly in germanithas in diamond.

In the present letter we report the results of investigations of first-order Raman
scattering in germanium with different isotopic compositions at pressures up to 9 GPa
and room temperature. The data obtained attest to a positive shift of the frequency of the
LTO(I') mode in isotopically disordered natural germanium relative to the correspond-
ing frequency of the virtual crystal.

The Raman spectra were measured with a DFS-24 spectrometer, equipped with a
system of holographic notch filters, and a CCD detector for recording the spectra. The
Raman spectra were excited by the479.886 nm emission line of an argon laser. The
detector was calibrated according to the emission spectra of a neon lamp. Pressure was
produced using diamond anvils. Compressed helium served as the pressure medium. Four
isotopically different samples of germanium and two pieces of ruby, each 2ar3iD
size, were placed simultaneously into the diamond cell. The single-crystal germanium
samples were chipped from ingots with the corresponding isotopic composition. The
luminescence line of ruby was used to measure the pressure. The temperature of the
diamond cell was maintained at 20 °C to within0.02 °C. The spectral position of the
LTO(I') Raman-scattering line was determined with an accuracy of the order of
0.1 cm L. The random error of the pressure measurements did not exceed 0.01 GPa. The
isotopic composition of the samples is presented in Table I. Examples of the measured
spectra are displayed in Fig. 1.

Figure 2 demonstrates the pressure dependence of the frequency lof @(éd")
mode of isotopically different germanium samples. Calculations using the equation of
state obtained in Ref. 8 for germanium show that thenBisen constant, characterizing
the volume dependence of the frequency of thelfO(I') mode, y=1(y
= —(dInv/dnV),) and is independent of the isotopic composition and pressure to within
the accuracy of the experimentsee also Refs. 9 and 10 concerning jthiSigure 3
displays the pressure dependence of the reduced frequericiesm®? of the LTO(T)
mode of isotopically different samples of germanium. As one can see from the figure, the
dependences* (P) for isotopically “pure” germanium sampletsee Table )l can be
described by a single curve. At the same tim@) for a natural germanium sample,
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FIG. 1. Examples of first-order Raman spectra in isotopically different germanium samples.

which is an example of a system with isotopic disorder, cannot be brought by a similar
transformation to the functional form characterizing a pure isotope. Therefore in the case
of natural germanium the energy bff O(I') phonons is apparently renormalized as a
result of isotopic disorder®* It follows from Fig. 3 that the corresponding “renormal-
ization” contribution varies from 0.3 to 0.6 cnt depending on the pressure. In a recent
work,'? the “renormalization” energy shift of the TO(T") phonon in germanium with

the natural isotopic composition is estimated to be 0.34at normal pressure anfl

=10 K, which, generally speaking, agrees with the present results.
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FIG. 2. Frequency of the TO(I") mode in isotopically different germanium samples versus pressure.
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FIG. 3. Reduced frequencym'? of the LTO(I') mode in isotopically different germanium samples
versus pressure.

In conclusion, we call attention to the fact that Fig. 3 demonstrates convincingly the
guasiharmonic character &fTO(I") oscillations in isotopically pure germanium. It is
obvious that in this case a simple harmonic expression can be used for the vibrational
frequencyv= (k/m* )2, bearing in mind the fact that the force constladepends on the
density. Since there is no reason to believe that the force constant depends on the isotopic
disorder, the problem of calculating the corresponding frequency in an isotopically dis-
ordered crystal reduces to the “correct” calculation of the reduced mmssThen the
results presented in Fig. 3 possibly show that the reduced mass depends on the density.
However, the accuracy of the present experimental data is too low to make more definite
assertions.
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The effect of umklapp processes in the scattering of delocalized
positronium atoms by acoustic phonons in ionic crystals is analyzed. It
is shown that at temperatures above which this effect becomes large,
umklapp scattering renormalizes the constant of the deformation poten-
tial of positronium. This renormalization has recently been observed in
experiments measuring the momentum distribution of delocalized
positronium in a Mgk crystal. © 1999 American Institute of Physics.
[S0021-364(99)01203-7

PACS numbers: 71.68z, 63.20—e, 36.10.Dr

The formation of positroniuniP§ — a bound system of an electron and a positron
— in most crystalline dielectrics is now a well-established experimental facuvell-
purified alkali-halide crystal6éAHCs) and in crystalline quartz«-SiO,) at low tempera-
tures(below several tens of Xa Ps atom is delocalized and is in a Bloch-type state. The
formation of Bloch positronium is confirmed by the experimental observation of narrow
peaks(a central peak and satellites separated by a distance which is inversely propor-
tional to the lattice periodin the momentum distribution of they2decay photons when
the crystals are irradiated with low-energy positrons. As the temperature increases, it is
observed in the momentum distribution of the decay photons that the satellite peaks
vanish and the central peak is sharply broadened, attesting to localizatior? afhiss.
thermally activated self-localization of positronium has been observed in almost all
AHCs and has been analyzed theoretically in Refs. 3 and 4. Recent experiments have
shown that only Mgk and «-SiO, crystals are exceptiorisn these crystals the Ps atom
remains delocalized all the way up to temperatures700 K (a theoretical explanation
of this fact was given in Ref.)4In MgF, a sharp broadening of the central and satellite
positronium peaks is observed at temperatures above 200 K, and it cannot be explained
by the normal scattering of Ps by longitudinal acoustic phonons. The effect looks as if an
additional scattering mechanism, which renormalizes the deformation potential constant
of positronium in a manner so as to increase it by more than a factor of 2 in a narrow
temperature range from 200 to 355 K, is activated at temperatures above 200 K. A similar
effect has not been observeddnSiO,, where the temperature broadening of the central
and satellite positronium peaks in the temperature range 80—700 K is explained well by
the normal scattering of positronium by acoustic phonons.

0021-3640/99/69(3)/5/$15.00 231 © 1999 American Institute of Physics
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In the present letter we examine the role of umklapp processes in the scattering of
Bloch Ps by acoustic phonons in ionic crystals. It is shown that at temperatures above
which umklapp scattering becomes important it renormalizes the deformation potential
constant of positronium. The manifestation of this effect for Ps in Mghd «a-SiO,
crystals is analyzed.

Interaction of positronium with acoustic phonons with umklapp processes
taken into account We shall examine the interaction of Bloch Ps with acoustic phonons
on the basis of the Bardeen—Shockley deformation potential tffe®ince the Ps atom is
electrically neutral, we shall neglect the interaction of Ps with polar optical phonons in
AHCs.” Then the total Hamiltoniatincluding umklapp processedescribing the inter-
action of Ps with longitudinal acoustic phonons has the form

Hine= gg Va(@) 8y qs gk (bg—b ™) . (1)

Herea, (ay) are creatior(annihilation operators for a Ps atom with quasimomentkim
b;(bq) are creatiortannihilatior) operators for a longitudinal acoustic phonon with wave
vectorq and frequency(q), g is a reciprocal lattice vector of the crystal satisfying the
relation

k+g+g=k’, 2

wherek andk’ are quasimomentum vectors of positronium before and after scattering by
a phonon with wave vectay, respectively. The interaction matrix eleméff(q) has the
form*

T 2F,
Va(q)=2F4(q) <151/2|CO{ QT) |1S,,) = ( (@) @

1+(q ag/4?)?’
where the averaging extends over tfi&;,,) ground state of the relative motion of the
particles in the Ps atomn,is the radius vector of the relative motion, aaglis the Bohr
radius of positronium,

fi
Fa(q)=—IEq \/mm- (4)

where E, is the deformation potential constam, is the number of unit cells in the
crystal, andM is the total mass of the atoms in a unit cell.

The interaction1) consists of two parts. The term wigh=0 corresponds to normal
scattering by longitudinal acoustic phonons with the dispersion relation ordinarily ap-
proximated by a linear functiom(q)=uq, whereu is the average velocity of longitu-
dinal acoustic waves in the crystédee, for example, Ref.)8The term withg#0
describes umklapp processes. Since the quasimorkesmt@ k’ belong to the first Bril-
louin zone of the crystal, the conditig®) limits the number of nonzero vectogsover
which summation is performed. Actually, nonzero vectgrare vectors connecting the
center of the first Brillouin zone with the centers of the closest surrounding zones in
reciprocal space. The characteristic quasimomentum of thermalized positronium can be
estimated ak/(g/2)~10"2\T, i.e., the quasimomentum is small compared with its
maximum valueg/2 all the way up to temperatures of the order of several thousands of
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kelvins. This means that umklapp processes should be primarily due to scattering of a Ps
atom by phonons with large<{g/2) wave vectors. Then the suk-q in Eq. (2) exceeds

the limiting value, and a nonzero reciprocal lattice vegtanust be added to it in order

that the quasimomentukd after scattering once again be in the first Brillouin zone. This
means that umklapp scattering, physically corresponding to scattering by large angles
(~ ), has occurred.

Evidently, the wave numbers of the umklapp phonons can be approximated, to a first
approximation, by the constant-g/2. Their frequencies can be estimatgal the ap-
proximation of a simple cubic lattice with pericg) from the dispersion relation for
long-wavelength phonorfs:

2u

-a
w(Q)ZK a

SiN 7

: ©)

which for q=g/2= m/a gives the constanb, = 2u/a, corresponding to the characteristic
temperature

lehwl/kB<TD (6)

(herekg is Boltzmann’s constant arifl, is the Debye temperature of the cry$tabove

which the umklapp scattering contribution to the total scattering of positronium by acous-
tic phonons becomes substantial. Then the matrix eleméﬁ(q) of the part of the
interaction (1) that corresponds to umklapp processes can be assumed to be approxi-
mately constant and equal Vg‘)(q). Then, with allowance for Eq$1)—(5), the corre-
sponding HamiltoniaH i(,ﬁ‘t) describing umklapp processes assumes the form

HE#3=V;“>qu a) qrgak (bg—b'y) (7)

whereV¥ = — 2iE() \AI2MNw;, E(N'=E4qv is the analog of the deformation potential
constant for an umklapp processjs the number of nearest neighbors in the reciprocal
space, and the small contribution from the relative motion of the constituent particles of
the Ps atom is neglectddee Eq.(3)).

Renormalization of the deformation potential constant.In complete analogy with
the Hamiltonian(1), the mass operator Ps interacting with the longitudinal acoustic
phonons likewise consists of two parts:

(@) =3"(0)+3" (o), (8)

corresponding to normaB({") and umklapp E{")) processes. The umklapp contribution
in second-order perturbation theory in the interactionhas the form

S(0)=A" (0) =i T (w)

“[VS
q

N(wy)+1 n(w1)
0—Ey_qrg=ho;+i6 o0—Egiqigthio;+id)’

9

whereEy . q+¢= Ex+q=7%%(k+0)%/2M* is the band energy of P¥* is its band mass,
andn(w,) ={expfiw, /ksT)—1} ! is the Bose—Einstein distribution function of umklapp



234 JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 I. V. Bondarev

phonons. For the imaginary part of expressié)y which determines the damping of the
quasiparticle positronium state as a result of umklapp scattering, we have

I'Y(0)=alVY2D {(N(wy)+1) S(w—Ey_q—fiwy) +N(w1) Sw—Eyiqthor)}.
q
(10)
From Eq.(10) with w>%w;>#%%k?/2M* we obtain

Jo, (12)

wherep is the density of the crystal. Then the imaginary part of the total mass operator
(8) is

Egl) Z(ZM* )3/2n(w1)

'Y (w)=
: mh2p wq

(2M*)¥ 2T [ A UPES *n(wy)

M(@)=TM(w)+T' W (w)= o, 12
() =T @ T @)= = (B T Ve (12
where
ES(2M*)3%gT
IM(w)=—"———" o (13
whipu?

is the imaginary part of the mass operaﬁ)ﬁ’"(w) (see EQ.(8)), describing normal
scattering processédsee, for example, Ref. 5, where the substitutithp-2E4 must be
made in accordance with our definition of the interaction matrix elen@nand (4)).
Expression(11) can be rewritten in the form

Ef(2M*)¥%gT

T ()= e Vo, (14
where

E_\/E2+hu2Egl)2n(wl) = if T<T, s

N okaT | VEZF(UED wy)?, if T>T)

whence it follows that umklapp processes at temperatures above which they become
important renormalize the deformation potential constgnof positronium.

As we have said, the renormalization of the deformation potential conBtaof
delocalized Ps has been observed experimentally in a,Mgfstal at temperatures 200—
355 K and has not been observedirSiO, .°> A gradual increase d4 from 7.6/2 eV at
T<200 K to 16/2 eV atT>355 K has been detected in a MgErystal (the values
presented are a factor of two lower than in Ref. 5 in accordance with the notations
adopted in the present letter; see also the explanations fof18g. The experimental
results for Mgk can be easily explained from the standpoint of the model proposed
above. Indeed, in Mglthe temperaturd; estimated from Eq(6) is ~230 K (to obtain
an estimate the value of the largest lattice constant of tetragonal, MgF3.06 A,
a=4.64 A)° was substituted foa in Eq. (6)). The experimental data of Ref. 10 averaged
over the crystallographic directions were used for the speed of s@amthatu~7.1
X 10° cm/s). This means that an umklapp process is activated at temperatures
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T=200 K. According to Eq(15), the effective deformation potential constant of positro-
nium increases gradually frofy to \E2+ (UEQ w;)2. The value of the rati&!{"/ w,

can be estimated by comparing with experimental data for temperatures above 355 K.
This givesE{")/w,;~1x 1075 eV-s/cm. Further, ifw, is estimated in accordance with

Eq. (5) as w;~3x10"s™ %, then we obtain forE(" the reasonable valug{'~3

X 10° eV/cm. Estimates with a similar order of magnitude are obtained, for example, for
the coupling constants characterizing intervalley electron scattering by phonons in semi-
conductorgsee, for example, Ref. 11

The fact that renormalization of the deformation potential constant has not been
observed for positronium in-SiO, is probably due to the uncertainty in its value in this
crystal. In quartz the temperatufe, according to Eq(6), is ~170 K (data from Ref. 12
were used for this estimateThe value of the largest trigonal lattice constantefiO,
was substituted fom in Eq. (6), i.e., Umpklapp scattering should “renormalize” the
constante of positronium, starting at even lower temperatures than in Mdgfowever,
the uncertainty in the value d, in quartz is, according to Ref. 5, 1.4 e\E{=3.6
+0.7 eV in the notations of Ref,)5which is an order of magnitude worse than in MgF
Therefore an increase &, by a factor of 1.5—-2as happens in Mgl as a result of
Umpklapp processes could have been easily masked by the uncertainty in the vajue of
determined from the experimental data. In this connection, it would be extremely inter-
esting to repeat the experiments @nSiO, with a higher accuracy.
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A novel technique based on the pyroelectric effect is developed for
making direct measurements of the flexoelectric polarizafipm hy-

brid aligned nematic cells. The pyroelectric response is measured first
in the field-off regime and then with the bias field applied. The latter
allows a direct comparison d?; with the field-induced polarization
over the whole range of the nematic phase of the standard compound
5CB. The sum of the flexoelectric coefficients, ¢ e3) is shown to be
negative, and its dependence on the nematic order parameter does not
follow a simple law(linear or quadrati; as has been predicted theo-
retically. The dynamics oP; is discussed in terms of the order param-
eter fluctuations. ©1999 American Institute of Physics.
[S0021-364(99)01303-1

PACS numbers: 61.30.Gd, 77.#&, 77.84.Nh

Nematic liquid crystals are uniaxial media with a preferred direction of the molecu-
lar axes, called the directar. The states of the directar and —n are indistinguishable
(no polar axi$ and the nematic phase does not show spontaneous polarization. However,
a macroscopic polarization may be induced by deformation, namely, by a bend or splay
distortion of the director fieft?

P;=e;ndivn—ez(nXcurln) (1)

which consists of two terms with flexoelectric coefficieajsande;, related to the splay
and bend distortions, respectively.

Despite the fact that flexoelectric effects often manifest themselves in electrooptical
phenomena, defect formation, structural instabilities, eézgurate measurements Rf
are still a challenge to researchers because the polarization is, as a rule, screened by free
charge carriers and there is no simple way to switch it and observe polarization-reversal
currents as is routinely done in the case of ferroelectric liquid crystals. What is usually
measured is the converse effect: when an electric field is applied, the alignment of a

0021-3640/99/69(3)/7/$15.00 236 © 1999 American Institute of Physics
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liquid crystal becomes distorted. Since the pioneering work of Ref. 4, different tech-
niques have been suggested for measuring the flexoelectric coeffitigbist, in fact,

the accuracy of those measurements is influenced by a number of parameters involved
(dielectric anisotropye,, birefringence, elastic moduli, field inhomogeneity, gtend
additional problems arise in regard to determination of the sign of the dHscto the
collection of data, see Ref. 10

The aim of the present paper is to show how the temperature dependence of the
flexoelectric polarization may be measured directly to high accuracy in hybrid aligned
nematic(HAN) sandwich cells, which are often used in electrooptical experiments. An
experiment was carried out by a modified pyroelectric technique on the standard com-
pound 4-pentyl-4’-cyanobiphenybCB) for which, at present, no reliable experimental
data are availabl¥. For 5CB €,>0, and the sumd; +e5) is especially difficult to be
found from a converse flexoelectric effect due to the competing action of a strong dielec-
tric torque. In addition, our technique allows the measuremenB dfynamics on both
sides of the nematic—isotropic-liquid phase transition.

In a HAN cell the director is oriented homeotropicalglong the layer normal) at
one of two opposite limiting plates and homogeneoualpng thex axis) at the other.
Thereforen=(sind, 0, cos¥) with 4,=0 atz=0 anddy= w/2 atz=d, whered(z) is
the angle formed by the director with the norma) {o the plates, and is the layer
thickness. In this case, from E(l) we have:

do
P,=(—e,sir? 9+e;co¢ ) 47 2
1 do
P,=— E(e1+ ez)sin 2'&5 3)

The P, value averaged over cell thickness

€1

z_l d Z4,_ tes _ __e1+e3
<Pf>_ d Pde— 4d (cos Zﬁd Ccos 2190)—
0

2d

4

might be measured by a pyroelectric technique if the opposite plates are made of con-
ductive glasses. Indeed, by definition, the pyroelectric coefficientsislP;/d T, where

P, is the spontaneous polarization ahik the temperature. For a HAN cédf; takes the

place of P and, since the flexoelectric polarization vanishes in the isotr@piphase

(just asPg of a ferroelectric vanishes in a paraelectric phase temperature dependence

in the nematidN) phase may be found by integrating the pyroelectric coefficient starting
from a certain temperaturg well above the N—I transition:

.
Pe(T)= L_ y(TdT. ©)

In order to measurg(T) we have to change the temperature by a small amaint
and record a pyroelectric response, e.g., in the form of the volthgacross a load
resistorR shunted by the input capacitan€e The most convenient, dynamic regime of
measurements is based on heating a sample of Aat®aabsorbed light from a pulsed



238 JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Blinov et al.

laser'~13For a very fastin comparison wittRC) jump in temperature, by the end of the
laser pulsé, the pyroelectric voltage reaches a valu&Ty/C and then decays with the
RCtime constant:

(6)

On a longer time scalé), changes sign and, being much smaller, decays slowly with a
thermal time constant.

For v(T) measurements, the main difficulty comes from uncertainty in determina-
tion of AT, which depends on the absorbed light intensity and the heat capacity of the
liquid crystal layer. The latter problem is especially serious when one works in the
vicinity of the first-order N—I phase transitiour cas¢ In order to solve it we have
developed a novel procedure based on comparison of the pyroelectric response originat-
ing from P; with that resulting from the field-induced polarization, the latter serves as an
internal label for calibration. Indeed, when an external dc field is applied to a sample, the
field-induced polarizatiorP;= egxE is added to the flexoelectric polarization. The in-
duced polarization is temperature-dependent due to temperature dependence of the sus-
ceptibility x(T) and contributes to a total, field-dependent pyroelectric coefficient:

d(P¢+Py)

dx
ar Yi=y+ekE = (7

YT,E)= 3T

In our case, even for small fielde.g., 1 Vlum) y;> vy, and the measurements of the
field-induced response are very easy. The derivatj T=de/dT is obtained from the
independently measured dielectric permittivity. It is important #(@t) has to be mea-
sured on the same cell with the same voltage as was applied during the pyroelectric
measurements.

In our experiments, we used 10u2n and 20.5um thick HAN cells, prepared from
ITO covered quartz plates. The opposite electrodes were covered with polyinmidie-
rectionally rubbegland silane layers for the homogeneous and homeotropic orientation,
respectively. The cells were placed in a thermal jacket and irradiated by pulses of a
Nd-YAG laser(Spectron Laser Systéroperating in the continuous wave regiltveave-
length 1.064um, pulse duration,=100 us, frequency 5 Hz, average incident power 40
mW, spot of 5 mm diameter completely covering the 35 mm cell area Much shorter
pulses Q-switched regimet,=20 ns) were used to observe the kinetics of the response.
The light was partially absorbe@bout 38% by both ITO electrodes, providing a tem-
perature increment in the bulk about 0.05 K. The pyroelectric response was measured
with zero and—9V bias voltage by a digital oscilloscopdr€ 800 K?2). Dielectric
measurements were made in the same jacket with the same bias voltage using an imped-
ance analysefYokogawa-HP, model 4192A

The zero-bias pyroelectric response of a 20b HAN cell to a heating laser pulse
has a shape predicted by E§). The inset to Fig. 1 shows the temperature dependence
of the pulse amplitudésquares On cooling, at the I-N phase transition, the response
increases from some background value, shows a sharp maximum, and then decreases.
The signal is independent of the direction of irradiati@ither from the front or rear
electrodé and is positive when a homogeneously orienting electrode is grounded. This
means that positive free charges compensating for a light-induced decrease in the flexo-
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FIG. 1. Inset: Temperature dependence of the zero-bias pyroelectric response ofta2BAN cell (filled

squares and a 20um homeotropic cellfilled triangles. Main plot: Flexoelectric polarization of the same
HAN cell.

electric polarization are flowing through the load from the homogeneous to the homeo-
tropic electrode. Therefor®; is directed from the homeotropic to the homogeneous
electrode, and the sume{+e3) is negative, opposite to the results of Ref. 9. The re-
sponse of a reference cell with two homeotropically orienting electrodes is considerably
weaker(also shown in the same inset, by trianglasad changes sign from negative to
positive (in the nematic phagevhen the direction of light beam is reversed. Evidently,
there is a certain contribution to the response from the so-called surface polarization,
which is also responsible for the background response in the isotropic phase. The exist-
ence of a surface polarization has been discussed for many&#ansd the pyroelectric
technique proves to be a powerful tool for its investigation.

After subtracting the background and integrating the pyroelectric response over
temperature, we obtain the flexoelectric polarization, shown in the main plot of Fig. 1.
The sharp increase is consistent with a first-order phase transition. The absolute value of
P; was found with the help of Fig. 2, which shows the pyroelectric response of the same
cell with a bias voltage of-9 V applied. Now the amplitude of the signal is approxi-
mately 20 times higher. The signal comes from the temperature-dependent field-induced
polarization due to ddT; see Eq.(7). The temperature dependence of the dielectric
constant is shown in the inset to Fig. 2. The properly scaled derivatidd @5 shown in
Fig. 2 by the dotted line. The latter is close to the pyroelectric response, and the ratio of
the two gives a calibration curve that takes into account all of the unknown temperature-
dependent factors mentioned above. With this calibration curveP{i€) dependence
shown in Fig. 1 has been found. The maximum valu®pfs 1.27uC/n?. For another
cell of thickness 10.2um, the value ofP; found by the same procedure is uZ/n?.



240 JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Blinov et al.

' ' Ogm. | U=V
50 A 14 %% f=100kHZ
— 1 :.:é w 4 h
; 40- 1 P! _
a4 B ST
ol ini 10 clmmnm ]
5 304 o :
° Pl 25 30 35 40
o =‘ T (0)
° 20" :-D o i
~2 io
> H
E 101 P od -
vn. Ug;ﬂ;]:ﬂ:-lﬁp
2 O-EM % ........ &XD..8...000 i
-10 -5 0 5 10

T-T, °C

FIG. 2. Inset: Temperature dependence of dielectric constant at frequency 100 kHz for the sapre BIABI
cell with a bias voltage of-9 V applied. Main plot: Pyroelectric response with a bias voltage 6fV (open
squaresand derivative ddT scaled to compare it with the pyroelectric déttted ling.

The corresponding flexo-coefficients;(+e3) at 25 °C for the two cells are-53 pC/m
(1.6x 10 2 StatV) and—45.6 pC/m (1.4 10 ° StatV), respectively. For the second
(thinnep cell, the decrease ire{+e3) may be accounted for by a certain decrease in the
difference of the two director angles at the boundarigg; 9,<#/2, due to a finite
anchoring energy. Generally speaking, the accurack;ond (g;+e3;) measurements
(about 20% is mainly determined by the proper allowance for the surface polarization
background.

The sign of €, +e;) corresponds to that found earlfrbut the present absolute
value is almost an order of magnitude higher. The reason seems to be in the different
calibration procedures. The earlier calibration was based on a comparison with a ferro-
electric liquid crystal, which might exhibit a polarization screening effect under an ap-
plied bias voltage, and also had a different optical texture, resulting in additional light
scattering and quite different thermal propertigise new calibration is free of those
disadvantaggs Now we can also recalculate the flexoelectric coefficients for another
standard nematic, MBBA, from earlier pyroelectric measureméntge; +e;)=
— 24 pC/m. The negative sign and the magnitude are in agreement with the best data on
MBBA in the literature™®

To shed more light on the mechanism of flexoelectricity, we have plotted the flexo-
electric coefficients as a function of the orientational order paran&t€he linear and
quadratic dependences were predicted for the quadrdpatat dipolat® mechanisms.

We have taken the data on the order parameter from Ref. 16 and plotted in Fig. 3 the
(e1+eg) values for our 20.5um cell (from Fig. 1) as a function ofS. The linear depen-
dence may be seen only well below the N—I transition. Closer to the transition the slope
increases dramatically. Such a complicated behavior is not surprisinge remember
that 5CB molecules have flexible tails and forms dimers due to the cyano-group
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FIG. 3. Sum of the flexoelectric coefficients,(+e;) as a function of the orientational order parameter.

interaction. Qualitatively same results were obtained with dat8 @ken from Refs. 18
and 19.

Figure 4 shows the rise timeof the pyroelectric response to a 20 ns laser pulse. In
full analogy with a discussion of the soft-mode relaxation times for ferroelectric liquid
crystals?® 7 may be referred to as an intrinsic dynamic time of the substance. On the
assumption that angle, and 94 are independent of temperatu(@ and =/2), the
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FIG. 4. Temperature dependences of the rise time of the pyroelectric response to a 20 ns laser pulse.
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response time should correspond to dynamics of the flexoelectric coefficient dependent
solely on the nematic order parameter. Indeed, the Kerr-effect measurements in the iso-
tropic phase of 5CB near the I-N transittdrshow almost the same pretransitional
behavior. In our case the dynamics of the order parameter is easily measured on the
nematic side of the transition, which is difficult to do with other techniques. The inverse
time 7~ exhibits a Curie-type behavior with a slopel.6x 10 (sK) ! in the range
T.—T=2K.

To conclude, we have developed a novel technique based on the pyroelectric effect
for making direct measurements of the flexoelectric polarization in HAN cells. Impor-
tantly, calculations of the polarization and flexoelectric coefficients involve only two
easily measurable physical parameters: the pyroelectric response, and the dielectric per-
mittivity of the substance. An accurate determination of the sign and the absolute value of
the polarization has been performed on a standard nematic liquid crystal 5CB; the sum of
the flexoelectric coefficientsef +e3;) was shown to be negative-(63 pC/m at 25°¢C
with a sharp temperature dependence. The kinetics of the response reveals the dynamics
of the order parameter fluctuations on both sides of the N—I transition.
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acknowledge the financial support of the Russian Fund for Fundamental Re€geanh
98-02-1707) and the Ministry of Education, Science, Sports and Culture, J&peant-
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The structure of antiferro- and ferroelectric phases in chiral smectic
liquid crystals is studied on the basis of the theory of modes with a
short pitch. The existence of ferroelectric phases is explained both by
the characteristic incommensurability of short-pitch modes with respect
to the thickness of the smectic layer and by distortions of the short-
pitch antiferroelectric structure of a long-wavelength mode. It is
pointed out that the details of the short-pitch order can be observed in
resonant x-ray scattering. The fundamental features of the pattern of
such scattering in the phases considered are predicted.99® Ameri-

can Institute of Physic§S0021-364(09)01403-9

PACS numbers: 77.84.Nh, 77.80.Bh, 61.30.Eb

1. There exist several different theoretical approaches for explaining the observed
large number of ferro-, antiferro-, and ferrielectric phases in type-C chiral smectic liquid
crystalst™ For example, modifications of the Ising moti@l invoke relatively large
intermolecular interaction radii, the interactions changing sign as a function of the dis-
tance between the molecules. This can be explained physically by the large smectic
correlation lengthg, which are much greater than the lengtbf the molecules, and by
the competition between dipole—dipole and steric interactions. These models give a
qualitative understanding of the role of large-scale correlations, but they strongly limit
the freedom of possible orientations of the C director in the smectic plane. The “two-
layer’ modeP~" assumes a repeating unit cell consisting of two smectic layers. The
so-called clock mod&lassumes that the C director rotates by the same angle on passing
from one layer to another. In the proposed model with short-pitch m¢gess® the
antiferro- and ferrielectric phases are described as structures with definite sets of helicoi-
dal modulations. The wave number of such modes is close to a rational number of
smectic layers, and the number of possible modes is limited by the aforementioned
smectic correlations. The prediction of the structure of large families of observed phases
raised the question of the real molecular ordering in the new class of substances, and
clarity started to appear in this question only as a result of recent experifients.

According to the SPM model in neglect of weak chiral effects, in a region with

0021-3640/99/69(3)/7/$15.00 243 © 1999 American Institute of Physics
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characteristic siz& along thez axis of the crystal the dipoles can be oriented along
certain directions in the smectic plane with equal probability. This means that the ener-
gies of the corresponding states are equal and determine the leading term in the free
energy. Depending on the stacking of the molecules, these states can be described by the
distribution function exp@rk? with wave numberk=m/nl, wherem=1,2,... and
n=*xm,t(m+1),.... Thespatial periods of these structures!®m, where Z/m is an
integer, are greater than or equal to twice the thickness of the layers, but they must be less
than the correlation lengtly, i.e., k>1/¢& or nf/m<¢/l. Then we shall represent the
leading term in the energy as §m/ql). It vanishes aj=k and increases sharply for
g#k. For fixedm a SPM withn<mé/2l can indeed exist. However, if/m>¢/1, then
modulations with smalfj (similar to the standard optical helicoid in th& @hasg, for

which the leading term in the energy is proportionatifp must also be considered. The
corresponding calculatiohshow that the thermodynamically favorable wave numbers of
SPMs should differ somewhat from the correspondingThis incommensurability is

small and equals

g™~ 1 n|2v+ 10 Ma X
an = [ mfz ( ) nzﬂT ’ ( )
where v is the squared ratio of the correlation lengths along and perpendicular to the
crystal axis, whilea is a small chirality parameter.

The wave vector of a long-wavelength mod&VM) is given by
q.=lavimm\?, )

where \ is the longitudinal correlation length appearing in the chiral part of the free
energy and is close in magnitudedolt is obvious that the simultaneous existence of the

SPM and LWM should distort the ideal screw structure of the pure SPM. This will be
examined below.

Scattering of resonant x-ray waves makes it possible to observe directly the details
of the short-pitch order in liquid-crystal antiferro- and ferrielectrics. The results of the
latest experiment§ confirm the existence of short-pitch structures in these phases, show-
ing, specifically, that the period of the short-step structure is closé to the antiferro-
electric phase AF and tol 3and 4 in the ferrielectric phases FI1 and FI2, respectively.
Analysis of the heights of the resonance scattering peaks, performed using Dmitrienko’s
approach?! showed that the results obtained cannot be attributed to the structures pro-
posed by the Ising model. At the same time, it was correctly concluded in Ref. 10 that the
so-called clock structures, which are essentially pure SPMs, can produce the observed
scattering pattern.

The steric interactions between molecules occupying neighboring layers strongly
depend on the relative orientation of these laye¥sr this reason, a strong change in the
relative azimuthal orientation along tlzeaxis should lead to the appearance of a super-
layer periodicity in the density wave. The absence of nonresonance peaks corresponding
to such a periodicity in experiments shows that, in a certain sense, all layers are subject
to virtually identical conditions. This provides another argument against the “Ising”
structures, indicating at the same time that in the phases studied the distortion of the
SPMs by a long-pitch helicoid is small.
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a)

FIG. 1. Three-layer unit cell of a triple SPM. The arrows show the projections of the director ay {hlane
in three successive layers:ure SPM, b SPM in the presence of a weak LWi(the broken arrows correspond
to unequal projections of the director in an antiferroelectric $RMtriple SPM in the case of a strong LWM
(a structure close to an “Ising” structure

2. Thus the unit cell of a smectic with short-pitch order consistiNdéyers. The
azimuthal component of the C director in thid layer of a cell makes an ange; with
the azimuthal component in the first layer. In a pure SPM undistorted by a LWM,
because the average dipole momentsf molecules in a layer make a fixed angle with
the C director of the layer, the polarization in the unit cell is completely compensated and

V. =(s—1)27/N. 3)

In studying the structural details of a SPM distorted by a relatively weak LWM the latter
can be reduced to a displacem@&himposed on the initial structurgs). This displace-
ment, specifically, gives rise to an uncompensated polarization in the unit cell, i.e., to
ferrielectricity. Then, under the condition that the thickness of the smectic layers remains
the same, the angle¥, experience small changes. The corrections to them which are
linear inD can be expressed as

2D |
A\Ps:_?sm(\l,s_ ®p)s (4)
where E is the tilt angle of the molecules andp is the azimuthal angle of the
directorD.

As an example, let us consider the distortion of an SPM With3. In the absence
of a LWM, the projections of the director of the layers in a unit cell onxkiglane form
a three-ray star with different anglés;, as shown in Fig. 1a. When the displacemdhts
are superposed, the director in the layers rotates Fig. 1pin such a way that the rays
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FIG. 2. Two-layer unit cell in a double SPM: a— pure two-layer SPM, b— same in the presence of a LWM.

of the SPM(dotted ling are unequal but the observed total projections of the director
(solid arrows are equal, which indicates that the tilt angle of the molecules in the layers

is the same and therefore the layer thicknesses are the same. Figure 1¢c demonstrates the
hypothetical situation of a strong LWM, where strong deformation of the unit cell occurs
and the structure of the cell becomes similar to an “Ising” cell.

An undistorted SPM withN=2 is shown in Fig. 2a. If the displacemebt is
perpendicular to the initial direction of the rays, then a cell can deform in such a way that
the thickness of the layers remains the sdfig. 2b). It is obvious that it is not possible
to ensure the same thickness for all layers for other orientations of the cell relative to the
displacemenD. This is unfavorable from the standpoint of the high elastic energy. For
this reason, a two-ray star should rotate alongzlais so as to remain approximately
perpendicular to the vectd.

3. To determine the possibilities of resonant x-ray scattering for investigations of the
details of the short-pitch order, let us consider a layered medium whose unit cell is
described above. The incommensurability of the structure can be taken into account by
assuming that theth cell is rotated by an angk$ around thez axis relative to a certain
zeroth cell ands=NI68g. Then the x-ray susceptibility assumes the form

©

X@D= 2 Rix"(z+INDR 5, (5)
whereli‘p is a matrix representing rotation by the angleround thez axis,)}“‘:(z) is the
susceptibility of the unit cell

N

X@)= 2 RyxO(z+shR v, (6)

and 5((0) is the susceptibility of a single smectic layer.
The Fourier transform of the functiof)
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oo N
x@= 2 2 extial(IN+5) IRy . ox (DR w15 ()

after transformations of the matrix product decomposes into terms corresponding to the
isotropic part of the susceptibilitiwhich contributes to the nonresonant scatterimgd

terms determined by the anisotropy g, which is large only near the resonant fre-
quencies and contributes to resonant scattering. Following the notations adopted in Ref.
11, it is convenient to classify the latter according to the dependence of the scattering
intensity on the polarization of the incident wave. Thus, type-I scattering does not depend
on the polarization, while type-Il scattering does depend on the polarization.

The resonant scattering peaks are found to lie at
Q=t/IN—M(8/27N), (8)

whereQ=ql/27, andM = £1,=2. The peaks witltM =1 have type—I properties, while
the peaks witiM =2 have type-Il properties. The dependence of the heights of the peaks
on the structure of the unit cell is given by the coefficients

N 27t
> ex =S IMYs

s=1

2

Sw= (9)

The incommensurability is small and is omitted in Eq9). Much more important is the
fact that it determines the fine structure of the peaks, which in the general case are split
into four peaks.

Analyzing expressiof9), it is easy to see that the existing experimental data, which
do not give any information about the fine structure and polarization properties of the
peaks, are inadequate to determine the structure of the unit cell, specifically, the set of
anglesW¥. It is important only to eliminate certain types of cells, as happens with
“Ising” structures with N=4, for which expression9) gives either no peak®=K
+1/2 (K is an arbitrary integeror equal intensities of all resonant scattering peaks. Both
contradict the experimental data obtained in Ref. 10.

It is clear that the study of the fine structure of the peaks together with polarization
observations will give much additional information. As an example, we can consider the
double splitting, observed in the experiment of Ref. 10, of the half peak in an AF phase
with N=2. Since

SKt=4sik(V,/2), SK'l=4sif¥,, (10)

the presence of a doublet gives unambiguodsly- 7. It is also possible to predict that
the doublet belongs to type-1 scattering.

Relation(3) holds for a pure SPM. Then the quantiti€s are different from zero
only for t=KN+ M, which gives the position of the peaks as

_K+M |\/|—6 11
Q= N T2aN° (1)

For phases wittN=3 this means double splitting of the peas=1/3,4/3... into
type-l peaks withM=1 and type-ll peaks withM=-2, while the peaksQ
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=2/3,5/3,... decompose into doublets wh=—1 andM=2. If N=4, then there is
not enough time for the peak3=K * 1/4 to split, while the peak® =K+ 1/2 decom-
pose into doublets witiv = = 2.

The interaction of a SPM with a long-pitch helicoid distorts the screw symmetry of
the pure SPM. Comparing expressiqii$ and (2), it is easy to see thai, <6q. There-
fore the rotation of the displacement vecrcan be neglected in view of the incom-
mensurability. To estimate the corresponding changes in the scattering pattern, we can
consider the case of a weak displacement, in which case the rel@jidmolds. On
account of incommensurability, the unit cells are turned by different angles relative to the
displacement, so thatp= —t4, if the first layer in the zeroth cell is oriented aloby

The corresponding changes W give rise to corrections to the susceptibility. A
theoretical analysis shows that this correction leads to scattering peaks at the(§oints
but this time withM=*+1,+2, and=* 3. Moreover, here the peaks wiM=*2 are of
type I, while the peaks wittM = = 1,+ 3 are of type II. The intensities of these peaks are
low, since they are proportional td(=)?. Ultimately, a small distortion of an SPM
results in slight changes in the polarization behavior of the scattering peaks. It is impor-
tant that in structures withi=4 such a distortion should lead to the appearance of new
small type-Il peaks, corresponding kb= = 3. Therefore measurements of the fine struc-
ture and polarization dependence of resonant x-ray scattering peaks should give new
information about the details of short-pitch azimuthal order. Similar experiments in an
external electric field would also by very useful.

The proposed semiphenomenological model explains the presence of diverse fami-
lies of ferro-, antiferro-, and ferrielectric phases in new liquid-crystal materials. It differs
from other models in several respects. Specifically, the conventional expansions of the
inhomogeneous part of the free energy in powers of small wave numbers are unsuitable
here because of the presence of SPMs in such liquid crystals, but expansions in the small
incommensurability of the superlattices under discussion are physically justified. The
main physical parameters controlling the families named are the chiraliand the
smectic correlation length. The existence of ferrielectric states could be due to both the
above-mentioned incommensurability of the SPMs and the actual coexistence of SPMs
and LWMs. Chirality, which determines the incommensurability of the SPMs, gives rise
to splitting of the x-ray scattering peaks, the splitting being greater than that produced
only by the twist structure of LWMs. Strong LWMs should give rise to strong orienta-
tional deformation of the unit cell, so that the cell could approximate an “Ising” cell,
giving additional features in the distribution of the molecular density.

The observetf “family” (2, 3, 4 is one possible family in the model considered
and corresponds to the choioe=2; n=—2,3,—4. The splitting of the x-ray peaks is
(a/n)? in order of magnitude and is maximum for the SPM witk: — 2, i.e., for the
mode with the shortest pitch. For largghe model predicts a smaller splitting and larger
broadening of the peaks, the latter being due to the higher probability of observing SPMs
with wave numbers of both signs.

We thank the Russian Fund for Fundamental Research for supporting this work
(Grant No. 98-02-16802 We thank R. Pindak and V. Dmitrienko for a fruitful discus-
sion of the experimental data and the theoretical aspects of the problem.
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A study is made of the Feter energy transfer from an excited semi-
conductor quantum dot to an organic material surrounding the dot. A
guantum-mechanical microscopic description of a Wannier—Mott exci-
ton in a quantum dot is employed together with a macroscopic descrip-
tion of the organic medium. The calculations show that for 11-VI semi-
conductors such transfer can occur in a time of the order of tens of
picoseconds, which is much shorter than the lifetime of an excitation in
a quantum dot in the absence of transfer. Therefore, just as for quantum
wells, the energy transfer mechanism considered can be a quite efficient
means for pumping organic sources of radiation. 1@99 American
Institute of Physicg.S0021-364(09)01503-7

PACS numbers: 73.20.Dx, 61.46w

1. Hybrid nanostructures based on semiconductor and organic materials with close
exciton energigshave been studied in various configurations, and it has been predicted
that they should possess a number of advantages over the conventional, purely organic or
purely inorganic, nanostructurés® These configurations can be divided into two groups.

In the first casgstrong coupling the characteristic dipole—dipole resonance interaction
energies of Wannier—Mott excitor(én a semiconductgrand Frenkel excitongin an
organic materiglare greater than the widths of the corresponding levels. This leads to the
appearance of elementary excitations of a new type, which are a coherent superposition
of two types of excitond=>® It has been shown that nonlinear optical effects should be
greatly intensified in such systems.

In the second caséweak coupling the level widths are much greater than the
resonance interaction energy. This is characteristic for many organic materials. In this
situation dephasing processes destroy the coherent superposition of excitonic states and
incoherent energy transfer occurs from the subsystem where dissipative processes are
slow (donop to the subsystem where dissipation is rafadcepto). This corresponds to
the Faster picture. The case where the donor is the semiconductor part of the structure

0021-3640/99/69(3)/5/$15.00 250 © 1999 American Institute of Physics
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and the acceptor is the organic part is currently of greatest interest. If the transfer time is
shorter than or of the order of the lifetime of a Wannier—Mott exciton, then a large part
of the energy can be transferred from the semiconductor to the organic material. This will
make it possible to combine the comparatively good transport characteristics of semicon-
ductors(pumping them, for example, electricallwith the high light-emission capability
characteristic of organic materials. Calculations performed for a planar geo(setny-
conductor quantum well coated with a layer of an organic accéptbave shown that

such energy transfer can indeed be quite efficient.

One type of semiconductor nanostructures which have been actively studied in the
last few years are quantum ddtee Ref. 8 and the literature cited thejeln the present
letter we shall analyze Tster energy transfer from a quantum dot to organic material
surrounding the dot. For simplicity, we consider a spherical quantum dot and we employ
the effective-mass approximation to describe the Wannier—Mott exciton. For the organic
subsystem a macroscopic description where a permittivity is introduced is completely
satisfactory, since in an organic material the characteristic distances over which fields
vary are much larger than the intermolecular distances.

2. The subsequent analysis was performed for a nanostructure where a spherical
quantum dot with radiu®; and permittivitye is surrounded by a concentric semicon-
ductor barrier with outer radiuR, and the same permittivity, while the material outside

the barrier is surrounded by organic material with permittivéty The permittivity &
includes only the contribution from higher resonances with respect to the excitonic reso-
nance under study, and we assume thist real. The permittivitye, however, is the total
permittivity of the organic material and is substantially complex.

The general scheme for calculating the rate ofsker energy transfer in a hybrid
nanostructure is described in detail in Refs. 4 and 5. In our case this transfer rate can be
found by calculating the Joule losses of the electric field that is produced by the excitonic
polarization of a quantum dot in an organic medium.

Let an exciton with energyiw be described by the envelope of the wave function
(re,rp), and letd*c be the matrix element of the electric dipole moment between Bloch
functions of the valence band and the conduction band. The matrix element of excitonic
polarization in the quantum dot is

P(r)=d"® ¢(r,r). ()
The electric fieldS(r) corresponding to this polarization can be found from the Poisson
equation for the potentiap(r):

e(r)V2p(r)=4m V-P(r), 2

wherezs(r)=¢ for r<R, ande(r)=¢ for r>R,, with appropriate boundary conditions
atr=R,. Knowing the electric field, we can calculate the power dissipated in the organic
material(Joule losses’

Im’s(w)
w=2"29 2‘;“’ Jr>R2|6(r)|2d3r. @3)

Hence we find that the rate of energy trangfbe reciprocal of the transfer time given
by the expression
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3. In our spherical geometry the states of an electron—hole pair can be classified
according to the values of the total angular momentum of the electron and hole. We shall
assume that the electron—hole pair occupies the lowest excited state. In this state the total
angular momentum is zero, and therefore the functign,r) is spherically symmetric
andP(r)=P(r). Orienting thez axis parallel to the vectai’®, we obtain for the charge
density

aP(r)

p(1)==V-P(1)=~ ——==p""(1) Y1(0). ©®)

HereY ¢ #)cos is the spherical harmonic with=1 andm=0 that is obtained when

a spherically symmetric function is differentiated with respect.tdexpanding the po-
tential ¢(r) in the organic material, where there are no charges, in terms of multiffoles,
we see that only the dipole term, which is proportionalrtg( 6), will be different from
zero. Therefore the potentigh(r) in the organic medium is formally identical to the
potential of an effective point dipole with dipole momeast":

$()=(p"-r)/er. (6)
Calculations similar to those in, for example, RefiGhapter 1 show that

3s (R
peff= 8~f 2P(r)47-rr2dr. 7)
e+2eJo

Substituting the field of the dipole into E¢4) we obtain

1 Ime 14Ime
= 243 - eff|2
T 2k LRZIE(r)I dr=+ 352R§||0 |%. 8

4. The wave functionf(r.,r,) of an exciton is determined by two interactioits:
the electron and hole confinement potential, which we shall assume to be infinite for
r>R; and zero for <R; and(ii) the electron—hole Coulomb attraction. These interac-
tions correspond to the following characteristic lengiRs:— the radius of the quantum
dot andag — the Bohr radius of an exciton in a macroscopic three-dimensional semi-
conductor. The problem of solving the two-particle Schinger equation for an arbitrary
ratio of R, andag is quite difficult(see, for example, Ref. 1lbut the situation simplifies
substantially in two limiting cases.

If R;>ag (weak confinementthe splitting between the levels in a spherical well is
much smaller than the binding energy of a three-dimensional Wannier—Mott exciton. In
this case the latter can be assumed to be a rigid particle moving in a spherical well. The
variables corresponding to the relative motion of an electron and a hole and the motion of
the center of the mass effectively separate, and the wave function factorizes. Then

1 sin(wr/Ry)
2R, r '

1
1//(r,r)=\/?)(0(r), Xo(r)= 9
B

The corresponding dipole moment is



JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 V. M. Agranovich and D. M. Basko 253

3/23:,_; dve

e+2s

eff __ 1

p__

v

2R,

ap

(10

If, however, R;<<ag (strong confinemeint then the Coulomb interaction can be com-
pletely neglected, and the wave function of the exciton will be simply the product of two
(identica) single-particle electron and hole functions:

P(re,rn)=xo(re) Xo(rn), (1)
and the corresponding dipole moment will be

p=3% d%/(e + 2¢). (12)
The energy transfer rates in the limiting cases indicated above are
1 96Ime 1 |d"°?(R;\® 1 12Ime 1 |d*c?
T et 252 h a3 R_z) Rz, = mph g (%)
(13)

To obtain a numerical estimate we shall employ the typical parameter values for the
elements of I1-VI compound¢for example, ZnSg? and organic substances used in
similar experiment$® ag=50 A, d"°~12 D, =6, ande =4+ 3i. ForR,=1.5R, these
parameters give a transfer time=20 ps, and the time, is even shorter. This estimate
shows that the energy transfer time is much shorter than the exciton lifé¢iimereds of
picoseconds in lI-VI semiconductgmetermined by all the other processes in a quantum
dot.

In summary, the energy transfer mechanism considered above, just as in the case of
quantum well$:®is quite rapid and makes possible the transfer of a substantial part of the
energy from a semiconductor quantum dot to the organic molecules surrounding the dot,
with possible subsequent deexcitation of the dot. The possibility of using electrical pump-
ing of quantum dotgsee, for example, Ref. 14 and the literature cited th¢raekes this
energy transfer mechanism interesting for applications as well.

This work was supported by Grant No. 97-1074 of the Ministry of Science of the
Russian Federation Program “Physics of Solid-State Nanostructures.”
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Tunneling between parallel two-dimensional electron géa23BEG) in
accumulation layers formed on both sides of the single doped AlGaAs
barrier are examined in both zero and high magnetic field. Accumula-
tion layers are separated from hightydoped contact regions which
freely supply electrons to the 2DEGs via 80 nm thick lighthkgoped
spacer layers. Strongly oscillating current with magnetic field along the
2DEGs is absent in this arrangement. Without magnetic field resonant
tunneling between 2DEGs with different as grown electron concentra-
tion could be settle by application of external voltage bias. High mag-
netic fields ¢<<1) shift resonant tunneling to zero external bias and
suppresses tunneling current, creating wide gap in the tunneling density
of states at the Fermi level arisen from the in-plane Coulomb interac-
tion in the 2DEGs. ©1999 American Institute of Physics.
[S0021-364(99)01603-3

PACS numbers: 71.10.Ca, 73.50.Jt

It has been found during the last deciidehat both resonant and many-body effects
play essential roles in tunneling between parallel two-dimensional electron gases
(2DEGS. The resonant tunneling between different two-dimensid2B) subbands as
well as inter- and intra-Landau-level tunneling in a magnetic field normal to the 2D plane
have been thoroughly investigated in an earlier wtkhas been showfthat an in-plane
magnetic field also strongly influences the resonant tunneling between two 2DEGs, as it

0021-3640/99/69(3)/7/$15.00 255 © 1999 American Institute of Physics
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requires the conservation of both energy and in-plane momentum. The so-called Cou-
lomb gap induced in the tunneling density of states by a magnetic field has been observed
for equilibrium tunneling between 2D electron systéffisas the suppression of the
tunneling current by a magnetic field and has given rise to intensive theoretical
discussion§ ' There is general agreement that the observed suppression is related to the
in-plane Coulomb correlation between 2D electrons in a high magnetic field. Another
manifestation of the Coulomb correlation has been found in double-barrier resonant tun-
neling device$ as a shift of the resonance current peak to higher bias voltage in a
magnetic field. In spite of the large number of works there are still some contradictions
even between the experimental findings of the different groups, and it seems that the
current understanding of the phenomena is far from clear.

In this letter we present results of tunneling current measurements on single doped
barrier GaAs/AlGaAs/GaAs heterostructures at liquid helium temperatures and in mag-
netic fields up to 23 T. In this kind of structures two-dimensional electron accumulation
layers are formed on both sides of the barrier due to its donor doping and are separated
from highly n-doped contact regions by lightly-doped or undoped spacer layérs.At
first glance our sample resembles a system in which two sequential 2D electrons planes
are inserted between three-dimensional contact layers with a generally unknown potential
distribution along the current flow under external bias. To avoid this problem it is nec-
essary to design the structure in such a way that the external voltage will drop mainly
across the(AlGa)As barrier. It gives one a sample where 2D and 3D systems are in
thermodynamic equilibrium on each side of the barrier, with a free supply of electrons to
the 2DEG accumulation layer from the parallel planar contact layer under arbitrary ex-
ternal bias. By thorough capacitance—voltage measurements on samples prepared from a
number of wafers with different growth parameters, we selected a structure which satis-
fied the condition of thermodynamics equilibrium between the 2D accumulation layer
and the highly doped contact region. The main criterion for this selection was that the
capacitance be independent of the applied bias and be approximately equal to the geo-
metrical capacitance of the barrier. In this letter we present only results obtained on the
selected samples and actually related with tunneling between 2D electron systems. The
arrangement of the structure used essentially distinguishes our measurements from pre-
vious papers®~®in which strongly oscillating currents along the 2DEGs in the magnetic
field were not excluded from the experimental arrangement. Without a magnetic field the
resonant tunneling between 2DEGs with different as-grown concentrations could be
settled by application of an external bias voltage. We have found that high magnetic
fields (¥<1) shifts the resonant tunneling to zero external bias due to the pinning of the
last Landau level in each 2DEG by the contact-layer chemical potential. This prompts us
to study the magnetic-field suppression of the equilibrium tunneling between 2DEGs in a
purely vertical arrangemeriho current along 2DEGsand compare our results with
recent experimental observations of the magnetic-field-induced Coulomb gap in the tun-
neling density of state%®>’ We have found a linear dependence of the gap parameters on
magnetic field, in agreement with findings of Ref. 5, which are in contradiction to the
results of Refs. 4 and 7, where a significantly weaker dependence of the gap width on
magnetic field was found.

The samples were grown by molecular beam epittMBE) on a (100-oriented
Si-dopedn™-type GaAs wafer Iy=2x 10" cm™3). The structure consistén order of
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FIG. 1. Schematic band diagram of the structure under zero Bjpsand Eg define the ground states of the
2D accumulation layers, and is the chemical potential along the structure under equilibrium conditions.

growth) of a Si-doped, 50-nm-thick GaAs layeN§{=5x 10" cm™3); a 70-nm-thick
lightly doped GaAs layerNy=2x 10 cm™3); a 10-nm-thick layer of undoped GaAs; a
5-nm-thick Al Ga, 7As undoped barrier layer; a 10-nm-thick Si-doped Ma, -As bar-

rier layer Ng=6x10 cm~3); a 5-nm-thick A} sGa -As undoped barrier layer; a
10-nm thick undoped GaAs layer; a 70-nm-thick lightly doped GaAs lay&r=(2

X 10* cm™3); a 50-nm-thick GaAs layemNy=5x 10 cm 3%); a Si-doped, 50-nm-thick
GaAs layer Ng=5%10 cm %); and a GaAs cap layeN,=1.5x 10'® cm %), which

was 300 nm thick. To fabricate Ohmic contacts an AuGe/Ni/Au metallic film was evapo-
rated on then™ -type GaAs cap layer. Mesa structuf@80 um in diametey were defined

by wet etching2 um depth using a metal mask. A second Ohmic contact was prepared
on the back side of the wafer by In soldering. A standard annealing process (400°C,
2 min in a N, atmosphereproduced good Ohmic contacts (18-10 °Q-cm 2). A
schematic band diagram of the structure under zero bias is shown in Fig. 1.

The current—voltagdl—-V) characteristic of this structure demonstrates negative
differential conductancéNDC) (indicated by arrow “a” on Fig. 2 at negative bias
without a magnetic field and some features at positive tdaow “b” on the same
figure) at 4.5 K. We argue that, as in Ref. 1, the current peak followed by a NDC region
is due to resonance between the ground states of the 2[E®stransition and that the
rapid increase in the current at around 12 mV of positive applied bias is due to resonance
between the ground state of one 2DEG and the first excited state of the othé@-dhe
transition). The accumulation layers have different as-grown electron concentrations.

We estimated the 2D electron concentrations and the electron mobility in the layers
from the measured |-V curves and the Shubnikov—de Haas-like oscillations of the tunnel
current with magnetic field. For this estimation we used the procedure described in Ref.
6 and found the 2D electron concentratioNsp_ ;~3x 10" cm™2 and N,p_,~1.8
X 10' cm™~?, and the estimated mobility is about 40 0007 s~ 2.
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FIG. 2. Current—voltage characteristics in the absence of magnetic field and and in different magnetic fields up
to 23 T. The magnetic field step between the curves is 1 T. All the curves except the 23 T curve are shifted
vertically for clarity. Arrows “a” and “b” indicate features on the |-V curve in the absence of magnetic field
(see text for details

Figure 2 shows how the I1-V curves are transformed in a magnetic field parallel to
the current. For fields smaller than 12 T the curves have quite complicated forms which
can be described in principle with an interplay of the resonance tunneling between dif-
ferent Landau levels, taking into account also the existence of two-dimensional subbands
with higher indices and the self-consistent redistribution of the electrons between accu-
mulation layers as the density of states is modulated by the magnetic field.

In this letter we concentrate on a discussion of the behavior of the |-V curves in
magnetic fields greater than 14 T, leaving the discussion of the lower magnetic field
range to a future publication.

In a magnetic field parallel to the current greater than 14%€{) the I-V charac-
teristics are drastically changééig. 2). Now the NDC appears at both voltage polarities.
We assign this behavior to the magnetic-field-induced resonance at zero voltage. Indeed,
when only one Landau level is occupied in both electron layers the Fermi level in the
contact regions pin the Landau levels, and both 2DEGs, in spite of the different electron
concentrations, are brought into tunneling resonance. We note that no spin splitting has
been observed in our structures. The |-V characteristics in a magnetic field with the
current suppressed around zero bias are similar to those which were observed in Refs. 3
and 5 but are asymmetrical. The suppression is more obvious from Fig. 3a, which shows
the I-V curves for 4.2 K and 10 K in a magnetic fid8d=20 T. For comparison, Fig. 3b
shows part of the same curves in the absence of magnetic field; this clearly demonstrates
that the influence of temperature on the simple resonant tunneling between 2DEGs is
very small. Previousfythe current suppression around zero bias and the wide current
peaks at higher biases were interpreted as a manifestation of a gap in the tunneling
density of states, with broadened final states around the gap.

To characterize the gap in our experiments we chose the positions of current peaks
and differential conductance maxima on the voltage scale as the gap parameters. Figure
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FIG. 3. a: Current—voltage characteristics in a magnetic field of 20 T for different temperatures: 4.2 K — solid
line, 10 K — dotted line; b: the same in the absence of magnetic field.

4 shows that all of these parameters have linear dependence on magnetic field, and from
these dependences the dependence of the gap on magnetic field could be described as
A/2~(0.14+0.02)h ., Wherefiw.=7eB/m* is the cyclotron energy. We also used
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FIG. 4. Position on the voltage scale of the current peaks and differential conductance maxima as a function of
magnetic field. Squares represent the positions of the current peaks, and circles are used for the positions of the
differential conductance maxima. The filled squares and circles are for negative bias, the unfilled for positive
bias. The averaged dependence of all the data on magnetic fielddsl4+0.2)h .. The straigt lines are

shown only as a guide for the eye.
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10% onsets of the current to estimate the gap width. It is a few mV for both positive and
negative bias and is the same order of magnitude as the Coulomb interaction energy in
the 2D layers.

Before comparing our results with the findings of the previous stéidiésis worth-
while to make some prefatory remarks. The cause of the appearance of the gap in the
tunneling density of stateg®OS) is as follows. In a strong magnetic field normal to the
2D plane, when the Landau level filling factor=hn/eB is less than unity, it is assumed
that an electron traverses the tunnel barrier between the 2DEGs in a much shorter time
scale than that for the rearrangement of the charges around the injected electron
around the hole left behind in the emitter layeThe energies of the injection and
extraction processes create a gap in the tunneling DOS. Many-body theories®redict
for a fixed filling factorv<1 the width of the energy gap is approximately&/4mzl g
(wherelg= J#i/eB is the magnetic lengih or, if the electron liquid forms a regular
lattice? the gap energy in the classical limitéd/4mea (wherea=\/n is the interelec-
tron spacing within the laygrAt a fixed filling factor both predicted forms for the gap
have the same/B dependence on the magnetic field.

Eisenstein and co-workérargued from tunneling measurements on samples with
different barrier widths that the high-field gap energy is mainly determined by the in-
plane Coulomb interaction, modified by an interlayer excitonic binding energy. The form
of the gap used to fit their data was-=f(v) e’/4mea—0.4e?/4med, wheref(v) is
some universal function of the filling factor, anids the quantum well center-to-center
separation.

Contrary to the findings of Eisensteiat al>* and the predictions of existing
theories>® Brown et al® found a linear magnetic-field dependence of the gap,
~0.44hw., which was observed both at fixed filling factors and at constant carrier
density. They measured gaps of comparable energy in samples with a lower mobility but
otherwise similar to those used by Eisensteliml. — GaAs/AlGaAs double-layer struc-
tures with additional gates to permit independent control of the electron concentration in
the layers. In addition, at a fixed magnetic field of 16 T they did not observe noticeable
changes in the measured |-V curves when the electron concentrations in the layers were
varied from 1 to 3 10* cm 2 (see Fig. 3 in Ref. 6

Lok et al,” by measurements on differetklGa)As double-barrier resonant tunnel-
ing devices, found that a&t=0 the additional energ, required for resonant tunneling
in high magnetic fields increases with increasing electron concentratiothe 2DEG of
the emitter from 0.7 to 3010 cm 2 and can be described by a dependefge
= Be?/a~nY? (B~0.6—0.8). An additional magnetic-field dependence of the entrgy
for a single device exhibited saturation fe«< 1. The results at least qualitatively agree
with those obtained by Eisenste al* but contradict the findings of Browet al®

Our samples have a serious restriction since we were not able to change the electron
concentration in the accumulation layers. Nevertheless, Bretwval. mentioned in their
paper that the same results as for equal concentration were obtained in measurements of
the magnetic-field-induced suppression for different electron concentrations in the layers.
This allows us to compare our results at least with the findings of Brewai.

Our results imply a linear dependence of the gap on magnetic field).2& o,
which is similar to the resul~0.44w. given in the paper of Browret al® The
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tunneling gap found by Eisenstedn al.* on account of the prefactdfv), also depends

on the magnetic field at a constant electron concentration. However, as can be seen from
Fig. 1 of Ref. 3, this dependence is weak and does not exteed.03 w.. The main
difference between the Eisenstein and Brown samples is the difference in the quality of
the 2DEGs. In the Eisenstein experiments the 2DEGs jaBx 10 cn? V=1 s71,
whereas in the Brown experiments the mobilities were anty10° cn? V-1 s, In our
samples the mobility in the layers was~4x10* cn? V™1 s71. It is difficult to judge

about the 2DEG mobility in the resonant tunneling devices of Ref. 7, but it should be
noted that tunneling gap induced by the magnetic field was investigated in that study
under far from equilibrium conditions. The magnitude of the gap in all experiments is of
the order of the Coulomb interaction energy in the layers.

From the above comparison it could be supposed that microscopic inhomogeneities
and disorder not only determine the mobility in the 2DEG but also influence the
magnetic-field-induced gap formation in the tunneling density of states, giving rise to a
different dependence of the gap on magnetic field in comparison with the case of high-
quality two-dimensional electron systems. As far as we know this influence has not yet
been considered theoretically.

Thus we have for the first time investigated the equilibrium tunneling between
2DEGs in a high magnetic field in a structure with purely vertical transport. A high
magnetic field induced resonant tunneling between 2DEGs with different electron con-
centration at zero external voltage bias via pinning of the last Landau levels by the Fermi
levels in the contact regions. This gave us an opportunity to investigate and compare our
data concerning suppression of the tunneling current by a high magnetic field near zero
bias with the results of previous studies.

This work was supported in part by the National program “Physics of Solid-State
Nanostructures”(Grant 97-105Y, PICS-CNRS(Grant 628, INTAS-RFBR (95-849,
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A theoretical model of a rough surface indavave superconductor is
studied for the general case of arbitrary strength of electron scattering
by an impurity layer covering the surface. Boundary conditions for
guasiclassical Eilenberger equations are derived at the interface be-
tween the impurity layer and thitwave superconductor. The model is
applied to the self-consistent calculation of the surface density of states
and the critical current ind-wave Josephson junctions. @099
American Institute of Physic§S0021-364(19)01703-X]

PACS numbers: 74.80.Dm, 73.25.

Understanding the transport properties of surfaces and interfaces in high-
temperature superconduct@ksTS) is important for correct interpretation of experimen-
tal data and for applications of these materials. Up to now surface peculiarilesane
superconductors were extensively discussed in the framework of theoretical models based
on quasiparticle reflection from specular interfat&sThe influence of surface roughness
in this approach was studied by the Ovchinnikov methadmely, by introducing a thin
impurity layer covering the surface® The degree of roughness is then measured by the
ratio of the layer thicknesd to the quasiparticle mean free pathin the layer. This
approach was used to study the smearing of Andreev surface bound states by weak
disorder @</).

The regime of strong surface roughness; //, was discussed in Ref. 7. In this case
parameter-free boundary conditions were derived at the interface between the supercon-
ductor and the disordered layer. Similar conditions were also derived earlier in Ref. 8 at
rough walls in superfluidHe-B. As was shown in Ref. 7, an isotropic order parameter is
nucleated in the disordered layer even in the absence of the bulk subdominant pairing
interaction in thesswave channel. This leads to the formation of the gaptestate at the
interface. This phenomenon was called an anomalous proximity effect betwkesmee
superconductor and a disordered layer.

In the present paper we consider the anomalous proximity effect betweevase
superconductor and a surface impurity layer of thickriesnin{\/&y,/, &} in the gen-
eral case of an arbitrary electronic mean free path

0021-3640/99/69(3)/6/$15.00 262 © 1999 American Institute of Physics
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We consider the interface oriented normally to the crystallographiplane and
assume elastic Born scattering. The normal and anomalous quasiclassical propggators,
andf, depend on the coordinatein the direction of the surface normal and on the angle
0 between the surface normal and quasiparticle trajectory and obey the quasiclassical
Eilenberger equatiomsUsing the substitutiortS

2a 2b 1-ab

+

f:1+ab’ f “1+ab’ 9= 1+ab’ @

we rewrite these equations in terms of the scalar differential equations of the Ricatti type

db(x) 1 1. 1.,
v cosf ax 2wn+;<g)+b(x)<A(x)+2—T(f )) b(x)=—A(x)—Z_<f Y,
2
da(x) 1 1 1
v cosé ax +| 2w, + ;(g)%—a(x) A(x)+2—7(f> a(x)=A(x)+Z(f). 3

The pair potential should be found from the self-consistency equation

T A ,
AInT—c+27TTwZO ——(\(8.6 )f))=0. (4)

Here w,=7T(2n+1) are the Matsubara frequencias,is the Fermi velocity, and
7=/Iv. Assuming a cylindrical Fermi surface, we define the angle averagés.a$
=(1/27) f37(...)deé.

We consider a purd-wave interaction in the bulk, with the coupling constant
N(6,0")=Ny(6,0")=2\ cod2(6— a))cog2(0' — a)),

where« is the misorientation angle between the crystallographéxis and the surface
normal. In this case the bulk anomalous propagator has-ihave symmetry

V2A., cog2(6—a))
o+ Jo?+2A2 co2(2(6—a))

b(+»,8)=a(+%o,7+ )= 5

As will be shown below, this symmetry is broken near the interface.

Equations(2)—(4) must be supplemented with the boundary conditions connecting
functions b(0,0) and a(0,0), which describe respectively the electrons incident and
reflected from the interface. This can be done by matching the solutions in the impurity
layer (—d<x<0) and in the cleamd-wave region (6<Xx).

Since the thickness of the impurity layet< &.¢i=min{y &y, &0}, we can neglect
the terms proportional t@ andA in (2) and(3) and consideff) and(g) as spatially-
independent constants, which must be determined self-consistently. Making use of the
boundary conditiotf at the totally reflecting free specular interface=(—d)
b(—d,—#)=a(—d,0), (6)
we find the solution of the equatiori), (3) at —d<x=<0 in the form
Fb(x,—6)+G—-1 Fb(0,~0)+G-1 ’ .,
Fb(x,—6)+G+1 _ Fb(0, 0)+G+1 o Pkd: @)
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Fa(x,0)+G—1 Fb(—d,—0)+G—1

Fax.0)76+1 SR KA ep— =g a1 ®)
(g)?+(f)? (f) (9)

seoge) T gERE O @re (0

From (7), (8) after a simple algebra we arrive at the boundary condition at the interface
between the clead-wave superconductor and disordered layer

(1— Gtanh(kd)) tanh(kd)

(Fb(0,— 6)+ G)tanhkd) + 1 ' (Fb(0,— 6)+ G)tanf(kd) + 1"
©)

Equation(9) describes the fact that the amplitude of anomalous Green'’s function along
outgoing trajectoriesa(0,0), consists of two parts. The first, specular part is proportional
to b(0,— #) and describes the correlation between with the incomirtgand reflected?
trajectories. The second, diffusive part is proportionalFt@nd describes an average
contribution of all the incident trajectories to the outgoing one indtdirection.

a(0,0)=b(0,— 0)

In the limit of weak disorder d</) the boundary conditior{9) reduces to the
specular oné6). At finite d there is a cone of angles arcablg’< < /2 in which the
scattering from the interface is diffusive rather than specular. The larger the vatlie of
the smaller the correlation between the incoming and outgoing trajectories.

In the limit of strong disorderd> /) the solutions(7), (8) transform to those of
Usadel equations obtained in Ref. 7, and it follows fr(Bnthat

(f(0.,0))

a( ):W (10

This is exactly the condition used previously in Ref. 7 for the analysis of strongly
disorderedd-wave interfaces. According to this condition the incoming and outgoing
trajectories at a rough interface with strong disorder are completely uncorrelated as a
result of the scattering from the impurity layer.

It is straightforward to find self-consistent solutions of the set of equat®rs5),
(9). First, we have numerically integrated the equati@ for b(x) with the initial
condition (5) along the trajectory fromx=+« (bulk) to x=0 (interfacg. Then the
equation(3) for a(x) was integrated fromx=0 to x= +< with the initial condition(9).
The angle averag€d(0)) and{g(0)) and the pair potentiak (x) were calculated itera-
tively.

We have applied this model for calculation of the low-temperature conductance of
an NID tunnel junction, which is expressed in terms of the surface density of states
N(0,0) as

R i/ 2, N(0,6)D(8)cosod 6
N ~ [™,D(6)cosbdo

(11)

where Ry is the normal state junction resistance dn@d) is the barrier transmission
coefficient. The angle-resolved surface density of states is givenNEy,0;¢)
=Re(@(0,0;,w=—ig)).
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FIG. 1. Smearing of the ZBA in the low-temperature conductance of an NID junction. The inset shows the
oscillations for larged//” due to the finite-energy Andreev bound states.

Figure 1 shows the results of calculations fer=20° and various values of the
surface scattering parametdt/. We have chosen &-function potential barrier with an
angular dependence of the transmissibig)=D(0)cog6. The zero-bias anomaly
(ZBA), which is a manifestation of the sign reversal of tih@vave pair potential, is
strongly broadened with increasedif”. In the limit of weak disorded// <1 the results
exactly correspond to those of Ref. 3.

As d// increases, the ZBA is smeared out completely, while the signatures of
finite-energy Andreev bound states are still present. The latter are due to quasiparticles
trapped in the surface region with the reduced pair poteatfa). As is seen from Fig.

1, the angle-averaged density of states in the disordered layer is gapless and has a number
of peaks at energies below the bulk pair potential. Note that for large valuwig dhere

are severalweak peaks corresponding to more than one bound state, in contrast to the
case of a specular interface, where only a single bound state exists at finite &fibigy.

is because the average trajectory length of trapped quasiparticles, which determines the
number of resonances, is larger thgnin the diffusive case. Mathematically this fact is
described by the boundary conditi¢®).

Next we apply the model to the study the influence of surface roughness on the
Josephson supercurrent in a tunnel junction basedhwave superconducto(®ID junc-
tion). The critical current is given by the expressioh

7T o of ™2 F15(0) F2s(0) — F14( ) F2a(0) 1D () cOSOA G
J™,.D(6)cosodo

eRyl.= : (12



266 JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 A. A. Golubov and M. Yu. Kupriyanov

0‘4 T T M ¥ M A v ¥

03

0 0.2 0.4 0.6 0.8 1.0

FIG. 2. Influence of surface roughness on the temperature dependence of the critical current in a DID tunnel
junction. Dashed lines: symmetrical junctian, = «,=20°. Dotted lines: mirror junctiony;=— a,=20°.
Inset: nonmonotonic behavior of for d//>1.

Here f1 o= (f12* f£2)/2 and wheref , are the surface Green’s functions of the left
(right) electrode.

The critical current was calculated numerically using the solutionsffgrand
assumingD(6#) =D (0)cog6d. We consider two cases:) Bymmetric junction with the
misorientation angles; = a,=20°, 2 antisymmetric(mirror) junction with a,=— «,
=20°. The results of calculations are shown in Fig. 2. In complete agreement with the
results of Refs. 13-16, the mirror junction exhibits a nonmonotbg(€) dependence
due to the anomaly, »,~ 1/w, at low frequencies, which is related to the midgap surface
bound state. Like the ZBA in the conductance, this anomaly is smeared out with increas-
ing surface scattering paramet#/.

In the strong scattering regind//>1 thel Ry product of the DID junction be-
comes small and saturates at the les&l' *Ry/27T,~10"° (the corresponding number
for a conventional SIS junction i8lS'"Ry/27T,=0.44). The anomalous contribution
f1afoa vanishes in this case, arlgd for the symmetric and mirror junctions coincide.
However, as shown in inset in Fig. B,(T) becomes nonmonotonic @&/ increases.
The reason is the destructive interference within the impurity layer: the phases of Eilen-
berger functions on the incoming trajectories alternate due ta-tliave angular struc-
ture. As a result, the angle averaffg ,) vanishes aw,<7T, reaches a maximum at
oy~ T and falls off a&»;z atw,>7wT,. Itis the propertyf; x—0 at smallw, that is
responsible for the decreasihgT) at low T. Variation of the misorientation angte for
d//>1 does not change thg(T) behavior, while the produdi.Ry at T=0 scales as
coS(2a).
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In conclusion, we have derived the boundary conditions for the Eilenberger func-
tions at the rough surface ofdawave superconductor and applied them to the study of
the crossover from specular to diffusive surface scattering. The low-temperature conduc-
tance of an NID tunnel junction and the Josephson supercurrent in a DID tunnel junction
have been calculated for arbitrary degree of surface roughness. We have shown that the
width of the anomalies in the conductance and in the critical current is controlled by a
single scattering parametdf/".

This work was supported in part by INTAS 93-790ext and by the Program for
Russian—Dutch Research CooperatibivwO).

1C.-R. Hu, Phys. Rev. Let72, 1526(1994.

2y. Tanaka and S. Kashiwaya, Phys. Rev. L&, 3451(1999; Phys. Rev. B53, 11957(1996.

3Yu. S. Barash, A. A. Svidzinsky, and H. Burkhardt, Phys. Re\65315282(1997).

4M. Fogelstfan, D. Rainer, and J. A. Sauls, Phys. Rev. L&8, 281 (1997.

5Yu. N. Ovchinnikov, Zh. ksp. Teor. Fiz56, 1590(1969 [Sov. Phys. JETRY, 853 (1969].

8F. J. Culetto, G. Kieselmann, and D. Rainer,Aroceedings of the 17th International Conference on Low
Temperature Physicedited by U. Eckern, A. Schmid, W. Weber, and H.M/WNorth Holland, Amsterdam,
1984, p. 1027.

"A. A. Golubov and M. Yu. Kupriyanov, JETP Let57, 501 (1998.

8N. B. Kopnin, P. I. Soininen, and M. M. Salomaa, Low Temp. PI85.267 (1991).

9G. Eilenberger, Z. Phy214, 195 (1968.

10N, Schopohl and K. Maki, Phys. Rev. B2, 490 (1995; N. Schopohl, http://xxx.lanl.gov/abs/
cond-mat/9804064.

HE. Schachinger, J, P. Carbotte, F. Marsiglio, Phys. Rev. B6n2738(1997).

12A. V. Zaitsev, Zh. Kksp. Teor. Fiz86, 1742(1984 [Sov. Phys. JETB9, 1015(1984].

Byu. S. Barash, H. Burkhardt, and D. Rainer, Phys. Rev. [7tt4070(1996.

14y, Tanaka and S. Kashiwaya, Phys. Rev5& 892 (1997).

15M. P. Samanta and S. Datta, Phys. Revs® R8689(1997).

18R. A. Riedel and P. F. Bagwell, Phys. Rev.58, 6084 (1998.

Published in English in the original Russian journal. Edited by Steve Torstveit.



JETP LETTERS VOLUME 69, NUMBER 3 10 FEB. 1999

Strong and weak modes in polytypes of SiC

L. A. Fal'’kovskit

L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences,
117334 Moscow, Russia;
Groupe d’Etudes des Semiconducteurs, 34095 France

J. Camassel
Groupe d’Etudes des Semiconducteurs, 34095 France

(Submitted 14 January 1999
Pis’'ma Zh. Kksp. Teor. Fiz69, No. 3, 247-25010 February 1999

The concept of an extended Brillouin zone is used to analyze the in-
tensity of phonon modes observed in optical and Raman investigations
of different polytypes of silicon carbide. It is shown that the relative
intensity of these modes agrees with the magnitude of the splitting of
the doublets, which are degenerate in the extended zonel9%®
American Institute of Physic§S0021-364(09)01803-4

PACS numbers: 78.30.Hv, 63.20.Dj

1. Different polytypes of silicon carbide differ by the sequence of layers in a direc-
tion perpendicular to the trigonal axisThe most symmetric, cubic polytypeCaSiC

possesses the zinc blende structsmace grouﬂﬁ ;F43m) with two atoms per unit cell.

The sequence of layers of atoms of one kind, for example Si, in it can be represented as
ABCABC...,where the atoms in the A layésee Fig. 1 form a close-packed triangular
lattice, the B atoms lie in the next layer like billiard balls, and the third layer, C, is
obtained from the B layer by a screw rotation by 60° around the trigonal axis passing
through one of the A atoms. The atoms of the third layer in close packing can also be
placed above the atoms of the A layer. In that case tHepdlytype with the layer
sequence ABB... (space grou@‘gU ; €émc) will arise. In the existing hexagonal poly-
types H and &H the sequences of layers in one period can be represented as ABCB and
ABCACB. Rhombohedral polytypespace groupCs, ; R3m), for example, 1R,21R,

and, with a very large period, 584 are also known.

The existence of polytypes with a very large period on the atomic scale presents a
serious problem. It is difficult to explain why the layers, after disordered alternation
within several hundred atomic layers, once again become strictly disordered in the next
period of the crystal structure. It is obvious that the physical properties should differ very
little between the various polytypes. From this standpoint, it is important that the imme-
diate environmenttwo coordination spheres of any atbis the same in all polytypes. In
the present letter we shall take as an established fact that there is a small difference
between various polytypes, and we shall see how some of their properties, determined by
the dynamics of the crystal lattice, are related with this assumption.

2. Detailed information about the dynamic properties of the polytypes was obtained

0021-3640/99/69(3)/5/$15.00 268 © 1999 American Institute of Physics
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FIG. 1. Alternation of layers of atoms of one kind in the polytyg@ SiC (face-centered cubic lattigén the
direction of the trigonal axis. The atoms of the layer A form a close-packed triangular lattice, above whose
voids atoms of the next layer B lie. The atoms C are obtained from B by a screw rotation by 60° around an axis
passing through A.

by studying the Raman scattering of light. The interpretation of these spectra can be
simplified by using the concept of an extended Brillouin zone, which dates back to
Patrick? The first Brillouin zone for any polytype is obtained by folding the extended
zone, which can be taken as the Brillouin zone of the cubic polytype, in a trigonal
direction. Indeed, the elementary vectaysanda, of the triangular lattice and the vector

a; in a trigonal direction for a polytype with layers can be expressed in terms of an

orthogonal basisa;=ay(101), a,=ay(011), andaz=2an(111)/3, wherea, and a
determine the interatomic distang®a, in the layer and the distancea?\/3 between
layers, respectively. The reciprocal-lattice vectors afe,=27(211)/3a,,
b,=2m(121)/3a,, and by;=(111)/an. For all polytypesa is very close toa,, on
account of which the interatomic distances are the same both within a layer and between
layers. For the cubic polytype the lattice is face-centered with the vectors
ai=ay(011) @5=ay(101), anda§=ay(110) in the direct lattice and, respectively,
b{=m(111)/ay,b5=m(111)/ay, and b§=m(111)/a, in the reciprocal lattice. Since
b$+ b5+ b5=nbs, the Brillouin zone of the cubic polytype, foldedtimes in a trigonal
direction, gives the first zone of the corresponding hexagonal or rhombohedral polytype
(in the latter casen is one-third the number multiplyin@ and denotes the number of
layers in a rhombohedral cgll

Under such folding, shown schematically in Fig. 2 fad-&iC, the number of
phonon modes increases by a factondfvith a prescribed wave vectq) in accordance
with the fact that the number of atoms per unit cell increases, while the frequencies
themselves remain almost unchanged. New frequencies appear, in particular, at the center
of the Brillouin zone =0), and an additional term arises in the macroscopic response
to a slowly varying perturbation. This means that, for example, new lines appear in the
dielectric susceptibility or Raman scattering. These lines are weakpared with the
existing lines for the cubic polytypdan proportion to the potentiaV/(r) that leads to
folding of the zone and the change in frequencies. It is of interest to calculate the change
in the phonon frequencies and the intensity of weak modes.
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by2 by q

FIG. 2. Diagram of the folding of the extended zone into the Brillouin zone of the polyt¥p&i€ in the
trigonal direction with elementary vectbg. The dashed line shows the initial phonon branch. The solid lines
show the branches obtained by translationsbgyor 2b; and reflectionsy— —q into the Brillouin zone
(—bs/2b5/2). Also shown is the splitting of the frequencies which are degenerate on the boundary of the new
zone and at the centetw( and w,).

3. Let us introduce the characteristic vibratidasq) of the dynamical equations of
the lattice of the cubic polytype and the corresponding frequenscfés|), where the
index @ enumerates the modes with fixgd For example, two transverse and one lon-
gitudinal mode, corresponding to the representatiBnand A of the groupC,,, are
present in the trigonal direction. When the potentidl) is switched on, the vectors
and g+ mbs; become equivalent in the reciprocal lattice of thepolytype, wherem
assumes integer values.

For simplicity, let us consider, for example, the polytypé.4The following modes
of the cubic polytype correspond to the fixed vedou§ =|«,q), uf2=|a,q1 bs), and
uz=|a,q—2bz) with the characteristic frequencieg;=»*(q), wf,=»*(q+bs;), and
w3=0*(q—2bs3).

We want to calculate the response to a slowly varying field. For this reason, we are
interested in the limig—0. Then the modes{ , correspond to the same value of the
frequency 7=w5), since the quasimomenta differ only by the sign of the quasimo-
mentum(in the zinc blende lattice there is no spatial inversion but there is time reversal,
under which the quasimomentum changes )sign

We seek a solution in the form of the expansion

u(r)=>, cau?.

n,a

If the frequency of the fieldin the case of Raman scattering, the transferred frequency
is close tow?, then only the coefficient€g andC{, need be retained in the equations
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of motion. In the case of longitudinal oscillations the indeassumes only one value and
can be dropped, assuming an interaction only with the nearest longitudinal vibrations.
Then the equations of motion can be written in the form

(§+ Voo~ 0?) Co+ViCq+ ViCo=0d,
V1eCo+ (0} + Vi1~ ©?)C1+V1,C,=0, (1)
VaoCo+ VaiCi+ (w5+Vi— 0?)C,=0,

whereV,,=(u,|V(r)|uy,) are the matrix elements of the potentilr), and the right-
hand sided is determined by the type of field to which a response is calculated. In the
case of Raman scattering

d=(uol vjxe|"el” exptiq-1)), ?)

wheree{” ande{? are, respectively, the polarizations of the incident and scattered light,
and yjy is a tensor with the allowed symmetry. We underscore that the inhomogeheity
is present only in the first equation of the syst¢hy, since the wave vectors of the
incident and scattered light are smail<bs).

The intensityl of the scattered light is proportional to the imaginary part of the
long-wavelength response, i.€. FindingC, from Egs.(1) and expanding the solution
in powers of the ratio of the potentidl(r) to the frequency dispersion in the zone
|w1— wg|, we obtain

|d|2(1) 1 fl fz

= = += +=
1-exp—fiw/kgT) wi—iwly—0? wi—-iel—0? wi—iel;—o?

()

where w,, are the frequencies renormalized by the potenti@l). The splitting of the
degenerate frequency is most important here:

©f = i +Vy*|Vy. 4
The oscillator strengths, , are proportional to the squared potential

i Vol ( e ViVer
1,27 e
(05— w))? IV1Vad

(5

and determine the total intensities for each component of a doublet with respect to the
corresponding intensity of the line, existing even before the zone is folded. The width

I' is taken into account in expressi¢8). It must be assumed to be independeny/(r)

to a first approximation. For this reason, the components of the doublet have the same
width.

We note that there are only two terms in the intensity of the scattered light with
excitation of the nondegenerate ling (in Eq. (3) the substitutionf, ,—f3 must be
made, and the second term is absent in the formula for the oscillator str¢Bgth

An expression for the electric susceptibility can be obtained similarly. It differs only
by the form of the driving forcd?2).
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4. As one can see from E¢p), the total, i.e., independent of the widkh intensity
(3) of the weak lines, which end up @&=0 as a result of the folding of the extended zone
is proportional to the ratio of the squared potential to the variation of the frequency in the
zonedw~|wy— w4/, while the doublet splitting\ =|w; — w,| is proportional to the first
power of the potential4). The doublet splitting was observed for some polytypes and is
about 5cm?, and the dispersion of the optical modes is of the order of 100'cm
Therefore the relative strength of the potential ix B) 2, and this means that the
relative total intensity of the weak lines should be of the order:ofl® 3. In Ref. 2(see
also Ref. 3 it is asserted that the relative intensities of the weak modes aré 0
infrared absorption and 16 in Raman scattering. We note that although these values are
close to our estimate presented above, they should be identical.

As one can see from E@3), the differential intensity also depends on the wiflth
which should be the same for the components of a doublet. There is no experimental
information about this. The only fdtknown to us is that in the infrared absorption in the
polytype &H the widths of the lines in the doublet 883.3 cmand 888.6 cm! are,
respectively, 1.6 cm® and 1.85 cm?, while the relative oscillator strength differs by a
larger amount: 1.810 % and 1.25 10 3.
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The spatial distribution of electron—muon pairs in superfluid helium
(He-Il) is determined using a new algorithm for reconstructing the
muonium (Mu) formation probability. It is shown that because a gap is
present in the excitation spectrum of He-ll the thermalization time of
muons and secondary electrons increases with decreasing temperature.
As a result, the average distance in the electron—muon pairs increases
and, correspondingly, the muonium formation rate decreasesl9®
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1. It is known that a muonium atomlu= " +e~ forms in liquid helium when a
muon and an electron of the track recombtrfeA positively charged particle in helium
forms a small “chunk” with an associated malgk, =50 helium atoms, and the electron
is localized in a cavity whose hydrodynamic massvis =200 helium atomgsee the
review Ref. 3 and also Ref)40n account of the large masses the time of approach of
the charges and the formation bfu in liquid helium are much longer than in other
substances. In the simplest matfethe interaction of a muon and a track electron is
assumed to be the Coulomb interaction, and the viscous regime of appdoddiis=0,
with the total relative mobility of the two chargés=b_, +b_, is studied. In a constant
electric field, viscous motion

dr/dt=—b-V¢ D)

(hereg is the interaction potentials established in a time,=Mb/e, called the velocity
relaxation time. For a Coulomb field the motion can be taken as viscous if the relative
change in the field over the time,, viz., AE/E=2v7,/r =2b2M/r3, is small . At low
temperatures an electric fiell,=50—100 V/cm disrupts the formation of muonidm.
This corresponds to distances (e/E.)Y? and for 10% accuracy gives an upper limit on
the mobilityb=5—15 cn?/V-s. Since theMu formation time is several orders of mag-
nitude longer tharr,, Eqg. (1) can be used to describe the approach of the charges at
temperatures to 0.7—-0.8 K. These approximate considerations are confirmed by compar-
ing the results of a direct calculation of the closing time of the charges on the basis of
both Eg.(1) and the complete equations of motion: The difference does not exceed
several percent at 0.7 K, and it is even smaller as temperature increases.

0021-3640/99/69(3)/8/$15.00 273 © 1999 American Institute of Physics
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For a Gaussian spatial distribution of the charge the polarization function is close to
exp(—kt).® This often justifies describing the formation of muonium by a first-order
equation characteristic for chemical reactifnis superfluid helium the conventional
approach is unsatisfactory for the following reason. If in the equatignof viscous
approach of the charges toward each other the new independent vafiati¢ is intro-
duced instead of the timg then the mobility vanishes from the equation, and corre-
spondingly the polarization function should be universal for all temperatures.

However, in the experiment of Ref. 1 it is shown that at least two exponentials, the
ratio of whose amplitudes is temperature-dependent, is required in order to obtain the best
fit of the muonium polarization functioR(t). Actually, the form of the functiorP(t*)
depends on the temperature and therefore it is not universal.

Let n(t) be the muonium formation probability as a function of time. Since half the
polarization(in the S statg is not observed during the formation of muonium, in a zero
magnetic field the muon polarization can be written as a sum of two integrals

1t =
PMu(t)=§f0n(t')dt'+Jt n(t’)dt’, ®)

which have a clear physical meaning. The first integral refers to muonium atoms in the
triplet state (1) which have formed by the timig while the second integral corresponds
to free muons which have not yet recombined into muonium atoms.

Let us now consider a weak transverse magnetic field, such that the rotation of the
free muon spin over its lifetime can be neglected. For liquid nitrogen, typically,
H=0.4 Oe. The spins of the muonium atoms formed at the tiheart to precess with
frequency()y,, and with a phase dela§,,t’, and the polarization function will have
two terms

©

1t
P(t)=Efon(t’)cosQMu(t—t’)dt’vLf n(t’)dt’, 3
t

where the first term describes the precession ofMhespins at the Larmor frequency

O, and with a delayt’, while the second term describes free muons, for which the
direction of the spins remains virtually unchanged because of the weakness of the mag-
netic field.

The main information aboulP(t) is ordinarily extracted by approximating histo-
grams of the positron counts by a model polarization functidime true form of the
function P(t) and, correspondinglyj(t) remain unknown. In the present letter we em-
ploy a new algorithm for determining the functiorit) by solving the integral equation
(3) using the RECOVERY software package to reconstruct the sigraldetailed de-
scription of the effective possibilities of this package can found in Ref. 10.

2. In uSR experiments the directly measured quantity is the so-called histogram
N(t):

N(t)=No[1—Aq-P(t)]e”""«+B, 4
which actually determines the number of positrons arising in time with the decay of a

positive muon. In this formula,=2.197X 1078 s is the muon lifetimeN, is propor-
tional to the intensity of the muon bea#y, is the initial asymmetry factor, an is the
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random-coincidence background. The polarization funci¢t) in Eq. (4) can be deter-
mined from the histogrami(t) only after the numerical values of the parametégs B,

and Ay have been determined. At temperatures below 1.35 K the muonium formation
time is much shorter than the duration of the histogram. This makes it possible to deter-
mine these parameters by a simple method. When the process leading to the formation of
muonium atoms is completed, the equation for the histogram has the form

Ny (t)=[A+C cod Qp,t)+ D si(Qy,t) e V«+B. (5)
The parameters, B, C, andD are determined by minimizing the quantity

22 3 [N(t) —Nq(t;)]?

>t N(t;)

This formula takes into account that the experimental dataN¢r) have a Poisson
distribution.

(6)

After the parameterg, B, C, andD are determined)\, and the asymmetnj, are
calculated using the formulas

Amu
N

No=Aexpto/t,), Ay,=yC?+D? and A= @
Now that all the constants in E¢4) are known, this formula can be inverted, and the
normalized polarization
P(t)
==, )
P(0)
where the normalization constalﬁ(O) is an estimate of the value of the functiélﬁt) at
time t=0, obtained from a small number of initial values using an optimal filtering
program, can be calculatétiFigure 1 shows the initial histograh(t) at T=0.7 K and
the functionP(t). As one can see from this figure, the polarizati®ft) gradually moves
away from the initial value®?(0)=1 into a regime of uniform precession between the
extreme values of the amplitudesl/2 and—1/2. This corresponds to the fact, noted at
the beginning of this letter, that after muonium is formed only half the initial polarization
is observed.

It is clearly evident in Fig. 1 that the noise level of the functft) increases with
t. We shall determine the noise level, starting from the fact that the histoy(@mnhas
a Poisson distribution for which vaiN(t) ]=N(t). Assuming approximately that(t)
~Nye "', we obtain from Eq(8)

1
AIN()(P(0))?  4AZN(D)

vaf P(t)]~ €)

The equation9) for estimating the noise level in the functidt(t) is used in the algo-
rithm studied in the present letter.

We note that coefficients in expressiéf) can also be found by the conventional
method, adopted ipSR, using a parametric approximation of the functi®t) (helium
requires at least two exponentiplslowever, this method can be successfully used only
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FIG. 1. HistogramN(t) and precession functioR(t) of muonium in a magnetic fielti=0.4 G and liquid
helium temperaturd =0.7 K. The channel width is 2.5 ns.

if reliable physical information about the form of the functio(t) and, correspondingly,
P(t) is available. However, a nonparametric approach is better when the aim is to ana-
lyze these functions.

The equation3) can be written in the equivalent form
cosQp(t—t")

> —1\(dt’, (10

t
Pl(t)=J0n(t’)

whereP,(t)=P(t)—1. The equatior{10) is a convolution-type Volterra integral equa-
tion of the first kind for determining the nonnegative functioft) from the input data
P, (t) with the kernelK(t—t") determined by the expression in the brackets in(E6).

Introducing the modified kernd{,(t—t")

K(t—t"), t'<t,
Ky(t—t")= 11
(==}, ot (11
reduces Eq(10) to a Fredholm integral equation with fixed integration limits. This
equation can be solved using the DCONV?2 program from the RECOVERY package.

The analysis of the errors and examples of the reconstruction of model functions
which were performed in Ref. 12 showed that the method gives an average error of less
than 2% in the functiom(t) with a total data sample-6x 10° events in the histogram.

3. The results of reconstructing the functinft) from histograms of the precession
of muonium in a fieldH=0.4 Oe are presented in Fig. 2. As the temperature decreases,
the recombination rate on the initial segmert0.3us increases, and at long times
(t>0.5 us) the lower temperature, the lower the rate isTAt0.7 K virtually the entire
recombination process is completed in the initial interval. As the temperature decreases
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FIG. 2. Muonium formation raten(t) at various temperaturedA: T=0.5 K; B: T=0.8K; C: T=1K;

D: T=1.35 K. Inset: Temperature dependence of the muonium precession ampifjydealculated from
Egs.(7).

further, a long-time component reappears, thongfl) once again increases. Here a
nonmonotonic temperature variation of the form of the functigh) is most clearly
manifested. After constructing(t) in logarithmic coordinates, it can be verified that the
recombination rate is not a simple exponential. The valuek,gqf, calculated using Eg.

(7) and shown in the inset in Fig. 2, attest to the nonmonotonic character of the tempera-
ture dependence af(t). These values are virtually identical to the results obtained in
Ref. 5.

Let us introduce the density functiow(r) for the initial spatial distribution of
muon—electron pairs. In the problem of the viscous closing of the particles on one
another, the initial radial distribution of the pairs corresponds to the condition that the
process of thermalization of the ionized particles has been completed and their velocity
vectorV=—hbV ¢ has been established along the electric field lines. If for simplicity the
spatial asymmetry of the distribution functiafi(r) found in Ref. 7 is neglected, then
instead of Eq(2) the polarization can be written in the form

r(t)
P(t)=1—21TJO W(&)E2dé. (12

SincedP/dt=V-dP/dr, itis easy to find from Eqgl) and(12) a relation between
the recombination probability and the initial pair distribution density

n(t)=4wbeWr)r2-V. 13

In this formula it is assumed that for a purely Coulomb attraction the velocity is
V=eb/r? and the corresponding pair recombination time as a function of distaizxe
t=r3/3be. Figure 3 shows the functiom/(r) for different temperatures in the range

0.7 K=T=<1.35 K. One can see that as temperature decreases, the average interparticle



278 JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 E. L. Kosarev and E. P. Krasnoperov

15000

10000 }

v oe

5000

4rr?W(r) [cm-Y

-
R T

N
W\ e

r [10~*cm}

FIG. 3. Radial distribution function #r2-W(r) of muon—electron distances at various temperatukest
=0.7K;B: T=0.8K; C: T=1K; D: T=1.35 K. InsetW(r) on a logarithmic scale for the same temperatures
as in the main plot. The distance in units of f(cm is plotted along the abscissa in both plots.

distance and its variance increase. In an ordinary condensate the thermalization of par-
ticles due to elastic collisionghonongis completed in a time 10>-10 *°s. A gap of
the order of5=8 K is present in the excitation spectrum of superfluid helidras a

result of which the mobility of the impurity particles is anomalously high. When the
kinetic energy of the charges drops below 8 K, the scattering probability drops sharply
and the velocity relaxation time, increases. Evidently, as a result, the average electron—
muon distance increases with decreasing temperature. Assuming that before viscous clos-
ing is established the impurity particles move with velocity close to the Landau critical
velocity, V. =60 m/s2® the order of magnitude of the additional separatioRisV,

Ty -
Analysis shows that the character of the separation is more complicated. Figure 4
shows the squared positidf,,, of the maximum of the distribution function as a func-
tion of the relative mobility of the muon and the electron at this temperature. It is easy to
see that the dependence is Iiné&ﬁ{axocb to a high degree of accuracy. Since the mobility
b is proportional tor,, this dependence reflects the random diffusive character of the
low-temperature thermalization of the charges. At temperatures below 0.7 K the separa-
tion of the particles become so large that some of them fall outside the Onsager radius
r.=e?/ekgT, where e is the dielectric constant arkk is Boltzmann’s constant. The
probability of recombination of these muon—electron pairs is small, and arfraen
fraction appears as a result.

Although, as one can see in Fig. 2, the initial formation rate of muonium increases
with decreasing temperature, the total muonium asymmetry decreases. The decrease of
Ay below 0.7 K is due to the fact that its formation time ig,=(ym,H) *
=0.2 us. In this intervaln(0) increases but the integral
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FIG. 4. Squared average separation in muon—electron pairs versus the relative mobility.
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0
decreases with decreasing temperature.

In summary, a direct reconstruction of the muonium formation rate in superfluid
helium shows that the absence of universality of the funcigh) as a function of
temperaturdits scaling is due to an increase in the average interparticle distance in the
muon—electron pairs in the process of velocity relaxation.
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