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Abelian dyons in the maximal Abelian projection
of SU„2… gluodynamics
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Correlations of the topological chargeQ, the electric currentJe, and
the magnetic currentJm in SU(2) lattice gauge theory in the maximal
Abelian projection are investigated. It is found that the correlator
^^QJeJm&& is nonzero for a wide range of values of the bare charge. It
is shown that:(i) the Abelian monopoles in the maximal Abelian pro-
jection are dyons which carryfluctuatingelectric charge;(ii) the sign of
the electric chargee(x) coincides with that of the product of the mono-
pole chargem(x) and the topological charge densityQ(x). © 1999
American Institute of Physics.@S0021-3640~99!00103-6#

PACS numbers: 12.38.Gc, 11.15.Ha, 14.70.Dj, 14.80.Hv

There are several approaches to the confinement problem in quantum chro
namics~QCD!.1 The most popular is the model of the dual superconducting vacuum:2 the
vacuum is supposed to be a medium of condensed magnetic charges~monopoles!. This
model naturally explains the confinement phenomenon. During the last decad
method of Abelian projections3 has been successfully used in lattice calculations in or
to show that the vacuum of gluodynamics behaves as a dual superconductor~see, e.g., the
reviews4!. The numerical simulations have mostly been performed in the so-c
maximal Abelian~MaA! projection.5

An old and rather popular model of the QCD vacuum is the instanton–anti-insta
medium~see Ref. 6 and the references cited therein!. It is not clear whether the confine
ment phenomenon can be explained within this approach.7 However, the instanton-base
models may have some relation to the dual superconductor model, since the inst
and monopoles are interrelated, as was demonstrated analytically in Ref. 8 and n
cally in Refs. 9 and 10. One can expect that the instantons may affect the properties
Abelian monopoles in the MaA projection. Indeed, it has been shown by nume
calculations10 that the Abelian monopole becomes the Abelian dyon in the field o
single instanton. In this paper we study the properties of the electric charge of the Ab
monopoles in the real vacuum of latticeSU(2) gluodynamics.

In Section 1 we discuss the properties of Abelian monopoles in a self-dual
Abelian field, and we introduce the lattice notation. The results of numerical simula
in the real and the cooled vacuum are described in Section 2.

1. Abelian monopoles and„anti-… self-dual fields.The ~anti-! self-dual configura-
tion of theSU(2) gauge field is defined as follows:
1690021-3640/99/69(3)/5/$15.00 © 1999 American Institute of Physics
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Fmn~A!56
1

2
«mnabFab~A![6* Fmn , ~1!

whereFmn(A)5] [m,An]1 i @Am ,An#. In Ref. 10 the Abelian monopole in the MaA pro
jection of lattice gluodynamics was studied in the self-dual field of the instanton. It
found that the current of the Abelian monopole is accompanied by the electric cur

The correlation of the electric and magnetic currents in the field of the instanton
be qualitatively explained as follows.10 The MaA projection is defined5 by the minimi-
zation of the functionalR@AV(x)# over the gauge transformationsV(x), whereR@A#
5*d4x@(Am

1 )21(Am
2 )2#. Therefore, in this projection the off-diagonal gauge fieldsAm

6

5Am
1 6 iAm

2 are suppressed with respect to the diagonal gauge fieldAm
3 . Thus, the com-

mutator term 0.5Tr(s3@Am ,An#)5«3bcAm
b An

c in Fmn
3 is small compared to the Abelia

field-strengthf mn(A)5] [m,An]
3 . Therefore, in the MaA projection Eq.~1! yields:

f mn~A!'6* f mn~A! . ~2!

Due to Eq. ~2!, the Abelian monopole currents must be correlated with the ele
currents:

Jm
e 5]n f mn~A!'6]n* f mn~A!5Jm

m . ~3!

Therefore, in the MaA projection the Abelian monopoles are dyons on the backgrou
~anti-! self-dualSU(2) fields.

In the present publication we study the correlation of electric and magnetic cur
in the vacuum of theSU(2) lattice gluodynamics in the MaA projection. The definitio
of the Abelian monopole current on the lattice is11

Jm
m~y!5

1

4p (
nlr

«mnlr@ ūlr~x1 n̂ !2 ūlr~x!#. ~4!

Here the functionūmn is the normalized plaquette angleumn : ūmn5umn22pkmnP
(2p;p#, kmnPZ. The monopole currentJm

m(x) is attached to the links of the dual lattic
One can easily show that the monopole currents are quantized,Jm

mPZ, and conserved
]mJm

m50.

The lattice electric current is defined as

Km
e ~x!5

1

2p (
n

@ūmn~x!2 ūmn~x2 n̂ !#. ~5!

In the continuum limit, this equation corresponds to the usual definition:Km
e 5]n f mn . The

electric currentsKm
e are defined on the original lattice. These are conserved, i.e.,]mKm

e

50, but, contrary to the magnetic currents, are not quantized, i.e.,Km
e PR.

In order to calculate the correlators of the electric and the magnetic currents, on
to define the electric current on the dual lattice or the magnetic current on the or
lattice. We use the following definition of the electric currentJm

e on thedual lattice:

Jm
e ~y!5

1

16 (
xP* C~y,m!

@Km
e ~x!1Km

e ~x2m̂ !# , ~6!
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where the summation in the right-hand side is over the eight verticesx of the three-
dimensional cube* C(y,m), to which the currentJm

e (y) is dual. As in Eq.~4!, the point
y lies on the dual lattice and the verticesx belong to the original lattice. The currentJm

e

defined by Eq.~6! has the standard continuum limit:Jm
e 5]n f mn .

We use the simplest definition for the topological charge density:

Q~x!5
1

29p2 (
m1 ,m2 ,m3 ,m4524

4

«m1 ,m2 ,m3 ,m4Tr@Um1m2
~x!Um3m4

~x!# , ~7!

whereUm1m2
(x) is the plaquette matrix. On the dual lattice the topological charge den

Q(y) corresponding to the monopole currentJm
m(y) is defined by averaging over the site

nearest to the currentJm
m(y):

Q~y!5
1

8 (
x

Q~x!; ~8!

the summation here is the same as in Eq.~6!.

The simplest~connected! correlator of the electric and the magnetic currents
^^Jm

mJm
e &&5^Jm

mJm
e &2^Jm

m&^Jm
e &[^Jm

mJm
e & , ^Jm

m&5^Jm
e &50 is due to the Lorentz invari-

ance. The correlator̂Jm
mJm

e & is zero due to the opposite parities of the operatorsJm

andJe.

The nonvanishing correlator iŝ̂ Jm
m(y)Jm

e (y)Q(y)&&, which is both Lorentz and
parity invariant. Due to equalitieŝJm

m(y)&5^Jm
e (y)&5^Q(y)&50 the connected correla

tor is:

G5^^Jm
m~y!Jm

e ~y!Q~y!&&5^Jm
m~y!Jm

e ~y!Q~y!& . ~9!

The density of electric and magnetic charges depends strongly onb. To compensate this
dependence we consider the normalized correlatorḠ:

Ḡ5
1

rerm
^Jm

m~y!Jm
e ~y!q~y!& , ~10!

where

rm,e5
1

4V (
l

^uJl
m,eu& , q~x!5

Q~y!

uQ~y!u
[signQ~x! ,

V being the lattice volume~total number of sites!.

2. Magnetic and electric currents: numerical study.We perform numerical simu-
lations on the 84 lattice with periodic boundary conditions. We thermalize the latt
fields using the standard heat bath algorithm. All correlators for each value ofb are
calculated on 100 statistically independent configurations. To fix the MaA projectio
use the overrelaxation algorithm of Ref. 12.

The correlatorḠ given by Eq.~10! versusb is shown in Fig. 1. Since the product o
electric and magnetic currents is correlated with the topological charge, we see th
Abelian monopole carries an electric charge which depends on the topological c
density at the Abelian monopole position.
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We have found that the correlatorḠ grows during the cooling of the field configu
rations. This means that the strongest correlation of the electric and the magnetic c
is observed in~anti-! self-dual fields~e.g., for the instanton configuration!.

In order clarify how our results are related to those of Ref. 10, we study the
elator

R5
^Jm

m~y!Jm
e ~y!q~y!&

^uJm
m~y!Jm

e ~y!q~y!u&
~11!

FIG. 2. The ratioR, Eq. ~11!, versus the number of cooling steps atb52.2.

FIG. 1. The correlatorḠ, Eq. ~10!, versusb.
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in the cooled vacuum. The correlatorR versus the number of the cooling stepsn is shown
in Fig. 2 at b52.2. The plateauR51 at n.25 corresponds to the classical instant
configuration studied in Ref. 10. In the real~not cooled! vacuum, the field configuration
are not self–dual, and we haveR,1 at n50.

Our results show that the Abelian monopoles in the MaA projection ofSU(2)
gluodynamics carry a fluctuating electric charge. The sign of the electric charge is
to that of the product of the topological charge density and the magnetic charge
large electric charge is in the~anti-! self–dual vacuum, while in the real~not cooled!
vacuum the induced charge is smaller.

M. I. P. acknowledges the kind hospitality of the Theoretical Department of
Kanazawa University, where a part of this work was done. F. V. G. is grateful for
kind hospitality of the Theoretical Physics Department of the Free University of Am
dam. This work was supported by the grants INTAS-RFBR-95-0681, RFBR-96
17230a, and RFBR-96-15-96740.
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Effective monopole potential for SU„2… lattice
gluodynamics in the spatial maximal Abelian gauge
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We investigate the dual superconductor hypothesis in finite-temperature
SU(2) lattice gluodynamics in thespatial maximal Abelian gauge.
This gauge is more physical than the ordinary maximal Abelian gauge
due to absence of nonlocalities in the temporal direction. We show
numerically that in the spatial maximal Abelian gauge the probability
distribution of the Abelian monopole field is consistent with the dual
superconductor mechanism of confinement: the Abelian condensate
vanishes in the deconfinement phase and is nonzero in the confinement
phase. ©1999 American Institute of Physics.
@S0021-3640~99!00203-0#

PACS numbers: 12.38.Gc, 11.15.Ha, 14.70.Dj, 14.80.Hv

The dual superconductor hypothesis of color confinement1 in gluodynamics has
been confirmed by various lattice calculations2 in the so-called maximal Abelian~MaA!
projection.3 This hypothesis is based on a partial gauge fixing of a non-Abelian grou
to its Abelian subgroup. After the gauge is fixed, Abelian monopoles arise due to s
larities in the gauge-fixing conditions.4 If monopoles are condensed, then the vacuum
gluodynamics behaves as a dual superconductor, and the electric charges~quarks! in such
a vacuum are confined.

The MaA projection on the lattice is defined by the condition:3

max
V

RMaA@UV#, RMaA@U#5(
l

Tr@s3Ul
1s3Ul #, l 5$x,m%, ~1!

where the summation is over all lattice links andUx,m are the latticeSU(2) gauge fields.

The gauge-fixing condition~1! contains time components of the gauge fields,Ux,4 ,
and therefore Abelian operators in the MaA projection correspond to temporally non
operators in terms of the originalSU(2) fields Ux,m . To show this let us consider th
expectation value of theU(1) invariant operatorO in the MaA gauge:5,6

^O&MaA5
1

ZMaA
E DU exp$2S@U#1lRMaA@U#% DFP@U;l# O~U !, l→1`, ~2!

whereZMaA is the partition function in the fixed gauge.DFP@U;l# is the Faddeev–Popo
determinant:
1740021-3640/99/69(3)/6/$15.00 © 1999 American Institute of Physics
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15DFP@U;l#E DV exp$lRMaA@UV#%, l→1`.

Shifting the fieldsU→UV1
in Eq. ~2! and integrating overV both in the nominator and

denominator, we get:

^O&MaA5^ÕMaA&, ÕMaA~U !5

E DV exp$lRMaA@UV#% O~UV!

E DV exp$lRMaA@UV#%

,

ÕMaA is the SU(2) invariant operator. Sincel→1` we can use the saddle point a
proximation to calculateÕMaA :

ÕMaA~U !5
( j 51

N~U ! Det1/2MMaA@UV~ j !
# O~UV~ j !

!

(k51
N~A! Det1/2MMaA@UV~k!

#
, ~3!

whereV ( j ) corresponds to theN-degenerate global maxima of the functionalRMaA@UV#

with respect to the regular gauge transformationsV: RMaA@UV( j )
#5RMaA@UV(k)

#,
j ,k51, . . . ,N. The matrixMMaA is the Faddeev–Popov operator:5

MMaA
x,a;y,b@U#5

]2RMaA~UV~v!!

]va~x! ]vb~y!
U

v50

,

V(v)5exp$ivaTa%, Ta5sa/2 are the generators of the gauge group, andsa are the Pauli
matrices.

Since the gauge-fixing functionalRMaA contains time components of the gauge fie
U, the operatorÕ(U) is nonlocal in time. For time-nonlocal operators there are obvi
difficulties with the transition from the Euclidean to Minkowski space–time. Thus th
are problems with the physical interpretation of the results obtained for Abelian oper
in the MaA projection.

The MaA gauge condition can be easily modified to overcome this time-nonloc
problem. The corresponding gauge condition is given by:

max
V

RSMaA@ÛV#, RSMaA@U#5(
l

Tr@s3U l
1s3U l#, l5$x,i %, i 51,2,3, ~4!

where the summation is taken only over the spatial linksl. We refer to this projection as
the spatial maximal Abelian~SMaA! projection.1! In the SMaA gauge the gauge-invaria
operator~3! is local in time.

In this paper we study the Abelian monopole condensateFc in SMaA projection. To
calculateFc we need the monopole creation operatorFmon(x). This operator was found
by Fröhlich and Marchetti8 for compact electrodynamics and was studied numerically
Refs. 10. The Fro¨hlich–Marchetti operator was generalized to the Abelian projection
lattice SU(2) gluodynamics in Refs. 10, where it was found that in the MaA projec
the monopole field is condensed in the confinement phase andFc vanishes in the decon
finement phase.2!
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The construction10 of the monopole creation operator for an arbitrary Abelian p
jection goes as follows. We parametrize theSU(2) link matrix in the standard way
Uxm

115cosfxm eiuxm; Uxm
125sinfxm eixxm; Uxm

225Uxm
11* ; Uxm

2152Uxm
12* ; 0<f<p/2, 2p

,u, x<p. The plaquette action in terms of the anglesf, u and x can be written as
follows: SP50.5TrU1U2U3

1U4
15Sa1Sn1Si , where

Sa5cosuP cosf1 cosf2 cosf3 cosf4 ,

Sn andSi describe the interaction of the fieldsu andx and self–interaction of the fieldx
~Ref. 5!; here the subscripts 1, . . . ,4 correspond to the links of the plaquette: 1→$x,x
1m̂%, . . . ,4→$x,x1 n̂%. For a fixed Abelian projection, each termSa, Sn, and Si is
invariant under the residualU(1) gauge transformations:uxm→uxm1ax2ax1m̂ , xxm

→xxm1ax1ax1m̂ .

The operatorFmon(x) creates the monopole at the pointx on the dual lattice with a
cloud of dual photons; it is defined as follows:10

Fmon~x!5expH(
P

b̃@2cos~uP!1cos~uP1WP~x!!#J , ~5!

where b̃5b cosf1cosf2cosf3cosf4, WP is defined as8 WP52pdD21(Dx2vx). The
integer valued 1-form* vx represents the Dirac string attached to the monopole8 and
satisfies the equationd* vx5* dx . The functionDx5d(3)D (3)

21dx represents the cloud o
dual photons. Here* dx is the lattice delta function, it is equal to unity at the sitex of the
dual lattice and is zero at the other sites;d(x) andD (3)

21 are the lattice derivative and th
inverse Laplace operator on a three-dimensional time-slice which includes the poix.

We study the monopole creation operatorFmon in the SMaA projection~4! on the
lattices3! 4•L3, for L58,10,12,14,16. We extrapolate the value of the monopole con
sate to the infinite spatial volume (L→`), since near the deconfinement phase transi
there are strong finite-volume effects. We also impose the so-calledC-periodic boundary
conditions in space for the gauge fields, since the periodic boundary condition
forbidden due to the Gauss law: we put a magnetic charge into the finite box.
C-periodic boundary conditions for the non-Abelian gauge fields13 correspond to antipe
riodic spatial boundary conditions for Abelian fields. In the case ofSU(2) gauge group
the C-periodic boundary conditions are almost trivial: on the boundary we haveUx,m

→V1Ux,mV, V5 is2 . Note that the gauge-fixing functionals for MaA~1! and for
SMaA ~4! gauges are invariant under this transformation.

The effective potentialV(F) for the monopole field is defined via the probabili
distribution of the operatorFmon:9,10

V~F!52 ln~^d~F2Fmon~x!!&!. ~6!

We calculate this potential numerically by the Monte Carlo method. We generat
gauge fields by the standard heat bath method, taking 2000 update sweeps to the
the system at each value ofb. The number of gauge-fixing iterations is set by t
standard condition:14 the iterations are stopped when the matrix of the gauge transfo
tion V(x) becomes close to the unit matrix: maxx$120.5TrV(x)%<1025. We check
that more accurate fixing of the SMaA gauge~4! does not change our results. To calcula
the probability distribution for each value ofb at the lattice of definite size, we use 10
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gauge field configurations separated by 300 Monte Carlo sweeps. Then for each
configuration we calculate the value of the monopole creation operator~5! at 20 ran-
domly chosen lattice points.

In Fig. 1 we show the effective potential~6! for the confinement phase; the lattice
43123. This potential corresponds to the Higgs type potential.4! The value of the mono-
pole fieldFc at the minimum of the minimum is equivalent to the value of the monop
condensate.

The minimum of the potential,Fc , versus the inverse lattice size 1/L is shown in
Fig. 2 for two values ofb. We fit the data forFc(L) by the formulaFc5ALa1Fc

inf ,
whereA, a and Fc

inf are the fitting parameters. We find that the best fit givesa521
within the statistical errors.

Figure 3 shows the value of the monopole condensate, extrapolated to the in
spatial volume,Fc

inf . We conclude from Fig. 3 that in the SMaA projection the infinit

FIG. 1. Effective potentialV(F), Eq. ~6!, for the confinement phase,b51.5.

FIG. 2. Finite volume monopole condensate,Fc , versus the inverse spatial size of the lattice, 1/L, at
b51.5 andb52.35.
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volume condensateFc
inf vanishes at the point of the phase transition,5! b5bc . Thus in

the SMaA projection the confining vacuum ofSU(2) gluodynamics behaves as a du
superconductor.

We are grateful to U.–J. Wiese and to E.–M. Ilgenfritz for interesting discuss
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Grant 96-0457 within the research program of the International Center for Fundam
Physics in Moscow.

1!This gauge, which was discussed by U.-J. Wiese in 1990, was recently rediscovered by D. Zwan
~private communication to M. I. P.!, and discussed by M. Mu¨ller-Preussker at the 1997 Yukawa Internation
Seminar on ‘‘Non-perturbative QCD – Structure of QCD Vacuum’’~YKIS’97!, 2–12 December, 1997
Yukawa Institute for Theoretical Physics, Kyoto, Japan~Ref. 7!.

2!Similar results have been obtained for other definitions ofFmon(x).11,12

3!These lattices correspond to finite temperature field theory,T51/4a, wherea is the lattice spacing.
4!In Fig. 1 the only the right half of the potential is shown on account of the positivity of the monopole ope

~5!; see Refs. 10 for a discussion.
5!It is well known that forb5bc'2.3 (b.bc) the SU(2) gauge field is in the confinement~deconfinement!

phase on the latticeL334.

1S. Mandelstam, Phys. Rep.23C, 245 ~1976!; G.’t Hooft, High Energy Physics, Zichichi, Editrice Composi-
tori, Bolognia, 1976.

FIG. 3. Monopole condensate extrapolated to infinite volume,Fc
inf , versusb. The phase transition is a

b5bc'2.3.
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The polarization of radiation in single crystals in the
semiclassical approach

S. M. Darbinyan and N. L. Ter-Isaakyan*
Yerevan Physics Institute, 375036 Yerevan, Armenia

~Submitted 21 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 171–175~10 February 1999!

The radiation emission spectra of polarized photons emitted from
charged particles in single oriented crystals are obtained in Bayer–
Katkov–Strakhovenko semiclassical approach. The results of numeri-
cal calculations are presented in the region of small angles of incidence
for which the coherent theory fails but the magnetic bremsstrahlung
region is not yet achieved. ©1999 American Institute of Physics.
@S0021-3640~99!00303-5#

PACS numbers: 78.70.En, 41.50.1h

The process of photon emission from charged particles at high energies in ori
single crystals is widely applied in experimental physics for the production of polar
photon beams. For sufficiently large angles of incidenceq0 to the crystal axis/planes
q0@qv , whereqv is the characteristic angle given byqv5U0 /m (U0 is the scale of
axial/planar potential andm is the electron mass! this process is well described in th
theory of coherent bremsstrahlung~CB!.1 This theory is constructed in the framework
the first Born approximation in the crystalline potential and fails at small angles and
high energies.

Recently V. N. Bayer and co-authors developed a general theory for radiation
sion from high-energy particles and pair production by high-energy photons in s
crystalline fields.2 This theory is not restricted by the first Born approximation and
based on the semiclassical character of motion of ultrarelativistic particles in s
fields. Forq0@qv this theory reduces to the standard theory of CB. At very small an
q0!qv the semiclassical theory reproduces the results of the constant field appro
tion ~CFA!. For intermediate angles,q0;qv , the numerical calculations in the exa
theory face serious mathematical difficulties, and some approximation and mod
methods have been developed for obtaining specific numerical results. The first num
results of the radiation emission spectra in the semiclassical theory were published i
3 ~in the framework of an additional modeling assumption!; exact calculations were
presented in Ref. 4. In Ref. 5 an analytical method of calculation in the framework o
semiclassical approach was developed, and new numerical results were presented
papers demonstrate an essential difference of the exact spectra from the corresp
results of coherent theory at small anglesq0<qv . There is good agreement between t
first experimental results at small angles6,7 and those calculations.
1800021-3640/99/69(3)/7/$15.00 © 1999 American Institute of Physics
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It is very important to investigate polarization phenomena at very high energi
oriented crystals, where the CB theory doesn’t work. If we could find optimal cry
orientations, which bring about large intensity enhancements of essentially pola
photons at high frequencies, it will afford us an interesting possibility for produc
high-energy polarized photon beams.

In this paper the formulas for the radiation emission spectra of polarized photon
derived in the Bayer–Katkov–Strakhovenko semiclassical approach. We also p
preliminary results of numerical calculations in the most interesting region of interm
ate anglesq0<qv for a planar orientation of crystal, where maximal polarization effe
are expected. To carry out the ensuing time integrals of complicated oscillatory func
we have developed a computational algorithm and a special integration program wh
very efficient, especially at small angles.

We start from the general semiclassical formula,2 which gives the spectral distribu
tion of polarized photon energy, averaged over the initial and summed over the
electron polarizations:

dE5a
d3k

~2p!2E2`

`

dt1E
2`

`

dt2
1

4«82 F ~«1«8!2~e•v2!~e* •v1!

2v2~e•v1!~e* •v2!1v2S v1•v2211
1

g2D ~e•e* !Geik8~x12x2!, ~1!

wherea51/137 is the fine structure constant andkm5(v,k) ande stand for the photon
4-momentum and polarization vector, respectively;« and «85«2v are the initial and
final electron energies,k8m5km«/«8, g5«/m; r1,25r (t1,2) andv1,25v(t1,2) are the elec-
tron coordinates and velocities at the timest1,2, andx1,25(t1,2,r1,2).

We are going to find the radiation emission spectra of polarized photons, integ
over the emitted photon anglesq,w. Therefore, the photon polarization vectors should
defined in relation to the direction that remains fixed~keeping in mind the smallness o
q,q;1/g) after integration overq,w. We choose two independent polarization vect
in the following form:

e15
n23n

un23nu
, e25n3e1 , ~2!

wheren5k/v andn2 is a unit vector transverse to the incident electron velocityv0 ; the
exact direction ofn2 can be fixed by the experimental layout. We choosen2 transverse to
the crystal axis along which the incident electron is aligned. Atq!1 the polarization
vectorse1 and e2 have the same fixed directions for anyw, and the Stokes paramete
defined in terms of these vectors correspond to definite directions after integration
emitted photon angles.

Utilizing the method derived in Ref. 2, we integrate~1! over photon anglesq,w and
go over to the intensityI 5dE/dt. If the longitudinal length of crystal is much larger tha
the radiation formation length, after averaging over electron trajectories in the cryst
can neglect the time dependence of the intensity.2 Finally, we present the polarize
photon emission spectra in terms of the Stokes parametersj1 , j2 , j3 :
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dI

dv
5

a

p

m2v

«2 E d3r 0

V
F~r 0,q0!F E

0

` dt

t
@~T01g2j1T1

1g2j3T3!sinA11g2j2T2 cosA1#2
p

2 G . ~3!

Herer0 is the point of entry,V is the crystal volume, the integration overr0 performs an
averaging over electron trajectories in the crystal, andF(r0 ,q0) is the coordinate distri-
bution function at given value ofq0 . The quantities ofA15A1(t) and Ti5Ti(t),i
50,1,2,3, in~3! are defined as follows:

A15
m2v

2««8
tF11g2F1

tE2t/2

t/2

v'
2 ~ t ! dt2a'

2 ~t!G G , ~4!

T0511 1
4 w~«!g2~v1'2v2'!2 , ~5!

T1522axay1ay~v1x1v2x!1ax~v1y1v2y!2~v1xv2y1v1yv2x!, ~6!

T25
w~«!

2
a•~v13v2!, ~7!

T35ay
22ax

21ax~v1x1v2x!2ay~v1y1v2y!2~v1xv2x2v1yv2y!, ~8!

where

a~t!5
1

tE2t/2

t/2

v~ t !dt, w~«!5
«8

«
1

«

«8
, v'5~vx ,vy!,

v15v~2t/2!, v25v~t/2!.

The Stokes parameters and projections of vectors correspond to the frame defi
following unit vectors:

êx5n23v0 , êy5n2 , êz5v0 . ~9!

The formulas for the polarized photon emission spectra in the semiclassica
proach were derived earlier, in Ref. 2, and an example of the numerical calculation
presented in Ref. 3. Our results for unpolarized photons (T0) and circularly polarized
photons (T2) agree with those of Ref. 2. For linear polarization (T1 andT3) our formulas
are completely different, and the results of our numerical calculations differ even q
tatively from those of Ref. 3. The difference stems from an improper choice of the ph
polarization vectors in Ref. 2.1!

For further calculations we shall use the rectilinear trajectory approximation, wh
strictly speaking, is valid forq0@qc , whereqc is the Lindhard channeling angle.10 We
present the numerical calculations for«5150 GeV and â001& aligned diamond single
crystal at temperatureT5293 K; q0 is the angle of the vectorv0 to this axis, andw0 is
the angle between the the plane$11̄0% and the projection ofv0 onto the$001% plane. The
calculations are carried out for a uniform distribution. We use the Molie`re potential of an
isolated atom. In Fig. 1 the gradually changing intensity and polarization spectr
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presented for decreasing values ofw0 at fixedq0 ~transition to a purely planar orienta
tion!. The behavior of the unpolarized intensity generally agrees with the resul
Ref. 4. The shape of the spectra is determined by the competition of coherent e
which are determined by the long-time regiont>1/qz in the time integrals in~3!, and
magnetic bremsstrahlung effects, which come from the short-time regiont!1/qz . As
compared with the CB results, the intensity of the coherent peaks decreases, the
change their form and are shifted to lower frequenciesv. One can also see that ne
peaks and dips appear.4 At the same time, asw decreases, the magnetic bremsstrahlu
effects begin to contribute and bring about an overall increase of the intensity. The
more strongly manifested at higher electron energies and lower radiated freque
Over a wide range of angles the radiation has an essentially linear polarization
circular polarization doesn’t vanish but is practically negligible (j2<0.01). As in the CB
theory, the spectral distribution of the degree of polarization repeats, in genera
structure of the intensity distribution, i.e., the peaks of intensity and peaks of polariz
are situated at the same frequencies.

It is worth noting that in the most interesting region of largex>0.5– 0.6 the photon
emission spectra and polarization could be satisfactory described in~unmodified! coher-
ent theory down to rather small angles. In Fig. 2 we present a comparison of the
classical and coherent approaches.

FIG. 1. Changes of intensity and polarization spectra for decreasingw0 at fixedq0 .
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Whenw0→0 at fixedq0 , the reciprocal vectorsqz which contribute to the sums in
Eq. ~3! form different groups such that each vectorqz from a given group tends to th
same limit, qz→qz

( i ) , (i 51,2,3,. . . ). The first group of vectors, which tend to zero
qz

( i )50, determine the magnetic bremsstrahlung contribution in the range of smav.
This contribution is what brought about the large maximum of the degree of li
polarization~0.6–0.8! at x5v/«50.1– 0.3. The radiation is polarized in the$110% plane
(j1;0). The groups of vectors that tend to nonvanishing limits (qz

( i )Þ0) correspond to
a number of high frequency peaks. For sufficiently high frequencies (x>0.6) the shape
and position of these peaks can be approximately described in the coherent theor~Fig.
2!. The magnitude of the peaks is determined, approximately, as a sum of coh
contributions of reciprocal vectors with givenqz

( i ) . For polarized spectra these contrib
tions could be of different sign, or some contributions could vanish. Therefore
polarization in the region of the high-v peaks depends strongly on the crystal orientat
and is relatively small. For instance, for a^001& aligned crystal, in the region of the mai
high-frequency peak the individual contributions practically compensate each othe
the degree of polarization is very small. For the^110& orientation, in the region of a
similar peak the main contributions do not compensate one another, and the deg
polarization turns out to be substantially higher~Fig. 3!. Pronounced high-energy-photo

FIG. 2. Comparison of the spectral distributions of the intensity and degree of polarization in the coh1

and semiclassical2 approaches at small angles of incidence.
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maxima in the radiation emission have been observed experimentally at CERN6 in dia-
mond and Si crystals. A discussion is going on as to the possibility of utilizing this e
for producing high-energy polarized photon beams.

More-precise calculations for different crystal orientations over a wide rang
incident electron angles and energies will be presented in subsequent papers.

This work was supported by the ISTC grant, Project A-099. One of us~N. T! is
grateful to Prof. R. Avakian for invitation to participate in this project.

*e-mail: terisaak@jerewan1.yerphi.am
1!When the e-print version of this paper8 was published, V. M. Strakhovenko informed us that in the upda

English edition of their book9 the polarized photon emission spectra have been corrected and now co
with our corresponding Eqs.~6!–~8!.

FIG. 3. The spectral distribution of the intensity and Stokes parameters in the region of the high-energy
peaks for̂ 001& and ^110& oriented diamond single crystals at«5150 GeV.
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Precocious asymptopia for charm from the running
BFKL
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V. R. Zoller**
Institute of Theoretical and Experimental Physics, 117218 Moscow, Russia

~Submitted 22 December 1998!
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The running BFKL equation gives rise to a series of moving poles in
the complexj plane. The corresponding eigenfunctions~color dipole
cross sections! are oscillatory functions of the color dipole sizer. The
first nodes for all subleading solutions~color dipole cross sections! are
clustered atr 1;0.1 fm. Therefore the processes dominated by dipole
sizesr;r 1 are free of subleading BFKL corrections. An example of
practical importance is the leptoproduction of charm. Over a wide
range of Q2 the calculatedF2

cc(x,Q2) is exhausted by the leading
BFKL pole and gives a perfect description of the experimental data.
© 1999 American Institute of Physics.@S0021-3640~99!00403-X#

PACS numbers: 12.38.Gc

The generalized Balitskii–Fadin–Kuraev–Lipatov~BFKL!1 equation for the inter-
action cross sections(x,r ) of the color dipoler with the target reads2

]s~x,r !

] log~1/x!
5K^ s~x,r !, ~1!

wherex is the Bjorken variable. The kernelK is related to the flux of the Weizsa¨cker-
Williams soft gluons uE(r1)2E(r2)u2. Asymptotic freedom~AF! dictates that the
chromoelectric fieldsE„r) be calculated with the running QCD chargegS(r m)
5A4paS(r m) taken at shortest relevant distancer m5min$r ,r%, and

E~r!5gS~r m!r/r23~screening factor!.

Within the infrared regularization scheme described in Refs. 2–5

E~r!5gS~r m!
r

rRc
K1~r/Rc! , ~2!

whereK1(x) is the modified Bessel function. Our numerical results are for a Yuka
screening radiusRc50.27 fm. Analysis of the lattice QCD data on the field-streng
1870021-3640/99/69(3)/5/$15.00 © 1999 American Institute of Physics
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correlators suggests a similar value ofRc ~Ref. 6!. The running coupling thus introduce
may not exhaust all NLO effects but it correctly describes the crucial enhanceme
long-range and suppression of short-range effects by AF.

Our findings on the running BFKL equation which are of prime importance for
problem under discussion are as follows.7,8 The spectrum of the running BFKL equatio
is a series of moving polesPn in the complexj plane, with eigenfunctions

sn~x,r !5sn~r !exp~Dn log~1/x!! ~3!

which are solutions of

K^ sn5Dnsn~r ! . ~4!

The leading eigenfunctions0(r ) is node-free. The subleadingsn(r ) hasn nodes.
The interceptsDn closely, to better than 10%, follow the law

Dn5
D0

~n11!
~5!

suggested earlier by Lipatov.9 The intercept of the leading pole trajectory, with o
specific choice of the infrared regulator,Rc50.27 fm, isD0[DP50.4. The subleading
sn(r ) represented in terms ofE(r )5sn(r )/r is, to a crude approximation, similar t
Lipatov’s quasi-classical eigenfunctions9

En~r !;cos@f~r !# .

With Rc50.27 fm the node ofs1(r ) is located atr 5r 1.0.05– 0.06 fm, and for largern
the first node moves to a somewhat larger distancer;0.1 fm. Hences(x,r 1) is domi-
nated bys0(x,r 1). This observation explains the precocious asymptopia for the di
cross section

s~x,r !}~1/x!D IP

at r;0.1 fm, derived previously from numerical studies of the running BF
equation.3–5 Consequently, by zooming ats(x,r 1) one can readily measureDP . The
point we want to make here is that becauser 1;1/mc , the excitation of open charm
provides the desired zooming. Indeed, we shall demonstrate that the suppression
subleading BFKL terms inF2

cc(x,Q2) is a remarkably strong effect.1!

The color dipole representation for the charm structure function~SF! reads11

F2
cc~x,Q2!5

Q2

4paem
^s&5

Q2

4paem
E

0

1

dzE d2r uCcc~z,r !u2s~x,r ! . ~6!

Starting with the BFKL–Regge expansion

s~x,r !5s0~r !~x0 /x!D01s1~r !~x0 /x!D11s2~r !~x0 /x!D21 . . . ~7!

with Dn as determined in Refs. 7 and 8, we arrive at the BFKL–Regge expansion fo
charm SF,

F2
cc~x,Q2!5(

n
f n

cc~Q2!~x0 /x!Dn , ~8!

where the charm eigen-SF is as follows:
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f n
cc~Q2!5

Q2

4paem
^sn& . ~9!

In conjunction with the explicit form11 of thecc̄ light-cone wave functionCcc(z,r ),

uCT
cc~z,r !u25

8aem

3~2p!2
$@z21~12z!2#«2K1~«r !21mc

2K0~«r !2%, ~10!

whereK0,1(x) are the modified Bessel functions,«25z(12z)Q21mc
2 , mc51.5 GeV is

the c-quark mass, andz is the light-cone fraction of photon’s momentum carried by t
quark of thecc̄ pair, Eqs.~6! and~9! show that the integral overr in ~6! is dominated by

Q22&r 2&mc
22 .

Indeed, making use of the properties of modified Bessel functions, after thez inte-
gration one can write

f n
cc~Q2!}E

1/Q2

1/mc
2 dr2

r 2

sn~r !

r 2 . ~11!

FIG. 1. Modulus of the charm eigen-SFu f n
cc(Q2)u for the BFKL poles withn50,1,2.

TABLE I.

n an cn r n
2 , GeV22 Rn

2 , GeV22 zn
(1) zn

(2) dn

0 0.0214 0.2619 0.3239 0.2846
1 0.0782 0.0352 0.0793 0.2958 0.2499 1.92
2 0.0044 0.0362 0.0884 0.2896 0.0175 3.447 1.79
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The dipole cross sectionsn(r ) in ~11! is an oscillating function ofr with the first node
located inside the integration region. Then in a broad range ofQ2 one has strong can
cellations in~11! for the subleading poles, which result in leading-pole dominance
charm production~Fig. 1!. For largeQ2, far beyond the nodal region, the effect of th
cancellations disappears, and

f n
cc~Q2!}@aS~Q2!#2gn ~12!

with gn54/3Dn .

For practical purposes it is convenient to representf n
cc(Q2) in an analytical form.

The parametrization for the leading-pole SF reads

f 0~Q2!5a0

R0
2Q2

11R0
2Q2 @11c0 log~11r 0

2Q2!#g0 , ~13!

whereg054/3D0 .

FIG. 2. The predicted charm structure functionF2
cc(x,Q2) ~solid line! as compared with the H1 and ZEU

data. The contribution of the leading pole withD IP50.4 is shown by the dashed line. a:Q2545 GeV2,
b: Q2525 GeV2, c: Q2512 GeV2, d: Q257 GeV2.
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For n>1 the functionsf n(Q2) can be approximated by

f n~Q2!5anf 0~Q2!
11R0

2Q2

11Rn
2Q2 )

i 51

n S 12
z

zn
~ i !D , ~14!

where

z5@11cnlog~11r n
2Q2!#gn21 ~15!

and

gn5g0dn ~16!

with the parameters listed in Table I.

In Fig. 2 our predictions for the charm structure function are compared with
from H112 and ZEUS.13 We correct for threshold effects by the rescaling14 x→x(1
14mc

2/Q2). It follows from both Fig. 1 and Fig. 2 that the charm production in a w
range of photon virtualities,Q2&102 GeV2, provides a unique opportunity for getting
hold on the elusive BFKL asymptotic behavior and measuringDP at the currently avail-
ablex.

*e-mail: kph154@ikp301.ikp.kfa-juelich.de
** e-mail: zoller@heron.itep.ru
1!The preliminary results were reported at the DIS’98 Workshop.10
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Total rates of nuclear capture of negative muons
in the isotopes 132Xe and 40Ar

T. N. Mamedov,* V. G. Grebinnik, K. I. Gritsa , V. N. Duginov,
V. A. Zhukov, V. G. Ol’shevski , and A. V. Sto kov
Joint Institute of Nuclear Research, 141980 Dubna, Moscow Region, Russia

~Submitted 10 January 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 181–183~10 February 1999!

The lifetimes of a negative muon in the isotopes132Xe and40Ar in the
solid phase are measured. The lifetime ofm2 in the 1s state of the
isotope132Xe is t(132Xe)5101.761.7 ns, which corresponds to a total
nuclear capture rateLc(

132Xe)59.460.2 ms21. The lifetime ofm2 in
the isotope40Ar, viz., t(40Ar) 556866 ns, corresponding to a capture
rate Lc(

40Ar) 51.3160.01 ms21, is obtained to several times better
accuracy as compared to previously published results. ©1999 Ameri-
can Institute of Physics.@S0021-3640~99!00503-4#

PACS numbers: 23.40.2s, 27.60.1j, 27.40.1z

The nuclear capture of negative muons is due to the weak interaction. One ch
teristic of this process, specifically, the total rate of nuclear capture ofm2 is important for
constructing theoretical models describing this process, which can be useful for ex
ing our knowledge of nuclear structure. The rate of nuclear capture of negative m
has been measured for most elements in the periodic table.1,2 Until recently, however,
there has been no information about the rate of nuclear capture in the isotopes of K
Xe. At the same time, it is of interest to study these elements from the standpoint~besides
that of filling in missing tabular data! of obtaining information about the isotopic depe
dence of the rate ofm2 capture and the dependence of the capture rate on the nu
spin, since the Xe and Kr nuclei have a rich set of isotopes, some of which have no
spin.

We have previously3 measured the rate of nuclear capture ofm2 in the isotopes84Kr
and 132Xe. In the present letter we report the results of measurements for the is
132Xe and we present substantially refined data, compared with previous works,4–6 on the
m2 capture rate in40Ar.

The experiment was performed in a separated beam of negative muons w
momentum 125 MeV/c from the synchrocylotron at the Laboratory of Nuclear Proble
at the Joint Institute for Nuclear Research.7 The experiment, performed by the conve
tional mSR method, consisted in measuring the total rate of vanishing of muons from
1s state of the isotope under study by detecting the electrons fromm2→e2 decay. The
experimental arrangement and the details of the setup are described in Ref. 8.

The experimental gas~Xe or Ar! was allowed to condense in a cooled target cha
ber and then frozen at a temperature close to the temperature of liquid nitrogen
1920021-3640/99/69(3)/4/$15.00 © 1999 American Institute of Physics
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materials for the target chamber were chosen so that them2 lifetime in them would differ
substantially from the expected lifetime in Xe and Ar. The chamber for Xe was mad
AD1-grade aluminum~99.5% pure! and the chamber for Ar was made of M1-gra
copper~99.9% pure!.

The composition of the xenon employed in the experiment was as follows:132Xe —
97.54%,131Xe — 2.45%,134Xe ,0.05%, other impurities,0.01%. High-purity natural
argon (40Ar — 99.6%, 36Ar — 0.337%, 38Ar , 0.063%! with the impurities of other
gases not exceeding 0.002%, was used in the experiment.

The experiments were performed in a 1755 Oe external magnetic field dire
perpendicular to the direction of the muon spin. The magnetic field was used to me
the residual polarization of the negative muons in the 1s level of the Ar and Xe atoms

The time resolution of the apparatus~FWHM of the peak due to the transitin
particles! was 2.5 ns.

The spectra obtained contained contributions from the stopping of muons in ca
copper, or aluminum, which are present in the scintillators and target-chamber mat
For this reason the experimental data were fit with a function

N~ t !5(
x

Nxe
2t/t~x!@11ax cos~vxt1w!#1Bg, ~1!

whereNx ,t(x),ax ,vx , wx , and Bg are, respectively, the normalization factor, the mu
lifetime in the 1s state, the observed asymmetry factor of the angular distributio
electrons fromm2→e2 decay, the muon spin precession frequency, the initial preces
phase, and the random-coincidence background. The indexx refers to132Xe (40Ar!, Al
~Cu!, and C.

The data were analyzed by the least-squares method. Aluminum and copper
possess nonzero spin. As follows from the experimental data,9,10 for aluminum and cop-
per the precession amplitudesaAl andaCu corresponding to the hyperfine interaction
the muon spin and the nuclear spins in the statesF15I 6Sm are practically zero. For this
reason, in analyzing the spectra for Xe and Ar we neglected the second term
brackets for Al and Cu, respectively. The muon lifetimes in Al and Cu were obta
from the data in Ref. 2:t(Al) 5864.062.0 ns andt(Cu)5163.561.0 ns. The param-
eters for the element under study and the carbon present in the scintillation count
the Mylar windows of the vacuum housing of the cryostat were varied as free param
As a result of fitting the spectra, it was found that the random-coincidence backgr
Bg in the measurements with Xe or Ar is no more than 0.3–0.4% of the total contrib
Nx(SNx).

Residual polarization of the negative muons at the precession frequency of th
spin was not found in solid xenon and argon, within the limits of experimental e
~1.5%!.

The spectrum of the temporal distribution obtained for the electrons fromm2

→e2 decay in the experiment with xenon is presented in Fig. 1. The contributions
the isotope under study and from impurities are clearly seen in this spectrum. Analy
the spectra gave the following values of the lifetimes:t(132Xe)5101.761.7 ns and
t(40Ar) 556866 ns. The muon capture rate in Xe and Ar nuclei was calculated from
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formulat215QLd1Lc , whereLd is the free-muon decay rate~for which the reciprocal
of the m1 lifetime, equal to 2197.0360.04 ns,11 was used!, Q is the suppression facto
for the decay rate of bound muons,12 andLc is the rate of nuclear capture of a muon. T
factorQ is 0.91 for xenon and 0.99 for argon. The following capture rates were obta
as a result:Lc(

132Xe)59.460.2 ms21 and Lc(
40Ar) 51.3160.01 ms21. These values

~like the rates of nuclear capture ofm2 which we obtained in a previous study3 with the
isotopes136Xe and84Kr! fall near the minima of the nuclear charge dependence of
reduced capture rateLcZ

4/Zeff .
2

Comparing the values of them2 capture rates in the isotopesLc(
136Xe)58.6

60.4 ms21 andLc(
132Xe) shows that a clear isotopic dependence is observed, thou

is weaker than that predicted by the Goulard–Primakoff formula.13

In closing, we thank the personnel at the Scientific-Experimental Division of
Synchrocyclotron at the Laboratory of Nuclear Problems at JINR for providing unin
rupted, stable operation of the accelerator, V. B. Brudanin and V. I. Komarov for
interest in the present work and for encouragement, and G. D. Soboleva for assista
composing this article.

This work was supported by the Russian Fund for Fundamental Research, P
96-02-17582.
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FIG. 1. Spectrum of the temporal distribution of the electrons fromm2→e2 decay. The target chamber is fille
with solid 132Xe. The straight lines show the contributions to the spectrum from the individual compone
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Low-field electrodynamics of polycrystalline ternary
molybdenum chalcogenides

S. L. Ginzburg, I. D. Luzyanin, I. R. Metskhvarishvili, É. G. Tarovik,
and V. P. Khavronin
St. Petersburg Institute of Nuclear Physics, Russian Academy of Sciences,
188350 Gatchina, Russia

~Submitted 21 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 184–188~10 February 1999!

The penetration of very weak magnetic fields into the polycrystalline
low-temperature superconductor SnMo6S8 is studied experimentally.
The experimental results agree satisfactorily with the theory of the
critical state in the framework of low-field electrodynamics. It is found
that the critical current density in this case does not depend on the dc
magnetic field. ©1999 American Institute of Physics.
@S0021-3640~99!00603-9#

PACS numbers: 74.25.Ha, 74.25.Nf

It is well known that magnetic fields lower than the first critical field do not p
etrate into a superconductor. However, this assertion becomes incorrect if the sup
ductor is a multiply connected system, for example, a polycrystal in which the crysta
are intercoupled by Josephson junctions. Since very weak fields can easily penetr
the Josephson junctions, it can be inferred that such fields will penetrate polycryst
superconductors. A similar situation occurs in ceramic HTSC materials in which gra
are coupled by weak Josephson junctions. In this case a wide range of irreversib
nonlinear phenomena have been observed experimentally and have been explained
basis of low-field electrodynamics.1,2 However, as far as we know, low-field electrod
namics has still not been studied for low-temperature polycrystalline superconduct

The present work is devoted to investigations of the penetration of ultraweak
netic fields into the polycrystalline superconductor SnMo6S8 (Tc'13 K!. This choice
was made because molybdenum chalcogenides have a high critical fieldHc2 and corre-
spondingly a very short coherence lengthj'23 Å . This makes them similar to HTSCs
in which j is of the order of several angstroms. Therefore there are grounds for expe
that for such values ofj any, even a small, defect can act like a Josephson junction.
experimental results have shown that, first, very weak magnetic fields of the ord
several millioersteds do indeed penetrate into such a superconductor and, seco
experimental data obtained agree with the predictions of low-field electrodynamics

We recall that the low-field electrodynamics of ceramic HTSCs is based on
assumptions.

1. A ceramic superconductor behaves like a classic type–II superconductor
k5Hc2 /Hc1'100. Indeed, the true value of the first critical fieldHc1;eI/a ~Ref. 1! is
small because of the smallness of the characteristic energyI of a weak link (a is the
1960021-3640/99/69(3)/6/$15.00 © 1999 American Institute of Physics
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granule size! and is approximately 1–10 mOe. SinceHc1 is small, the true penetration
depthl in such a multiply connected medium will also be large (l2;F0 /Hc1meff@a2,
wheremeff5 f n1 f smgr is the effective magnetic permeability of the ceramic, which ta
into account the nonpenetration of the field into the granules!. Here f s is the fraction of
the sample that is occupied by the superconducting material,f n512 f s , andmgr is the
magnetic permeability of the granules, which depends on the size, configuration
London penetration depthlL of the granules. IflL!a, thenmgr!1, and thereforemeff is
also small if f n!1, as is typical for polycrystals.

2. The Bean model of the critical state is applicable to ceramic superconducto3 It
is well known that the critical state of a superconductor is highly nonequilibrium an
described by a spatially nonuniform magnetic inductionB(r ). It is determined using the
equation of the critical state, which contains, specifically, the magnetic field depend
of the equilibrium inductionBeg(h)'meffh. Therefore the problem reduces to determ
ing the nonuniform magnetic fieldh(r ) for which the equation of the critical state has t
form3–5

udh/dxu54p j c~h!, ~1!

where j c(h)5a(h)/h. The average induction for an infinite plate of thicknessd is

B̄5
2

d
meffE

0

d/2

h~x!dx. ~2!

In Eq. ~1! a(h) is the pinning force andj c(h) has the meaning of the critical curren
density and is a phenomenological function ofh. This function is an important charac
teristic, since it can be used for a rough classification of a superconductor.

We note that there exist several models which give different functionsj c(h). An
example is the function

j c~h!5
j 0H0

uhu1H0

obtained experimentally in Ref. 6. HereH0 is a characteristic field, which is of the orde
of 3 Oe for the ceramic YBaCuO.

The caseH0→` leads to the Bean model,3 where j c does not depend on the mag
netic field. The caseH0→0, j 0H05 const corresponds to the Kim–Anderson mode5

where the pinning forcea(h) does not depend onh. Generally speaking, there is n
theoretically substantiated choice of the functionj c(h). Therefore there is an obviou
need to determine this function experimentally.

In our work we have shown that the behavior of the linear and nonlinear susc
bilities in magnetic fields 1022–1 Oe can be described well by the theory of the criti
state and thatj c(h) does not depend onh. To discuss the experiment, we must ma
some simple theoretical predictions. As we have said, forh@Hc1 a granular supercon
ductor is a highly nonequilibrium system, which, specifically, exhibits hysteresis.
existence of hysteresis leads to a strong nonlinearity of the field dependence
susceptibility.

Let a fieldh(t)5H1h0 cosvt be applied to such a superconductor. In this case
inductionB(t) can be expanded in a Fourier series as
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B~ t !5
1

2
a01(

n
~an cosnvt1bnsinnvt !. ~3!

Performing some calculations similar to those in Ref. 2, we obtain in the adia
approximation in the caseh0!H,H0 the following expressions for the coefficientsan and
bn ~these quantities were determined in our experiment!:

a052meffH, a15
meffh0

2

4p j c~H !d
,

a2k1150, k>1,

b2k1152
meffh0

2

8p2 j c~H !d

1

~k221/4!~k13/2!
, ~4!

a25
meffh0

3

32pd

d

dH

1

j c~H !
, a2k50, k>2,

b2k52
meffh0

3

16p2d

d

dH S 1

j c~H ! D k

~k221/4!~k229/4!
.

As one can see from these equations, all odd harmonics are proportional toh0
2 and all

even harmonics are proportional toh0
3, the coefficients differing only in respect to th

number of the harmonic. This signifies strong nonlinearity. We note that forH50 the
form of the expressions for the odd harmonics in Eq.~4! remains the same, while th
even harmonics, naturally, vanish.

We note that forj c(H)5 const there are no even harmonics, even forHÞ0. This
situation was realized in our case.

The investigations were performed on a polycrystalline sample of SnMo6S8 in the
form of a disk 9.4 mm in diameter and 3.4 mm thick. The sample was placed
measuring coil, which also serves for producing an ac magnetic field. The dc field
produced by an external solenoid. The dc and ac fields were parallel to one anoth
lay in the plane of the disk. The measurements were performed mainly at the freq
20 kHz and in the interval of fields 1022<h0<1 Oe,H<20 Oe. We note that in ou
experimentsa1 andb1 were determined in terms of the measured values of the real
imaginary parts of the susceptibility (x8 and x9). It is obvious thatx8521/4p in the
limit h→0. Thereforex8 can be represented asx8(h0)521/4p1xh8(h0). Then

a15~114px8!h054ph0xh8~h0!,

b154ph0x9~h0!. ~5!

The method of Ref. 2 was used to study the real and imaginary parts of the
susceptibility (x8 and x9) and the moduli of the amplitudes of the higher harmon

cn5(an
21bn

2)1/2 as functions of the field and temperature.

We now proceed directly to the experimental results. It follows from the tempera
dependence of the real part of the linear susceptibility~Fig. 1! that for the experimenta
sample the transition to the superconducting states starts atT'13.5 K, which is typical
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for compounds in this class~see, for example, Ref. 7!. The same figure showsx9(T),
which atT'12.5 K has the characteristic maximum exhibited by superconductors.

One should note first, however, that the polycrystal investigated has pronou
nonlinear properties. It is seen from the spectrum of the high harmonics~Fig. 2!, which
was obtained atT,Tc in weak ac and dc magnetic fields, that the harmonics decr
weakly as the number of the harmonic increases and that the even harmonics are
even forHÞ0.

We note that in our experiments the temperature and field behavior ofx8 and x9
~which are directly related witha1 andb1) and of the moduli of the amplitudes of th
third and fifth harmonics (c3 andc5) were studied in detail.

FIG. 1. Fragment of the temperature dependence of the real and imaginary parts of the linear suscep
H50, h051 Oe.

FIG. 2. Spectrum of high harmonics.
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As an example, the temperature dependence of the susceptibilityx35c3 /h0 is pre-
sented in Fig. 3 for different values of the amplitudeh0 of the ac field. This dependenc
turned out to be completely similar to that for ceramic HTSCs~see, for example, Ref. 2!.
A characteristic feature of the dependence presented is the presence of two maxim
high-temperature maximum could be due to the penetration of the field into the cr
lites, while the low-temperature maximum could be due to the penetration only int
Josephson medium formed by weak links between crystallites. The position of this
mum shifts in the direction of low temperatures with increasingh0. This behavior is due
to a transition from a regime where the field penetrated to the center of the sampl
regime where the field penetrated only into a part of the sample. In the latter cas
low-field conditionh0!H,H0 is easily satisfied and therefore, using expression~4!, it is
easy to check the applicability of the theory of the critical state to the polycrysta
material investigated.

Figure 4 displaysa1 , b1 , c3 and c5 as functions ofh0 at H50. As one can see
from the figure, these quantities clearly show a quadratic dependence onh0, which is
characteristic for the critical state.

The equation~4! contains the two independent quantitiesmeff and j 0, which were not
determined independently in our experiments. For this reason, to compare the theo
and experimental results, it is reasonable to consider the ratiosa1 /b1 , b1 /c3, and so on,
which, according to Eq.~4!, should not depend onmeff and j 0. As it turned out, the
experimentally determined ratios agree with the theoretical prediction to within 10–

The investigations performed in dc fields showed that even in this case a qua
dependence of the amplitudes of the odd harmonics on the amplitude of the ac fi
observed, and there are no even harmonics. At the same time, it was found th
amplitudes of the odd harmonics do not depend on the magnitude of the dc field, a

FIG. 3. Fragment of the temperature dependences of the nonlinear susceptibilityc3 /h0 obtained in the absence
of a dc magnetic fieldH for different amplitudes of the ac field.



e.,

deed
field
such

for
ourse

duc-
er-
the
hys-

201JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Ginzburg et al.
up to 20 Oe. This signifies thatj c(H) does not depend on the magnetic field, i.
j c(H)5 j 0.

In summary, the results of our experiments show that the critical state is in
realized in polycrystalline low-temperature molybdenum chalcogenides in the low-
range. Therefore the basic ideas of low-field electrodynamics are applicable to
superconductors.

We thank A. V. Mitin for helpful discussions of the results of this work and
providing the sample and O. V. Gerashchenko for helpful discussions during the c
of the experiment.
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FIG. 4. a1 , b1 , c3, andc5 versush0 at H50.
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Anisotropic negative magnetoresistance in one-
dimensional channels of porous silicon

A. I. Yakimov* and A. V. Dvurechenski 
Institute of Semiconductor Physics, Siberian Branch of the Russian Academy
of Sciences, 630090 Novosibirsk, Russia

~Submitted 23 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 189–193~10 February 1999!

It is found that the magnetoresistance of manganese-doped porous
amorphous silicon in fields 0–5 T is negative and depends on the ori-
entation of the magnetic field. The experimental curves of the
magnetic-field dependence are described well by the theory of quantum
corrections to the conductivity in the one-dimensional case. The phase
coherence length in the material is'25 nm atT54.2 K. © 1999
American Institute of Physics.@S0021-3640~99!00703-3#

PACS numbers: 72.20.My, 72.80.Cw

The theory of quantum corrections to the conductivity of thin one-dimensional w
was formulated in the mid-1980s~see review1!. However, to this day not all of the basi
assumptions have been checked experimentally in detail. One such problem is the
ior of the resistance in a magnetic field. It is well known that the effect of a magnetic
on the interference correction to the conductivity of disordered metals and degen
semiconductors leads to a negative magnetoresistance~NMR! in classically weak
fields.2–4 In the three-dimensional case the NMR is isotropic and depends on the
netic field asB2 in weak fields (L f!LB , whereL f is the phase coherence length,LB

[A\/2eB is the magnetic length! and is proportional toAB in the high-field limit. In
two-dimensional~2D! films the correction to the conductivity varies as lnB, and the
magnetoresistance depends strongly on the orientation of the field relative to th
plane. Anisotropy of the NMR in a 2D system is a well-established experimental1

and is due to the difference between the orbital motion of the electrons in a plane a
a thin channel. Al’tshuler and Aronov substantiated the existence of an anisotropic
in one-dimensional wires also.5 However, an adequate experimental check of this
sumption is difficult. The problem is that, as a rule, a 1D electron gas is formed by m
of a geometric ‘‘cutoff’’ of a 2D system.6–9 In such structures the width of a channel
always much greater than its thickness and, by analogy with 2D films, this can cont
an additional element of anisotropy in the observed magnetoresistance. An experim
arrangement where the channel dimensions are the same in the transverse d
should be more acceptable.

We showed in a previous work that, as a result of electrochemical etching of a
phous silicon~a-Si! in a solution of hydrofluoric acid, under certain conditions condu
ing regions of silicon, surrounded by depleted regions and pores, form in the ma
2020021-3640/99/69(3)/5/$15.00 © 1999 American Institute of Physics
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these regions are 5–8 nm in diameter and are extended perpendicular to the su10

These conducting channels are weakly linked with one another and form a syst
one-dimensional silicon filaments whose cross section is, on average, isotropic. A
of charge transfer on the insulator side of the Anderson transition showed that the
ductivity in porous a-Si doped with manganese~a-PS:Mn! to c54 and 7 at.% is governed
by electron hops along quasi-one-dimensional trajectories bounded by the walls
pores.10 The average diameter of the conducting channels determined from the co
tivity data was 6 nm. As the Mn concentration increases above 14 at.% the conduc
becomes ‘‘metallic,’’ and forc>18 at.% the temperature dependence is described
by the interference correction in the one-dimensional case.11 In the present work we
investigated the effect of a magnetic field on the resistance of a-PS:Mn for two ori
tions of the field: along (B i ) and perpendicular (B') to the silicon channels. The field
was directed perpendicular to the sample surface in the first case and in the plane
surface in the second case. As a result, we found anisotropy of the NMR, the cha
resistance in the field being in good agreement with the theory of the NMR of a
dimensional conductor.

It is very important to note one other advantage of the object chosen for inves
ing the quasiclassical diffusion regime of quantum wires. As the transverse dimensio
quasi-one-dimensional conductors produced by conventional methods on the ba
crystalline materials decreases, two factors which interfere with the check of the c
sponding theory are encountered. First, if the mean free path becomes of the order
diameter of the wire, then scattering by the boundaries is substantial and lead
positive magnetoresistance.7 Second, if the wire diameter equals the electron wavelen
then size-quantization effects start to affect the transport properties.9 Our object of inves-
tigation does not have these drawbacks, since, in the first place, the mean free p
amorphous materials is very short~of the order of several interatomic distances! as a
result of topological disorder and, in the second place, the high~up to 1022 cm23)
solubility of transition-metal impurities~Mn, Fe! in amorphous silicon makes it possib
to obtain an electron gas with a short (;1 nm! de Broglie wavelength. In this connection
size-quantization and boundary-scattering effects are not manifested even in ultr
(;10 nm! amorphous wires.

The cross section of the structure is displayed in Fig. 1. A tungsten film~bottom!
and a gold film~top! served as electrical contacts. The area of the top Au electrode
531023 cm2. The porous layer consisted of two parts: a thin (;6 nm! contact layer at

FIG. 1. Diagram of the experimental structure and measurements.
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the top, with about 30% porosity, and an approximately 200-nm-thick main layer a
bottom, with 50–60% porosity. A detailed description of the structures and the me
used to prepare them is given in Ref. 11. The conductivity was measured by the
probe method using ac current. The current was 0.1mA and the frequency was 1 kHz
The magnetoresistance was measured atT54.2 K in fields up to 5 T.

The temperature dependence of the conductivity of a sample with 22 at.% M
shown in the inset in Fig. 2. At temperaturesT.50 K the conductivity increases with
decreasing temperature. This corresponds to the classical metallic behavior under
tions of scattering by phonons. At low temperatures the localization correction bec
substantial and the conductivity starts to decrease. In a previous work we showed th
correction depends on temperature asDG}T21/3 ~solid curve in the inset in Fig. 2!.
According to theoretical calculations,12 electron–electron collisions with small energ
transfer lead to such a law in one-dimensional systems. The phase coherence len
be estimated as13 L f'b(dG/Gm)(kFb)(kFl ), whereb is the average diameter of the 1
conducting channels,kF is the wave vector at the Fermi surface,l is the mean free path
and dG/Gm is the relative change in the conductivity as a result of the interfere
correction. Near the Anderson transition it can be assumed thatkFl'1. Then for
dG/Gm56.5% ~see Fig. 2! andb56 nm we obtainL f521 nm.

The magnetoresistance of the same sample atT54.2 K and for two different field
orientations is displayed in Fig. 2. In fields 0–5 T the magnetoresistance is negativ
strongly anisotropic. The curvesDR(B)/R cannot be described by a logarithmic law
characteristic for quantum corrections in 2D systems~otherwise, the curves would ben
in the other direction!. In addition, the presence of strong anisotropy argues again

FIG. 2. Magnetoresistance of a porous layer of amorphous silicon doped with manganese to 22 at.
measurement temperature is 4.2 K. TheB i curve corresponds to magnetic field orientation parallel to
one-dimensional silicon channels~perpendicular to the sample surface! and theB' curve describes the magne
toresistance in the transverse geometry~field parallel to the sample surface and perpendicular to the chann!.
The solid lines were obtained by fitting expressions~1! and ~2! to the experimental data. Inset: Temperatu
dependence of the conductivity of the same structure in zero field.
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three-dimensional mechanism of magnetoresistance. Nonetheless, to verify this we
sured the magnetoresistance of continuous~nonporous! a-Si12cMnc layers with the same
manganese concentration~Fig. 3!. One can see that the behavior of the magnetoresist
in porous layers is strongly different from that in compact layers. The magnetoresis
of three-dimensional samples does not depend on the field orientation and is po
Ordinarily, isotropic positive magnetoresistance is attributed to the suppression o
interaction of electrons with antiparallel spins, in which case the Zeeman splitting o
levels becomes equal to the thermal energykT.

According to theory,5 the relative change in the resistanceR of a one-dimensiona
conductor in a magnetic field is given by the expressions

DR

R
52R

e2

p\

L f

L H S 11
b2L f

2

32LB
4 D 21/2

21J ~1!

for the field oriented parallel to the axis of the wire and

DR

R
52R

e2

p\

L f

L H S 11
b2L f

2

12LB
4 D 21/2

21J ~2!

if the field is oriented perpendicular to the axis of the wire. HereL is the length of the
wire. The difference between expressions~1! and~2! lies in the numerical factors in the
parentheses. This factor carries information about the relative orientation of the wire
and the field. For the perturbation theory used to derive expressions~1! and ~2! to be
applicable, the inequalityb,LB must be satisfied.5 Otherwise, the sample should beha
as a three-dimensional sample. SinceLB.13 nm ForB,5 T, the above-indicated con
dition is indeed satisfied in our experiment. Expression~1! and~2! were obtained for an

FIG. 3. Magnetoresistance of a compact layer of amorphous silicon doped with manganese to 22 at.%
field orientations: perpendicular to and parallel to the surface of the sample. The measurement tempe
4.2 K.
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isolated filament. In our case a large number of wires are connected in parallel an
at first glance, precludes a direct application of Eqs.~1! and~2! for analyzing the experi-
mental curves. We note, however, that the parameter combinatione2L f /p\L is simply
the quantum correction to the conductivity of a 1D system as a result of interference
this reason, assuming that all channels in a-PS:Mn are independent, we ca
R(e2L f /p\L)'dG/Gm .

The results of fitting expressions~1! and ~2! to the experimental data forb56 nm
anddG/Gm50.065 are shown in Fig. 2~solid lines!. The coherence lengthL f served as
the adjustable parameter in both cases. One can see that the theory of the N
one-dimensional wires describes well the interference quantum correction to the co
tivity of a-PS:Mn in a magnetic field with different orientations. The fit givesL f525
62 nm forB' orientation andL f52363 nm in the case of a field oriented parallel to t
axis of the channels. These values agree well both with each other and with the an
of the temperature dependence of the conductivity. In addition, the values obtainedL f

do indeed satisfy the criterion for the interference correction to be of a one-dimens
character:L f.b.

In conclusion, we wish to note that the observation of anisotropic magnetor
tance, which can be described by the same quantityL f for various field orientations, is
possible only if the length of the projection of the channel on the direction of the fieldB'

is much shorter than the length of the projection on the directionB i ~the channels are
highly extended perpendicular to the surface of the structure!. Otherwise, fitting the
theoretical expressions~1! and~2! to the experimental magnetic field dependences wo
give different values for the phase coherence length.

We thank A. I. Nikiforov and V. A. Dravin for assisting in the preparation of t
samples. This work was supported by the Russian Fund for Fundamental Research~Grant
No. 97-02-18507!.
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Interference ionization of an impurity by an electric field
in a system of quantum wells

Yu. A. Aleshchenko,* I. P. Kazakov, V. V. Kapaev, Yu. V. Kopaev,
N. V. Kornyakov, and A. E. Tyurin
P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Ru

~Submitted 29 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 194–199~10 February 1999!

A radical change in the ionization energy of the donor impurity Si in a
GaAs/AlGaAs double-well heterostructure is observed experimentally
when the electronic wave function is relocated in an electric field. The
ionization energy of the impurity decreases from 15.5 meV to 0 when
the voltage across the structure changes by less than 1 V. The Stark
effect would give a change in the ionization energy of not more than
3 meV. © 1999 American Institute of Physics.
@S0021-3640~99!00803-8#

PACS numbers: 73.20.Dx, 73.20.Hb

Quantum interference of the electronic states of coupled quantum wells~QWs!
makes such a system very sensitive to external perturbations. Under these con
even a comparatively weak external electric field applied parallel to the growth ax
the structure is sufficient to change radically the form of the electronic wave func
~WFs! and to relocate them from one QW into the other. This is reflected in most o
physical characteristics of the system. In Ref. 1 it was predicted that the impurity
ization energyEimp should change upon a relocation of the electronic WF in a system
QWs. This effect is due to the inversion of the bottom size-quantization energy sub
of tunneling-coupled QWs when the subbands undergo anticrossing in an externa
tric field. As a result of the inversion, the binding energy and the form of the WF
localized electronic state, formed mainly from the states of the lower subband, o
impurity atom change. In the present letter a direct experimental confirmation o
interference ionization of a donor impurity accompanying relocation in the GaAs/AlG
double-well structure is reported.

The experimental structure was grown on a GaAs~100! substrate with a 1mm thick
GaAs buffer layer by molecular-beam epitaxy. The active region of the structure,
fined between undoped Al0.34Ga0.66As spacers, each 200 Å thick, included an undop
57 Å wide QW at the bottom, a 34 Å thick Al0.34Ga0.66As barrier layer, and a 79 Å wide
QW at the top containing a Si delta layer (n56.331011 cm22) at the center. A Si-doped
n1-Al0.34Ga0.66As ('731017 cm23) layer and a Si-dopedn1-GaAs (131018 cm23)
protective layer, 200 and 100 Å thick, respectively, were grown on the top spacer
top and bottom electrodes were formed by depositing a half-transmitting Ni film thro
a mask followed by etching of the structure around the film to then1-GaAs buffer layer.
2070021-3640/99/69(3)/8/$15.00 © 1999 American Institute of Physics
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The parameters of the structure were chosen so as to provide, following Ref.
most favorable conditions for electronic relocation in an external electric field from
doped QW closest to the surface into the more distant and narrower undoped QW

The photoluminescence~PL! spectra in the temperature interval 20–90 K we
excited by 4880 Å radiation from an Ar1 laser and were analyzed with a DFS-24 doub
monochromator and detected with an FE´ U-79 photomultiplier in the photon-countin
mode.

Several factors complicate the measurement ofEimp in systems of QWs: the com
plexity of the PL spectrum of multiwell structures, the dominant role of the excitonic
over the weak peaks due to interband transitions~relative to whichEimp must be mea-
sured!, and the field dependence of most radiative transitions. In this connection, th
peaks of the experimental structure were identified by comparing the experimental
tra measured at different temperatures using different intensities of the exciting rad
with the results of a theoretical calculation based on a solution of the Schro¨dinger and
Poisson equations.

The potential profile of the QWs of the experimental structure and also the WF
the bottom subbands of the energy spectrum of the electrons and heavy holes a
applied voltage (U50) are presented in Fig. 1. As one can see from Fig. 1, the disto

FIG. 1. Profile of the potential in the region of the QW of the experimental structure and the energy sub
as well as the computed WFs for the lower electron and heavy-hole subbands with a zero applied volta
numbers on the curves are the subband numbers. The energy scale of the valence band is magnified s
details can be distinguished more clearly.
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of the potential relief by the built-in field has the effect that the WFs of the electrons
holes in the ground state~curves1! are localized in different QWs. As a result, th
overlap integral for transitions between the first size-quantization subbands of the
trons and heavy holes (c1 –h1) is much smaller than for transitions between the sec
electronic subband and the first heavy-hole subband (c2 –h1) as well as the first elec
tronic subband and the second heavy-hole subband (c1 –h2), for which the WFs are
localized in one of the QWs.

The PL spectrum of the above-described structure, measured atU50, temperature
20 K, and power density 4 W/cm2 on the sample, is displayed in Fig. 2a~solid line!. A
narrow peak with a maximum at 1.599 eV, which adjoins on the low-energy side a
band containing contributions from several overlapping peaks, dominates the spe
The decomposition of the spectrum into components gives six Gaussian contours~shown
in the figure by dashed lines; the dot-and-dash line shows the total contour!. One can see

FIG. 2. Photoluminescence spectrum of a GaAs/AlGaAs double-well structure with no external field at
and power density 4 W/cm2 of the exciting radiation on the sample~a! and transformation of the spectrum wit
increasing power density of the exciting radiation~12 W/cm2) ~b! and with increasing temperature~90 K! ~c!.
The dashed lines show the Gaussian contours used to approximate the spectra; the dot-and-dash line s
resulting contours.
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from the figure that an approximation using six Gaussians reproduces the mea
spectrum well.

Comparing the experimental data with the theoretical calculation shows tha
peaks near 1.599, 1.588, and 1.576 eV are due to the excitonic transitionsc2 –h1, c1 –
h2, and c1 –h1, respectively. The high intensity of the peaks that correspond to
transitionsc2 –h1 andc1 –h2 is correlated with the computed WFs presented in Fig
A similar anomalous ratio of the intensities of the transitionsc2 –h1, c1 –h2, andc1 –h1
was previously observed in the PL spectra of delta-doped isolated AlGaAs/InGaAs/
QWs at room temperature2 and was explained by a strong asymmetry of the poten
relief.

The peaks with maxima at 1.566, 1.552, and 1.543 eV correspond to transitions
energies less than the energy of the excitonic transitionc1 –h1 ~1.576 eV!. Therefore
they are more likely to be associated with impurities. In the temperature range 20–
all electron–impurity complexes with more than two particles should be ionized. Sp
cally, exciton complexes which are bound with neutral impurities and make the la
contribution to the impurity PL at low temperatures3 are subject to thermal dissociation
In consequence, the peak at 1.566 eV, closest to the excitonic transitionc1 –h1 ~1.576
eV!, is most likely due to electronic transitions from neutral Si impurity atoms to
bottom heavy-hole subband~Si02h1).

The peak at 1.552 eV, lying next to the Si02h1 ~1.566 eV! transition, is split from
the peakc1 –h1 ~1.576 eV! by 24 meV. A peak was also observed in the PL spectra
a 70 Å wide GaAs QW at 20 K. In this case the peak was located 26 meV lowe
energy than the peak due to the excitonic transitionc1 –h1 ~Ref. 4!. This peak was due
to the residual acceptor carbon impurity C in a neutral charge state (c1 –C0). Since the
main background acceptor in our samples is also C, it is natural to associate the p
1.552 eV to the transitionc1 –C0. The remaining peak at 1.543 eV is the weakest pea
the spectrum, and in addition it is close in energy to the peakc1 –C0, so that its position
is determined least accurately. However, since its energy splitting from the peakc1 –C0

is close to that of the peak Si0–h1 relative to the peakc1 –h1, the peak at 1.543 eV ca
be attributed to a transition between the ground states of neutral Si donors and C
tors, i.e., Si0–C0.

To confirm the impurity nature of the peaks at low energies, measurements
performed of the dependence of the PL spectra on the intensity of the exciting rad
and on the temperature. As the power density of the exciting radiation increases,
saturation of the intensity of the peaks is observed at low energies in connection wi
finite number of Si donors and C acceptors in the QWs. As an example, Fig, 2b dis
the PL spectrum of the structure measured with a power density of the exciting rad
12 W/cm2 and five times weaker amplification than in the spectrum in Fig. 2a. Indee
the power of the exciting radiation increases, the contribution of the peaks on the
energy side decreases compared with the contribution of the transitionc1 –h1. This
confirms that these peaks are due to impurities. At the same time the intensities
narrow peaks that we attributed to the transitionc2 –h1 and of the peak due to th
transitionc1 –h2 increase rapidly. This is due to the small equilibrium population of
subbandsc2 and h2 and, accordingly, to the possibility that this population chan
sharply even under weak excitation. We note that because of the low intensity o
peaks in the spectrum at low energies in Fig. 2b, a good approximation in this reg
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obtained by taking account of one peak, which we associate to the transition Si02h1,
instead of three peaks, as in Fig. 2a.

As the temperature increases, the PL spectra become weaker. This is due
increase in the probability of thermal transfer of carriers out of a well into the ba
layers, the intensity of the spectrum on the low-energy side decreasing more rapidly
spectrum in Fig. 2c illustrates the transformation of the PL spectra with increasing
perature. This spectrum measured at 90 K with seven times greater amplification th
spectrum in Fig. 2a. The good fit of the spectrum by three contours~dashed lines! attests
to the fact that at 90 K only the peaks due to the transitionsc2 –h1, c1 –h2, andc1 –h1
contribute to the spectrum. The observed effect is typical for the PL spectra of imp
states and is explained by the thermal ionization of donors and acceptors. Of a
impurity peaks, in what follows we shall be interested only in the peak due to
transition Si02h1, since for all other peaks associated with the background acce
impurity C uniformly distributed in the QWs and in the barrier layers there should b
change in the ionization energy of the impurity upon relocation.

In the spectrum in Fig. 2a, measured withU50, the impurity peak Si02h1 ~1.566
eV! is split from the peak due to the excitonic transitionc1 –h1 ~1.576 eV! by 10 meV.
To determineEimp the exciton binding energyEex must be added to this value. Ou
variational calculations taking account of the built-in field in the structure giveEex'6
meV. ThenEimp is close to 16 meV. This is greater than the known values of
ionization energy 12–13 meV obtained by different authors~see Refs. 5 and 6! for Si
impurity at the center of an approximately 100 Å wide QW. In our case delta do
results in the appearance of a V-shaped potential at the center of the QW. This po
lowers the energy of the lowest levels with respect to the energy of the higher-
states7 and, correspondingly, increasesEimp . According to our calculations, for 6.3
31011 cm22 delta doping the energyEimp reaches 3–4 meV. In this case the position
the PL peak, 1.566 eV, agrees quite well with the theoretical calculations for
Si02h1 transition energy.

An external electric field shifts the PL peaks. Figure 3 shows the experimental
as well as the results of a theoretical calculation of the positions of the PL peaks
function of the intensity of the electric field arising when a voltage from10.4 to22.4 V
is applied to the half-transmitting electrode at the top. One can see that the peaks
indirect transitionsc2 –h1 andc1 –h2 rapidly shift with increasing field, since the ele
tronic and hole subbands associated with these transitions belong to different QW
they move in opposite directions as the field increases. At the same time, for less th
kV/cm fields, the position of the excitonic peakc1 –h1 does not depend on the magn
tude of the field, since the quadratic Stark effect is negligible for direct transitions.
behavior of the PL peaks in an external field for the transitions considered confirm
interpretation of these peaks.

For us, the anticrossing of the spectral linesc1 –h1 andc2 –h1 in Fig. 3 at a field
intensity of about 30 kV/cm is most fundamental, since in this case relocation of the
of the lower subband from the doped into the undoped QW occurs. The field depen
of the energy of the peak Si02h1 near the relocation point can be explained on the b
of the ideas of Ref. 1. In the effective mass approximationEimp(F)5u2(F)E0, whereE0

is the impurity ionization energy in an individual QW with the same parameters a
doped QW in the experimental structure. The coefficientu(F), which depends on the
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external electric fieldF, contains information about the part of the electronic wa
function that is localized in the doped QW. When the WF is relocated into the und
QW, this coefficient changes from 1 to 0 andEimp decreases fromE0 to 0. A more
detailed calculation in the approximation of a delta impurity potential makes it possib
refine the preceding formula and to obtain the expression

Eimp~F !5p2r FexpS 4pr

aguc~x0 ,F !u2
D 21G21

, r 5
\2

2ma
,

wherem is the electron effective mass,a is the lattice parameter,g is the interaction
constant of the electron with the impurity potential,c(x,F) is the envelope of the WF fo
an electron in the bottom size-quantization subband, andx0 is the coordinate of the
impurity atom along the growth axis of the structure. The factoruc(x0 ,F)u2, which
depends on the position of the impurity in the QW and on the field, leads to the s
field dependence ofEimp .

The solid line in Fig. 3 shows the field dependence, calculated in this manner, o
position of the peak Si02h1 of the impurity PL. For comparison, the field dependen
of the position of the impurity peak in the absence of a change in ionization energy o
impurity ~dashed line! and the corresponding dependence for the transitionc1 –h1 of free
electrons and holes~dot-and-dash curve! are also shown there. The latter was obtain
from the experimental field dependence of the energy of the excitonic transitionc1 –h1
with allowance for the theoretically computed binding energy of thec1 –h1 exciton. As
one can see from Fig. 3, in the field range 25–40 kV/cm, where relocation of the

FIG. 3. Theoretical~solid lines! and experimental field dependences of the energies of the excitonic trans
c1 –h1, c1 –h2, and c2 –h1 and the energy of the transition Si0–h1 between an impurity level and th
heavy-hole band. The dashed line shows the computed electric-field dependence of the energy of the
transition Si0–h1 in the absence of a change in the impurity ionization energy. The experimental p
obtained for several samples with excitation through the half-transmitting electrode are presented.



ce,

nsition
ces for

sharp
sing
ffect,

harp
WF

hog-
nd for
ogram
iya.’’

213JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 Aleshchenko et al.
tronic WFs from the wide QW into the narrow QW, located farther from the surfa
occurs, the Si02h1 curve rapidly approaches the curve for the transitionc1 –h1 of free
electrons and holes. This attests to a sharp decrease inEimp .

The theoretical and experimental electric-field dependences ofEimp , which were
obtained as the difference between the computed energy dependence of the tra
c1 –h1 of free electrons and holes and the theoretical and experimental dependen
the transition Si02h1, are presented in Fig. 4. As one can see from the figure,I imp

reaches 15.5 meV in a weak field and drops to zero as the field increases. This
change inEimp is due to the relocation of the electronic WFs accompanying anticros
of the lower subbands in an electric field and cannot be explained by the Stark e
which we estimate to be no greater than 3 meV.

In summary, in the present letter the existence of a previously predicted s
change in the impurity ionization energy accompanying relocation of the electronic
in the system of QWs in an external electric field was confirmed experimentally.
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Fundamental Research, the Russian Interdisciplinary Science and Technology Pr
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Observation of fractional harmonics in the NMR signal
from superfluid 3He-B

V. V. Dmitriev, I. V. Kosarev, and D. V. Ponarin
P. L. Kapitsa Institute of Physics Problems, Russian Academy of Sciences,
117334 Moscow, Russia

~Submitted 29 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 200–205~10 February 1999!

Unusual spin-precession states of3He-B in which the magnetization is
half the equilibrium value are investigated by continuous-wave NMR
methods. Signals at frequencies equal to 1/2 and 3/2 of the magnetiza-
tion precession frequency are observed in two such states. Such signals
exist because the order parameter of superfluid3He in these states
precesses with frequency equal to half the magnetization precession
frequency. ©1999 American Institute of Physics.
@S0021-3640~99!01003-8#

PACS numbers: 67.57.Lm, 76.60.Es

The spin dynamics of superfluid3He is determined by the Leggett equations desc
ing the motion of the magnetizationM and order parameter:1

Ṁ5gM3H1R
D
, ~1!

ḋ5d3g~H2M/x!, ~2!

whered5d(k) is the order parameter in the vector representation,k is a unit vector in
orbital space,x is the susceptibility,g is the gyromagnetic ratio,H is the total external
magnetic field, andRD is the dipole moment. In the B phase of superfluid3He, which will
be the subject of discussion below,d(k)5R̂k, whereR̂ is the rotation matrix in spin
space, and it can be parametrized by the Euler angles or the rotation angleQ around a
certain axisn. The dipole moment arises because of the energyFD , which is due to the
dipole–dipole interaction of the3He-B nuclei and depending on the relative orientation
the spin and orbital spaces:

FD5
2

15
xS VB

g D 2S Tr R̂2
1

2D 2

, ~3!

whereQB is the longitudinal-NMR frequency, characterizing the strength of the dipo
dipole interaction. The dipole energy determines the stable spin–orbit configuration
coupling the motion ofM and d, leads to the existence of different NMR modes w
different frequency and character of the motion ofM andd. The method of minimizing
the dipole energy can be used to search for possible dynamic spin states. For pre
states, the angles determining the matrixR̂ are time-dependent and, generally speaki
FD is also time-dependent. However, forVB!gH this energy can be averaged over t
2150021-3640/99/69(3)/6/$15.00 © 1999 American Institute of Physics
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periods of the fast motions,2 for which it is convenient to choose the frequency (vM) of
the magnetization motion, close to the Larmor frequency (vL5gH), and the precession
frequency (vd) of d around the instantaneous direction ofM , which, according to Eq.
~2!, is equal togM/x. The results of averaging depend strongly on the ratio of th
frequencies, and the lowest energy is reached in the ‘‘resonance’’ casevM5vd and,
correspondingly,M.xH. Soon after the superfluidity of3He was discovered, a numbe
of NMR modes were also observed experimentally and studied — longitudinal os
tions, the Brinkman–Smith mode, the wall-pinned mode, and NMR on the spatial d
bution of the order parameter. These modes all correspond to the ‘‘resonance’’ ca
small oscillations near such distinguished spin–orbit configurations.

It was recently shown in Ref. 3 that other special cases for which the dipole en
is minimum and which likewise are called ‘‘resonances’’ can exist. In these case
magnetization isM0/2 or 2M0 ~hereM05xH) and, correspondingly, the order parame
moves half as fast or twice as fast asM . Subsequent minimization of the average dipo
energyF̄D showed that there are two degenerate minima corresponding to the follo
precessing spin–orbit configurations:

sz.0.307, l z.0.746; ~4a!

sz.0.746, l z.0.307, ~4b!

wheres is a unit vector in the spin direction,l5R̂s is the unit orbital angular momen
vector, indicating the direction of anisotropy of the B-phase gap in a magnetic fie
magnetic relaxation is neglected, then once it occupies one such state the system
remain in it, i.e., precession with nonequilibrium values ofM can be stable. In the
presence of an ac radio-frequency~rf! field with frequencyv rf ~which compensates th
magnetic relaxation and fixes the precession frequency ofM ), the sum ofF̄D , the
interaction energy of the magnetization with the rf field (F rf), and the ‘‘spectroscopic’’
energy (Fv), arising becausev rf is different fromvL ~Ref. 4! must be minimized in a
rotating coordinate system.

Precession states withM equal to half the equilibrium value~half-magnetization,
HM states! were recently observed in continuous-wave NMR experiments.5 In this work
four NMR modes, corresponding to precession with magnetization close to hal
equilibrium value and differing by the magnitude and shape of the NMR signal, w
observed depending on the conditions. One other unusual precession state~zero-
magnetization, ZM state! was also observed. This state, which corresponds to prece
with a small magnetization (0 –0.3M0), still has no analytical description. Later, anoth
mode was discovered. This mode probably also belongs to the family of HM state6

As we have said, in the absence of an rf field the vector order parameter in the
states precesses around the instantaneous direction ofM with frequencyvd5gM/x
5 1

2vL . This leads to oscillations ofRD with this frequency and, correspondingly,
component oscillating with frequency12vL should appear in the motion ofM . It can be
shown that its amplitude is of the order of (VB /vL)2M0. Such small magnetization
oscillations in the HM states were studied theoretically in Ref. 7, where it was found

harmonics at the frequencies1
2vM , 3

2vM , 5
2vM andvM ,2vM ,3vM arise in the motion of

all three components ofM . The experimental observation of fractional NMR harmon
was the aim of the present work.
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The measurements were performed in a cylindrical cell~3.5 mm in diameter and
4 mm high!. The axis of the cell was oriented parallel to the constant magnetic fieldH0

and the filling channel of the cell was 0.7 mm in diameter and 4 mm long. The i
surface of the cell was covered with a smooth polymer~Lavsan! film to increase the
surface relaxation time~in the normal phase at temperature close toTc50.93 mK this
time was'1.1 s!. The experiments were performed at 0 bar pressure in 404 and 52
magnetic fields~the NMR frequencies were 1308 and 1699 kHz!. The standard
continuous-wave NMR arrangement with two-section superconducting receiving an
citing coils oriented perpendicular toH0 was used to produce the HM states. The
frequency was fixed andH0 ~and, correspondingly,vL) was varied. The transverse NMR
signal at the rf frequency~we recall thatv rf5vM) was detected with a phase-sensiti
amplifier. This made it possible to follow the change in the two orthogonal projection
the transverse magnetization — the variance and the absorption. In addition, a hQ
low-temperature circuit with a longitudinal superconducting coil, whose resonance
quency was 1/2 or 3/2 times the rf frequency, was used to detect theMz oscillations. To
improve the uniformity of the magnetic field the superconducting NMR coils were
transferred into the normal state in a field corresponding to the chosen frequency
uniformity of the fieldH0 over the cell was~2–5)31025 in different experiments.

States with a nonequilibrium value ofM arose with continuous passage of the NM
line with large amplitudes of the rf field~0.01–0.03 Oe! at the time the sample wa
heated from a temperature'0.95Tc up to the transition to the A phase (0.986Tc for a
524 Oe field8!. The states mentioned above were formed only in this narrow temper
range, since this requires thatM be tipped by an angleb;180° away from the direction
of H0 ~Ref. 5!, which is impossible at lower temperatures because of the large shift o
continuous-wave NMR signal forb.104°. Once formed, however, the HM states can
cooled to much lower temperatures (;0.6T/Tc ~Ref. 6!!. We observed a wide spectrum
of states with nonequilibrium magnetization~Fig. 1! for various temperatures and diffe
ent shifts of the frequency from the Larmor value and for different directions of varia
of the field. Aside from the states ZM, HM1, HM3, HM4, and HM5 observed in Ref
and 6, in the regionvL2v rf.0 one other HM state~HM6!, which at large frequency
shifts goes over to the HM4 state, was also observed. The state HM6 was identified
HM state by measurements of the longitudinal and transverse components ofM . For this,
as in Ref. 5, we measured the initial amplitude of the free-induction signal after the
rf pulses, which were applied with different phases at the moments when the contin
wave rf field maintaining this state was switched off, and also the amplitude of
induction signal after the rf field was switched off in the absence of the tipping p
Computer simulations of NMR were also used to identify the states. The complete s
of Leggett equations~in the variablesM ,n, andQ ~Ref. 9!! for the spatially uniform case
taking account of the Leggett–Takagi relaxation terms, was solved. The results o
simulations agreed qualitatively with experiments for all states obtained with noneq
rium magnetization, and not only the shape of the NMR signals~see Fig. 2! but also the
sequence in which these states appeared with increasing temperature were repr
The small quantitative difference could be due to the uncertainty ofteff ~in the notation
of Ref. 9! and also the fact that spatial inhomogeneities were neglected in these si
tions. However, because of the high uniformity of the magnetic field and the stro
field the motion ofM in the experiment should be close to being spatially uniform.
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Comparing the experimental results and the simulations shows that the spin
configurations in the states HM4 and HM6 are close to~4a! and ~4b!, respectively. The
results of minimizing the sumF̄D1Fv1F rf likewise describe well the dependence
the NMR signal in the states HM4 and HM6 on the frequency shift, and they ma
possible to understand the nature of the transition between them. As the frequenc
vL2v rf increases, the minimum~4a! becomes deeper, while the minimum~4b! is
smoothed out and, depending on the amplitude of the rf field and the temperature,
vanishes for some frequency shift without approaching the configuration~4a! or goes
over smoothly to a configuration close to~4a!. However, the energy minimization metho
mentioned above does not describe all of the states obtained in the experiment. The
observed in the regionvL2v rf,0 ~HM1, HM3, HM5! cannot be obtained in this man
ner, though they do arise in the numerical simulation. The simulations also showe
the orbital angular momentum vectorl in the HM states precesses aroundH0 with
frequency;10 Hz, andl'H0 in the states HM1 and HM5. In reality,l may not precess
because of the orienting influence of the walls. However, the numerical simulation re
remain virtually unchanged if terms fixing the direction of the projection ofl on a plane
perpendicular toH0 are added to the spin-dynamics equations.

Oscillations of the longitudinal component of the magnetization with frequency1
2v rf

or 3
2v rf were detected simultaneously with the signal at the main frequency. In the

FIG. 1. Dispersion signals from states~marked by symbols! with nonequilibrium magnetization. The absorptio
is much smaller than the dispersion and is not shown.v rf/2p51699 kHz. The arrows show the direction o
scanning of the field. The temperatures were estimated assuming the heating of the sample to be linear
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state such oscillations are clearly seen at both frequencies~Fig. 3!. Their amplitude was
a linear function of temperature. This is explained by the fact thatVB

2}(12T/Tc) at
temperatures close toTc . At temperature 0.98Tc the amplitude of the signal oscillation
at half frequency, recalculated with the parameters of our spectrometer taken in
count, was'1025 times the maximum transverse NMR signal amplitude, in agreem
with the simulation values and theoretical estimates.

In the HM3 state the amplitudes of the oscillations at frequency1
2v rf were appre-

ciably smaller and the oscillations could be observed only after averaging eight su
sively recorded signals from the longitudinal coil. Fractional harmonics were not
served in the other HM states. We attempted to observe such signals also at frequ
shifted by several hundred hertz from12v rf . The absence of fractional harmonics in th
HM1 and HM5 states could possibly be explained by the fact that, according to
numerical simulations, in these states the order parameter moves with a frequency
ciably different~by ;0.2–2 kHz! from 1

2v rf , the difference depending on the frequen
shift. On account of the residual nonuniformity of the external magnetic field, th
oscillations in different parts of the experimental cell must dephase rapidly after the
are formed. Why there are no fractional harmonics in the HM4 state remains un
According to the numerical simulations, in this state~just as in the state HM6! the
frequencies of the fractional harmonics are virtually independent of the frequency
and they differ from1

2v rf and 3
2v rf by not more than 1 Hz.

In closing, we note that the observation of NMR harmonics with frequencies1
2v rf

and 3
2v rf confirms the correctness of the identification of the HM states which

obtained. These harmonics are a manifestation of the motions of the order param
superfluid3He-B in NMR experiments and they indicate the existence of precessio
the HM states at two different frequencies: magnetization precession at the mai
quency and order-parameter precession at half the frequency.

FIG. 2. Example of a dispersion signal~in units ofM 0) for different HM states which was obtained as a res
of computer simulations. The state HM1, whose formation process is not shown, was obtained first. Ne
passage of a line with increasing field~the arrow indicates the direction of passage! was simulated from this
state.v rf/2p51300 kHz; rf field — 0.045 Oe;T50.956Tc ; teff54 ms.
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FIG. 3. Dispersion signal at the frequencyv rf ~bottom! and amplitude of the signal at the fractional (
1
2v rf and

3
2v rf) frequency~top!. The arrow indicates the direction of scanning of the field. a — Signal at the frequency
1
2v rf , v rf/2p51699 kHz, cold circuitQ57000,T'0.98Tc . b — Signal at the frequency

3
2v rf ,v rf/2p

51308 kHz,Q53600.
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Magnetic susceptibility and characteristic features of the
electronic structure of quasicrystalline alloys

A. F. Prekul,* N. Yu. Kuz’min, and N. I. Shchegolikhina
Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences,
620219 Ekaterinburg, Russia

~Submitted 4 November 1998; resubmitted 30 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 206–210~10 February 1999!

Experiments are performed to determine the magnetic susceptibility of
the icosahedral phase itself in the alloy Al62Cu25.5Fe12.5 in the tempera-
ture range 3.9–1100 K. A new regularity is observed — the curves of
the temperature dependences of the susceptibility and electrical con-
ductivity are congruent. ©1999 American Institute of Physics.
@S0021-3640~99!01003-8#

PACS numbers: 75.30.Cr, 75.50.Bb, 71.23.Ft

1. Quasicrystals, as a state of solids with noncrystallographic lattice symmetry,
been attracting a great deal of attention since their discovery. Interest in quasicr
from the standpoint of electronic physics has increased sharply in recent years in
nection with the discovery of several so-called stable icosahedral~i! phases in the sys
tems Al–Cu–Fe, Al–Cu–Ru, Al–Pd–Re, and Al–Pd–Mn. The reasons for this are
to understand, since all the components of the enumerated systems are good me
metastable quasicrystal-forming alloys, obtained by quenching from the liquid state
their physical properties differ very little from those of the conventional high-resista
crystalline solid solutions and metallic glasses. Differences arise upon heat treatm
the quenched alloy, which produces a virtually homogeneous, very perfecti phase. In
addition, the indications of dielectric behavior of the electrical and optical prope
become sharply stronger.1–3 Thus, the dc conductivitys4.2 decreases to 10–100 S/cm.
giant negative temperature coefficient of the resistance is observed in the entire tem
ture range of the existence of thei phase 0–1200 K, on account of which the conductiv
in this interval varies by several factors of 10.

It seemed obvious that the semiconductor behavior of the electrical conductiv
due to the mechanism of thermal activation of the carriers. However, considerable
culties have arisen in attempts4 to use the conventional semiconductor-physics techni
of linearizing the experimentals(T) curves in the coordinates lns versus 1/T. This could
be due either to the inapplicability of the classical relations of semiconductor physi
quasicrystals or to circumstances which complicate their applicability. It is not difficu
point out some such circumstances.

In the first place there is the residual conductivity, as a result of which the sem
ductor behavior of the curves necessarily breaks down at low temperatures. In ad
the electrical conductivity depends not only on the charge-carrier densityNe but also on
2210021-3640/99/69(3)/6/$15.00 © 1999 American Institute of Physics
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the carrier mobilityme . If the temperature dependence of the latter does not follow
T23/2 law, then rectilinearizing coordinates of the general form ln(s/Ta)21/T must be
used. It is obvious that the pre-exponential factorTa becomes increasingly important a
the activation parameterD decreases. For this reason there is hope of elucidating
situation with regard to the mechanism of thermal activation by studying the temper
behavior not of the kinetic but rather the thermodynamic coefficients, which obvious
not depend on the carrier mobility or, more precisely, on the carrier relaxation time
studied the magnetic susceptibility of thei phase of the alloy Al62Cu25.5Fe12.5 and we
report here the main results of this investigation.

2. An alloy with the nominal composition Al62Cu25.5Fe12.5 was prepared from highly
pure components in an arc furnace, quenched on the water-cooled hearth by the ‘‘ha
and anvil’’ method and annealed in an ‘‘especially pure’’ helium atmosphere at 73
for 8 h. X-ray diffraction analysis shows that the main phase in the alloy after quenc
is ab-solid solution with a CsCl lattice. An imperfecti phase and possibly an amorpho
phase are present in small quantities. The main phase after annealing is a very pi
phase~see Fig. 1!. In addition, there are weak indications of a cubic phase, as is typ
for real, massive samples with this composition.5 Magnetic measurements were pe
formed on two magnetometric setups. An MPMS-XL5 Quantum Design magnetom
was used in the temperature interval 3.9–400 K and a Domenicali balance was u
the interval 300–1100 K. Overlapping of the measurement ranges was used to ma
low- and high-temperature results.

FIG. 1. Electron diffraction pattern of the crystalline phase. The fivefold symmetry axis is parallel to
electron beam.
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3. We show in Fig. 2 the results of a direct experiment for two states of the sa
— before annealing~top curve! and after annealing~bottom curve! — for two purposes.
First, it is evident that the magnetic properties of the alloy depend on the structure n
dramatically than do the electrical properties described above. These changes a
pronounced dielectric character. The curvex(T) for the quenched state of the sample li
entirely in the paramagnetic region, and the states after annealing lie in the diama
region. In the second place, it is evident that a transition to the perfecti phase is accom-
panied by a decrease of the Curie-type paramagnetic component. In agreement w
conclusions of other investigators,6,7 this attests to the fact that the minimum on the cur
x(T) for the annealed sample is not an intrinsic property of thei phase. It is due to a
paramagnetic contribution associated either with the residues of the cubic phase a
magnetic moment on the Fe atoms in this phase or with uncontrolled magnetic impu

We employed the standard procedure for excluding such contributions by rel
the Curie–Weiss curve to the experimental curve in the temperature range 3.9–40 K
final result of this procedure is shown in Fig. 3~curve1!. We interpret this result as th
temperature dependence of the magnetic susceptibility (x i) of the icosahedral phase itse
in the entire temperature region in which this phase exists.

It is difficult to assess the obtained result apart from the other properties. Fo

FIG. 2. Effect of the history of the alloy on its magnetic state:1 — Quenched state; the main phase is ab-solid
solution with the CsCl structure;2 — annealed state; the main phase is icosahedral.
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reason, we present in Fig. 3 the curves(T) which we obtained earlier for the sam
material. As one can see, the scale of variation of the magnetic susceptibility as a
tion of temperature is comparable to the scale of the variation of the electrical con
tivity. When superposed, the curves virtually coincide. The small discrepancy at
temperatures does not count, since on the basis of the formal theories of conductivi
magnetism the temperature dependencess(T) andx(T) differ neither more nor less tha
by a factor in the form of the characteristic carrier relaxation time. Therefore we can
safely about the congruence of the curvesx i(T) ands(T). The existence of this law is
a very strong argument for the fact thatthe change in the charge carrier density is th
main temperature effect determining the behavior of the transport and thermodyn
coefficients.

If this is so, it becomes interesting that the paramagnetism of the system bec
stronger asx i changes with increasing temperature. This is easy to understood ass
that the thermally activated carriers are a degenerate electron gas. Then, as
known,8 the temperature-dependent component of the magnetic susceptibility ha
form

x
T
[~x

i
2x

0
!5AT1/2exp~2D/T!, A52me

3/2kB
1/2~2p\2!23/2mB

2

~all the notation here is standard!.

FIG. 3. Magnetic susceptibility and electric conductivity of the icosahedral phase itself.
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In Fig. 4 the temperature dependencex i(T) is presented in the coordinates ln@(xi

2x0)/AT# versus 1/T. The inset shows on an enlarged scale the high-temperature p
the curve. It is easy to conclude from the form of the curve obtained that theenergy
parameter of carrier activation is a very strong function of temperature.At temperatures
T,100 K the curve is essentially undefined. It is affected by the imperfection of
experimental samples and the uncertainty of the parasitic paramagnetic contributio
this reason, the scale of variation of the parameterD can be roughly estimated as follow
from ,0.01 eV at low temperatures to;0.15 eV at high temperatures. This variation
the carrier activation parameter was neglected in previous work and led to the conc
that the thermal activation mechanism is not realized in quasicrystalline materials.

4. It is now considered an established fact that the Fermi level of stable quas
talline phases lies inside a pseudogap of width 0.5–1 eV. The existence of such a f
of the electronic structure explains the stability of these phases, but it contributes lit
the understanding of their physical properties, which derive from the electronic sta
a ;0.1 eV layer near the Fermi energy. Practically nothing is known about the ch
teristics of this energy layer. In this context we wish to call attention not only to
inconstancy of the carrier activation parameter but also to the circumstance that br
line segments are clearly seen on the part of the curve shown in the inset in Fig. 4
could mean that the carrier activation parameter takes on a series of discrete values
interval 0.01 eV<D<0.15 eV. These are probably the first experimental indication
fine structure with a characteristic scale of several tens of meV inside the pseudog

We thank S. Z. Nazarov, S. M. Podgornykh, and A. V. Korolev for assistanc
performing the experiment, and Yu. V. Kopaev, V. F. Gantmakher, and E´ . A. Ne�fel’d for
a discussion of the results and a number of helpful suggestions.

This work was supported by the Russian Fund for Fundamental Research~Project
96-02-19586!.

FIG. 4. Magnetic susceptibility of thei phase in the coordinates ln@(xi2x0)/AT# versus 1/T.
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Raman scattering in germanium at high pressure:
isotope effects

Yu. A. Timofeev, B. V. Vinogradov, and S. M. Stishov
Institute of High-Pressure Physics, Russian Academy of Sciences, 142092 Troitsk,
Moscow Region, Russia

~Submitted 30 December 1998!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 211–214~10 February 1999!

The first-order Raman scattering in isotopically enriched samples of
germanium70Ge, 72Ge, and74Ge and germanium with the natural iso-
topic composition is investigated at high pressures. It is found that the
isotopic dependence of the frequency of theLTO(G) mode in isotopi-
cally pure germanium samples can be described in the harmonic ap-
proximation (n}m21/2). At the same time, the frequency of the
LTO(G) mode of germanium of natural isotopic composition appar-
ently contains a contribution due to isotopic disorder effects. ©1999
American Institute of Physics.@S0021-3640~99!01103-2#

PACS numbers: 78.30.Am, 62.50.1p

Interest in isotope effects in germanium has been stimulated to a large degree
availability of highly-perfect isotopically-pure single-crystal samples. In one of the
works in this field the parameters of the unit cell of74Ge and germanium with the natura
isotopic composition were measured with a three-crystal spectrometer at room and
nitrogen temperatures.1 The relative volume difference was found to be of the order
1025, which corresponds to theoretical expectations for quantum effects of this kin
germanium. Indeed, it is easy to show that the relative volume difference betwee
isotopes atT50 can be written in the form~see, for example, Ref. 2!

DV/V>DQD /Ec , ~1!

whereDQD is the difference of the Debye temperatures andEc is the binding energy.
SettingQD5374 K ~Ref. 3! for germanium with the natural isotopic composition a
taking account of the fact thatQD}m1/2, we obtainQD5370 K for 74Ge. Next, substi-
tuting into Eq. ~1! Ec53.87 eV/atom,3 we obtainDV/V.931025, which is in good
agreement with the experimental values. Similar estimates for the relative volum
tween natural germanium and74Ge giveDV/V.231024 at T50 K. The corresponding
experimental value4 for T554 K is 7.531025. More-accurate estimates of quantu
effects in germanium were recently obtained by numerical modeling over a wide
perature range.5 In any event, quantum effects in germanium are small and they are m
more difficult to observe than in diamond. The corresponding estimates based o
quasiharmonic approximation show that the quantum contributions to the phono
2270021-3640/99/69(3)/4/$15.00 © 1999 American Institute of Physics
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quencies of isotopically pure samples are too small to be observed. At the same
isotope effects of a specific nature, namely, isotopic disorder, are apparently exp
just as strongly in germanium6 as in diamond.7

In the present letter we report the results of investigations of first-order Ra
scattering in germanium with different isotopic compositions at pressures up to 9
and room temperature. The data obtained attest to a positive shift of the frequency
LTO(G) mode in isotopically disordered natural germanium relative to the corresp
ing frequency of the virtual crystal.

The Raman spectra were measured with a DFS-24 spectrometer, equipped
system of holographic notch filters, and a CCD detector for recording the spectra
Raman spectra were excited by thel5479.886 nm emission line of an argon laser. T
detector was calibrated according to the emission spectra of a neon lamp. Pressu
produced using diamond anvils. Compressed helium served as the pressure medium
isotopically different samples of germanium and two pieces of ruby, each 25–30mm in
size, were placed simultaneously into the diamond cell. The single-crystal germa
samples were chipped from ingots with the corresponding isotopic composition.
luminescence line of ruby was used to measure the pressure. The temperature
diamond cell was maintained at 20 °C to within60.02 °C. The spectral position of th
LTO(G) Raman-scattering line was determined with an accuracy of the orde
0.1 cm21. The random error of the pressure measurements did not exceed 0.01 GP
isotopic composition of the samples is presented in Table I. Examples of the mea
spectra are displayed in Fig. 1.

Figure 2 demonstrates the pressure dependence of the frequency of theLTO(G)
mode of isotopically different germanium samples. Calculations using the equatio
state obtained in Ref. 8 for germanium show that the Gru¨neisen constant, characterizin
the volume dependence of the frequency of theLTO(G) mode, g.1(g
52(] lnn/]lnV)t) and is independent of the isotopic composition and pressure to w
the accuracy of the experiments~see also Refs. 9 and 10 concerning this!. Figure 3
displays the pressure dependence of the reduced frequenciesn* 5nm1/2 of the LTO(G)
mode of isotopically different samples of germanium. As one can see from the figur
dependencen* (P) for isotopically ‘‘pure’’ germanium samples~see Table I! can be
described by a single curve. At the same timen(P) for a natural germanium sample

TABLE I. Isotopic composition of germanium samples.

Isotope 70 72 73 74 76

Mass,
carbon units 69.924 71.922 72.923 73.921 75.921

Average
Sample Isotope content, % atomic ma

70 96.88 1.21 0.32 1.33 0.26 70.0360.1
72 0.51 97.34 0.56 1.33 0.26 71.9560.1
74 0.23 0.32 0.14 99.19 0.12 73.9160.1
Natural 21.42 26.78 8.05 35.7 8.05 72.6160.2
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which is an example of a system with isotopic disorder, cannot be brought by a si
transformation to the functional form characterizing a pure isotope. Therefore in the
of natural germanium the energy ofLTO(G) phonons is apparently renormalized as
result of isotopic disorder.7,8,11 It follows from Fig. 3 that the corresponding ‘‘renorma
ization’’ contribution varies from 0.3 to 0.6 cm21 depending on the pressure. In a rece
work,12 the ‘‘renormalization’’ energy shift of theLTO(G) phonon in germanium with
the natural isotopic composition is estimated to be 0.34 cm21 at normal pressure andT
.10 K, which, generally speaking, agrees with the present results.

FIG. 1. Examples of first-order Raman spectra in isotopically different germanium samples.

FIG. 2. Frequency of theLTO(G) mode in isotopically different germanium samples versus pressure.
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In conclusion, we call attention to the fact that Fig. 3 demonstrates convincingl
quasiharmonic character ofLTO(G) oscillations in isotopically pure germanium. It i
obvious that in this case a simple harmonic expression can be used for the vibra
frequencyn5(k/m* )1/2, bearing in mind the fact that the force constantk depends on the
density. Since there is no reason to believe that the force constant depends on the i
disorder, the problem of calculating the corresponding frequency in an isotopically
ordered crystal reduces to the ‘‘correct’’ calculation of the reduced massm* . Then the
results presented in Fig. 3 possibly show that the reduced mass depends on the d
However, the accuracy of the present experimental data is too low to make more d
assertions.
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FIG. 3. Reduced frequencynm1/2 of the LTO(G) mode in isotopically different germanium sample
versus pressure.
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On the role of umklapp processes in the scattering
of delocalized positronium by acoustic phonons
in ionic crystals

I. V. Bondarev*
Scientific-Research Institute of Nuclear Problems, Belarus State University,
220050 Minsk, Belarus

~Submitted 5 January 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 215–219~10 February 1999!

The effect of umklapp processes in the scattering of delocalized
positronium atoms by acoustic phonons in ionic crystals is analyzed. It
is shown that at temperatures above which this effect becomes large,
umklapp scattering renormalizes the constant of the deformation poten-
tial of positronium. This renormalization has recently been observed in
experiments measuring the momentum distribution of delocalized
positronium in a MgF2 crystal. © 1999 American Institute of Physics.
@S0021-3640~99!01203-7#

PACS numbers: 71.60.1z, 63.20.2e, 36.10.Dr

The formation of positronium~Ps! — a bound system of an electron and a positr
— in most crystalline dielectrics is now a well-established experimental fact.1 In well-
purified alkali-halide crystals~AHCs! and in crystalline quartz (a-SiO2) at low tempera-
tures~below several tens of K! a Ps atom is delocalized and is in a Bloch-type state.
formation of Bloch positronium is confirmed by the experimental observation of na
peaks~a central peak and satellites separated by a distance which is inversely p
tional to the lattice period! in the momentum distribution of the 2g-decay photons when
the crystals are irradiated with low-energy positrons. As the temperature increase
observed in the momentum distribution of the decay photons that the satellite
vanish and the central peak is sharply broadened, attesting to localization of Ps.2 This
thermally activated self-localization of positronium has been observed in almos
AHCs and has been analyzed theoretically in Refs. 3 and 4. Recent experiments
shown that only MgF2 anda-SiO2 crystals are exceptions.5 In these crystals the Ps atom
remains delocalized all the way up to temperaturesT;700 K ~a theoretical explanation
of this fact was given in Ref. 4!. In MgF2 a sharp broadening of the central and satel
positronium peaks is observed at temperatures above 200 K, and it cannot be exp
by the normal scattering of Ps by longitudinal acoustic phonons. The effect looks as
additional scattering mechanism, which renormalizes the deformation potential co
of positronium in a manner so as to increase it by more than a factor of 2 in a na
temperature range from 200 to 355 K, is activated at temperatures above 200 K. A s
effect has not been observed ina-SiO2 , where the temperature broadening of the cen
and satellite positronium peaks in the temperature range 80–700 K is explained w
the normal scattering of positronium by acoustic phonons.
2310021-3640/99/69(3)/5/$15.00 © 1999 American Institute of Physics
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In the present letter we examine the role of umklapp processes in the scatter
Bloch Ps by acoustic phonons in ionic crystals. It is shown that at temperatures
which umklapp scattering becomes important it renormalizes the deformation pot
constant of positronium. The manifestation of this effect for Ps in MgF2 and a-SiO2

crystals is analyzed.

Interaction of positronium with acoustic phonons with umklapp processes
taken into account. We shall examine the interaction of Bloch Ps with acoustic phon
on the basis of the Bardeen–Shockley deformation potential theory.6 Since the Ps atom is
electrically neutral, we shall neglect the interaction of Ps with polar optical phonon
AHCs.7 Then the total Hamiltonian~including umklapp processes! describing the inter-
action of Ps with longitudinal acoustic phonons has the form8

H int5 (
k,q,g

Va~q ! ak1q1g
1 ak ~bq2b2q

1 ! . ~1!

Hereak
1(ak) are creation~annihilation! operators for a Ps atom with quasimomentumk,

bq
1(bq) are creation~annihilation! operators for a longitudinal acoustic phonon with wa

vectorq and frequencyv(q), g is a reciprocal lattice vector of the crystal satisfying t
relation

k1q1g5k8, ~2!

wherek andk8 are quasimomentum vectors of positronium before and after scatterin
a phonon with wave vectorq, respectively. The interaction matrix elementVa(q) has the
form4

Va~q !52Fa~q ! ^1S1/2ucosS q•r

2 D u1S1/2&5
2Fa~q !

~11~q aB/4!2!2
, ~3!

where the averaging extends over theu1S1/2& ground state of the relative motion of th
particles in the Ps atom,r is the radius vector of the relative motion, andaB is the Bohr
radius of positronium,

Fa~q !52 iEdA \

2NMv~q !
uq u , ~4!

where Ed is the deformation potential constant,N is the number of unit cells in the
crystal, andM is the total mass of the atoms in a unit cell.

The interaction~1! consists of two parts. The term withg50 corresponds to norma
scattering by longitudinal acoustic phonons with the dispersion relation ordinarily
proximated by a linear functionv(q)5uq, whereu is the average velocity of longitu
dinal acoustic waves in the crystal~see, for example, Ref. 8!. The term withgÞ0
describes umklapp processes. Since the quasimomentak andk8 belong to the first Bril-
louin zone of the crystal, the condition~2! limits the number of nonzero vectorsg over
which summation is performed. Actually, nonzero vectorsg are vectors connecting th
center of the first Brillouin zone with the centers of the closest surrounding zone
reciprocal space. The characteristic quasimomentum of thermalized positronium c
estimated ask/(g/2);1022AT, i.e., the quasimomentum is small compared with
maximum valueg/2 all the way up to temperatures of the order of several thousand



f a Ps

r
his
ngles

a first

r

ic

ous-

proxi-

al
cal
es of

stic

n

p

233JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 I. V. Bondarev
kelvins. This means that umklapp processes should be primarily due to scattering o
atom by phonons with large (;g/2) wave vectors. Then the sumk1q in Eq. ~2! exceeds
the limiting value, and a nonzero reciprocal lattice vectorg must be added to it in orde
that the quasimomentumk8 after scattering once again be in the first Brillouin zone. T
means that umklapp scattering, physically corresponding to scattering by large a
(;p), has occurred.

Evidently, the wave numbers of the umklapp phonons can be approximated, to
approximation, by the constantq̄;g/2. Their frequencies can be estimated~in the ap-
proximation of a simple cubic lattice with perioda) from the dispersion relation fo
long-wavelength phonons:8

v~q !5
2u

a U sinS q•a

2 D U, ~5!

which for q̄5g/25p/a gives the constantv152u/a, corresponding to the characterist
temperature

T15\v1 /kB,TD ~6!

~herekB is Boltzmann’s constant andTD is the Debye temperature of the crystal!, above
which the umklapp scattering contribution to the total scattering of positronium by ac
tic phonons becomes substantial. Then the matrix elementVa

(u)(q) of the part of the
interaction~1! that corresponds to umklapp processes can be assumed to be ap
mately constant and equal toVa

(u)(q̄). Then, with allowance for Eqs.~1!–~5!, the corre-
sponding HamiltonianH int

(u) describing umklapp processes assumes the form

H int
~u!.Va

~u!(
k,q

ak1q1g
1 ak ~bq2b2q

1 ! , ~7!

whereVa
(u)522iEd

(1)A\/2MNv1, Ed
(1)5Edq̄n is the analog of the deformation potenti

constant for an umklapp process,n is the number of nearest neighbors in the recipro
space, and the small contribution from the relative motion of the constituent particl
the Ps atom is neglected~see Eq.~3!!.

Renormalization of the deformation potential constant.In complete analogy with
the Hamiltonian~1!, the mass operator Ps interacting with the longitudinal acou
phonons likewise consists of two parts:

Sk~v!5Sk
~n!~v!1Sk

~u!~v! , ~8!

corresponding to normal ((k
(n)) and umklapp ((k

(u)) processes. The umklapp contributio
in second-order perturbation theory in the interaction~7! has the form

Sk
~u!~v!5Dk

~u!~v!2 i Gk
~u!~v!

5uVa
~u!u2(

q
H n~v1!11

v2Ek2q1g2\v11 id
1

n~v1!

v2Ek1q1g1\v11 idJ , ~9!

whereEk1q1g5Ek1q5\2(k1q)2/2M* is the band energy of Ps,M* is its band mass,
andn(v1)5$exp(\v1 /kBT)21%21 is the Bose–Einstein distribution function of umklap
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phonons. For the imaginary part of expression~9!, which determines the damping of th
quasiparticle positronium state as a result of umklapp scattering, we have

Gk
~u!~v!5puVa

~u!u2(
q

$~n~v1!11! d~v2Ek2q2\v1!1n~v1! d~v2Ek1q1\v1!%.

~10!

From Eq.~10! with v.\v1@\2k2/2M* we obtain

Gk
~u!~v!.

Ed
~1! 2~2M* !3/2n~v1!

p \2r v1

Av , ~11!

wherer is the density of the crystal. Then the imaginary part of the total mass ope
~8! is

Gk~v!5Gk
~n!~v!1Gk

~u!~v!5
~2M* !3/2kBT

p \3r u2 H Ed
21

\ u2Ed
~1! 2n~v1!

v1 kBT JAv , ~12!

where

Gk
~n!~v!5

Ed
2~2M* !3/2kBT

p \3r u2
Av ~13!

is the imaginary part of the mass operator(k
(n)(v) ~see Eq.~8!!, describing normal

scattering processes~see, for example, Ref. 5, where the substitutionEd→2Ed must be
made in accordance with our definition of the interaction matrix element~3! and ~4!!.
Expression~11! can be rewritten in the form

Gk
~n!~v!5

Ẽd
2~2M* !3/2kBT

p \3r u2
Av , ~14!

where

Ẽd5AEd
21

\ u2Ed
~1! 2n~v1!

v1kBT
.H Ed, if T,T1

AEd
21~uEd

~1!/v1!2, if T.T1
, ~15!

whence it follows that umklapp processes at temperatures above which they be
important renormalize the deformation potential constantEd of positronium.

As we have said, the renormalization of the deformation potential constantEd of
delocalized Ps has been observed experimentally in a MgF2 crystal at temperatures 200
355 K and has not been observed ina-SiO2 .5 A gradual increase ofEd from 7.6/2 eV at
T,200 K to 16/2 eV atT.355 K has been detected in a MgF2 crystal ~the values
presented are a factor of two lower than in Ref. 5 in accordance with the nota
adopted in the present letter; see also the explanations for Eq.~13!!. The experimental
results for MgF2 can be easily explained from the standpoint of the model propo
above. Indeed, in MgF2 the temperatureT1 estimated from Eq.~6! is ;230 K ~to obtain
an estimate the value of the largest lattice constant of tetragonal MgF2 ~c53.06 Å,
a54.64 Å!9 was substituted fora in Eq. ~6!!. The experimental data of Ref. 10 averag
over the crystallographic directions were used for the speed of sound~so thatu'7.1
3105 cm/s). This means that an umklapp process is activated at tempera
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T*200 K. According to Eq.~15!, the effective deformation potential constant of posit
nium increases gradually fromEd to AEd

21(uEd
(1)/v1)2. The value of the ratioEd

(1)/v1

can be estimated by comparing with experimental data for temperatures above 3
This givesEd

(1)/v1'131025 eV•s/cm. Further, ifv1 is estimated in accordance wit
Eq. ~5! as v1'331013 s21, then we obtain forEd

(1) the reasonable valueEd
(1)'3

3108 eV/cm. Estimates with a similar order of magnitude are obtained, for example
the coupling constants characterizing intervalley electron scattering by phonons in
conductors~see, for example, Ref. 11!.

The fact that renormalization of the deformation potential constant has not
observed for positronium ina-SiO2 is probably due to the uncertainty in its value in th
crystal. In quartz the temperatureT1 , according to Eq.~6!, is ;170 K ~data from Ref. 12
were used for this estimate!. The value of the largest trigonal lattice constant ofa-SiO2

was substituted fora in Eq. ~6!, i.e., Umpklapp scattering should ‘‘renormalize’’ th
constantEd of positronium, starting at even lower temperatures than in MgF2 . However,
the uncertainty in the value ofEd in quartz is, according to Ref. 5, 1.4 eV (Ed53.6
60.7 eV in the notations of Ref. 5!, which is an order of magnitude worse than in MgF2 .
Therefore an increase ofEd by a factor of 1.5–2~as happens in MgF2) as a result of
Umpklapp processes could have been easily masked by the uncertainty in the valueEd

determined from the experimental data. In this connection, it would be extremely i
esting to repeat the experiments ona-SiO2 with a higher accuracy.
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Flexoelectric polarization in nematic liquid crystals
measured by a field on–off pyroelectric technique
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A novel technique based on the pyroelectric effect is developed for
making direct measurements of the flexoelectric polarizationPf in hy-
brid aligned nematic cells. The pyroelectric response is measured first
in the field-off regime and then with the bias field applied. The latter
allows a direct comparison ofPf with the field-induced polarization
over the whole range of the nematic phase of the standard compound
5CB. The sum of the flexoelectric coefficients (e11e3) is shown to be
negative, and its dependence on the nematic order parameter does not
follow a simple law~linear or quadratic!, as has been predicted theo-
retically. The dynamics ofPf is discussed in terms of the order param-
eter fluctuations. ©1999 American Institute of Physics.
@S0021-3640~99!01303-1#

PACS numbers: 61.30.Gd, 77.70.1a, 77.84.Nh

Nematic liquid crystals are uniaxial media with a preferred direction of the mole
lar axes, called the directorn. The states of the directorn and2n are indistinguishable
~no polar axis! and the nematic phase does not show spontaneous polarization. How
a macroscopic polarization may be induced by deformation, namely, by a bend or
distortion of the director field1,2

Pf5e1n div n2e3~n3curln! ~1!

which consists of two terms with flexoelectric coefficientse1 ande3 , related to the splay
and bend distortions, respectively.

Despite the fact that flexoelectric effects often manifest themselves in electroo
phenomena, defect formation, structural instabilities, etc.,3 accurate measurements ofPf

are still a challenge to researchers because the polarization is, as a rule, screened
charge carriers and there is no simple way to switch it and observe polarization-re
currents as is routinely done in the case of ferroelectric liquid crystals. What is us
measured is the converse effect: when an electric field is applied, the alignmen
2360021-3640/99/69(3)/7/$15.00 © 1999 American Institute of Physics
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liquid crystal becomes distorted. Since the pioneering work of Ref. 4, different t
niques have been suggested for measuring the flexoelectric coefficients,5–8 but, in fact,
the accuracy of those measurements is influenced by a number of parameters in
~dielectric anisotropyea , birefringence, elastic moduli, field inhomogeneity, etc.!, and
additional problems arise in regard to determination of the sign of the effect~as to the
collection of data, see Ref. 10!.

The aim of the present paper is to show how the temperature dependence
flexoelectric polarization may be measured directly to high accuracy in hybrid alig
nematic~HAN! sandwich cells, which are often used in electrooptical experiments
experiment was carried out by a modified pyroelectric technique on the standard
pound 4-pentyl-4’-cyanobiphenyl~5CB! for which, at present, no reliable experiment
data are available.10 For 5CB ea@0, and the sum (e11e3) is especially difficult to be
found from a converse flexoelectric effect due to the competing action of a strong d
tric torque. In addition, our technique allows the measurements ofPf dynamics on both
sides of the nematic–isotropic-liquid phase transition.

In a HAN cell the director is oriented homeotropically~along the layer normalz) at
one of two opposite limiting plates and homogeneously~along thex axis! at the other.
Therefore,n5(sinq, 0, cosq) with q050 atz50 andqd5p/2 atz5d, whereq(z) is
the angle formed by the director with the normal (z) to the plates, andd is the layer
thickness. In this case, from Eq.~1! we have:

Px5~2e1 sin2 q1e3 cos2 q!
dq

dz
, ~2!

Pz52
1

2
~e11e3!sin 2q

dq

dz
. ~3!

The Pz value averaged over cell thickness

^Pf
z&5

1

dE0

d

Pf
zdz5

e11e3

4d
~cos 2qd2cos 2q0!52

e11e3

2d
~4!

might be measured by a pyroelectric technique if the opposite plates are made o
ductive glasses. Indeed, by definition, the pyroelectric coefficient isg5dPs /dT, where
Ps is the spontaneous polarization andT is the temperature. For a HAN cellPf takes the
place ofPs and, since the flexoelectric polarization vanishes in the isotropic~I! phase
~just asPs of a ferroelectric vanishes in a paraelectric phase!, its temperature dependenc
in the nematic~N! phase may be found by integrating the pyroelectric coefficient star
from a certain temperatureTi well above the N–I transition:

Pf~T!5E
Ti

T

g~T!dT. ~5!

In order to measureg(T) we have to change the temperature by a small amountDT
and record a pyroelectric response, e.g., in the form of the voltageUp across a load
resistorR shunted by the input capacitanceC. The most convenient, dynamic regime
measurements is based on heating a sample of areaA by absorbed light from a pulse
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laser.11–13For a very fast~in comparison withRC! jump in temperature, by the end of th
laser pulsetp the pyroelectric voltage reaches a valueADTg/C and then decays with the
RC time constant:

Up52
ADTg

C
expS 2

t

RCD . ~6!

On a longer time scale,Up changes sign and, being much smaller, decays slowly wi
thermal time constant.

For g(T) measurements, the main difficulty comes from uncertainty in determ
tion of DT, which depends on the absorbed light intensity and the heat capacity o
liquid crystal layer. The latter problem is especially serious when one works in
vicinity of the first-order N–I phase transition~our case!. In order to solve it we have
developed a novel procedure based on comparison of the pyroelectric response o
ing from Pf with that resulting from the field-induced polarization, the latter serves a
internal label for calibration. Indeed, when an external dc field is applied to a sampl
field-induced polarizationPi5e0xE is added to the flexoelectric polarization. The i
duced polarization is temperature-dependent due to temperature dependence of t
ceptibility x(T) and contributes to a total, field-dependent pyroelectric coefficient:

g~T,E!5
d~Pf1Pi !

dT
5g1g i5g1e0E

dx

dT
. ~7!

In our case, even for small fields~e.g., 1 V/mm) g i@g, and the measurements of th
field-induced response are very easy. The derivativedx/dT5de/dT is obtained from the
independently measured dielectric permittivity. It is important thate(T) has to be mea-
sured on the same cell with the same voltage as was applied during the pyroe
measurements.

In our experiments, we used 10.2mm and 20.5mm thick HAN cells, prepared from
ITO covered quartz plates. The opposite electrodes were covered with polyimide~unidi-
rectionally rubbed! and silane layers for the homogeneous and homeotropic orienta
respectively. The cells were placed in a thermal jacket and irradiated by pulses
Nd-YAG laser~Spectron Laser System! operating in the continuous wave regime~wave-
length 1.064mm, pulse durationtp5100 ms, frequency 5 Hz, average incident power
mW, spot of 5 mm diameter completely covering the 333.5 mm cell area!. Much shorter
pulses (Q-switched regime,tp520 ns) were used to observe the kinetics of the respo
The light was partially absorbed~about 38%! by both ITO electrodes, providing a tem
perature increment in the bulk about 0.05 K. The pyroelectric response was mea
with zero and29 V bias voltage by a digital oscilloscope (R5800 kV). Dielectric
measurements were made in the same jacket with the same bias voltage using an
ance analyser~Yokogawa-HP, model 4192A!.

The zero-bias pyroelectric response of a 20.5mm HAN cell to a heating laser puls
has a shape predicted by Eq.~6!. The inset to Fig. 1 shows the temperature depende
of the pulse amplitude~squares!. On cooling, at the I–N phase transition, the respo
increases from some background value, shows a sharp maximum, and then dec
The signal is independent of the direction of irradiation~either from the front or rear
electrode! and is positive when a homogeneously orienting electrode is grounded.
means that positive free charges compensating for a light-induced decrease in the
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electric polarization are flowing through the load from the homogeneous to the ho
tropic electrode. ThereforePf is directed from the homeotropic to the homogeneo
electrode, and the sum (e11e3) is negative, opposite to the results of Ref. 9. The
sponse of a reference cell with two homeotropically orienting electrodes is conside
weaker~also shown in the same inset, by triangles! and changes sign from negative
positive ~in the nematic phase! when the direction of light beam is reversed. Evident
there is a certain contribution to the response from the so-called surface polariz
which is also responsible for the background response in the isotropic phase. The
ence of a surface polarization has been discussed for many years,6,14 and the pyroelectric
technique proves to be a powerful tool for its investigation.

After subtracting the background and integrating the pyroelectric response
temperature, we obtain the flexoelectric polarization, shown in the main plot of Fi
The sharp increase is consistent with a first-order phase transition. The absolute va
Pf was found with the help of Fig. 2, which shows the pyroelectric response of the
cell with a bias voltage of29 V applied. Now the amplitude of the signal is approx
mately 20 times higher. The signal comes from the temperature-dependent field-in
polarization due to de/dT; see Eq.~7!. The temperature dependence of the dielec
constant is shown in the inset to Fig. 2. The properly scaled derivative de/dT is shown in
Fig. 2 by the dotted line. The latter is close to the pyroelectric response, and the ra
the two gives a calibration curve that takes into account all of the unknown tempera
dependent factors mentioned above. With this calibration curve thePf(T) dependence
shown in Fig. 1 has been found. The maximum value ofPf is 1.27mC/m2. For another
cell of thickness 10.2mm, the value ofPf found by the same procedure is 2.2mC/m2.

FIG. 1. Inset: Temperature dependence of the zero-bias pyroelectric response of a 20.5mm HAN cell ~filled
squares! and a 20mm homeotropic cell~filled triangles!. Main plot: Flexoelectric polarization of the sam
HAN cell.
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The corresponding flexo-coefficients (e11e3) at 25 °C for the two cells are253 pC/m
(1.631023 StatV) and245.6 pC/m (1.431023 StatV!, respectively. For the secon
~thinner! cell, the decrease in (e11e3) may be accounted for by a certain decrease in
difference of the two director angles at the boundaries,qd2q0,p/2, due to a finite
anchoring energy. Generally speaking, the accuracy ofPf and (e11e3) measurements
~about 20%! is mainly determined by the proper allowance for the surface polariza
background.

The sign of (e11e3) corresponds to that found earlier,13 but the present absolut
value is almost an order of magnitude higher. The reason seems to be in the dif
calibration procedures. The earlier calibration was based on a comparison with a
electric liquid crystal, which might exhibit a polarization screening effect under an
plied bias voltage, and also had a different optical texture, resulting in additional
scattering and quite different thermal properties~the new calibration is free of thos
disadvantages!. Now we can also recalculate the flexoelectric coefficients for ano
standard nematic, MBBA, from earlier pyroelectric measurements:13 (e11e3)5
224 pC/m. The negative sign and the magnitude are in agreement with the best d
MBBA in the literature.10

To shed more light on the mechanism of flexoelectricity, we have plotted the fl
electric coefficients as a function of the orientational order parameterS. The linear and
quadratic dependences were predicted for the quadrupolar2 and dipolar15 mechanisms.
We have taken the data on the order parameter from Ref. 16 and plotted in Fig.
(e11e3) values for our 20.5mm cell ~from Fig. 1! as a function ofS. The linear depen-
dence may be seen only well below the N–I transition. Closer to the transition the
increases dramatically. Such a complicated behavior is not surprising17 if we remember
that 5CB molecules have flexible tails and forms dimers due to the cyano-g

FIG. 2. Inset: Temperature dependence of dielectric constant at frequency 100 kHz for the same 20.5mm HAN
cell with a bias voltage of29 V applied. Main plot: Pyroelectric response with a bias voltage of29 V ~open
squares! and derivative de/dT scaled to compare it with the pyroelectric data~dotted line!.
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interaction. Qualitatively same results were obtained with data onS taken from Refs. 18
and 19.

Figure 4 shows the rise timet of the pyroelectric response to a 20 ns laser pulse
full analogy with a discussion of the soft-mode relaxation times for ferroelectric liq
crystals,20 t may be referred to as an intrinsic dynamic time of the substance. On
assumption that anglesq0 and qd are independent of temperature~0 and p/2), the

FIG. 3. Sum of the flexoelectric coefficients (e11e3) as a function of the orientational order parameter.

FIG. 4. Temperature dependences of the rise time of the pyroelectric response to a 20 ns laser pulse.
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response time should correspond to dynamics of the flexoelectric coefficient depe
solely on the nematic order parameter. Indeed, the Kerr-effect measurements in th
tropic phase of 5CB near the I–N transition21 show almost the same pretransition
behavior. In our case the dynamics of the order parameter is easily measured
nematic side of the transition, which is difficult to do with other techniques. The inv
time t21 exhibits a Curie-type behavior with a slope21.63106 (sK)21 in the range
Tc2T52 K.

To conclude, we have developed a novel technique based on the pyroelectric
for making direct measurements of the flexoelectric polarization in HAN cells. Im
tantly, calculations of the polarization and flexoelectric coefficients involve only
easily measurable physical parameters: the pyroelectric response, and the dielect
mittivity of the substance. An accurate determination of the sign and the absolute va
the polarization has been performed on a standard nematic liquid crystal 5CB; the s
the flexoelectric coefficients (e11e3) was shown to be negative (253 pC/m at 25 °C!
with a sharp temperature dependence. The kinetics of the response reveals the dy
of the order parameter fluctuations on both sides of the N–I transition.

We thank Prof. A. G. Petrov and Dr. F. Tournilhac for helpful discussions
acknowledge the financial support of the Russian Fund for Fundamental Research~Grant
98-02-17071! and the Ministry of Education, Science, Sports and Culture, Japan~Grant-
in-Aid for Scientific Research!. L. B. thanks the Japanese Society for Promotion
Science for a fellowship at Osaka University.

1R. B. Meyer, Phys. Rev. Lett.22, 918 ~1969!.
2J. Prost and J. P. Marcerou, J. Phys.~Paris! 38, 315 ~1977!.
3L. M. Blinov and V. G. Chigrinov,Electrooptic Effects in Liquid Crystal Materials, Springer-Verlag, New
York, 1993.

4D. Schmidt, M. Schadt, and W. Helfrich, Z. Naturforsch. Teil A27, 277 ~1972!.
5J. P. Marcerou and J. Prost, Mol. Cryst. Liq. Cryst.58, 259 ~1980!.
6A. Derzhanski, A. Petrov and M. Mitov, J. Phys.~Paris! 39, 273 ~1978!.
7I. Dozov, I. Penchev, Ph. Martinot-Lagarde and G. Durand, Ferroelectr. Lett. Sect.2, 135 ~1984!.
8P. R. Maheswara Murthy, V. A. Raghunatan, and N. V. Madhusudana, Liq. Cryst.14, 483 ~1993!.
9S. R. Warrier and N. V. Madhusudana, J. Phys. II7, 1789~1997!.

10A. Petrov, inPhysical Properties of Liquid Crystals, edited by D. Dunmur, A. Fukuda and G. Luckhurs
EMIS Datareviews Series, 1999.

11J. Cooper, Rev. Sci. Instrum.33, 92 ~1962!.
12M. Simphony and S. Shaulov, J. Appl. Phys.42, 3741~1971!.
13L. A. Beresnev, L. M. Blinov, S. A. Davidyanet al., JETP Lett.45, 755 ~1987!.
14P. Guyot-Sionnest, H. Hsiung, and Y. R. Shen, Phys. Rev. Lett.57, 2963~1986!.
15J. P. Straley, Phys. Rev. A14, 1835~1976!.
16E. M. Aver’yanov, V. A. Zhuikov, V. Ya. Zyryanov, and V. F. Shabanov, Zh. E´ ksp. Teor. Fiz.86, 2111

~1984! @Sov. Phys. JETP59, 1227~1984!#.
17M. A. Osipov, Sov. Phys. JETP58, 1167~1984!.
18J. W. Emsley, G. R. Luckhurst, and C. P. Stockley, Mol. Phys.44, 565 ~1981!.
19A. Buka and W. H. de Jeu, J. Phys.~Paris! 43, 361 ~1982!.
20L. M. Blinov, S. Okazaki, M. Ozaki, and K. Yoshino, Mol. Mater.9, 163 ~1998!.
21V. N. Tsvetkov and E. I. Ryumtsev, Mol. Cryst. Liq. Cryst.133, 125 ~1986!.

Published in English in the original Russian journal. Edited by Steve Torstveit.



erved
quid

dis-
ectic

ive a
limit
two-
The
ssing

elicoi-
er of
ioned
ases
s, and

ith

JETP LETTERS VOLUME 69, NUMBER 3 10 FEB. 1999
Short-pitch helicoidal modes in antiferroelectric liquid
crystals and scattering of resonant x rays
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The structure of antiferro- and ferroelectric phases in chiral smectic
liquid crystals is studied on the basis of the theory of modes with a
short pitch. The existence of ferroelectric phases is explained both by
the characteristic incommensurability of short-pitch modes with respect
to the thickness of the smectic layer and by distortions of the short-
pitch antiferroelectric structure of a long-wavelength mode. It is
pointed out that the details of the short-pitch order can be observed in
resonant x-ray scattering. The fundamental features of the pattern of
such scattering in the phases considered are predicted. ©1999 Ameri-
can Institute of Physics.@S0021-3640~99!01403-6#

PACS numbers: 77.84.Nh, 77.80.Bh, 61.30.Eb

1. There exist several different theoretical approaches for explaining the obs
large number of ferro-, antiferro-, and ferrielectric phases in type-C chiral smectic li
crystals.1–9 For example, modifications of the Ising model1–4 invoke relatively large
intermolecular interaction radii, the interactions changing sign as a function of the
tance between the molecules. This can be explained physically by the large sm
correlation lengthsj, which are much greater than the lengthl of the molecules, and by
the competition between dipole–dipole and steric interactions. These models g
qualitative understanding of the role of large-scale correlations, but they strongly
the freedom of possible orientations of the C director in the smectic plane. The ‘‘
layer’’ model5–7 assumes a repeating unit cell consisting of two smectic layers.
so-called clock model8 assumes that the C director rotates by the same angle on pa
from one layer to another. In the proposed model with short-pitch modes~SPMs!9 the
antiferro- and ferrielectric phases are described as structures with definite sets of h
dal modulations. The wave number of such modes is close to a rational numb
smectic layers, and the number of possible modes is limited by the aforement
smectic correlations. The prediction of the structure of large families of observed ph9

raised the question of the real molecular ordering in the new class of substance
clarity started to appear in this question only as a result of recent experiments.10

According to the SPM model in neglect of weak chiral effects, in a region w
2430021-3640/99/69(3)/7/$15.00 © 1999 American Institute of Physics
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characteristic sizej along thez axis of the crystal the dipoles can be oriented alo
certain directions in the smectic plane with equal probability. This means that the
gies of the corresponding states are equal and determine the leading term in th
energy. Depending on the stacking of the molecules, these states can be described
distribution function exp(ipkz) with wave numbersk5m/nl, where m51,2, . . . and
n56m,6(m11), . . . . Thespatial periods of these structures 2nl/m, where 2n/m is an
integer, are greater than or equal to twice the thickness of the layers, but they must
than the correlation lengthj, i.e., k.1/j or n/m,j/ l . Then we shall represent th
leading term in the energy as sin2(mp/ql). It vanishes atq5k and increases sharply fo
qÞk. For fixedm a SPM withn,mj/2l can indeed exist. However, ifn/m.j/ l , then
modulations with smallq ~similar to the standard optical helicoid in the C* phase!, for
which the leading term in the energy is proportional toq2, must also be considered. Th
corresponding calculations9 show that the thermodynamically favorable wave numbers
SPMs should differ somewhat from the correspondingk. This incommensurability is
small and equals

dqn
m>2

1

l S nl2n

mj2
1~21!n

ma

n2p
D , ~1!

wheren is the squared ratio of the correlation lengths along and perpendicular t
crystal axis, whilea is a small chirality parameter.

The wave vector of a long-wavelength mode~LWM ! is given by

qL> lan/mpl2, ~2!

where l is the longitudinal correlation length appearing in the chiral part of the
energy and is close in magnitude toj. It is obvious that the simultaneous existence of t
SPM and LWM should distort the ideal screw structure of the pure SPM. This wil
examined below.

Scattering of resonant x-ray waves makes it possible to observe directly the d
of the short-pitch order in liquid-crystal antiferro- and ferrielectrics. The results of
latest experiments10 confirm the existence of short-pitch structures in these phases, s
ing, specifically, that the period of the short-step structure is close to 2l in the antiferro-
electric phase AF and to 3l and 4l in the ferrielectric phases FI1 and FI2, respective
Analysis of the heights of the resonance scattering peaks, performed using Dmitrie
approach,11 showed that the results obtained cannot be attributed to the structures
posed by the Ising model. At the same time, it was correctly concluded in Ref. 10 th
so-called clock structures, which are essentially pure SPMs, can produce the ob
scattering pattern.

The steric interactions between molecules occupying neighboring layers str
depend on the relative orientation of these layers.1 For this reason, a strong change in t
relative azimuthal orientation along thez axis should lead to the appearance of a sup
layer periodicity in the density wave. The absence of nonresonance peaks corresp
to such a periodicity in experiments shows that, in a certain sense, all layers are s
to virtually identical conditions. This provides another argument against the ‘‘Isi
structures, indicating at the same time that in the phases studied the distortion
SPMs by a long-pitch helicoid is small.
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2. Thus the unit cell of a smectic with short-pitch order consists ofN layers. The
azimuthal component of the C director in thesth layer of a cell makes an angleCs with
the azimuthal component in the first layer. In a pure SPM undistorted by a LW
because the average dipole momentsp of molecules in a layer make a fixed angle wi
the C director of the layer, the polarization in the unit cell is completely compensated

Cs5~s21!2p/N. ~3!

In studying the structural details of a SPM distorted by a relatively weak LWM the la
can be reduced to a displacementD imposed on the initial structure~3!. This displace-
ment, specifically, gives rise to an uncompensated polarization in the unit cell, i.
ferrielectricity. Then, under the condition that the thickness of the smectic layers rem
the same, the anglesCs experience small changes. The corrections to them which
linear in D can be expressed as

DCs52
2D

J
sin~Cs2wD!, ~4!

where J is the tilt angle of the molecules andwD is the azimuthal angle of the
directorD.

As an example, let us consider the distortion of an SPM withN53. In the absence
of a LWM, the projections of the director of the layers in a unit cell on thexy plane form
a three-ray star with different anglesQ3 , as shown in Fig. 1a. When the displacementsD
are superposed, the director in the layers rotates~see Fig. 1b! in such a way that the ray

FIG. 1. Three-layer unit cell of a triple SPM. The arrows show the projections of the director on thexy plane
in three successive layers: a! pure SPM, b! SPM in the presence of a weak LWM~the broken arrows correspon
to unequal projections of the director in an antiferroelectric SPM!, c! triple SPM in the case of a strong LWM
~a structure close to an ‘‘Ising’’ structure!.
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of the SPM~dotted line! are unequal but the observed total projections of the dire
~solid arrows! are equal, which indicates that the tilt angle of the molecules in the la
is the same and therefore the layer thicknesses are the same. Figure 1c demonstr
hypothetical situation of a strong LWM, where strong deformation of the unit cell oc
and the structure of the cell becomes similar to an ‘‘Ising’’ cell.

An undistorted SPM withN52 is shown in Fig. 2a. If the displacementD is
perpendicular to the initial direction of the rays, then a cell can deform in such a way
the thickness of the layers remains the same~Fig. 2b!. It is obvious that it is not possible
to ensure the same thickness for all layers for other orientations of the cell relative
displacementD. This is unfavorable from the standpoint of the high elastic energy.
this reason, a two-ray star should rotate along thez axis so as to remain approximate
perpendicular to the vectorD.

3. To determine the possibilities of resonant x-ray scattering for investigations o
details of the short-pitch order, let us consider a layered medium whose unit c
described above. The incommensurability of the structure can be taken into accou
assuming that thet th cell is rotated by an angletd around thez axis relative to a certain
zeroth cell andd5Nldq. Then the x-ray susceptibility assumes the form

x̂~z!5 (
t52`

`

R̂tdx̂uc~z1tNl !R̂2td , ~5!

whereR̂w is a matrix representing rotation by the anglew around thez axis,x̂uc(z) is the
susceptibility of the unit cell

x̂uc~z!5(
s51

N

R̂Cs
x̂~0!~z1sl!R̂2Cs

, ~6!

and x̂ (0) is the susceptibility of a single smectic layer.

The Fourier transform of the function~5!

FIG. 2. Two-layer unit cell in a double SPM: a— pure two-layer SPM, b— same in the presence of a L
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x̂~q!5 (
t52`

`

(
s51

N

exp@ iql ~ tN1s!#R̂Cs1tdx̂~0!~q!R̂2Cs2td ~7!

after transformations of the matrix product decomposes into terms corresponding
isotropic part of the susceptibility~which contributes to the nonresonant scattering!, and
terms determined by the anisotropy ofx̂ (0), which is large only near the resonant fr
quencies and contributes to resonant scattering. Following the notations adopted i
11, it is convenient to classify the latter according to the dependence of the scat
intensity on the polarization of the incident wave. Thus, type-I scattering does not de
on the polarization, while type-II scattering does depend on the polarization.

The resonant scattering peaks are found to lie at

Q5t/N2M ~d/2pN!, ~8!

whereQ5ql/2p, andM561,62. The peaks withM61 have type–I properties, while
the peaks withM62 have type-II properties. The dependence of the heights of the p
on the structure of the unit cell is given by the coefficients

SM
t 5U(

s51

N

expF i
2pt

N
s2 iM CsGU2

. ~9!

The incommensurabilityd is small and is omitted in Eq.~9!. Much more important is the
fact that it determines the fine structure of the peaks, which in the general case ar
into four peaks.

Analyzing expression~9!, it is easy to see that the existing experimental data, wh
do not give any information about the fine structure and polarization properties o
peaks, are inadequate to determine the structure of the unit cell, specifically, the
anglesCs . It is important only to eliminate certain types of cells, as happens w
‘‘Ising’’ structures with N54, for which expression~9! gives either no peaksQ5K
11/2 (K is an arbitrary integer! or equal intensities of all resonant scattering peaks. B
contradict the experimental data obtained in Ref. 10.

It is clear that the study of the fine structure of the peaks together with polariz
observations will give much additional information. As an example, we can conside
double splitting, observed in the experiment of Ref. 10, of the half peak in an AF p
with N52. Since

S61
2K1154 sin2~C2/2!, S62

2K1154 sin2 C2 , ~10!

the presence of a doublet gives unambiguouslyCs5p. It is also possible to predict tha
the doublet belongs to type-I scattering.

Relation~3! holds for a pure SPM. Then the quantities~9! are different from zero
only for t5KN1M , which gives the position of the peaks as

Q5K1
M

N
2M

d

2pN
. ~11!

For phases withN53 this means double splitting of the peaksQ51/3,4/3, . . . into
type-I peaks with M51 and type-II peaks withM522, while the peaksQ
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52/3,5/3, . . . decompose into doublets withM521 andM52. If N54, then there is
not enough time for the peaksQ5K61/4 to split, while the peaksQ5K11/2 decom-
pose into doublets withM562.

The interaction of a SPM with a long-pitch helicoid distorts the screw symmetr
the pure SPM. Comparing expressions~1! and ~2!, it is easy to see thatqL!dq. There-
fore the rotation of the displacement vectorD can be neglected in view of the incom
mensurability. To estimate the corresponding changes in the scattering pattern, w
consider the case of a weak displacement, in which case the relation~4! holds. On
account of incommensurability, the unit cells are turned by different angles relative t
displacement, so thatwD52td, if the first layer in the zeroth cell is oriented alongD.

The corresponding changes inCs give rise to corrections to the susceptibility.
theoretical analysis shows that this correction leads to scattering peaks at the poin~8!,
but this time withM561,62, and63. Moreover, here the peaks withM562 are of
type I, while the peaks withM561,63 are of type II. The intensities of these peaks a
low, since they are proportional to (D/J)2. Ultimately, a small distortion of an SPM
results in slight changes in the polarization behavior of the scattering peaks. It is im
tant that in structures withN>4 such a distortion should lead to the appearance of n
small type-II peaks, corresponding toM563. Therefore measurements of the fine stru
ture and polarization dependence of resonant x-ray scattering peaks should giv
information about the details of short-pitch azimuthal order. Similar experiments i
external electric field would also by very useful.

The proposed semiphenomenological model explains the presence of diverse
lies of ferro-, antiferro-, and ferrielectric phases in new liquid-crystal materials. It dif
from other models in several respects. Specifically, the conventional expansions
inhomogeneous part of the free energy in powers of small wave numbers are unsu
here because of the presence of SPMs in such liquid crystals, but expansions in the
incommensurability of the superlattices under discussion are physically justified.
main physical parameters controlling the families named are the chiralitya and the
smectic correlation lengthj. The existence of ferrielectric states could be due to both
above-mentioned incommensurability of the SPMs and the actual coexistence of
and LWMs. Chirality, which determines the incommensurability of the SPMs, gives
to splitting of the x-ray scattering peaks, the splitting being greater than that prod
only by the twist structure of LWMs. Strong LWMs should give rise to strong orien
tional deformation of the unit cell, so that the cell could approximate an ‘‘Ising’’ c
giving additional features in the distribution of the molecular density.

The observed10 ‘‘family’’ ~2, 3, 4! is one possible family in the model considere
and corresponds to the choicem52; n522,3,24. The splitting of the x-ray peaks i
(a/n)2 in order of magnitude and is maximum for the SPM withn522, i.e., for the
mode with the shortest pitch. For largen the model predicts a smaller splitting and larg
broadening of the peaks, the latter being due to the higher probability of observing S
with wave numbers of both signs.

We thank the Russian Fund for Fundamental Research for supporting this
~Grant No. 98-02-16802!. We thank R. Pindak and V. Dmitrienko for a fruitful discu
sion of the experimental data and the theoretical aspects of the problem.
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Resonance energy transfer from a semiconductor
quantum dot to an organic matrix

V. M. Agranovich*
Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk,
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~Submitted 11 January 1999!
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A study is made of the Fo¨rster energy transfer from an excited semi-
conductor quantum dot to an organic material surrounding the dot. A
quantum-mechanical microscopic description of a Wannier–Mott exci-
ton in a quantum dot is employed together with a macroscopic descrip-
tion of the organic medium. The calculations show that for II–VI semi-
conductors such transfer can occur in a time of the order of tens of
picoseconds, which is much shorter than the lifetime of an excitation in
a quantum dot in the absence of transfer. Therefore, just as for quantum
wells, the energy transfer mechanism considered can be a quite efficient
means for pumping organic sources of radiation. ©1999 American
Institute of Physics.@S0021-3640~99!01503-0#

PACS numbers: 73.20.Dx, 61.46.1w

1. Hybrid nanostructures based on semiconductor and organic materials with
exciton energies1 have been studied in various configurations, and it has been pred
that they should possess a number of advantages over the conventional, purely org
purely inorganic, nanostructures.1–6 These configurations can be divided into two grou
In the first case~strong coupling! the characteristic dipole–dipole resonance interact
energies of Wannier–Mott excitons~in a semiconductor! and Frenkel excitons~in an
organic material! are greater than the widths of the corresponding levels. This leads t
appearance of elementary excitations of a new type, which are a coherent superp
of two types of excitons.1–3,6 It has been shown that nonlinear optical effects should
greatly intensified in such systems.

In the second case~weak coupling! the level widths are much greater than t
resonance interaction energy. This is characteristic for many organic materials. I
situation dephasing processes destroy the coherent superposition of excitonic sta
incoherent energy transfer occurs from the subsystem where dissipative process
slow ~donor! to the subsystem where dissipation is rapid~acceptor!. This corresponds to
the Förster picture.7 The case where the donor is the semiconductor part of the stru
2500021-3640/99/69(3)/5/$15.00 © 1999 American Institute of Physics



ime is
part

is will
icon-

in the

rial
ploy

ganic
letely
fields

herical
n-
de

reso-

d
can be
itonic

ion
och
itonic

son

s
anic

251JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 V. M. Agranovich and D. M. Basko
and the acceptor is the organic part is currently of greatest interest. If the transfer t
shorter than or of the order of the lifetime of a Wannier–Mott exciton, then a large
of the energy can be transferred from the semiconductor to the organic material. Th
make it possible to combine the comparatively good transport characteristics of sem
ductors~pumping them, for example, electrically! with the high light-emission capability
characteristic of organic materials. Calculations performed for a planar geometry~semi-
conductor quantum well coated with a layer of an organic acceptor!4,5 have shown that
such energy transfer can indeed be quite efficient.

One type of semiconductor nanostructures which have been actively studied
last few years are quantum dots~see Ref. 8 and the literature cited therein!. In the present
letter we shall analyze Fo¨rster energy transfer from a quantum dot to organic mate
surrounding the dot. For simplicity, we consider a spherical quantum dot and we em
the effective-mass approximation to describe the Wannier–Mott exciton. For the or
subsystem a macroscopic description where a permittivity is introduced is comp
satisfactory, since in an organic material the characteristic distances over which
vary are much larger than the intermolecular distances.

2. The subsequent analysis was performed for a nanostructure where a sp
quantum dot with radiusR1 and permittivity« is surrounded by a concentric semico
ductor barrier with outer radiusR2 and the same permittivity, while the material outsi
the barrier is surrounded by organic material with permittivity«̃. The permittivity «
includes only the contribution from higher resonances with respect to the excitonic
nance under study, and we assume that« is real. The permittivity«̃, however, is the total
permittivity of the organic material and is substantially complex.

The general scheme for calculating the rate of Fo¨rster energy transfer in a hybri
nanostructure is described in detail in Refs. 4 and 5. In our case this transfer rate
found by calculating the Joule losses of the electric field that is produced by the exc
polarization of a quantum dot in an organic medium.

Let an exciton with energy\v be described by the envelope of the wave funct
c(re ,rh), and letdvc be the matrix element of the electric dipole moment between Bl
functions of the valence band and the conduction band. The matrix element of exc
polarization in the quantum dot is

P~r !5dvc c~r ,r !. ~1!

The electric fieldE(r ) corresponding to this polarization can be found from the Pois
equation for the potentialf(r ):

«~r ! ¹2f~r !54p “•P„r …, ~2!

where«(r )5« for r ,R2 and«(r )5 «̃ for r .R2 , with appropriate boundary condition
at r 5R2 . Knowing the electric field, we can calculate the power dissipated in the org
material~Joule losses!:9

W5
v Im «̃~v!

2p E
r .R2

uE~r !u2 d3r . ~3!

Hence we find that the rate of energy transfer~the reciprocal of the transfer time! is given
by the expression
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1

t
5

W

\v
5

Im «̃~v!

2p\ E
r .R2

uE~r !u2 d3r . ~4!

3. In our spherical geometry the states of an electron–hole pair can be clas
according to the values of the total angular momentum of the electron and hole. We
assume that the electron–hole pair occupies the lowest excited state. In this state th
angular momentum is zero, and therefore the functionc(r ,r ) is spherically symmetric
andP„r …5P(r ). Orienting thez axis parallel to the vectordvc, we obtain for the charge
density

r~r !52“•P~r !52
] P~r !

]z
5r~r !~r ! Y10~u!. ~5!

HereY10(u)}cosu is the spherical harmonic withl 51 andm50 that is obtained when
a spherically symmetric function is differentiated with respect toz. Expanding the po-
tentialf(r ) in the organic material, where there are no charges, in terms of multipol10

we see that only the dipole term, which is proportional toY10(u), will be different from
zero. Therefore the potentialf(r ) in the organic medium is formally identical to th
potential of an effective point dipole with dipole momentpeff:

f~r !5~peff
•r !/ «̃ r 3. ~6!

Calculations similar to those in, for example, Ref. 7~Chapter 1! show that

peff5
3«̃

«12«̃
E

0

R2
P~r ! 4pr 2 dr. ~7!

Substituting the field of the dipole into Eq.~4! we obtain

1

t
5

Im «̃

2p\ E
r .R2

uE~r !u2 d3r5
1

\

4 Im «̃

3«̃2R2
3

upeffu2. ~8!

4. The wave functionc(re ,rh) of an exciton is determined by two interactions:~i!
the electron and hole confinement potential, which we shall assume to be infinit
r .R1 and zero forr ,R1 and ~ii ! the electron–hole Coulomb attraction. These inter
tions correspond to the following characteristic lengths:R1 — the radius of the quantum
dot andaB — the Bohr radius of an exciton in a macroscopic three-dimensional s
conductor. The problem of solving the two-particle Schro¨dinger equation for an arbitrary
ratio of R1 andaB is quite difficult~see, for example, Ref. 11!, but the situation simplifies
substantially in two limiting cases.

If R1@aB ~weak confinement!, the splitting between the levels in a spherical well
much smaller than the binding energy of a three-dimensional Wannier–Mott excito
this case the latter can be assumed to be a rigid particle moving in a spherical wel
variables corresponding to the relative motion of an electron and a hole and the mot
the center of the mass effectively separate, and the wave function factorizes. The

c~r ,r !5
1

ApaB
3

x0~r !, x0~r ![
1

A2pR1

sin~pr /R1!

r
. ~9!

The corresponding dipole moment is
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peff5
1

p S 2R1

aB
D 3/23«̃ dvc

«12«̃
. ~10!

If, however,R1!aB ~strong confinement!, then the Coulomb interaction can be com
pletely neglected, and the wave function of the exciton will be simply the product of
~identical! single-particle electron and hole functions:

c~re ,rh!5x0~re! x0~rh!, ~11!

and the corresponding dipole moment will be

peff53«̃ dvc/~«12«̃ !. ~12!

The energy transfer rates in the limiting cases indicated above are

1

t1
5

96 Im«̃

p2u«12«̃u2

1

\

udvcu2

aB
3 S R1

R2
D 3

~R1@aB!,
1

t2
5

12 Im«̃

u«12«̃u2

1

\

udvcu2

R2
3 ~R1!aB!.

~13!

To obtain a numerical estimate we shall employ the typical parameter values fo
elements of II–VI compounds~for example, ZnSe!12 and organic substances used
similar experiments:13 aB.50 Å, dvc.12 D, «.6, and«̃.413i . For R251.5R1 these
parameters give a transfer timet1.20 ps, and the timet2 is even shorter. This estimat
shows that the energy transfer time is much shorter than the exciton lifetime~hundreds of
picoseconds in II–VI semiconductors! determined by all the other processes in a quant
dot.

In summary, the energy transfer mechanism considered above, just as in the c
quantum wells,4,5 is quite rapid and makes possible the transfer of a substantial part o
energy from a semiconductor quantum dot to the organic molecules surrounding th
with possible subsequent deexcitation of the dot. The possibility of using electrical p
ing of quantum dots~see, for example, Ref. 14 and the literature cited therein! makes this
energy transfer mechanism interesting for applications as well.

This work was supported by Grant No. 97-1074 of the Ministry of Science of
Russian Federation Program ‘‘Physics of Solid-State Nanostructures.’’
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Suppression of the equilibrium tunneling current
between slightly disordered two-dimensional electron
systems with different electron concentrations in
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Tunneling between parallel two-dimensional electron gases~2DEG! in
accumulation layers formed on both sides of the single doped AlGaAs
barrier are examined in both zero and high magnetic field. Accumula-
tion layers are separated from highlyn-doped contact regions which
freely supply electrons to the 2DEGs via 80 nm thick lightlyn-doped
spacer layers. Strongly oscillating current with magnetic field along the
2DEGs is absent in this arrangement. Without magnetic field resonant
tunneling between 2DEGs with different as grown electron concentra-
tion could be settle by application of external voltage bias. High mag-
netic fields (n,1) shift resonant tunneling to zero external bias and
suppresses tunneling current, creating wide gap in the tunneling density
of states at the Fermi level arisen from the in-plane Coulomb interac-
tion in the 2DEGs. ©1999 American Institute of Physics.
@S0021-3640~99!01603-5#

PACS numbers: 71.10.Ca, 73.50.Jt

It has been found during the last decade1–7 that both resonant and many-body effec
play essential roles in tunneling between parallel two-dimensional electron g
~2DEGs!. The resonant tunneling between different two-dimensional~2D! subbands as
well as inter- and intra-Landau-level tunneling in a magnetic field normal to the 2D p
have been thoroughly investigated in an earlier work.1 It has been shown2 that an in-plane
magnetic field also strongly influences the resonant tunneling between two 2DEGs
2550021-3640/99/69(3)/7/$15.00 © 1999 American Institute of Physics
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requires the conservation of both energy and in-plane momentum. The so-called
lomb gap induced in the tunneling density of states by a magnetic field has been ob
for equilibrium tunneling between 2D electron systems3–6 as the suppression of th
tunneling current by a magnetic field and has given rise to intensive theore
discussions.8–10There is general agreement that the observed suppression is related
in-plane Coulomb correlation between 2D electrons in a high magnetic field. Ano
manifestation of the Coulomb correlation has been found in double-barrier resonan
neling devices7 as a shift of the resonance current peak to higher bias voltage
magnetic field. In spite of the large number of works there are still some contradic
even between the experimental findings of the different groups, and it seems th
current understanding of the phenomena is far from clear.

In this letter we present results of tunneling current measurements on single d
barrier GaAs/AlGaAs/GaAs heterostructures at liquid helium temperatures and in
netic fields up to 23 T. In this kind of structures two-dimensional electron accumula
layers are formed on both sides of the barrier due to its donor doping and are sep
from highly n-doped contact regions by lightlyn-doped or undoped spacer layers.1,11 At
first glance our sample resembles a system in which two sequential 2D electrons
are inserted between three-dimensional contact layers with a generally unknown po
distribution along the current flow under external bias. To avoid this problem it is
essary to design the structure in such a way that the external voltage will drop m
across the~AlGa!As barrier. It gives one a sample where 2D and 3D systems ar
thermodynamic equilibrium on each side of the barrier, with a free supply of electro
the 2DEG accumulation layer from the parallel planar contact layer under arbitrar
ternal bias. By thorough capacitance–voltage measurements on samples prepared
number of wafers with different growth parameters, we selected a structure which
fied the condition of thermodynamics equilibrium between the 2D accumulation l
and the highly doped contact region. The main criterion for this selection was tha
capacitance be independent of the applied bias and be approximately equal to th
metrical capacitance of the barrier. In this letter we present only results obtained o
selected samples and actually related with tunneling between 2D electron system
arrangement of the structure used essentially distinguishes our measurements fro
vious papers1,3–6 in which strongly oscillating currents along the 2DEGs in the magn
field were not excluded from the experimental arrangement. Without a magnetic fie
resonant tunneling between 2DEGs with different as-grown concentrations cou
settled by application of an external bias voltage. We have found that high mag
fields (n,1) shifts the resonant tunneling to zero external bias due to the pinning o
last Landau level in each 2DEG by the contact-layer chemical potential. This promp
to study the magnetic-field suppression of the equilibrium tunneling between 2DEG
purely vertical arrangement~no current along 2DEGs! and compare our results wit
recent experimental observations of the magnetic-field-induced Coulomb gap in th
neling density of states.4,5,7 We have found a linear dependence of the gap paramete
magnetic field, in agreement with findings of Ref. 5, which are in contradiction to
results of Refs. 4 and 7, where a significantly weaker dependence of the gap wid
magnetic field was found.

The samples were grown by molecular beam epitaxy~MBE! on a ~100!-oriented
Si-dopedn1-type GaAs wafer (Nd5231018 cm23). The structure consists~in order of
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growth! of a Si-doped, 50-nm-thick GaAs layer (Nd5531017 cm23); a 70-nm-thick
lightly doped GaAs layer (Nd5231015 cm23); a 10-nm-thick layer of undoped GaAs;
5-nm-thick Al0.3Ga0.7As undoped barrier layer; a 10-nm-thick Si-doped Al0.3Ga0.7As bar-
rier layer (Nd5631017 cm23); a 5-nm-thick Al0.3Ga0.7As undoped barrier layer; a
10-nm thick undoped GaAs layer; a 70-nm-thick lightly doped GaAs layer (Nd52
31015 cm23); a 50-nm-thick GaAs layer (Nd5531017 cm23); a Si-doped, 50-nm-thick
GaAs layer (Nd5531017 cm23); and a GaAs cap layer (Nd51.531018 cm23), which
was 300 nm thick. To fabricate Ohmic contacts an AuGe/Ni/Au metallic film was ev
rated on then1-type GaAs cap layer. Mesa structures~100mm in diameter! were defined
by wet etching~2 mm depth! using a metal mask. A second Ohmic contact was prepa
on the back side of the wafer by In soldering. A standard annealing process (40
2 min in a N2 atmosphere! produced good Ohmic contacts (1026– 1025V•cm22). A
schematic band diagram of the structure under zero bias is shown in Fig. 1.

The current–voltage~I–V! characteristic of this structure demonstrates nega
differential conductance~NDC! ~indicated by arrow ‘‘a’’ on Fig. 2! at negative bias
without a magnetic field and some features at positive bias~arrow ‘‘b’’ on the same
figure! at 4.5 K. We argue that, as in Ref. 1, the current peak followed by a NDC re
is due to resonance between the ground states of the 2DEGs~0–0 transition! and that the
rapid increase in the current at around 12 mV of positive applied bias is due to reso
between the ground state of one 2DEG and the first excited state of the other one~0–1
transition!. The accumulation layers have different as-grown electron concentration

We estimated the 2D electron concentrations and the electron mobility in the l
from the measured I–V curves and the Shubnikov–de Haas-like oscillations of the t
current with magnetic field. For this estimation we used the procedure described in
6 and found the 2D electron concentrationsN2D2 1'331011 cm22 and N2D22'1.8
31011 cm22, and the estimated mobility is about 40 000 cm2V21s21.

FIG. 1. Schematic band diagram of the structure under zero bias.E0L andE0R define the ground states of th
2D accumulation layers, andm is the chemical potential along the structure under equilibrium conditions.
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Figure 2 shows how the I–V curves are transformed in a magnetic field paral
the current. For fields smaller than 12 T the curves have quite complicated forms w
can be described in principle with an interplay of the resonance tunneling betwee
ferent Landau levels, taking into account also the existence of two-dimensional sub
with higher indices and the self-consistent redistribution of the electrons between
mulation layers as the density of states is modulated by the magnetic field.

In this letter we concentrate on a discussion of the behavior of the I–V curve
magnetic fields greater than 14 T, leaving the discussion of the lower magnetic
range to a future publication.

In a magnetic field parallel to the current greater than 14 T (n,1) the I–V charac-
teristics are drastically changed~Fig. 2!. Now the NDC appears at both voltage polaritie
We assign this behavior to the magnetic-field-induced resonance at zero voltage. I
when only one Landau level is occupied in both electron layers the Fermi level in
contact regions pin the Landau levels, and both 2DEGs, in spite of the different ele
concentrations, are brought into tunneling resonance. We note that no spin splittin
been observed in our structures. The I–V characteristics in a magnetic field wit
current suppressed around zero bias are similar to those which were observed in R
and 5 but are asymmetrical. The suppression is more obvious from Fig. 3a, which s
the I–V curves for 4.2 K and 10 K in a magnetic fieldB520 T. For comparison, Fig. 3b
shows part of the same curves in the absence of magnetic field; this clearly demon
that the influence of temperature on the simple resonant tunneling between 2DE
very small. Previously3 the current suppression around zero bias and the wide cu
peaks at higher biases were interpreted as a manifestation of a gap in the tun
density of states, with broadened final states around the gap.

To characterize the gap in our experiments we chose the positions of current
and differential conductance maxima on the voltage scale as the gap parameters.

FIG. 2. Current–voltage characteristics in the absence of magnetic field and and in different magnetic fi
to 23 T. The magnetic field step between the curves is 1 T. All the curves except the 23 T curve are
vertically for clarity. Arrows ‘‘a’’ and ‘‘b’’ indicate features on the I–V curve in the absence of magnetic fi
~see text for details!.
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4 shows that all of these parameters have linear dependence on magnetic field, an
these dependences the dependence of the gap on magnetic field could be desc
D/2'(0.1460.02)\vc , where\vc5\eB/m* is the cyclotron energy. We also use

FIG. 3. a: Current–voltage characteristics in a magnetic field of 20 T for different temperatures: 4.2 K –
line, 10 K – dotted line; b: the same in the absence of magnetic field.

FIG. 4. Position on the voltage scale of the current peaks and differential conductance maxima as a fun
magnetic field. Squares represent the positions of the current peaks, and circles are used for the positio
differential conductance maxima. The filled squares and circles are for negative bias, the unfilled for p
bias. The averaged dependence of all the data on magnetic field is;(0.1460.2)\vc . The straigt lines are
shown only as a guide for the eye.
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10% onsets of the current to estimate the gap width. It is a few mV for both positive
negative bias and is the same order of magnitude as the Coulomb interaction ene
the 2D layers.

Before comparing our results with the findings of the previous studies3–7 it is worth-
while to make some prefatory remarks. The cause of the appearance of the gap
tunneling density of states~DOS! is as follows. In a strong magnetic field normal to t
2D plane, when the Landau level filling factorn5hn/eB is less than unity, it is assume
that an electron traverses the tunnel barrier between the 2DEGs in a much shorte
scale than that for the rearrangement of the charges around the injected electr~or
around the hole left behind in the emitter layer!. The energies of the injection an
extraction processes create a gap in the tunneling DOS. Many-body theories predic8 that
for a fixed filling factorn,1 the width of the energy gap is approximately 0.4e2/4p« l B

~where l B5A\/eB is the magnetic length!, or, if the electron liquid forms a regula
lattice,9 the gap energy in the classical limit ise2/4p«a ~wherea5Anp is the interelec-
tron spacing within the layer!. At a fixed filling factor both predicted forms for the ga
have the sameAB dependence on the magnetic field.

Eisenstein and co-workers4 argued from tunneling measurements on samples w
different barrier widths that the high-field gap energy is mainly determined by the
plane Coulomb interaction, modified by an interlayer excitonic binding energy. The
of the gap used to fit their data wasDE5 f (n) e2/4p«a20.4e2/4p«d, where f (n) is
some universal function of the filling factor, andd is the quantum well center-to-cente
separation.

Contrary to the findings of Eisensteinet al.3,4 and the predictions of existing
theories,8,9 Brown et al.5 found a linear magnetic-field dependence of the gap,D
'0.44\vc , which was observed both at fixed filling factors and at constant ca
density. They measured gaps of comparable energy in samples with a lower mobili
otherwise similar to those used by Eisensteinet al. — GaAs/AlGaAs double-layer struc
tures with additional gates to permit independent control of the electron concentrat
the layers. In addition, at a fixed magnetic field of 16 T they did not observe notice
changes in the measured I–V curves when the electron concentrations in the layer
varied from 1 to 331011 cm22 ~see Fig. 3 in Ref. 5!.

Lok et al.,7 by measurements on different~AlGa!As double-barrier resonant tunne
ing devices, found that atT50 the additional energyDL required for resonant tunnelin
in high magnetic fields increases with increasing electron concentrationn in the 2DEG of
the emitter from 0.7 to 3.031011 cm22 and can be described by a dependenceDL

5be2/a;n1/2 (b'0.6– 0.8). An additional magnetic-field dependence of the energyDL

for a single device exhibited saturation forn,1. The results at least qualitatively agre
with those obtained by Eisensteinet al.4 but contradict the findings of Brownet al.5

Our samples have a serious restriction since we were not able to change the e
concentration in the accumulation layers. Nevertheless, Brownet al. mentioned in their
paper5 that the same results as for equal concentration were obtained in measurem
the magnetic-field-induced suppression for different electron concentrations in the l
This allows us to compare our results at least with the findings of Brownet al.

Our results imply a linear dependence of the gap on magnetic field,D'0.28\vc ,
which is similar to the resultD'0.44\vc given in the paper of Brownet al.5 The
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tunneling gap found by Eisensteinet al.,4 on account of the prefactorf (n), also depends
on the magnetic field at a constant electron concentration. However, as can be see
Fig. 1 of Ref. 3, this dependence is weak and does not exceedD'0.03\vc . The main
difference between the Eisenstein and Brown samples is the difference in the qua
the 2DEGs. In the Eisenstein experiments the 2DEGs hadm;33106 cm2 V21 s21,
whereas in the Brown experiments the mobilities were onlym;105 cm2 V21 s21. In our
samples the mobility in the layers wasm;43104 cm2 V21 s21. It is difficult to judge
about the 2DEG mobility in the resonant tunneling devices of Ref. 7, but it shoul
noted that tunneling gap induced by the magnetic field was investigated in that
under far from equilibrium conditions. The magnitude of the gap in all experiments
the order of the Coulomb interaction energy in the layers.

From the above comparison it could be supposed that microscopic inhomogen
and disorder not only determine the mobility in the 2DEG but also influence
magnetic-field-induced gap formation in the tunneling density of states, giving rise
different dependence of the gap on magnetic field in comparison with the case of
quality two-dimensional electron systems. As far as we know this influence has no
been considered theoretically.

Thus we have for the first time investigated the equilibrium tunneling betw
2DEGs in a high magnetic field in a structure with purely vertical transport. A h
magnetic field induced resonant tunneling between 2DEGs with different electron
centration at zero external voltage bias via pinning of the last Landau levels by the F
levels in the contact regions. This gave us an opportunity to investigate and compa
data concerning suppression of the tunneling current by a high magnetic field nea
bias with the results of previous studies.

This work was supported in part by the National program ‘‘Physics of Solid-S
Nanostructures’’~Grant 97-1057!, PICS-CNRS~Grant 628!, INTAS-RFBR ~95-849!,
RFBR ~98-17462, 98-22008!, and CRDF~RP1-220!.
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Surface electron scattering in d-wave superconductors

A. A. Golubov
Department of Applied Physics, University of Twente, 7500 AE Enschede,
The Netherlands

M. Yu. Kupriyanov
Nuclear Physics Institute, Moscow State University, 119899 Moscow, Russia

~Submitted 14 January 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 3, 242–246~10 February 1999!

A theoretical model of a rough surface in ad-wave superconductor is
studied for the general case of arbitrary strength of electron scattering
by an impurity layer covering the surface. Boundary conditions for
quasiclassical Eilenberger equations are derived at the interface be-
tween the impurity layer and thed-wave superconductor. The model is
applied to the self-consistent calculation of the surface density of states
and the critical current ind-wave Josephson junctions. ©1999
American Institute of Physics.@S0021-3640~99!01703-X#

PACS numbers: 74.80.Dm, 73.25.1i

Understanding the transport properties of surfaces and interfaces in
temperature superconductors~HTS! is important for correct interpretation of experime
tal data and for applications of these materials. Up to now surface peculiarities ind-wave
superconductors were extensively discussed in the framework of theoretical models
on quasiparticle reflection from specular interfaces.1–4 The influence of surface roughnes
in this approach was studied by the Ovchinnikov method,5 namely, by introducing a thin
impurity layer covering the surface.3–6 The degree of roughness is then measured by
ratio of the layer thicknessd to the quasiparticle mean free pathl in the layer. This
approach was used to study the smearing of Andreev surface bound states by
disorder (d!l ).

The regime of strong surface roughness,d @l , was discussed in Ref. 7. In this cas
parameter-free boundary conditions were derived at the interface between the sup
ductor and the disordered layer. Similar conditions were also derived earlier in Ref
rough walls in superfluid3He-B. As was shown in Ref. 7, an isotropic order paramete
nucleated in the disordered layer even in the absence of the bulk subdominant p
interaction in thes-wave channel. This leads to the formation of the gaplesss state at the
interface. This phenomenon was called an anomalous proximity effect between ad-wave
superconductor and a disordered layer.

In the present paper we consider the anomalous proximity effect between ad-wave
superconductor and a surface impurity layer of thicknessd!min$Aj0l , j0% in the gen-
eral case of an arbitrary electronic mean free pathl .
2620021-3640/99/69(3)/6/$15.00 © 1999 American Institute of Physics
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We consider the interface oriented normally to the crystallographicab plane and
assume elastic Born scattering. The normal and anomalous quasiclassical propagg
andf, depend on the coordinatex in the direction of the surface normal and on the an
u between the surface normal and quasiparticle trajectory and obey the quasicla
Eilenberger equations.9 Using the substitutions10

f 5
2a

11ab
, f 15

2b

11ab
, g5

12ab

11ab
, ~1!

we rewrite these equations in terms of the scalar differential equations of the Ricatt

v cosu
db~x!

dx
2F2vn1

1

t
^g&1b~x!S D~x!1

1

2t
^ f 1& D Gb~x!52D~x!2

1

2t
^ f 1&,

~2!

v cosu
da~x!

dx
1F2vn1

1

t
^g&1a~x!S D~x!1

1

2t
^ f & D Ga~x!5D~x!1

1

2t
^ f &. ~3!

The pair potentialD should be found from the self-consistency equation

D ln
T

Tc
12pT (

v.0
S D

v
2^l~u,u8! f & D50. ~4!

Here vn5pT(2n11) are the Matsubara frequencies,v is the Fermi velocity, and
t5l /v. Assuming a cylindrical Fermi surface, we define the angle averages as^ . . . &
5(1/2p)*0

2p( . . . )du.

We consider a pured-wave interaction in the bulk, with the coupling constant11

l~u,u8![ld~u,u8!52l cos~2~u2a!!cos~2~u82a!!,

wherea is the misorientation angle between the crystallographica axis and the surface
normal. In this case the bulk anomalous propagator has thed-wave symmetry

b~1`,u!5a~1`,p1u!5
A2D` cos~2~u2a!!

v1Av212D`
2 cos2~2~u2a!!

. ~5!

As will be shown below, this symmetry is broken near the interface.

Equations~2!–~4! must be supplemented with the boundary conditions connec
functions b(0,u) and a(0,u), which describe respectively the electrons incident a
reflected from the interface. This can be done by matching the solutions in the imp
layer (2d,x,0) and in the cleand-wave region (0,x).

Since the thickness of the impurity layerd!je f f5min$Aj0l , j0%, we can neglect
the terms proportional tov andD in ~2! and ~3! and consider̂ f & and ^g& as spatially-
independent constants, which must be determined self-consistently. Making use
boundary condition12 at the totally reflecting free specular interface (x52d)

b~2d,2u!5a~2d,u!, ~6!

we find the solution of the equations~2!, ~3! at 2d<x<0 in the form

Fb~x,2u!1G21

Fb~x,2u!1G11
5

Fb~0,2u!1G21

Fb~0,2u!1G11
exp$kx%, ~7!
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Fa~x,u!1G21

Fa~x,u!1G11
5exp$2k~d1x!%

Fb~2d,2u!1G21

Fb~2d,2u!1G11
, ~8!

k5
A^g&21^ f &2

l cos~u!
, F5

^ f &

A^g&21^ f &2
, G5

^g&

A^g&21^ f &2
.

From ~7!, ~8! after a simple algebra we arrive at the boundary condition at the inter
between the cleand-wave superconductor and disordered layer

a~0,u!5b~0,2u!
~12Gtanh~kd!!

~Fb~0,2u!1G!tanh~kd!11
1F

tanh~kd!

~Fb~0,2u!1G!tanh~kd!11
.

~9!

Equation~9! describes the fact that the amplitude of anomalous Green’s function a
outgoing trajectories,a(0,u), consists of two parts. The first, specular part is proportio
to b(0,2u) and describes the correlation between with the incoming2u and reflectedu
trajectories. The second, diffusive part is proportional toF and describes an averag
contribution of all the incident trajectories to the outgoing one in theu direction.

In the limit of weak disorder (d!l ) the boundary condition~9! reduces to the
specular one~6!. At finite d there is a cone of angles arccosd/l <u<p/2 in which the
scattering from the interface is diffusive rather than specular. The larger the valued,
the smaller the correlation between the incoming and outgoing trajectories.

In the limit of strong disorder (d@l ) the solutions~7!, ~8! transform to those of
Usadel equations obtained in Ref. 7, and it follows from~9! that

a~0!5
^ f ~0,u!&

11^g~0,u!&
. ~10!

This is exactly the condition used previously in Ref. 7 for the analysis of stron
disorderedd-wave interfaces. According to this condition the incoming and outgo
trajectories at a rough interface with strong disorder are completely uncorrelated
result of the scattering from the impurity layer.

It is straightforward to find self-consistent solutions of the set of equations~2!–~5!,
~9!. First, we have numerically integrated the equation~2! for b(x) with the initial
condition ~5! along the trajectory fromx51` ~bulk! to x50 ~interface!. Then the
equation~3! for a(x) was integrated fromx50 to x51` with the initial condition~9!.
The angle averageŝf (0)& and^g(0)& and the pair potentialD(x) were calculated itera-
tively.

We have applied this model for calculation of the low-temperature conductan
an NID tunnel junction, which is expressed in terms of the surface density of s
N(0,u) as

RNdI/dV5
*2p/2

p/2 N~0,u!D~u!cosudu

*2p/2
p/2 D~u!cosudu

, ~11!

whereRN is the normal state junction resistance andD(u) is the barrier transmission
coefficient. The angle-resolved surface density of states is given byN(0,u;«)
5Re(g(0,u;v52 i«)).
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Figure 1 shows the results of calculations fora520° and various values of th
surface scattering parameterd/l . We have chosen ad-function potential barrier with an
angular dependence of the transmissionD(u)5D(0)cos2u. The zero-bias anomaly
~ZBA!, which is a manifestation of the sign reversal of thed-wave pair potential, is
strongly broadened with increase ofd/l . In the limit of weak disorderd/l !1 the results
exactly correspond to those of Ref. 3.

As d/l increases, the ZBA is smeared out completely, while the signature
finite-energy Andreev bound states are still present. The latter are due to quasipa
trapped in the surface region with the reduced pair potentialD(x). As is seen from Fig.
1, the angle-averaged density of states in the disordered layer is gapless and has a
of peaks at energies below the bulk pair potential. Note that for large values ofd/l there
are several~weak! peaks corresponding to more than one bound state, in contrast t
case of a specular interface, where only a single bound state exists at finite energy3 This
is because the average trajectory length of trapped quasiparticles, which determin
number of resonances, is larger thanj0 in the diffusive case. Mathematically this fact
described by the boundary condition~9!.

Next we apply the model to the study the influence of surface roughness o
Josephson supercurrent in a tunnel junction based ond-wave superconductors~DID junc-
tion!. The critical current is given by the expression12,13

eRNI c5
pT(v.0*2p/2

p/2 @ f 1s~u! f 2s~u!2 f 1a~u! f 2a~u!#D~u!cosudu

*2p/2
p/2 D~u!cosudu

. ~12!

FIG. 1. Smearing of the ZBA in the low-temperature conductance of an NID junction. The inset show
oscillations for larged/l due to the finite-energy Andreev bound states.
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Here f 1,2s(a)5( f 1,26 f 1,2
1 )/2 and wheref 1,2 are the surface Green’s functions of the le

~right! electrode.

The critical current was calculated numerically using the solutions forf 1,2 and
assumingD(u)5D(0)cos2u. We consider two cases: 1! symmetric junction with the
misorientation anglesa15a2520°, 2! antisymmetric~mirror! junction with a152a2

520°. The results of calculations are shown in Fig. 2. In complete agreement wit
results of Refs. 13–16, the mirror junction exhibits a nonmonotonicI c(T) dependence
due to the anomalyf 1,2a;1/vn at low frequencies, which is related to the midgap surfa
bound state. Like the ZBA in the conductance, this anomaly is smeared out with inc
ing surface scattering parameterd/l .

In the strong scattering regimed/l @1 the I cRN product of the DID junction be-
comes small and saturates at the leveleIc

SISRN/2pTc;1023 ~the corresponding numbe
for a conventional SIS junction iseIc

SISRN/2pTc.0.44). The anomalous contributio
f 1af 2a vanishes in this case, andI c for the symmetric and mirror junctions coincide
However, as shown in inset in Fig. 2,I c(T) becomes nonmonotonic asd/l increases.
The reason is the destructive interference within the impurity layer: the phases of E
berger functions on the incoming trajectories alternate due to thed-wave angular struc-
ture. As a result, the angle average^ f 1,2& vanishes atvn!pTc , reaches a maximum a
vn;pTc and falls off asvn

22 at vn@pTc . It is the propertyf 1,2s→0 at smallvn that is
responsible for the decreasingI c(T) at low T. Variation of the misorientation anglea for
d/l @1 does not change theI c(T) behavior, while the productI cRN at T50 scales as
cos2(2a).

FIG. 2. Influence of surface roughness on the temperature dependence of the critical current in a DID
junction. Dashed lines: symmetrical junctiona15a2520°. Dotted lines: mirror junctiona152a2520°.
Inset: nonmonotonic behavior ofI c for d/l @1.
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In conclusion, we have derived the boundary conditions for the Eilenberger f
tions at the rough surface of ad-wave superconductor and applied them to the study
the crossover from specular to diffusive surface scattering. The low-temperature co
tance of an NID tunnel junction and the Josephson supercurrent in a DID tunnel jun
have been calculated for arbitrary degree of surface roughness. We have shown t
width of the anomalies in the conductance and in the critical current is controlled
single scattering parameterd/l .

This work was supported in part by INTAS 93-790ext and by the Program
Russian–Dutch Research Cooperation~NWO!.
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Strong and weak modes in polytypes of SiC
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L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences,
117334 Moscow, Russia;
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The concept of an extended Brillouin zone is used to analyze the in-
tensity of phonon modes observed in optical and Raman investigations
of different polytypes of silicon carbide. It is shown that the relative
intensity of these modes agrees with the magnitude of the splitting of
the doublets, which are degenerate in the extended zone. ©1999
American Institute of Physics.@S0021-3640~99!01803-4#

PACS numbers: 78.30.Hv, 63.20.Dj

1. Different polytypes of silicon carbide differ by the sequence of layers in a di
tion perpendicular to the trigonal axis.1 The most symmetric, cubic polytype 3C-SiC

possesses the zinc blende structure~space groupTd
2 ;F4̄3m) with two atoms per unit cell.

The sequence of layers of atoms of one kind, for example Si, in it can be represen
ABCABC . . . ,where the atoms in the A layer~see Fig. 1! form a close-packed triangula
lattice, the B atoms lie in the next layer like billiard balls, and the third layer, C
obtained from the B layer by a screw rotation by 60° around the trigonal axis pa
through one of the A atoms. The atoms of the third layer in close packing can als
placed above the atoms of the A layer. In that case the 2H polytype with the layer
sequence ABAB . . . ~space groupC6v

4 ; C6mc) will arise. In the existing hexagonal poly
types 4H and 6H the sequences of layers in one period can be represented as ABC
ABCACB. Rhombohedral polytypes~space groupC3v ; R3m), for example, 15R,21R,
and, with a very large period, 594R, are also known.

The existence of polytypes with a very large period on the atomic scale prese
serious problem. It is difficult to explain why the layers, after disordered alterna
within several hundred atomic layers, once again become strictly disordered in the
period of the crystal structure. It is obvious that the physical properties should differ
little between the various polytypes. From this standpoint, it is important that the im
diate environment~two coordination spheres of any atom! is the same in all polytypes. In
the present letter we shall take as an established fact that there is a small diffe
between various polytypes, and we shall see how some of their properties, determin
the dynamics of the crystal lattice, are related with this assumption.

2. Detailed information about the dynamic properties of the polytypes was obta
2680021-3640/99/69(3)/5/$15.00 © 1999 American Institute of Physics
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by studying the Raman scattering of light. The interpretation of these spectra c
simplified by using the concept of an extended Brillouin zone, which dates bac
Patrick.2 The first Brillouin zone for any polytype is obtained by folding the extend
zone, which can be taken as the Brillouin zone of the cubic polytype, in a trig
direction. Indeed, the elementary vectorsa1 anda2 of the triangular lattice and the vecto
a3 in a trigonal direction for a polytype withn layers can be expressed in terms of
orthogonal basis:a15a0(1̄01), a25a0(01̄1), and a352an(111)/3, wherea0 and a
determine the interatomic distanceA2a0 in the layer and the distance 2a/A3 between
layers, respectively. The reciprocal-lattice vectors areb152p(2̄11)/3a0 ,
b252p(12̄1)/3a0 , and b35p(111)/an. For all polytypesa is very close toa0 , on
account of which the interatomic distances are the same both within a layer and be
layers. For the cubic polytype the lattice is face-centered with the vec
a1

c5a0(011),a2
c5a0(101), and a3

c5a0(110) in the direct lattice and, respectivel
b1

c5p(1̄11)/a0 ,b2
c5p(11̄1)/a0 , and b3

c5p(111̄)/a0 in the reciprocal lattice. Since
b1

c1b2
c1b3

c5nb3 , the Brillouin zone of the cubic polytype, foldedn times in a trigonal
direction, gives the first zone of the corresponding hexagonal or rhombohedral pol
~in the latter casen is one-third the number multiplyingR and denotes the number o
layers in a rhombohedral cell!.

Under such folding, shown schematically in Fig. 2 for 4H-SiC, the number of
phonon modes increases by a factor ofn ~with a prescribed wave vectorq) in accordance
with the fact that the number of atoms per unit cell increases, while the freque
themselves remain almost unchanged. New frequencies appear, in particular, at the
of the Brillouin zone (q50), and an additional term arises in the macroscopic respo
to a slowly varying perturbation. This means that, for example, new lines appear i
dielectric susceptibility or Raman scattering. These lines are weak~compared with the
existing lines for the cubic polytype! in proportion to the potentialV(r ) that leads to
folding of the zone and the change in frequencies. It is of interest to calculate the c
in the phonon frequencies and the intensity of weak modes.

FIG. 1. Alternation of layers of atoms of one kind in the polytype 3C-SiC ~face-centered cubic lattice! in the
direction of the trigonal axis. The atoms of the layer A form a close-packed triangular lattice, above w
voids atoms of the next layer B lie. The atoms C are obtained from B by a screw rotation by 60° around a
passing through A.
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3. Let us introduce the characteristic vibrationsua,q& of the dynamical equations o
the lattice of the cubic polytype and the corresponding frequenciesva(q), where the
index a enumerates the modes with fixedq. For example, two transverse and one lo
gitudinal mode, corresponding to the representationsE and A of the groupC3v , are
present in the trigonal direction. When the potentialV(r ) is switched on, the vectorsq
and q1mb3 become equivalent in the reciprocal lattice of then polytype, wherem
assumesn integer values.

For simplicity, let us consider, for example, the polytype 4H. The following modes
of the cubic polytype correspond to the fixed vectorq: u0

a5ua,q&, u1,2
a 5ua,q7b3&, and

u3
a5ua,q22b3& with the characteristic frequenciesv0

a5va(q), v1,2
a 5va(q7b3), and

v3
a5va(q22b3).

We want to calculate the response to a slowly varying field. For this reason, w
interested in the limitq→0. Then the modesu1,2

a correspond to the same value of th
frequency (v1

a5v2
a), since the quasimomenta differ only by the sign of the quasim

mentum~in the zinc blende lattice there is no spatial inversion but there is time reve
under which the quasimomentum changes sign!.

We seek a solution in the form of the expansion

u~r !5(
n,a

Cn
aun

a .

If the frequency of the field~in the case of Raman scattering, the transferred freque!
is close tov1

a , then only the coefficientsC0
a andC1,2

a need be retained in the equation

FIG. 2. Diagram of the folding of the extended zone into the Brillouin zone of the polytype 4H-SiC in the
trigonal direction with elementary vectorb3 . The dashed line shows the initial phonon branch. The solid li
show the branches obtained by translations byb3 or 2b3 and reflectionsq→2q into the Brillouin zone
(2b3/2,b3/2). Also shown is the splitting of the frequencies which are degenerate on the boundary of th
zone and at the center (v1 andv2).
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of motion. In the case of longitudinal oscillations the indexa assumes only one value an
can be dropped, assuming an interaction only with the nearest longitudinal vibra
Then the equations of motion can be written in the form

~v0
21V002v2!C01V01C11V02C25d,

V10C01~v1
21V112v2!C11V12C250, ~1!

V20C01V21C11~v3
21V112v2!C250,

whereVnm5^unuV(r )uum& are the matrix elements of the potentialV(r ), and the right-
hand sided is determined by the type of field to which a response is calculated. In
case of Raman scattering

d5^u0ug jkej
~ i !ek

~s! exp~ iq–r !&, ~2!

whereej
( i ) andek

(s) are, respectively, the polarizations of the incident and scattered l
andg jk is a tensor with the allowed symmetry. We underscore that the inhomogened
is present only in the first equation of the system~1!, since the wave vectors of th
incident and scattered light are small (q!b3).

The intensityI of the scattered light is proportional to the imaginary part of
long-wavelength response, i.e.,C0 . FindingC0 from Eqs.~1! and expanding the solution
in powers of the ratio of the potentialV(r ) to the frequency dispersion in the zon
uv12v0u, we obtain

I .
udu2v

12exp~2\v/kBT!
ImS 1

ṽ0
22 ivG02v2

1
f 1

ṽ1
22 ivG12v2

1
f 2

ṽ2
22 ivG12v2D ,

~3!

where ṽm are the frequencies renormalized by the potentialV(r ). The splitting of the
degenerate frequency is most important here:

ṽ1,2
2 5v1

21V116uV12u. ~4!

The oscillator strengthsf 1,2 are proportional to the squared potential

f 1,25
uV01u2

~v0
22v1

2!2 S 16Re
V12V01

2

uV12V01
2 u D ~5!

and determine the total intensities for each component of a doublet with respect
corresponding intensity of the linev0 existing even before the zone is folded. The wid
G is taken into account in expression~3!. It must be assumed to be independent ofV(r )
to a first approximation. For this reason, the components of the doublet have the
width.

We note that there are only two terms in the intensity of the scattered light
excitation of the nondegenerate linev3

a ~in Eq. ~3! the substitutionf 1,2→ f 3 must be
made!, and the second term is absent in the formula for the oscillator strength~5!.

An expression for the electric susceptibility can be obtained similarly. It differs o
by the form of the driving force~2!.
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4. As one can see from Eq.~5!, the total, i.e., independent of the widthG, intensity
~3! of the weak lines, which end up atq50 as a result of the folding of the extended zo
is proportional to the ratio of the squared potential to the variation of the frequency i
zonedv;uv02v1u, while the doublet splittingD5uṽ12ṽ2u is proportional to the first
power of the potential~4!. The doublet splitting was observed for some polytypes an
about 5 cm21, and the dispersion of the optical modes is of the order of 100 cm21.
Therefore the relative strength of the potential is 531022, and this means that th
relative total intensity of the weak lines should be of the order of 331023. In Ref. 2~see
also Ref. 3! it is asserted that the relative intensities of the weak modes are 1023 in
infrared absorption and 1022 in Raman scattering. We note that although these values
close to our estimate presented above, they should be identical.

As one can see from Eq.~3!, the differential intensity also depends on the widthG,
which should be the same for the components of a doublet. There is no experim
information about this. The only fact4 known to us is that in the infrared absorption in th
polytype 6H the widths of the lines in the doublet 883.3 cm21 and 888.6 cm21 are,
respectively, 1.6 cm21 and 1.85 cm21, while the relative oscillator strength differs by
larger amount: 1.931023 and 1.2531023.

This work was supported in part by the Russian Fund for Fundamental Rese
Grant 97-02-16044, and by a NATO grant.
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Kinetics of muonium formation in liquid helium
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The spatial distribution of electron–muon pairs in superfluid helium
~He-II! is determined using a new algorithm for reconstructing the
muonium (Mu) formation probability. It is shown that because a gap is
present in the excitation spectrum of He-II the thermalization time of
muons and secondary electrons increases with decreasing temperature.
As a result, the average distance in the electron–muon pairs increases
and, correspondingly, the muonium formation rate decreases. ©1999
American Institute of Physics.@S0021-3640~99!01903-9#

PACS numbers: 36.10.Dr, 67.40.2w

1. It is known that a muonium atomMu5m11e2 forms in liquid helium when a
muon and an electron of the track recombine.1,2 A positively charged particle in helium
forms a small ‘‘chunk’’ with an associated massM 1.50 helium atoms, and the electro
is localized in a cavity whose hydrodynamic mass isM 2.200 helium atoms~see the
review Ref. 3 and also Ref. 4!. On account of the large masses the time of approac
the charges and the formation ofMu in liquid helium are much longer than in othe
substances. In the simplest model5,6 the interaction of a muon and a track electron
assumed to be the Coulomb interaction, and the viscous regime of approach,dv/dt.0,
with the total relative mobility of the two chargesb5b11b2 , is studied. In a constan
electric field, viscous motion

dr/dt52b•¹f ~1!

~heref is the interaction potential! is established in a timetv5Mb/e, called the velocity
relaxation time. For a Coulomb field the motion can be taken as viscous if the re
change in the field over the timetv , viz., DE/E52vtv/r 52b2M /r 3, is small . At low
temperatures an electric fieldEc550– 100 V/cm disrupts the formation of muonium7

This corresponds to distancesr .(e/Ec)
1/2 and for 10% accuracy gives an upper limit o

the mobilityb.5215 cm2/V•s. Since theMu formation time is several orders of mag
nitude longer thantv , Eq. ~1! can be used to describe the approach of the charge
temperatures to 0.7–0.8 K. These approximate considerations are confirmed by co
ing the results of a direct calculation of the closing time of the charges on the ba
both Eq. ~1! and the complete equations of motion: The difference does not ex
several percent at 0.7 K, and it is even smaller as temperature increases.
2730021-3640/99/69(3)/8/$15.00 © 1999 American Institute of Physics
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For a Gaussian spatial distribution of the charge the polarization function is clo
exp(2kt).6 This often justifies describing the formation of muonium by a first-or
equation characteristic for chemical reactions.8 In superfluid helium the conventiona
approach is unsatisfactory for the following reason. If in the equation~1! of viscous
approach of the charges toward each other the new independent variablet* 5bt is intro-
duced instead of the timet, then the mobility vanishes from the equation, and cor
spondingly the polarization function should be universal for all temperatures.

However, in the experiment of Ref. 1 it is shown that at least two exponentials
ratio of whose amplitudes is temperature-dependent, is required in order to obtain th
fit of the muonium polarization functionP(t). Actually, the form of the functionP(t* )
depends on the temperature and therefore it is not universal.

Let n(t) be the muonium formation probability as a function of time. Since half
polarization~in the S state! is not observed during the formation of muonium, in a ze
magnetic field the muon polarization can be written as a sum of two integrals

PMu~ t !5
1

2E0

t

n~ t8!dt81E
t

`

n~ t8!dt8, ~2!

which have a clear physical meaning. The first integral refers to muonium atoms i
triplet state (↑↑) which have formed by the timet, while the second integral correspond
to free muons which have not yet recombined into muonium atoms.

Let us now consider a weak transverse magnetic field, such that the rotation
free muon spin over its lifetime can be neglected. For liquid nitrogen, typica
H<0.4 Oe. The spins of the muonium atoms formed at the timet8 start to precess with
frequencyVMu and with a phase delayVMut8, and the polarization function will have
two terms

P~ t !5
1

2E0

t

n~ t8!cosVMu~ t2t8!dt81E
t

`

n~ t8!dt8, ~3!

where the first term describes the precession of theMu spins at the Larmor frequenc
VMu and with a delayt8, while the second term describes free muons, for which
direction of the spins remains virtually unchanged because of the weakness of the
netic field.

The main information aboutP(t) is ordinarily extracted by approximating histo
grams of the positron counts by a model polarization function.8 The true form of the
function P(t) and, correspondingly,n(t) remain unknown. In the present letter we em
ploy a new algorithm for determining the functionn(t) by solving the integral equation
~3! using the RECOVERY software package to reconstruct the signals.9 A detailed de-
scription of the effective possibilities of this package can found in Ref. 10.

2. In mSR experiments the directly measured quantity is the so-called histo
N(t):

N~ t !5N0@12A0•P~ t !#e2t/tm1B, ~4!

which actually determines the number of positrons arising in time with the decay
positive muon. In this formulatm52.19731026 s is the muon lifetime,N0 is propor-
tional to the intensity of the muon beam,A0 is the initial asymmetry factor, andB is the
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random-coincidence background. The polarization functionP(t) in Eq. ~4! can be deter-
mined from the histogramN(t) only after the numerical values of the parametersN0 , B,
and A0 have been determined. At temperatures below 1.35 K the muonium form
time is much shorter than the duration of the histogram. This makes it possible to
mine these parameters by a simple method. When the process leading to the forma
muonium atoms is completed, the equation for the histogram has the form

N1~ t !5@A1C cos~VMut !1D sin~VMut !#e2t/tm1B. ~5!

The parametersA, B, C, andD are determined by minimizing the quantity

x25 (
t i.t0

@N~ t i !2N1~ t i !#
2

N~ t i !
. ~6!

This formula takes into account that the experimental data onN(t) have a Poisson
distribution.

After the parametersA, B, C, andD are determined,N0 and the asymmetryA0 are
calculated using the formulas

N05A exp~ t0 /tm!, AMu5AC21D2, and A05
AMu

A
. ~7!

Now that all the constants in Eq.~4! are known, this formula can be inverted, and t
normalized polarization

P~ t !5
P̂~ t !

P̂~0!
, ~8!

where the normalization constantP̂(0) is an estimate of the value of the functionP̂(t) at
time t50, obtained from a small number of initial values using an optimal filter
program, can be calculated.11 Figure 1 shows the initial histogramN(t) at T50.7 K and
the functionP(t). As one can see from this figure, the polarizationP(t) gradually moves
away from the initial valueP(0).1 into a regime of uniform precession between t
extreme values of the amplitudes11/2 and21/2. This corresponds to the fact, noted
the beginning of this letter, that after muonium is formed only half the initial polariza
is observed.8

It is clearly evident in Fig. 1 that the noise level of the functionP(t) increases with
t. We shall determine the noise level, starting from the fact that the histogramN(t) has
a Poisson distribution for which var@N(t)#5N(t). Assuming approximately thatN(t)
'N0e2t/tm, we obtain from Eq.~8!

var@P~ t !#'
1

A0
2N~ t !~ P̂~0!!2

'
1

4A0
2N~ t !

. ~9!

The equation~9! for estimating the noise level in the functionP(t) is used in the algo-
rithm studied in the present letter.

We note that coefficients in expression~4! can also be found by the convention
method, adopted inmSR, using a parametric approximation of the functionP(t) ~helium
requires at least two exponentials!. However, this method can be successfully used o
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if reliable physical information about the form of the functionn(t) and, correspondingly
P(t) is available. However, a nonparametric approach is better when the aim is to
lyze these functions.

The equation~3! can be written in the equivalent form

P1~ t !5E
0

t

n~ t8!FcosVMu~ t2t8!

2
21Gdt8, ~10!

whereP1(t)5P(t)21. The equation~10! is a convolution-type Volterra integral equa
tion of the first kind for determining the nonnegative functionn(t) from the input data
P1(t) with the kernelK(t2t8) determined by the expression in the brackets in Eq.~10!.

Introducing the modified kernelK1(t2t8)

K1~ t2t8!5H K~ t2t8!, t8<t,

0, t8.t,
~11!

reduces Eq.~10! to a Fredholm integral equation with fixed integration limits. Th
equation can be solved using the DCONV2 program from the RECOVERY packag

The analysis of the errors and examples of the reconstruction of model func
which were performed in Ref. 12 showed that the method gives an average error o
than 2% in the functionn(t) with a total data sample;63106 events in the histogram

3. The results of reconstructing the functionn(t) from histograms of the precessio
of muonium in a fieldH50.4 Oe are presented in Fig. 2. As the temperature decre
the recombination rate on the initial segmentt,0.3ms increases, and at long time
(t.0.5 ms) the lower temperature, the lower the rate is. AtT50.7 K virtually the entire
recombination process is completed in the initial interval. As the temperature decr

FIG. 1. HistogramN(t) and precession functionP(t) of muonium in a magnetic fieldH50.4 G and liquid
helium temperatureT50.7 K. The channel width is 2.5 ns.
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further, a long-time component reappears, thoughn(0) once again increases. Here
nonmonotonic temperature variation of the form of the functionn(t) is most clearly
manifested. After constructingn(t) in logarithmic coordinates, it can be verified that t
recombination rate is not a simple exponential. The values ofAMu , calculated using Eq
~7! and shown in the inset in Fig. 2, attest to the nonmonotonic character of the tem
ture dependence ofn(t). These values are virtually identical to the results obtained
Ref. 5.

Let us introduce the density functionW(r ) for the initial spatial distribution of
muon–electron pairs. In the problem of the viscous closing of the particles on
another, the initial radial distribution of the pairs corresponds to the condition tha
process of thermalization of the ionized particles has been completed and their ve
vectorV52b¹f has been established along the electric field lines. If for simplicity
spatial asymmetry of the distribution functionW(r ) found in Ref. 7 is neglected, the
instead of Eq.~2! the polarization can be written in the form

P~ t !5122pE
0

r ~ t !
W~j!j2dj. ~12!

SincedP/dt5V•dP/dr, it is easy to find from Eqs.~1! and~12! a relation between
the recombination probability and the initial pair distribution density

n~ t !54pbeW~r !r 2
•V. ~13!

In this formula it is assumed that for a purely Coulomb attraction the velocity
V5eb/r 2 and the corresponding pair recombination time as a function of distancer is
t5r 3/3be. Figure 3 shows the functionW(r ) for different temperatures in the rang
0.7 K <T<1.35 K. One can see that as temperature decreases, the average inter

FIG. 2. Muonium formation raten(t) at various temperatures:A: T50.5 K; B: T50.8 K; C: T51 K;
D: T51.35 K. Inset: Temperature dependence of the muonium precession amplitudeAMu calculated from
Eqs.~7!.
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distance and its variance increase. In an ordinary condensate the thermalization
ticles due to elastic collisions~phonons! is completed in a time 10212– 10210 s. A gap of
the order ofd58 K is present in the excitation spectrum of superfluid helium,13 as a
result of which the mobility of the impurity particles is anomalously high. When
kinetic energy of the charges drops below 8 K, the scattering probability drops sh
and the velocity relaxation timetv increases. Evidently, as a result, the average electr
muon distance increases with decreasing temperature. Assuming that before viscou
ing is established the impurity particles move with velocity close to the Landau cri
velocity, VL.60 m/s,13 the order of magnitude of the additional separation isR'VL

•tv .

Analysis shows that the character of the separation is more complicated. Fig
shows the squared positionRmax

2 of the maximum of the distribution function as a fun
tion of the relative mobility of the muon and the electron at this temperature. It is ea
see that the dependence is linearRmax

2 }b to a high degree of accuracy. Since the mobil
b is proportional totv , this dependence reflects the random diffusive character of
low-temperature thermalization of the charges. At temperatures below 0.7 K the se
tion of the particles become so large that some of them fall outside the Onsager
r c5e2/ekBT, wheree is the dielectric constant andkB is Boltzmann’s constant. The
probability of recombination of these muon–electron pairs is small, and a free~muon!
fraction appears as a result.

Although, as one can see in Fig. 2, the initial formation rate of muonium incre
with decreasing temperature, the total muonium asymmetry decreases. The decre
AMu below 0.7 K is due to the fact that its formation time istMu.(gMuH)21

.0.2 ms. In this intervaln(0) increases but the integral

FIG. 3. Radial distribution function 4pr 2
•W(r ) of muon–electron distances at various temperatures.A: T

50.7 K; B: T50.8 K; C: T51 K; D: T51.35 K. Inset:W(r ) on a logarithmic scale for the same temperatu
as in the main plot. The distance in units of 1024 cm is plotted along the abscissa in both plots.



fluid

the

ork
nda-

d
.

279JETP Lett., Vol. 69, No. 3, 10 Feb. 1999 E. L. Kosarev and E. P. Krasnoperov
AMu5E
0

tMu
n~ t !dt

decreases with decreasing temperature.5

In summary, a direct reconstruction of the muonium formation rate in super
helium shows that the absence of universality of the functionP(t) as a function of
temperature~its scaling! is due to an increase in the average interparticle distance in
muon–electron pairs in the process of velocity relaxation.
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