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Abstract—The recently proposed concept of the transport barrier formation in atokamak plasmaas abifurca-
tion of the equilibrium state with a change in the toroidal magnetic field over the entire plasma column, includ-
ing the plasma edge, is analyzed. The analysisis performed in the cylindrical approximation. It is shown that,
in the framework of the discussed concept, al of the equilibrium solutions are continuous functions of the
parameters involved, bifurcations are absent, and the result is determined by the model assumptions that are
necessary in order to makethetask self-contained. Removing even part of these restri ctive assumptions can sub-
stantially change the result. Under typica conditions, the effect of the plasma rotation on the plasma equilib-
rium is negligibly small. Besides, from the viewpoint of the formal analysis of the force balance, the rotation
does not facilitate but, in contrast, hampers the formation of a positive pressure jump. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

The problem of plasmathermal insulation continues
to be among the highest priority problems of fusion
research because the critical size of thefusion reactor is
determined by the level of the energy loss from the
plasma [1-3]. The entire history of tokamaks has been
a struggle with losses, which have always been above
the level acceptable from the engineering standpoint.
The discovery of regimes with improved confinement
has become an event essentially strengthening the con-
fidence in the final success of the tokamak program
already in the foreseeable future [3]. A distinctive fea
ture of such regimesisthe formation of so-called inter-
nal transport barriers (ITBs) in the plasma[3-15].

The formation of ITBsis one of the most challeng-
ing and interesting problems of tokamak physics. Asis
the case with many other problems requiring an accu-
rate description of the plasmadynamics on small scales
with an account of several competing processes, the
problem of ITB formation is very difficult, and com-
plete clarity in this issue has not yet been achieved.
However, the present-day theory aready allows a quite
satisfactory and rather detailed description of ITB for-
mation and the accompanying phenomena (see, e.g.,
[16-23] and references therein).

The existing theory of 1TB formation is a result of
serious efforts and an object of close attention and
extensive discussions in the fusion community. Very
strong arguments would be needed to deny it com-
pletely. An example of such denial is the recent paper
[24]. It is sufficient to remember only one of its basic
conclusions:. “ The nature of the physical processes that
may affect the transport properties of a plasmawith an
ITB isunimportant.” Further, the logical approaches of
[25-27] are announced in [24] not quite adequate for
explaining the ITB phenomenon. Finaly, the authors of

[24] offer a completely new mode (called in [24] a
“concept”) of ITB formation that differs from the exist-
ing modelsin every respect. Itsmain featureisthat itis
based on using only the plasma equilibrium equations;
i.e, it takes into account the force balance and nothing
more.

In [24], ITB formation in a tokamak plasma is
treated as a bifurcation of the equilibrium state. It is
stated that “a necessary condition for the buildup of the
barrier is the change in the toroidal magnetic field over
the entire plasma column (including the plasma edge)”
and that “this change may be detected by magnetic
measurements.” In the Conclusion of [24], these asser-
tions are ranked as important statements of the paper.

To promptly explain what change is discussed here,
let us consider the figure illustrating the cited state-
ment. The figure demonstrates the main properties of
solution (28) in [24]. The toroidal field B, is schemati-
cally shown before (dotted line) and after (solid line) a
transition into a state with an ITB. According to [24],
the ITB formation isaccompanied by areductionin the
toroidal field inside the plasma region enclosed by the
barrier and an increase in the field outside it. The
increasein B, outside the plasmacolumn isthe property
of the solution offered in [24] rather than a defect of the
figure.

Such behavior of B, looks rather strange even if we
pay no attention to the increase in B, outside the
plasma. A question naturally arises as to whether this
solution reflects the real physics of ITB formation or if
itis, e.g., only aproperty of themodel usedin[24]. The
transition from one B, profile to another is attributed in
[24] to some bifurcation. This also creates questions
because no mathematical proofs of such a bifurcation
are given. It is stated in [24] that, for a transition to a
new equilibrium state to occur, the plasmashould begin
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Toroidal magnetic field before and after the formation of an
ITB in the concept of [24].

rotating; this also requires explanations because plasma
rotation has never been an essentia factor in the MHD
theory of plasma equilibrium in toroidal systems.

A paper that pretends to the solution of the problem
of ITB formation cannot remain unnoticed. This espe-
cialy concerns a paper with such striking and unex-
pected conclusions, which at once attract attention and
create alot of questions. Our purpose hereisto analyze
the proofs given in [24] in support of the above state-
ments and results. Finally, we have to answer whether
or not they are correct.

Themain results of [24] (in particular, that shownin
the figure) are not related to toroidicity; therefore, for
simplicity, wewill treat the plasma column as a straight
cylinder. Thisis the only difference of our model from
that used in [24]. However, thiswill allow us to essen-
tially smplify all calculations without detriment to the
analysis of [24]. Section 2 is devoted to the description
of themode!. In Section 3, one of the restrictions of the
model of [24], namely, the conservation of the magnetic
flux, is discussed in more detail. In Section 4, we dis-
cuss al of the other restrictions that are necessary to
produce the “bifurcation” shown in the figure. In Sec-
tion 5, we analyze the derivation of the main result of
[24] that relates the pressure jump during ITB forma:
tion to the velocity of poloidal rotation in ITB zone. In
the Conclusion, we summarize the discussion.

PUSTOVITOV

2. DESCRIPTION OF THE MODEL

The plasma equilibrium with a stationary flow in a
magnetic field is described by the equation [28-32]

p(VIV)v = —Vp+j xB. (1)

Here, p isthe plasmamass density, v isthe plasmarota
tion velocity (usualy referred to as the plasma flow
velocity), p is the plasma pressure, B is the magnetic
field, and j = V x B isthe current density. It is assumed
that the plasma flow is stationary; therefore, the term
pOv/dt is absent on the left hand side of Eq. (1).

We consider acylindrical configuration with all the
guantities depending only on theradiusr and use cylin-
drical coordinatesr, 6, and z related to the symmetry
axis. Following [24], where an equilibrium configura-
tion with purely poloidal rotation was considered, we
assume

V = vg(r)es. ()

In this case, we have
2

pv T = %, 3)

and Eqg. (1) in the cylindrical approximation turnsinto
d B _ Be—pVe

P20 T )

where e, and eq are the unit vectors directed along Vr
and V6, respectively.

Our purpose isto compare two equilibrium states: a
state with a barrier, which we will cal the fina state,
andtheinitial statewithout abarrier (inthefigure, these
states are referred to as “after” and “before,” respec-
tively). Weassumethat, intheinitial state, p=p;(r), and
in the final state,

_ Opi(r) +Ap, r<ag—Agl2

Epi(r), r>ag+Ag/2, ©)
where Ap > 0 isacertain constant, which can be called
the pressure jump acrossthe barrier. The zone ag — Ag/2 <
r < ag+ Ag/2 will be called the barrier, and the quantity
Az will be caled the barrier width. The barrier is
assumed to be narrow, Ag/b < 1, where b is the minor
radius of the plasma column (in other words, r = bisthe
plasma boundary). In cases where the barrier width is
insignificant, the surface r = ag will be called the bar-
rier. In what follows, the regionsr < ag— Ag/2 and r >
ag + Ag/2 will be referred to as the “inside” and “out-
side” regions with respect to the barrier, respectively.
We assume that the plasma pressurein thefinal state
is described by formula (5) because it is this p profile
that was considered in [24]. The choice of profile (5)
with Ap = const is just a model assumption, which
allows one to describe the difference between two p(r)
profiles by asingle parameter Ap. Thereisno other rea
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son to restrict ourselves by profile (5) in considering
this problem. Knowledge of p(r) in the barrier zone is
not needed here, because we will operate with integral
relations.

It was assumed in [24] that thetoroidal field B, inthe
final state is also described by arelation similar to for-
mula (5), namely, by

,  [Pi(r)-c, inside
B =0

, , (©6)
Chy(r) +c,; outside,

where b is the toroidal field in the initial state and ¢,
and c,, are positive constants. Here, we say “it was
assumed,” although in [24] the latter relations appeared
as a consequence of some other assumptions. These
assumptions were formulated not clearly enough in
[24]; therefore, we will discuss them later. However,
formula (6) isakey relation in [24] on which all calcu-
lations are focused. Finaly, it isformula (6) that is one
of the main results of [24] after the constantsc;,, and ¢,
are expressed through Ap, and it is precisely this result
that was discussed in the Introduction and is schemati-
cally shown in the figure.

We will not restrict ourselves to profile (6) only. On
the contrary, our purpose hereisto demonstrate the fact
that the transition from theinitial state to the final equi-
librium state, described by Eq. (5), isalso possible with
b, and B, linked by other relationsthan formula(6). For-
mula(6) will be used only when we will need (for com-
parison with a specific result of [24]) to extract apartic-
ular consequence from general relationships.

In addition to relationships (5) and (6), which estab-
lish a rather strict link between the initial and final
states, it was assumed in [24] that, during a transition
from one state to another (called in [24] a bifurcation),
the toroidal magnetic flux @, through the plasma cross
section S, remains unchanged. This condition can be
written as

3%, =3[BdS; = 0. 7)
S,

In contrast to the previous restrictions, this condition is
not just a simple assumption. Let us discussit in more
detail.

3. CONSERVATION OF THE MAGNETIC FLUX

The conservation of the toroidal magnetic flux dur-
ing bifurcation is one of the most important elements of
the concept of [24], because condition (7) is used in
[24] to determine the rel ation between the quantities ¢,
and ¢, informula(6). Theresult isshowninthefigure.

In [24], the use of Eq. (7) is reduced to the integra-
tion of the difference B, — b, over the plasma cross sec-
tion. This would be fair if the plasma cross section
remain unchanged (e.g., if the plasmawere bounded by
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arigid wall). Actually, the plasma boundary is aways
free and can be deformed; this fact must always be
taken into account in Eq. (7).

Condition (7) means that
S.8B,+ B,dS, = 0, ®)
where the bar stands for the averaging over the entire
cross section of the plasma column:

f

b
Lrtds, = Z(frar. )
SDI bz.!

If the transverse area of the plasma column remains
unchanged (8S; = 0), the frozenness of thetoroidal flux
in the plasma would mean 3B, = 0. It is precisely this
way in which the relation between ¢, and c,, was
established in [24]. For the transition prescribed by Eq.
(6), the condition 3B, = 0 can be satisfied only if ¢, and
C,, are of the same sign. In [24], both ¢, and c,, are
positive.

Under typical conditions, wecertainly have S, < S-.
However, the small quantity S, ismultiplied in Eq. (8)
by the large quantity B,; therefore, the term with &S,
can never be neglected. The reduction of Eq. (8) to
OB, = 0Oisaserious mistake. Thisfact is apparently lit-
tle known, although it was reported, e.g., in[33, 34]. In
particular, it was explained there that condition (8) for
the toroidal flux to be frozen in is the equation for 8S;
rather than for 8B,. The value of 3B, is determined by
the equilibrium conditions; in the general case, 8B, # 0.

Indeed, multiplying Eq. (4) by r?/b? and integrating
over the radius up to the plasma boundary r = b, we
obtain [35]

(10)

If p = 0 at the plasma boundary, this equality takes the
form

P=—"%""2 "2 (b
Here, B.isthetoroidal field at the plasmaboundary and
B; = Bg(b). It is natural to assume that there are no sur-
face currents on the plasmaboundary; in thiscase, B, is
the external vacuum toroidal field. In systems with a
strong toroidal field, the difference between B, and B, is
small, and exact equality (11) gives approximately

(12)



358
where

_ 2
2p+pVvy

Be

p* = (13)

Expression (12) is valid for any equilibrium state,
and it is this expression that determines the possible

changesin B,.

All of the quantitiesin Egs. (1), (4), and (10)—(12)
characterize a certain equilibrium state at a given
instant of time. However, the variationsin Egs. (7) and
(8) are calculated asthe difference of the valuesfor two
states at different times. Therefore, to find the value of

after

6EZ = EZ|befc:re (14)

in Eq. (8), one must use formula (11) or (12) twice,
applying ittotheinitial and final states. In these formu-
las, the external field B, can differ at different times.
Thisfield is determined by the currents in the external
conductors. The question as to whether or not B, will
change just as is shown in the figure cannot be
answered using only equilibrium equations, even when
they are complemented with Eg. (7). Condition (7)
applies only to the plasma, and it provides no informa-
tion about the external circuits determining the vacuum
toroidal field B,.

It follows from Eq. (12) that

2
8p , 9By
2 2B,
This equality must be complemented with a separate
“electrotechnical” equation for the field B,. It is possi-
ble to manage without a description of the magnetic
system only in one case, namely, when the plasma is
surrounded by a perfectly conducting casing, which

prevents the leakage or penetration of the magnetic
flux. In this case, the total magnetic flux

qJc = q)pl + cDP)(t (16)

through the casing cross section S; is conserved. Here,
®, is the magnetic flux through the plasma cross sec-
tion §;and ®,, istheflux of thefield B, through therib-
bon zone S. - S, external to the plasma.

When the flux isfrozen in the plasma (3®,, = 0), the
conservation of ®, means

(SC_S])éBe_Beés] = 0.
and, consequently, we have
5B, < B2 _ __S
S-S S-S
In Eg. (18), we have expressed 6S; using Eq. (8) and
have taken into account the fact that the difference

5B, = 8B,-B (15)

(17)

BBz.

(18)
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between B, and B, is small [see (12)]. Combining
Egs. (18) and (15), we abtain

= _ S-SBl, 8B
8B, = —=_—e[ppr — — 19
S 20 P BZ0 (1
SB.,, 98BI
OB, = ==[Op* - —1. 20
S 20 P BZ0 20

Let us recal that these expressions have been
derived under two assumptions. the magnetic flux is
frozen in the plasma (d®, = 0) and @, is conserved.
Up to this point, no assumptions have been made on
the profiles of the quantities entering equilibrium
equation (4).

4. CONCERNING THE SOLUTION OF [24]
FOR THE TOROIDAL FIELD

Let us now discuss in more detail the solution of
[24], schematically shown in the figure, and the restric-
tions needed to obtain it.

Thejump of B, inthe plasmawas determined in [24]
from the condition 8B, = 0, which appeared in [24] as
a result of the incorrect treatment of condition (7) as
equality (8) with 8S; = 0. In the general case, 8B, # 0

during the evolution of equilibrium [see (15), (19)]. At
the same time, Eq. (15) also permits a particular solu-

tion 3B, = 0. To validate this solution (which was used
in [24]), we must consider an inverse problem with an
initial assumption that 8B, = 0.

General solution (15) shows that the latter condi-

tion can only be satisfied at a certain change of B,,
namely, at

5p* 3B;

0B, = B —3g -
e

21)

In area experiment, such a change of the external tor-
oidal field during the evolution (in terms of [24], bifur-
cation) of the plasma equilibrium can only be specially
created. It can arise spontaneously only when @, iscon-
served and, in addition, S, = S.. Under these two condi-
tions, expressions (20) and (21) coincide and the equal -

ity 8B, = 0 is compatible with Eq. (19).

Thus, to reduce the general result to that obtained in
[24], at |east two conditions are required: the conserva-
tion of ®d, and the equality S, = S.. Thelatter meansthat
the plasma must be bounded by a perfectly conducting
wall. This leads us into unacceptable ideadlizations.
However, the restrictions of the model of [24] are not
yet exhausted by these assumptions.
PLASMA PHYSICS REPORTS  Vol. 29
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Following [24], in addition to B, = 0, we must put
oB; = 0in Eg. (21); then, taking into account formulas
(5) and (6) and neglecting the effects of rotation and the
barrier width, we obtain from Eq. (21)

2
a
Cou = OB = 2b—§Ap. (22)

Under this condition, the equality 8B, = 0 is satisfied,
provided that

2]

]

a,
b2

i

g
Cin = 2ApOL— (23)
0

Ol

The relation between ¢, and ¢, is determined by
directly calculating 8B, with an account of Eq. (6).

Under the same conditions asthose used in [24], we
have obtained a different result: formula (32) in [24]
gives ¢, and c;, larger by afactor of 3. This quantita-
tive discrepancy isaconsegquence of theincorrect use of
the virial theoremin [24]. We attract the reader’s atten-
tion to this mistake because it is of a fundamental
importance for all of the subsequent calculations in
[24], the results and the main conclusions of which will
be discussed briefly in the next section. Let us remem-
ber that the application of the virial theorem to the
plasma equilibrium in a tokamak is described in detail
in the famous review [36]; hence, the mistake of [24]
can be revealed also in the frame of the formalism of
[36], where all of the features of the toroidal equilib-
rium are taken into account. However, for this purpose,
it is sufficient to use asimpler cylindrical model.

Thus, a solution in the form of (6) with ¢, and ¢,
related to Ap by formulas (22) and (23) (i.e., with ¢,
and c,,, three times smaller than those in [24]) exists
only under rather specific conditions. First, these are
the assumptions of [24] that, during the transition into
a state with a barrier, the pressure profile changes
according to Eq. (6), the poloidal field By(r) and the tor-
oidal flux in the plasma remain unchanged (and,
accordingly, 6B; = 0), and therole of plasmarotationin
the integral force balance is negligible. Second, the
plasmamust be surrounded with a perfectly conducting
casing, and there should be no gap between the plasma
and casing.

If thelast requirement was even implied in [24], this
was doneimplicitly, without the slightest mentioning of
it. We have come to it because this was the only way to
make the task self-contained without invoking equa
tions for the external circuit and to justify the use of the

rather severe constraint 8B, = 0in [24]. Certainly, the
assumption that the plasmaboundary isaperfectly con-
ducting casing is very strong idealization. This condi-
tion isinapplicable to real experiments.
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Integral relations (19) and (20), which are applica-
ble to describing the evolution of an arbitrary equilib-
rium state under the flux conservation constraint, allow

us to correct the solution for the case 8B, # 0 with an

account of a vacuum gap between the plasma and the
perfectly conducting wall. It follows from equilibrium
eguation (4) that, in the most general case, we have

2pVvy

B;(r) = B; 2|O(f)+.[{ il “Bo) - }d 24)

Applying this formulato the initial and final states, we
obtain
B{-b; = Bo—be—2(p—p)
b 1 d bp 2
v

—za[ﬂ(Bi—bﬁ)] dr—ZJ'Tedr. (25)
Here, B,(r) and B,,(r) are the toroida (B,) and poloidal
(Bg) fields in the final state, respectively; by and b, are
the samefieldsin the initial state; and B, and b, are the
values of B, and b, at the plasma boundary. If we now
return to the above-discussed restrictions of the model
of [24] but without 3B, = 0, we again obtain Eq. (6) for
the field B, in the final state but with another constants
(the contribution of the barrier zone is neglected):

Cot = 2BeOB,, (26)

2 0 2 _

Cp, = cout% -10- 2b—2 B.0B.. 27

by 0O ag
As can be seen from Eq. (20), the larger the plasma—
wall gap, the smaler dB,. For S./S. — 0, we have
0B, = 0. Inthis casg, ¢, = 0 and we can speak not only
about an essential quantitative difference but also about
a qualitative difference of the solution obtained from
theresult of [24], namely, that in the plasma outside the
barrier (r > ag), the toroidal field does not change. The
smallness of S,/S. is required here only because we
have assumed the wall to be perfectly conducting. In a
real experiment, 8B, = 0O if the currents in the toroidal
field coilsdo not vary and the induced poloidal currents
in the vacuum vessel are small.

Formulas (26) and (27), together with Egs. (19) and
(20), cover much wider area than Egs. (22) and (23).
However, even when the mistakes of [24] are corrected

and the restriction 6B, = 0 is removed, the result
obtained remains apurely model one. Thereason isthat
the two equilibrium states are compared in [24] under
the restriction 8B; = 0. However, the ITB formation
means the appearance of large temperature and density
gradients in the ITB zone. This should inevitably
change the bootstrap current [5-7, 17, 18, 20, 37].
Besides, the conditions of the plasma column equilib-
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rium along the major radius must also change. Under
fixed external conditions, theincreasein 3 is accompa-
nied by the outward shift of the plasmacolumn. To keep
it in the same position, as is usualy needed in toka-
maks, it is necessary to increase the external vertical
field [36]. Then, an additional em.f. appears and the
longitudinal current changes.

The restriction dB; = 0 contradicts not only logic,
but also experimental practice, because an ITB is usu-
aly formed in the current ramp-up stage and specia
measures are taken to control the current [3—-15]. How-
ever, the restriction 8B, = 0 is not yet the chief draw-
back of the model. The model of [24] is based on a
much stronger assumption that the poloidal field By(r)
intheinitial and final statesisidentical, so that the first
integral on the right hand side of Eq. (25) disappears.
This condition can be violated, for instance, due to the
change in the bootstrap current during the ITB forma-
tion. However, if the profile By(r) is changed, then, as

can be seen from Eqg. (25), the behavior of Bt2 (r)
becomes different from that prescribed by formula (6).

Thus, formula (6) is only a particular solution
obtained under the very strong restriction dBy = O for
the p profile given by formula (5). In addition, c,, and
C,, Were calculated in [24] under the additional restric-

tions 8B, =0 and 8B, = B,6[3*/2 and, moreover, amis-
take was madein those cal culations. As has been shown
above, the result can change essentialy if the problem
is considered under more realistic assumptions.

In particular, if even onerestriction 8B, = 0islifted,
a solution is possible with ¢, = 0, which refutes the
conclusion of [24] about the obligatory change in B, at
the plasma periphery. Formula (25) aso alows other
versions of B, behavior, which differ from those offered
in[24].

5. CONCERNING THE MAIN RESULT OF [24]

The main result of [24] is the formula relating the
pressure jump Ap in formula (5) to the poloidal rotation
velocity in the ITB zone. This formula is obtained by
integrating the equilibrium equation over the volumein
the barrier zone using the constants c,, and c,,,, which
arefound by asimilar integration of the same eguation,
but over the entire plasmavolume.

The calculations of [24] are very bulky and include
the use of arather complicated technique devel oped for
the description of the toroidal equilibrium [38]. How-
ever, the main result, expressed by Egs. (33) and (36) in
[24], isnot related to toroidicity. Therefore, one can try
to correct these formulas again using asimpler cylindri-
cal approximation.

A correctionisnecessary at least because the deriva-
tion of these formulas in [24] is based on incorrectly
calculated values of ¢, and c,,. However, a strict anal-
ysis leads to the conclusion that these formulas cannot

PUSTOVITOV

be corrected at al, because the equality that should
serve as arequired eguation for Ap degenerates into an
identity.

Indeed, in the frame of the problem under study,
there is only one equilibrium equation (4) at our dis-
posal. Its integral consequence (24) gives an explicit
relation of p with the magnetic field and rotation veloc-
ity. We consider two states, namely, theinitial and final
ones. Nothing is known about the initial state (except
for, probably, vy = 0), and thefinal stateisgiven as“the
initial state + the difference.” In such aproblem formu-
lation, from the two equations (24) (for thefinal andini-
tial states), we obtain a single equation for the quanti-
ties that are of interest to us, namely, the difference
between the quantities in the final and initial states.
This is Eg. (25), in which all the differences appear
explicitly.

Equation (25) contains five quantities: Bt2 - bf ,

B§ - bj, pP-pi, B,z) - b,f ,and pvé . Toobtainarelation
between two quantities, three others must be prescribed
somehow. In the problem under consideration, itis sup-

posed that Bf, - bﬁ =0and BZ — b isfound from the

additional constraint 3B, = 0 discussed above. Besides,
it isassumed that v, = 0 everywhere outside the barrier
zone. If p and p; are related by formula (5), then, with
these three assumptions, we obtain from Eq. (25)

Cou = Be—by, (28)

out 2

Cint Cou = 20p+ ZI %dr, (29)

where, according to formula (6), —c,, and c,,, are the
result of the subtraction Bt2 - bt2 .

These are equations for two unknowns, ¢;, and c,,,.
They are an exact consequence of the equilibrium equa-
tion under the above model assumptions. There are no
additional equations in the problem under consider-

ation (the requirement 8B, = 0 allows us to consider
the right hand side of Eq. (28) known). In [24], the vir-
ial theorem is considered as an additional equation,
which is obtained by integrating the equilibrium equa-
tion over the plasma volume [36]. It is clear that the
integral consequence of the equation cannot contain
any new information compared with that contained in
the initial equation. In our case, this statement means
that, from the viria theorem, we can only obtain
Eq. (29). More precisely, if, following [24], we neglect
the rotation effects, then, from the virial theorem, we
find again that ¢, + C,,, = 2Ap. However, in [24], 6Ap
was obtained instead of 2Ap in the latter equality. The
replacement of the left hand side of Eq. (29) by 6Ap
exactly reproducestheincorrect formula(36) of [24], if
PLASMA PHYSICS REPORTS  Vol. 29
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toroidicity is neglected there. The correct substitution
of 2Ap turns EQ. (29) into atrivial identity.

Thus, the main result of [24] is a consequence of a
mistake in calculating c;, + C,,. Accordingly, al the
main conclusions of [24] and, on the whole, the offered
concept of ITB formation as abifurcation of an equilib-
rium are incorrect.

6. CONCLUSION

The change in the toroidal field, whatever its value,
cannot be considered as adistinctive feature of ITB for-
mation because it is a natural and inevitable result of
any equilibrium evolution. This effect has been known
since the very beginning of fusion research and was
used to determine 3 from diamagnetic measurements
[39, 40] long before the discovery of regimeswith ITB.

According to Eq. (4) or (25), the radial behavior of
B, is determined by three (without rotation, two) func-
tions. One can speak about a specific solution for B,
only when all of these functions are given. The solution
shown in the figure is a particular case for two states

related by very strong unreadlistic restrictions 8B, = 0
and 0B, = 0. If we weaken these restrictions, other solu-
tions are also possible [see Eq. (25)], including those
without a change in B, on the plasma periphery.

In the problem considered in [24] and, in a more
general formulation, inthe present work, al of the solu-
tions are continuous functions of the parameters
involved. There are no selection rules that could force
an equilibrium configuration to make a transition of
type (5) or any other. The term “bifurcation” isused in
[24] incorrectly. Formula (36) in[24], relating the pres-
sure jump Ap to the poloidal rotation velocity and
offered as a criterion for the transition into a new state,
is incorrect. It is impossible to correct this formula,
which is the main result of [24], and thus to save the
concept of [24]. Thisformulais actually obtained by a
subtraction like x — X, and the correct manipulation with
the equations must aways give, irrespective of the
assumptions, thetrivial identity O = O instead of thisfor-
mula.

If we neglect all thetermsin Eq. (25) except for the
termswith pressure and vel ocity, then we obtain Ap/p O

(vezlvf )(Ag/ag), where vy = . /T;/m; istheion thermal
speed. This estimate shows that the pressure jump pro-
duced by the poloidal rotation of the plasmaissmall. A
more careful analysis of Eq. (25) shows that, in addi-
tion, this jump is negative. Thisis natural because the
poloidal rotation produces a centrifugal force directed
outward. In the concept of [24], plasma rotation is
declared atrigger launching the transition from the ini-
tial stateto the state with an ITB. Actually, the onset of
rotation should result in the opposite effect, namely, a
reduction in the plasma pressure. We remind that all the
above estimates and conclusions are based on the anal-
ysis of the plasma equilibrium conditions only.
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The equilibrium theory operates with the force bal-
anceonly [see Eq. (1)] and, at best, allows one to estab-
lish arelation of the pressure jump only with the work
done by these forces. Heat sources and losses, as well
asthermal balance, do not appear in the problem; there-
foreitisimpossiblein principleto describethe | TB for-
mation based exclusively on Eg. (1) and Maxwell’s
equations.

It is known that the cylindrical model gives a quite
reliable result for the diamagnetic signal in tokamaks
and stellarators [33, 34, 39, 40]. The integral relations
given in the present work can be useful for the interpre-
tation of diamagnetic measurements in the presence of
poloidal plasma rotation with alowance for the flux
conservation.
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Abstract—Microwave scattering diagnostics are described that allow direct measurements of the turbulent pro-
cesses in the high-temperature plasma of magnetic confinement systems. Thefirst physical results are presented
from fluctuation measurements carried out in 2000—2001 in three stellarators: L-2M (Ingtitute of General Phys-
ics, Moscow), LHD (National Institute of Fusion Science, Toki), and T3l (CIEMAT, Madrid). Plasma density
fluctuations in the axial (heating) regions of the L-2M and LHD stellarators were measured from microwave
scattering at the fundamental harmonic of the heating gyrotron radiation. In the T} stellarator, a separate
2-mm microwave source was used to produce a probing beam; the measurements were performed at the middle
of the plasmaradius. Characteristic features of fluctuations, common for all three devices, are revealed by the
methods of statistical and spectral analysis. These features are the wide frequency Fourier and wavel et spectra,
autocorrelation functions with slowly decreasing tails, and non-Gaussian probability distributions of the mag-
nitudes and the increments in the magnitude of fluctuations. Observations showed the high level of coherence
between turbulent fluctuations in the central region and at the edge of the L-2M plasma. The drift-dissipative
instability and the instability driven by trapped electrons are examined as possible sources of turbulence in a

high-temperature plasma. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Fluctuations arising due to nonlinear processes in
plasma have attracted the attention of physicists for a
long time. Interest in these fluctuations has consider-
ably increased in recent years, when it became clear
that many global plasma processes (particle diffusion,
heat conduction, etc.) in toroidal confinement systems
depend on the fluctuations of the plasma density, elec-
tric field, and particle temperature [1-4]. In this con-
text, information about the spectral and probabilistic
characteristics of the plasma density and temperature
fluctuations existing throughout the entire plasma vol-
ume (both in the center and at the edge) is very impor-
tant for solving fundamental and applied problems
related to the confinement of high-temperature plasma
in toroidal fusion devices.

To date, the spectral and probabilistic characteristics
of the fluctuations of the density, floating potential, and
particle fluxesin the low-temperature plasmaregionsin
toroidal devices (the edge of the plasma column) have
been studied in considerable detail. Methods for study-
ing these fluctuations are well developed and are used
in all toroidal devices, both tokamaks and stellarators.
Density fluctuations in a low-temperature plasma are
described by the strong structural turbulence model [5].
Srong structural turbulence means that, against the

background of strong turbulence arising due to plasma
instabilities, there exists an ensemble of the interacting
stochastic plasma structures. Such spatiotemporal
structures comprise a substantial fraction of turbulent
fluctuations; for this reason, random eventsin this kind
of turbulence can significantly contribute to the varia-
tions of the macroscopic plasma parameters. Turbu-
lence in which random events are significant is aso
called rigid turbulence [6]. Various types of stochastic
structures, such as nonlinear solitons, vortices, and
MHD structures, have been observed experimentally in
low-temperature plasma [5, 7, 8]. It was found that
strong structural turbulence in the edge plasma pos-
sesses some general properties irrespective of the tur-
bulence source and the type of stochastic plasma struc-
tures. Such turbulence in a low-temperature plasmais
characterized by dlowly decreasing autocorrelation
functions (ACFs) with oscillating tails and wide fre-
guency spectra. Its temporal structure is described by
an ensemble of damping wavelets [5, 8], and the prob-
ability density function (PDF) of the fluctuation magni-
tudes differs from a Gaussian distribution [9, 10].

The average electron temperature and plasma den-
sity in the central region of the plasma columnin toroi-
dal devices are two orders of magnitude higher than
those at the edge. The study of the fluctuation processes

1063-780X/03/2905-0363%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Table

L-2M LHD THI
Major radius R, cm 100 800 150
Average minor radius llcm 115 80 1022
Magnetic field B, T 1.3-14 <3 <12
Input microwave power Pg, kW 150-200 600 200400
Average density ] 10 cm™ 1.0-1.3 ~1.0 <1.0
Central electron temperature T¢(0), eV 400-800 ~1000 500-800
Relative amplitude of fluctuations in the edge plasma (dn/n) guge 0.2-0.25 0.2-0.25
Pulse duration, ms 10-12 >1000 200-300

in ahigh-temperature plasmais an even more important
and challenging problem than the study of fluctuations
in the edge plasma. However, these studies are substan-
tially limited by the complexity of the diagnostic tech-
niques. Here, we can note advances in heavy-beam
diagnostics [11], reflectometry [12, 13], and enhanced-
scattering diagnostics [14], which alow the measure-
ments of density fluctuations in a high-temperature
plasma. However, most of the questions that arise in
studying fluctuationsin the central region of the stellar-
ator plasma, namely, those about the amplitude of the
fluctuations, their frequency and wavel et spectra, corre-
lation and probabilistic parameters, etc., are still unan-
swered. There are also other unresolved problems
concerning the high-temperature plasma region: the
determination of the types of instabilities giving rise to
fluctuations, the degree to which the plasmais nonequi-
librium, and the possibility of the formation of stochas-
tic plasma structures.

During the last few years, we have attempted to
bridge this gap. Our experiments are based on the
method of microwave scattering by density fluctuations
in a high-temperature plasma. The parameters of the
plasma density fluctuations were studied by the con-
ventional technique of measuring the scattered 2-mm
radiation of a separate low-power microwave source
[15, 16] and also by measuring the scattered radiation
of the heating gyrotron[17, 18]. In 2000—2001, thefirst
experiments on studying the scattered gyrotron radia-
tion were performed in the L-2M (Institute of General
Physics, Moscow) and LHD (NIFS, Toki) devices, and
the scattering of 2-mm microwaves was studied in the
TXHI device (CIEMAT, Madrid).

In this paper, the microwave-scattering techniques
used in the L-2M, LHD, and TJII devices are briefly
outlined; the first measurements of the plasma density
fluctuations in the high-temperature plasmas of these
devices are reported; and thefirst results of the spectral,
correlation, and probabilistic analyses of the time sam-
ples of the fluctuation magnitudes are demonstrated.

2. DESCRIPTION OF THE DEVICES
AND MICROWAVE-SCATTERING TECHNIQUES

2.1. Experimental Devices

Experiments on studying the characteristics of fluc-
tuations in a high-temperature plasma by microwave-
scattering techniques were carried out in three toroidal
plasmadevices: L-2M, LHD, and TJII.

The L-2M stellarator has a two-pole winding; a
detailed description of it is given in [19]. The main
parameters of the device are presented in the first col-
umn of the table. In the edge plasma (at a radius of
r/a=0.9, where a is the separatrix radius), the density
n~ 1-2 x 10'2 cm~ and the electron temperature T, ~
30-40 eV. The plasma is produced and heated under
ECR conditions at the second harmonic of the electron
gyrofrequency with the help of a 75-GHz gyrotron.

The LHD device is the largest modern supercon-
ducting heliac with a divertor [20]. The LHD plasma
parameters are listed in the second column of the table.
In this experiment, the plasma was created and heated
under ECR conditions at the fundamental and second
harmonics of the electron gyrofrequency by severa
168-GHz and 84-GHz gyrotrons.

TheTJXlI deviceisastellarator with four-pole wind-
ing [21]. Themain parametersarelisted in thethird col-
umn of the table. The plasma has a variable section
along the torus; the mean plasmaradius variesfrom 0.1
to 0.22 m. In this experiment, the plasmawas produced
and heated by a 53.2-GHz gyrotron at the second har-
monic of the electron gyrofrequency.

2.2. Use of the Gyrotron Scattering Technique
in the L-2M Stellarator

Microwave radiation from the heating gyrotron was
launched into the vacuum chamber of the L-2M stellar-
ator as a linearly polarized Gaussian beam. At the
plasma boundary, the incident linearly polarized wave
splitsinto an extraordinary and ordinary wave. At den-
sitiestypical of the existing toroidal devices, the plasma
istransparent to ordinary waves, and it isoptically thick
for extraordinary waves. The fact that the incident radi-
ation excitestwo wavesin the plasmais unfavorable for
PLASMA PHYSICS REPORTS  Vol. 29
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ECR plasmaheating because the single-pass absorption
of the heating wave in the plasma decreases [22]. On
the other hand, the ordinary wave can be used asa prob-
ing wave in scattering diagnostics. Figure 1 schemati-
cally shows the geometry of the gyrotron scattering
diagnostics in the poloidal section of the stellarator
chamber. A horn antenna placed in the upper port
receives gyrotron radiation with a given polarization
(E, || B), scattered at an angle of 172 by plasmadensity
fluctuations in the central region of the plasma column.
The scattered signal is measured in the direct-detection
regime. The observation region is marked in the figure
by ablack quadrangle; thisregionislocated at theinter-
section of two microwave beams, namely, the incident
beam launched by the gyrotron and the beam received
by the horn. The size of the observation region is nearly
5 cm. Estimates show that, in the plasma of the L-2M
stellarator, up to 10-20% of the gyrotron energy prop-
agates in the form of an ordinary wave, which com-
prises several tens of kilowatts. For this reason, the
receiving line contains diaphragms and a collimator
attenuating the scattered signal before it reaches the
detector. According to the Bragg condition,! the
gyrotron radiation (k, = 15 cm™) is scattered by an
angle of 172 by plasmadensity fluctuations with a char-
acteristic scale length A, = 34 mm (k ~ 20 cm™). Fig-
ure 1 aso shows the relative positions of movable
Langmuir probes measuring density fluctuationsin the
edge plasmain the regime of theion saturation current;
the probes were placed in several poloidal sections.

2.3. Use of the Gyrotron Scattering Technique
inthe LHD Device

The gyrotron scattering diagnostics were elaborated
and mounted in the LHD device to measure fluctuations
in the central region of the plasma column. These diag-
nostics do not differ fundamentally from the scattering
diagnostics employed in the L-2M stellarator. In this
case, however, the measurement schemeis based on the
available system of quasioptical transmission lines of
the LHD gyrotron complex. A system for the transmis-
sion of microwave radiation from several gyrotronsinto
the heliac chamber consists of several quasi-optical
transmission lines[23]. Theselines are designed so that
the input power profile in the heating region is suffi-
ciently narrow for the position of this region to be
known with certainty when studying local effects
related to plasma heating. These transmission lines
turned out to be convenient to use in the gyrotron scat-
tering diagnostics. Figure 2ashowsthe system of quasi-
optical lines for transmitting radiation from two
gyrotrons with frequencies of 168 and 84 GHz. The
detector receiving the scattered radiation from the sec-
ond gyrotron was placed in the transmission line of the

1 The relation between the incident and scattered radiation compo-
nentsis given by the Bragg condition: k = 2kysin(¢/2), where ¢ is
the scattering angle [15].
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Fig. 1. Gyrotron scattering diagnosticsin L-2M.

first gyrotron. Asin L-2M, the radiation from the sec-
ond gyrotron (84 GHz) was partially converted into the
ordinary wave. The power of the ordinary wave was
high enough for the scattered signals to be easily
detected even through such a long transmission line.
Plasma density fluctuations in the central region of the
plasma column were measured in the direct-detection
regime. The scattered signals were received from a spa-
tial region located at the intersection of the microwave
beams launched from two transmission lines. The
geometry of the incident and scattered beams is shown
in Fig. 2b. In contrast to the L-2M experiment, this
geometry of gyrotron scattering is closer to the back-
ward Bragg scattering. In the LHD experiment, the
microwave radiation was scattered by plasma density
fluctuations with awavelength of A, ~ 1.8 mm (k ~ 25—
34 cm™). In this experiment, the heating region could
be shifted in the poloidal and toroidal direction, which
allowed us to determine the dimensions of the scatter-

ing region.

2.4. Use of the 2-mm Scattering Technique
in the TJ-11 Device

For the TJII device, a 2-mm scattering technique
was elaborated for studying fluctuations in the high-
temperature core plasma. Figure 3 showsthe diagnostic
arrangement. Microwave radiation from a GDI genera-
tor (T1) was launched into the plasma, and we received
the radiation scattered by angles of 6° and 12° (R2, R3)
and also the radiation passed through the plasma (R1)
(because of the fairly complicated plasma cross section
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Reference beam Heating beam

.Ihjrobi ng-beam
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. Deflecting Deflecting
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CPl
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Scattered Probing
beam g4 beam

Fig. 2. (8) Gyrotron scattering diagnostics and (b) quasi-optical system for the input of gyrotron radiation in LHD.

in this device, areference detector was needed to deter-
mine the position of the scattering point). Plasma den-
sity fluctuations were measured from signals scattered
from the inner plasmaregion lying at the middle of the
plasma radius (r/a ~ 0.5); the poloidal and radia
dimensions of this region were about 4 cm. We mea-
sured plasma density fluctuations with wavenumbers 3
and 6 cmr!. The homodyne detection of the scattered
signalswas employed. We note that, in this experiment,
the 2-mm scattering diagnostic system was located far
from the heating-gyrotron port. Previously, severa ver-
sions of the 2-mm scattering diagnostic systems were
created in the Plasma Physics Department of the Insti-
tute of General Physicsand installedinthe L-2[24] and
ATF [25] stellarators and the TJ-1U torsatron [26]. All
of these diagnostic systems used GDI microwave oscil-
lators but differed in the reception scheme of the scat-
tered signal; the common disadvantage of these diag-
nostic systems was the low signal-to-noise ratio. The
new 2-mm scattering diagnostics in T differs from
early diagnostics not only in the reception scheme of
the scattered signal but also in that some of the receiv-
ing transmission lines are made of overmoded
waveguides with quasioptical elements [16]. As a
result, theloss of the scattered signalsin these lineswas
significantly reduced, which allowed usto substantially
enhance the sensitivity of the diagnostics.

2.5. Processing of the Measurement Results

The measurement results in all of the devices were
thefiles of the digitized magnitudes of signals scattered
by plasma density fluctuations. The characteristics of
the fluctuations were determined by numerically ana-
lyzing these time arrays, the number of pointsin which
reached 10°-10°. In all three experiments, we used the
same program package for numerically processing the
timearrays. To study the characteristics of the scattered
signals, we used programs for analyzing random time
samples; these programs were previously used to study
strong structural turbulence in low-temperature plasma
[8, 9, 27-31]. The program package includes the spec-
tral Fourier analysis, the correlation analysis, the spec-
tral and coherence wavelet analysis, the construction of
sample histograms, the computation of the moment of
random quantities, the computation of the Herst param-
eter, and the analysis of phase trgjectories.

3. RESULTS OF FLUCTUATION STUDIES

3.1. Experiments on Gyrotron Scattering
inL-2M

Figure 4a shows a typical time redization of the
scattered signal from the central region of the L-2M
plasma (curve I). The signal is proportional to the
squared magnitude of the plasma density fluctuations.
For comparison, the figure also shows the time realiza-
tion of the probe signal (curve 2) measured simulta-
PLASMA PHYSICS REPORTS  Vol. 29
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neously with the scattered signal, namely, the satura-
tion-current fluctuations, which are proportional to
plasma density fluctuations. Both signals are stochastic
in character. In the L-2M stellarator, al of the experi-
ments on studying the fluctuation characteristics of the
high-temperature central plasma were accompanied by
simultaneous measurements of the fluctuation charac-
teristics of the low-temperature edge plasma. The sub-
sequent figuresillustrating the results obtained in L-2M
show the parameters of the fluctuations for both of
these regions of the plasma column. We note that the
gyrotron scattering signals represent only a narrow
region of the k spectrum of fluctuations, whereas the
probes measure the entire k spectrum of fluctuations.

The measurements of cross-coherence between the
fluctuation spectrain the central region and at the edge
of the plasma column allow us to find out whether or
not the fluctuationsin these regions are correl ated. Such
an analysis was performed in [18]; however, it seemed
to be expedient to repeat a similar study under L-2M
conditions somewhat different from those in [18] (the
data presented in Fig. 4 were obtained in an experiment
with the boronization of the chamber wall). Since both
signals are bursty, it is reasonable to analyze this cross-
coherence with the help of wavelet spectra. The time
behavior of the cross-coherence between the wavelet
spectra of the fluctuation signals in the center of the
plasma column and in the edge plasma are presented in
Figs. 4b and 4c for two stellarator shots. For compari-
son, Figure 4d also shows the noise wavelet spectrum,
demonstratl ng the low level of the noise wavelet coher-
ence.? The value of the cross-coherence coefficient of
the wavel et components is shown in shades of gray; the
observation time is plotted on the abscissa, and the
wavelet frequency is plotted on the ordinate. The time
cross-coherence spectrum was compiled by interpolat-
ing individual spectra calculated for ti me intervals of
500 ps. In the low-frequency region® (below 100—
200 kHz), the cross-coherence coefficient attains 50%.

Figure 5a shows the Fourier spectra of microwave
signals scattered by density fluctuations in the high-
temperature and low-temperature plasma of the L-2M
stellarator. Throughout the entire plasma volume, we
observed low-frequency fluctuations with a wide con-
tinuous spectrum (up to 300 kHz). Figure 5b shows the
phase portraits (delayed magnitude vs. magnitude) of
the same signals. The time window in these measure-
ments was 2 ms and included 2000 points. The phase
portrait of fluctuations in the edge plasma is more dif-
fuse than in the central region. This difference may be
explained by the fact that, for the central region, not all
of the k components of fluctuations are present in the
spectrum. The comparison of the spectra and the phase

2 The noise wavelet spectrum is calculated from two signals mea-
sured in different stellarator shots.

3 We recall that the wavelet frequency o is related to the wavelet
duration A as w = 217A.
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Fig. 3. 2-mm scattering diagnosticsin TJ 1.

portraits clearly illustrates the fact that stochastic pro-
cesses in the central region and at the edge are similar.

Now, let us turn to the probabilistic characteristics
of the fluctuations. Figures 6a and 6b show the PDFs of
the magnitudes of the plasmadensity fluctuationsin the
central region and in the edge plasma, respectively. The
magnitude of the plasma density fluctuationsis plotted
on the abscissa, and the number of countsis plotted on
the ordinate; the total number of countsin both casesis
equal to 2000. The shape of the time-sample histogram
of the magnitude of density fluctuations in the edge
plasma, as well as the values of the third and fourth
moments (M3 = 0.2, M4 = 3.2), alows us to describe
the PDF of the fluctuations by a Gaussian probability
distribution.* The shape of the time-sample histogram
of the magnitude of the plasma density fluctuations in
the central region differs substantially from the Gauss-
ian, the third and fourth moments being equal to —1.3
and 4.2, respectively. The turbulent plasma state in the
central region differs from equilibrium more strongly

4For such short stationary time samples of the magnitudes of
plasma density fluctuations, the self-similar power-law tails of
the PDF are usually under the noise level.
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ence wavelet spectrum.

than does the edge plasma. The probability of the
events with large amplitudes for this turbulence is con-
siderably higher than the probability of similar events
for fluctuations obeying a Gaussian distribution. The
PDFs of the plasma density fluctuations in the central
region turned out to be closer to the PDFs of particle
fluxes [10], rather than to the PDFs of density fluctua-
tions in the edge plasma. We note that the high-temper-
ature central plasmais directly affected by the heating
gyrotron radiation. It is reasonable to assume that the
difference of the PDF of fluctuations from a normal
(Gaussian) distribution is due to turbulent processes
caused by microwave plasma heating in the central
region.

The ACFs of the magnitude of the density fluctua-
tions in the central region and in the edge plasma are
shown in Figs. 7a and 7b, respectively. In the ACF of
the fluctuation magnitudes in the high-temperature

plasma, we can see a broad first maximum and aslowly
decreasing tail. The presence of aslowly decreasing tail
in the ACF indicates that the time sample of the sto-
chastic process is not homogeneous and independent
and that the process is affected by some “influence
function.” The correlation time of turbulent fluctuations
is longer than the characteristic period of low-fre-
guency oscillations. The autocorrelation function of
this kind corresponds to strong structural turbulence in
which the influence function is associated with ensem-
bles of interacting stochastic plasma structures [5, 9].
Note that the correlation time of the increments in the
magnitude of density fluctuations® in the high-temper-

5The increment in the magnitude of density fluctuations in the
time sample is defined as AXj =X]-(tj) - Xj,l(tj,l) [32]. The
increments in the random quantity AX; depend on all the linear
and nonlinear growth and damping processes giving rise to
plasma density fluctuations under given experimental conditions.

PLASMA PHYSICS REPORTS Vol. 29 No.5 2003
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ature plasmais about 1-2 s, which is comparable with
the characteristic time of the increments in the magni-
tudes of turbulent fluxesin the edge plasmaof the L-2M
stellarator [32].

3.2. Experiments on Gyrotron Scattering
inLHD

Figures 8a and 8b show how the intensity (mean
square deviation) of scattered radiation in LHD varies
as the reference microwave beam is displaced in two
directions. The scattered signalswere received from the
central region of length ~10 cmin the poloidal direction
and several centimeters in the toroidal direction. For
these measurements, it was important to determine the
excess of valid signals over the background noise. In
the absence of aplasma, the signal fell by afactor of 8-
10, and it is this level that was hereinafter taken as the
background noise.

Figure 9 shows the following characteristics of the
scattered signals measured in the region where the
PLASMA PHYSICS REPORTS  Vol. 29

No. 5 2003

intensity of the signalsis maximum: the PDF of thesig-
nal magnitude and the ACF and Fourier spectrum of the
signal. Figure 9c shows a continuous Fourier spectrum
in the frequency range up to 50 kHz (the higher fre-
quencies could not be resolved in this LHD experi-
ment). To construct the PDF and ACF, we only used a
valid signal in the frequency band from 1 to 50 kHz
(with a signal-to-noise ratio of 8-10). The PDF of the
scattered signal (Fig. 9a) differs substantially from a
Gaussian distribution: the third and fourth momentsare
equal to M3 = -0.15 and M4 = 6.29, respectively. The
probability of the observation of large-amplitude scat-
tered signals (rare events that fall beyond the limits of
three standard deviations) for this distribution is much
higher than for a Gaussian distribution. Figure 9d
shows a part of the PDF for large fluctuation magni-
tudes and the tail of a Gaussian distribution. The ACF
inFig. 9bis similar to the ACF of structural-turbulence
fluctuations [5, 6]. The autocorrelation coefficient
decreases slowly as the delay time increases, and the
oscillating tail of the ACF comprises up to 15% of the
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energy of the scattered signal 51t follows from this that
the time sample of the magnitudes of plasma fluctua-
tionsin the central region of LHD is not homogeneous
and independent, as is the case of the L-2M time sam-
ples (see Section 3.1). In this case too, we may assume
the presence of some influence function in the turbu-
lence of the high-temperature LHD plasma. We note
that quasi-harmonics were also observed in a wide
wavelet spectrum of the same time samples of scat-
tered-signal magnitudes [23].

It is expedient to determine the characteristics of the
increments in the magnitudes of the scattered signals.
These characteristics depend on al of the growth and
damping rates of the processesresulting in density fluc-
tuations [10]. Figure 10 illustrates the PDF, ACF, and
Fourier spectrum of the increments in the magnitudes
of the scattered signals. The PDF of the increments
(Fig. 10a) ismore symmetric (M3 = 0.07) than the PDF
of the fluctuation magnitudes (Fig. 9a), but, as before,
it differs from a Gaussian distribution and has heavy
tails (M4 = 7.1). The PDF asymmetry points to the
absence of equilibrium between the growth and damp-
ing of fluctuations. It is seen from the shape of the ACF
(Fig. 10b) that the time sample of the incrementsin the
scattered-signal magnitudes is more homogeneous and
independent than in the previous case. The Fourier
spectrum of theincrements (Fig. 10c) is closer to auni-
form noise spectrum. Possibly, numerical simulations
of homogeneous and independent samples of theincre-
mentsin the scattered-signal magnitudes (by analogy to
the simulations of the samples of the incrementsin a

6 The ACF of the background noiseis usually a function and does
not contribute to the tails the ACF of the valid signal.

BATANOV et al.

fluctuating flux [32]) could provide additional informa-
tion on the type of a random process in the central
region of LHD.

3.3. Experiments on 2-mm Scattering in TJ-11

As in the studies of fluctuations in the two above
devices, here, we measured the frequency spectra, the
PDFs of the magnitudes, and the ACFs of the density
fluctuations. The measurements were carried out under
different experimental conditions. under standard oper-
ating conditions of the device, during the propagation
of acold-nitrogen pulse, and in the different configura-
tions of the magnetic field. In this paper, the results of
the measurementsin the first two regimes only are pre-
sented.

Figure 11 shows the frequency Fourier spectra of
plasmadensity fluctuations with wavenumbers of 3 and
6 cm!. The wide frequency spectra extend to 130 kHz
(for 3cm ) and 240 kHz (for 6 cm'), and the widths of
the spectra are close to those of the fluctuation spectra
inthe central region of L-2M. The fluctuation spectrum
with the greater wavenumber is broader than that with
the smaller wavenumber; probably, thisisrelated to the
dispersion of plasma oscillations.” The presence of
quasi-harmonics in the wavelet spectra for these
regimes complicates the determination of the disper-
sion and indicates the possible existence of stochastic
structures in the plasma. The signal-to-noise ratio for
these measurements waslower than for L-2M and LHD
and did not exceed 4-5.

In the context of this paper, it seems interesting to
describe the results obtained in three experiments in
which abrupt changes in the spectral characteristics of
plasma fluctuations were observed. Such changes
occurred during plasma cooling. The plasma cooling
was observed in three cases. in a decaying plasma after
the gyrotron was switched off, after aminor disruption
occurring during the normal operation of the gyrotron,
and after puffing nitrogen at the plasma edge (the cold-
pulse propagation experiment [33]). The response of
the fluctuations to the local cooling was always the
same. Figures 12 and 13 demonstrate the changesin the
fluctuation amplitudes when the electron temperature
locally decreased in an experiment on the propagation
of a cold-nitrogen pulse and after a minor disruption,
respectively. For the discharge with aminor disruption,
the signals of plasma density, gyrotron radiation, and
electron cyclotron emission at the radiusr/a ~ 0.5 are
also shown. When the minor disruption occurred during
gyrotron operation, the temperature decreased and the
plasma density insignificantly increased in the region
where fluctuations were measured. In both cases, asthe

" Unfortunately, we failed to determine with certainty to what
extent the widths of the spectra depend on the plasma dispersion
and to what extent they are affected by the different sensitivities
of the measurement channels of the 2-mm scattered diagnostics

for fluctuations with wavenumbers of 3 and 6 cm2.
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Fig. 7. ACFs of the magnitudes of the plasma density fluctuations in the (a) central region and (b) edge plasma of L-2M.

temperature decreased, the amplitude of the fluctua-
tionsincreased by afactor of 2—4. At the sametime, the
frequency spectrum narrowed and the mean frequency
decreased. In Figs. 12 and 13, the time intervals on
which the Fourier spectra were determined are marked
by shaded rectangles (a) and (b). After the plasmacool-
ing, the half-width of the spectrum in Fig. 12 decreases
by afactor of 4 (from 120 to 30 kHz) and in Fig. 13, it
decreases by afactor of 5 (from 150 to 30 kHz). Hence,
adecreasein thelocal temperature resultsin the appear-
ance of intense low-frequency harmonics in the fre-
guency spectrum of plasma fluctuations. For the same
regimes, we constructed the PDFs of the fluctuation
magnitudes for normal discharge conditions and after
cooling. Unlike non-Gaussian distributions of the fluc-
tuation magnitudes in the central regions of L-2M and
LHD, the distributions observed at the edge of the hot
plasma region in T}l appeared to be close to Gauss-
ians. For the same experiments, we calculated the ACFs
of the fluctuations, which appeared to be closeto d dis-
tributions; no tails were detected in the ACFs. Thetails
in the ACF and PDF were probably not resolved
because of the low signal-to-noise ratio. We note that,
in the previous experimentsin the L-2 stellarator [2, 5],
nonzero tails were observed in the ACFs of the fluctua-
tions, which were also measured by the 2-mm scatter-
ing diagnostics at the middle of the plasmaradius. For
this reason, in order to reveal the difference from a
Gaussian distribution, we applied a more sensitive
method of numerical RISanalysis.
PLASMA PHYSICS REPORTS  Vol. 29
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The duration of a steady-state discharge in TJI
attains several hundred milliseconds. Hence, under cer-
tain conditions, we could obtain stationary time sam-
plesof the fluctuation magnitudes with the total number

of pointslarger than 10°. Such long samples allowed us

BATANOV et al.

to apply R/Sanalysis, which more definitely showsthe
presence of along-living component in the signal than
the ACF or the histogram tails. With this method, we
estimated the Herst parameter H [31], which character-
izes the dependence between distant events. Different
processes are characterized by different values of the
Herst parameter: H =1 for aregular process, H=0.5for
a Gaussian process, H > 0.5 for a self-similar process
with a positive correlation, and H < 0.5 for a self-simi-
lar process with a negative correlation. Previoudly, we
succeeded in distinguishing self-similar (hyperbolic)
tails in the PDF of the fluctuation magnitudes for the
structural ion-acoustic turbulence [9]. Figure 14 shows
the logarithm of the increments in the fluctuation mag-
nitudes versus the logarithm of the delay time (for com-
parison, the samelineisdrawn for a Gaussian process).
The Herst parameter is equal to H = 0.76, which unam-
biguously indicates that the time samples of the magni-
tudes of plasma density fluctuations are described by a
self-similar process with a positive correlation. Hence,
the plasma density fluctuations in TJ-1l are described
by a non-Gaussian process, as is the case of density
fluctuations in the central regions of L-2M and LHD.
Consequently, the tails of the PDF and ACF of the fluc-
tuation magnitudesin TJ11 exist but are not resolved in
the experiment.

4. DISCUSSION OF RESULTS

When studying the fluctuations in plasma experi-
ments, aquestion usually arises asto the source of these
fluctuations, i.e., the nature of plasmainstability. If the
initial instability totally determines the fluctuations,
then the knowledge of its parameters allows oneto ade-
quately describe the plasma process. A different situa-
tion occurs when studying the structural strong turbu-
lence in a plasma. In the formation of a steady-state
structural strong turbulence, not only one or several ini-
tial instabilities but also many additional nonlinear pro-
cesses are involved. These nonlinear processes form
stochastic plasma structures, govern the nonlinear
interaction between structures of the same type and the
mutual action of structures of different types, govern
the processes of the nonlinear decay and aperiodic sup-
pression of fluctuations, etc. Knowledge of the linear

8 For atime sample of arandom signal of length n, X= {X;: t=1, 2,

..., N} with the average X(n) and the mean souare value SX(n), the
ratio R/Sis defined as

R(n) _ max(0, W, W,, ..., W) —min(0, W;, W,, ..., W)

S(n) [S(n)

where Wi = X; + X, + ... + X, — kX (n). Theratio R/Sisthe range
of accumulation divided by the standard deviation of the incre-
ments for acertain timeinterval (s, s +t), where s isan arbitrary
initial instant. To afirst approximation, the pointsin aplot of the
logarithm of R/S versus the logarithm of time for various time
intervals are concentrated about a straight line with the slope H
[31].

PLASMA PHYSICS REPORTS Vol. 29 No.5 2003



STUDIES OF FLUCTUATIONS IN THE HIGH-TEMPERATURE PLASMA

Number of counts (a)
800
600
400
200

M3 =0.07
mM4 =7.1

-0.2 0 0.2 0.4
Magnitude, arb. units

Autocorrelation coefficient
Lok (b)

-04

05F

_ 1 1 1 1 1 1 ]
0-5 -0.5 0 0.5 1.0

Delay time, ms

1 I j
10 20 30 40 50
Frequency, kHz

Fig. 10. (8) PDFs, (b) ACFs, and (c) Fourier spectra of the
increments in signals scattered by fluctuations in the high-
temperature LHD plasma.

mechanismsfor the development of plasma oscillations
is not enough to adequately describe the final turbulent
steady state. The above studies of fluctuations in the
central plasma regions in three stellarators by micro-
wave scattering techniques showed that, in these exper-
iments, we observed steady-state low-frequency
plasma turbulence. The experiments on studying this
steady-state turbulence are still far from being com-
pleted. Therefore, only some preliminary conclusions
can be made about the linear and nonlinear plasma
mechanisms forming turbulence in high-temperature
plasma.

When discussing the results of the above experi-
ments, we should first to show that the measured states
of the fluctuations in a high-temperature plasma of the
three devices are steady states with strong structural
turbulence. Second, we should discuss linear plasma
instabilities that can initiate fluctuations in the given
frequency and wavenumber ranges. Finally, we should
propose the possible structural or other nonlinear
plasma processes that can be responsible for the forma-
tion of astable steady state.
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Let uslist the factors indicating that, in the plasmas
of al three devices, we observed the low-frequency
steady-state plasma turbulence. In al of the experi-
ments, we measured low-frequency fluctuations with
nearly fixed wavenumbers: k ~ 20 cnr! in L-2M, k ~
30cm! in LHD, and k=3 and 6 cm! in THI. In all
these cases, the fluctuations had wide frequency Fou-
rier spectra and wide wavelet spectra containing quasi-
harmonics. Such Fourier and wavelet spectra are typi-
cal of aturbulent state. The characteristics of the time
samples of scattered signals, namely, the ACFs with a
narrow first peaks and nonzero tails, non-Gaussian
PDFs, and quasi-harmonics in wavelet spectra, indi-
cated the strong structural turbulence. The steady-state
character of this turbulence was confirmed by the fact
that thefirst four statistic moments (the average, disper-
sion, skewness, and kurtosis) of the fluctuation magni-
tudes were constant in time. Hence, in the high-temper-
ature plasmaof all three devices, we observed the steady-
state strong structural plasma turbulence. Figure 15
shows the time dependences of the plasma density and
the four first moments of the time sample of a signa
scattered by density fluctuations with k = 6 cm! in the



374

Shot no. 5637

BATANOV et al.

0.04

Spectral amplitude, arb. units

0.05

Fluctuation magnitude, arb. units

]
0 50 100 150 200 250
Time, ms

0 50 100 150 200 250
Frequency, kHz

Fig. 12. Waveform and Fourier spectraof plasmadensity fluctuationswith k=6 cmtinan experiment on the propagation of a cold-
nitrogen pulse. The arrow indicates the time at which the cold-nitrogen pulse reaches the measurement region (r/a ~ 0.5) of the
2-mm scattering diagnosticsin TJ11. The time intervals on which Fourier spectra(a) and (b) were determined are marked by shaded

rectangles.

TXHI device. It can be seen that the first four statistic
moments come to a steady state as the plasma density
and temperature reach their steady levels. In all of the
other measurements, we also observed steady-state tur-
bulence when the average plasma density and electron
temperature reached their steady levels.

Let us now consider the initial plasma instabilities
that can give rise to the oscillations in the wavenumber
and frequency ranges observed in the experiments in
L-2M, LHD, and TJXIl. The generation of low-fre-
guency oscillations with frequencies up to 50 kHz
(LHD), 150 kHz (L-2M), and 200 kHz (TJI1) can be
attributed to the onset of drift-dissipative instability
[34] and instabilities driven by trapped particles [35].
Here, we do not consider the MHD instabilities that
were observed in tokamaks [36], becausein our scatter-
ing experiments, we did not perform simultaneous
measurements of the MHD activity in the L-2M and
LHD devices. However, such measurements were per-
formed inthe Tl device. In TJlI, the sharp changein
the spectra of the scattered signals and their correlation
with magnetic-probe signals were only observed at cer-
tain specific magnetic field configurations with the 3/2
and 5/4 resonances (narrow spectra of magnetic-probe
signalsin these magnetic field configurations were also

observed in the previous THI 1 experiments [37]). Since
we still cannot offer an adequate explanation for these
results, we do not present them in this paper. In usual
configurations, the wide fluctuation spectra described
above were not accompanied by MHD activity and no
correlation with magnetic probe signals was observed.

The onset of drift-dissipative instability givesriseto
oscillations that are characterized by different disper-
sion in different frequency ranges [34]:

(i) For frequenciesin the interval kv < w < KV,

the dispersion relation is w, = va$e/(1 + pszk2 )Qc
where v = (TJ/M)'2, pg= Vg/Q, and r," = [dInn/dr|.

(ii) For frequencies in the interval kv, < w < KV,
the dispersion relation isw, = k|2| Q.rn /Ko

Thefirst interval correspondsto frequenciesthat are
much higher (because of the high temperature in the
central region) than the fluctuation frequencies
observed in the experiments. For the second frequency
interval, theinstability condition readsasdinT,/dInn > 2.
Figure 16 shows the plasma density and electron tem-
perature profilesin L-2M, LHD, and TJII for shotsin
which the scattering experiments were conducted. For
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al of these shots, the temperature profile is narrower
than the density profile and the shapes of the profiles at
different devices are similar to each other, whichistyp-
ical of devices of this kind. Figure 17 illustrates the
model profiles of the plasma density and electron tem-
perature and the condition for the onset of drift-dissipa
tive instability. In calculations, the temperature profile
was approximated by a second-order parabola and the
density profile was approximated by a sixth-order
parabola. For the second frequency interval, the condi-
tion for the onset of instability is easily satisfied in the
plasma core up to r/a < 0.7. Thus, the drift-dissipative
instability can result in low-frequency plasma oscilla-
tions in the observation regions in al three of the
devices; however, the characteristic frequencies, which
are determined by the plasma parameters of each
device, will be different.

In the plasma region that was studied using the
2-mm scattering technique in THII (r/a= 0.4-0.6), one
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Fig. 15. Time variations in the plasma density and four first statistical moments (the average, dispersion, skewness, and kurtosis)
for atime sample of the magnitudes of density fluctuationswith k=6 cm™" in TJII.
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could expect the exutatlon of oscillations in the fre-
guency range 10-100 kHz.° The drift-dissi pative insta-
bility, which is caused by the difference between the
density and temperature gradients in the plasma, can
give rise to oscillations in THI. In this case, the char-
acteristic oscillation frequency should decrease after
plasma cooling, as was actually observed in the experi-
ment. On the other hand, the typical inversely propor-
tional dependence of the frequency on the wavenumber
did not take place in the TJ11 experiment.

In the gyrotron-scattering region in the L-2M stel-
larator (r/a = 0.3), oscillations may be excited in the
frequency range 10-30 kHz. Hence, only very low-fre-
guency oscillations in L-2M can be associated with
drift-dissipative instability.

The onset of drift-dissipative instability in the cen-
tral region of the LHD device (r/a = 0.2) gives rise to
oscillations with frequencies of about 1 kHz. It should
be recalled that above we considered the excitation of
oscillations immediately in the observation region.
However, we may suggest that higher frequency oscil-
lations excited far from the center (for example, in

9 The characteristic frequencies were estimated assuming k= 5 x

1072 cm! for the L-2M and T} devices and k= 1072 cm! for
LHD.
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Fig. 17. Regions of the possible development of the drift-
dissipative instability and the instability driven by trapped
electronsin the L-2M, LHD, and Tl devices in the scat-
tering experiments.

LHD, 10-kHz oscillations caused by this instability
arise at r/a=0.4) can propagate into the central region.

The instability driven by trapped electrons [35] can

appear only in the region where caig %— > 0. The con-

ditions for the onset of this instability areillustrated in
Fig. 17. It can be seen that, for aflat plasmadensity pro-
file and parabolic temperature profile, plasma oscilla-
tions can arise at a distance r/a = 0.25 from the center.
If the plasmadensity profile has a minimum in the cen-
ter (Fig. 16), theinstability driven by trapped electrons
cannot develop. Previoudly, it was shown that thisinsta-
bility could give rise to oscillations in the L-2M [24]
and ATF [25] plasmas. The oscillations are excited in
the frequency range w, < V/€,, where v, is the elec-
tron—on collision frequency and €, isasmall parameter
defined as a function of the helical components of the
magnetic field (for tokamaks, this parameter isequal to
g, = 0.2, and for stellarators, it depends on the minor
radiusand variesin therange, = 0.1-0.3). For all three
devices, these frequencies do not exceed 30 kHz. In TJ-
I1, the instability driven by trapped electrons can give
rise to fluctuations at middle radii. In L-2M and LHD,
this instability also leads to the excitation of oscilla-
tions at middle radii; however, for these oscillations to
penetrate into the measurement region (the central
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plasma region), there should exist a certain mechanism
for their propagation.

Thus, the experimental results, namely, ACFs with
nonzero tails, wavelet spectra with gquasi-harmonics,
and non-Gaussian PDFs of the fluctuation magnitudes,
indicate the possibility of the existence of stochastic
plasma structures in a high-temperature plasma. The
subject of our further studies will be to find out what
these structures are; what their natureis; and how close
they are to drift vortices, solitons (plasma density cavi-
ties with trapped high-frequency oscillations), or other
nonlinear structures.

5. CONCLUSIONS

The results of the first scattering experiments in the
L-2M, LHD, and T}l stellarators can be formulated as
follows:

(i) Steady-state strong structural plasma turbulence
was observed in the high-temperature plasma of all
three devices.

(ii) At least two plasmainstabilities—the drift-dissi-
pative instability and the instability driven by trapped
electrons—can give rise to fluctuations.

(iii) Stochastic plasma structures can exist in the
high-temperature plasma of these devices.

Asone of the possible scenarios of the devel opment
of plasmaturbulence, we can propose ascenario similar
to the formation of the steady-state low-frequency
structural turbulence [5, 8]. Plasma oscillations are
excited due to linear instabilities; after these oscilla-
tions reach a certain threshold amplitude, the processes
pass into the nonlinear stage and nonlinear stochastic
structures form. Then, nonlinear interaction arises
among the structures of the same type (coal escence and
decay) or among the structures of different types. The
characteristic times of these processes are longer than
the inverse linear growth rates. When describing this
interaction, it is necessary to takeinto account all of the
accompanying processes. the drift of the structures
from the region where they were formed, linear decay,
the suppression of instability because of the change in
the local parameters (e.g., local heating), etc. With a
continuous inflow of energy into an open system,™ a
universal state with strong structural turbulence is
established init, irrespective of the type of linear insta-
bility. It was demonstrated more than once that, in a
low-temperature plasma, the characteristics of the
strong low-frequency structural turbulence are inde-
pendent of the type of initia instability and even are
independent of the type of plasma device. For these
steady statesto occur, it is necessary and sufficient that
the oscillation amplitudes be sufficiently large, nonlin-
ear processes come into play, and stochastic plasma
structures arise. In this case, random plasma processes

DOHere, the term “open system” is used in a thermodynamical
sense.
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are, asarule, no longer described by a Gaussian distri-
bution. The probabilities of both rare events with large
amplitudes (in comparison with the mean fluctuation
amplitude) and rare events with superfast growth or
damping (in comparison with the linear growth or
damping rates) increase.
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Abstract—A study is presented of the distribution functions of the fluctuations of theion saturation current and
floating potential measured by Langmuir probesin the edge plasmaof the U-3M torsatron. It is shown that these
distribution functions may be classified as stable L évy distributions. Using the percentile method, stable-distri-
bution parameters, namely, the Lévy index and the scale factor for different probe positions, are estimated.
These parameters are quantitative characteristics of the intensity and intermittency of turbulence in the edge
plasma of the torsatron. © 2003 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Itiswell known that edge-plasma turbulence, which
is characterized by an anomalously high level of fluctu-
ations of the charged particle density and electrical
field, plays a decisive role in the generation of anoma-
lous particle and heat fluxes from the plasma confine-
ment region in various types of closed magnetic con-
finement systems (see, e.g., [1, 2] and the references
cited therein). This was confirmed by experiments car-
ried out in the Uragan-3M (U-3M) stellarator—torsatron
[3,4]. In experimental investigations, much attentionis
paid to the analysis of the statistical properties of fluc-
tuations. These investigations are important for con-
structing adequate theoretical models of turbulence and
anomalous transport. Thus, in the closing procedures
used in the plasma turbulence theory, it is usualy
assumed that the statistical properties of the fluctuation
processes are close to the features of a Gaussian ran-
dom process. When deriving the turbulence equations,
this assumption permits one to express the odd fluctua-
tion moments through the higher order even moments,
which then split into binary moments according to the
splitting rule for Gaussian random processes (seeg, e.g.,
review [5]). In particular, this assumption implies that
the probability density functions (PDFs) of the fluctua-
tion magnitudes have asymptotics that decrease rapidly
with increasing fluctuation magnitude. Qualitatively,
this means that large fluctuation magnitudes (e.g., as
large as several standard deviations) are very rare.
However, in experiments carried out in different
devices, density and potential fluctuations with an
“explosive” (i.e.,, containing sharp spikes) temporal
structure were observed in the edge plasma[6-9]. Such
a behavior of random signals is a conseguence of the
plasma turbulence intermittency. Because of the pres-
ence of spikes, the PDF of the fluctuations may differ

greatly from a Gaussian process. Thisfeatureis clearly
shown in therealizations of the local radial particle flux
[2,9].

To characterize non-Gaussian properties of the PDF,
one traditionally uses the third and fourth moments of
the PDF, i.e., the skewness and kurtosis [10]. The kur-
tosisis often regarded as ameasure of the intermittency
[5]. More detailed information about the PDF is al so of
particular interest because it allows the distribution to
be assigned to a particular class of the probability laws
widely used in various applications. A detailed statisti-
cal analysis of the characteristics of turbulent particle
fluxes was performed in [2] based on the fluctuation
measurementsin the plasmaof the L-2M stellarator and
the TAU-1 model device. The authors of [2] arrived at
the conclusion that the PDF of thelocal flux increments
can be described by the scale mixtures of Gaussian
laws. In particular, in the case of drift turbulence, the
PDF of the incrementsis described by a Laplacian dis-
tribution.

In this paper, we study the PDFs of the fluctuations
of theion saturation current (ISC) and fl oating potential
(FP) measured by Langmuir probes in the edge plasma
of the U-3M torsatron. Asin studying electrostatic tur-
bulence in the edge plasmas of many other closed mag-
netic confinement systems (see, e.g., [11]), it was
assumed that the contribution of the electron tempera-
ture fluctuations to the 1SC and FP fluctuations is neg-
ligible and these fluctuations were considered to be pro-
portional to the plasma density and potential fluctua-
tions, respectively. In the context of the present paper,
this assumption is not of fundamental importance. The
analysis performed showsthat the recorded fluctuations
are distributed according to stable Lévy laws. An
important characteristic feature of these distributionsis
the existence of nonexponential, slowly decreasing

1063-780X/03/2905-0380$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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power-law asymptotics. In our opinion, these observa-
tions are of interest for both experimentally studying
thefluctuation processesin other devices and construct-
ing new theoretical models of plasma turbulence and
anomalous transport.

2. STABLE DISTRIBUTIONS AND RANDOM
LEVY MOTION. CONCISE INFORMATION

Stable probability distributions, the theory of which
was founded by the French mathematician P. Lévy [12],
are a remarkable class of the probability laws. The
importance of these distributions stems from the limit-
ing theorems formulated and proved in the 1930sin the
works by Lévy, A.Ya. Khinchin, B.V. Gnedenko, and
W. Doeblin (see, e.g., [13]). According to these theo-
rems, stable distributions (and only they) are limiting
for the distributions of the sums of independent, uni-
formly distributed random variables. This means that
these distributions (like Gaussian distributions) take
place when the evolution of a physical system and/or
the result of arandom experiment are determined by the
sum of alarge number of random factors. That is why
stable L évy distributions serve as mathematical models
for awide class of measured random processes that do
not obey Gaussian statistics. An important feature of
stable distributions is the existence of power-law
asymptotics that decrease as |x|"' ~® at X —» oo, where
o istheLévy index (0 < a < 2). It follows from this that
the higher order moments with the order q = a (in par-
ticular, dispersion) diverge.1 For thisreason, the results
from processing experimental data may be sensitive to
the sample size. This circumstance means that care
should be taken in processing experimental data [15—
17]. One of the methods allowing one to estimate the
parameters of stable distributions when working with
small samplesisdescribed in Section 4.

A classical example of a stable distribution, which
was known in physics before the works by Lévy, isthe
Holtzmark distribution [18, 19]. A number of alied
exampleswere given in the monograph [20], which was
for along time the only monograph in the world litera-
ture devoted to stable laws. Various examples from
physics, financial mathematics, biology, and geology
were collected together in the recent monograph [21].

The limiting theorems of the probability theory and
the remarkable properties of stable probability distribu-
tions form amathematical basis of the Lévy motion—a
type of random walk, which is the natural generaliza-
tion of the Brownian mation. In physics, interest in the
Lévy motion is caused by the problems of anomalous
diffusion, in which the mean square displacement
increases not asalinear function of timet (asisthe case

INote that, even long before Lévy [starting with works by
V. Pareto (1897)], distributions with power-law asymptotics
(Pareto distributions) had been widely used in the problems of
economical statistics (see [14]). In contrast to stable distributions,
these distributions are not limiting in terms of the limiting theo-
rems of the probability theory.
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of the usual Brownian motion), but either more dowly
(subdiffusion) or more rapidly (superdiffusion) than t.
The term “Lévy motion in space” or “Lévy flights in
space” isapplied to superdiffusion phenomena, and the
term “Lévy flights in time” is applied to subdiffusion
phenomena. In fact, this terminology is appropriate as
avery simple qualitative picture of anomal ous diffusion
(see[22]). At present, it is clear that anomal ous random
processes and anomalous diffusion phenomena are
often met in nature (see the many examplesin [22—-26]).
Thelaw of subdiffusion particlewalk in arandom mag-
netic field was deduced in [27]. Numerical simulations
of the anomalous transport of magnetic field linesin a
turbulent magnetic field demonstrate sub- or superdif-
fusion at low levels of the field fluctuations and Gauss-
ian diffusion at high fluctuation levels[28, 29]. Numer-
ical simulations of the diffusion of test charge particles
moving in turbulent electrostatic fields that are solu-
tions to the Hasegava—Mima equation demonstrate the
anomalous time-dependence of the displacement
squared [30]. These problems require constructing
models of Lévy mation and developing various effi-
cient methods for estimating the statistical characteris-
ticsfrom the experimental data. Two important types of
L évy motion (usual motion and fractional motion) were
studied in detail in [31]. On the other hand, the kinetic
description of the Lévy motion requires the application
of fractional derivatives, which have now become
actively studied (see [26, 32, 33] and the references
cited therein). A fractiona Fokker—Planck equation
containing fractional time and space derivatives was
proposed in [34] as a phenomenological equation for
the PDF of density fluctuationsin the DII1-D tokamak.
A fractional Fokker—Planck Kkinetic equation contain-
ing the fractional velocity derivative was proposed in
[35] for describing the relaxation, non-Maxwellian
steady states, and superdiffusion of plasma in a mag-
netic field.

3. EXPERIMENTAL CONDITIONS
AND PRELIMINARY DATA ANALYSIS

The U-3M device is a three-pole (I = 3) torsatron
with nine periods (m = 9) of the helical magnetic field.
The mgjor radius of the torus is R, = 1 m, the mean
plasmaradiusis a = 0.12 m, and the internal radius of
the casings of the helical magnetic field coils is a; =
0.19 m. The entire magnetic system, including the heli-
cal coils and the vertical magnetic field coils, is placed
into a vacuum chamber 5 m in diameter. Fluctuation
studies were performed at a toroidal magnetic field of
B, = 7.2kOe. Therotational transform on the boundary

of the plasma column was 1(a)/21t= 0.4. A hydrogen
plasma was produced and heated by an RF field in the
regime of the multimode Alfvén resonance [36]. The
duration of the heating RF pulse at a frequency of
8.8 MHz was 25 ms. With continuous hydrogen injec-
tion into the vacuum chamber, the quasi-steady plasma
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density in the confinement volume and near its bound-
aries was determined by the balance between the ion-
ization of the gas entering this relatively small volume
from amuch larger surrounding volume and the plasma
loss from the confinement volume. In these studies, the
initial hydrogen pressure (several unitsof 10 torr) and
the RF power (~200 kW) were chosen such that the
electron density averaged along the central chord was

about n, = 2 x 10'® m~ almost throughout the entire

RF pulse. The central electron temperature, which was
measured by the emission intensity at the second har-
monic of the electron gyrofrequency, amounted to
T(0) = 0.3 keV. The ion temperature was measured by
a mass—energy anayzer of charge-exchange neutrals,
the line of sight was tangent to the minor axis of the
torus. The measurements showed that the temperature
of the bulk (94%) ionswas T, = 0.1 keV.

Electrostatic fluctuations in the edge plasma were
detected with four movable single Langmuir probes.
The collecting part of each probe was a molybdenum
wire 0.5 mm in diameter and 3 mm in length. The
probes were located in the vertices of a 3 x 3 mm
square. One pair of the probes with the bias voltage —
120V was oriented in the poloidal direction and mea:
sured the 1SC and another pair measured the FP fluctu-
ations. Figure l1a shows the top view of helica mag-
netic field coils1, I, and 111 and the positions of the RF
antenna and the poloidal section of the torus in which
the probes were located. This section with cails I, I,
and I11; the movable Langmuir probes (LP); and the
calculated boundary structure of the magnetic field in
the form of a Poincaré map of the magnetic field lines
are shown in Fig. 1b. The probes could be displaced as
awhole along the major radius R of the torus at a dis-
tance of 1 cm above the equatorial plane. In this exper-
iment, fluctuations were measured at radii of 110.75 <
R< 113 cmin four shots for each probe location.

To measure | SC and FP fluctuations, we used ten-bit
analog-to-digital converters (ADC) with a sampling
rate of 5 us per a channel. The ADCs alowed us to
record up to 4000 points in one channel. Specia mea
surements showed that, at a fixed probe position near
the plasma boundary, the mean values of the ISC and
FP fluctuations in the quasi-steady stage of the dis-
charge remained constant within £2% during the
recording of the fluctuation components. The spread in
the mean values of the ISC and FP fluctuations from
shot to shot did not exceed 10%. The steady-state char-
acter of the measured fluctuation signals was verified
by the standard criteria of series and inversions[37]. A
series is a sequence of points with the same sign of the
deviation from the mean value. For the given confi-
dence coefficient equal to 0.05, the confidence range of
the number of series for the stationary fluctuations can
be found from the tables in [37]. For the inversion cri-
terion, the confidence coefficient was also chosen to be
0.05. The inversion criterion is more appropriate for
revealing a monotonic trend than the series criterion,

GONCHAR et al.

but it is not so efficient in finding oscillation-type
trends.

Typical signalsof | SC fluctuations at different probe
positionsR=(a) 111, (b) 112, (c) 112.5, and (d) 113cm
areshowninFig. 2. Onthetop, these signals are shown
onthesamescale. It isseen that the fluctuation intensity
decreases with increasing radius R. On the bottom, the
same signals are shown on enlarged scales to highlight
an essential feature in the fluctuation behavior. It can be
seen that the relative magnitude of the fluctuation
spikes increase as the probe is displaced outward from
the plasma. In other words, the degree of the intermit-
tency of the turbulent plasmaincreases.

Figure 3 presents the results of estimating the devi-
ation of the measured PDF from a Gaussian distribu-
tion. Figures 3aand 3b show the kurtosis

x'0

5'4n)
as a function of the probe position for (a) 1SC and
(b) FPfluctuations. Here, the angul ar brackets stand for
the average over the sample, namely, the dispersion and
the fourth-order moment. The positive values of K cor-
respond to PDFs that have flatter asymptotics than a
Gaussian distribution. The dependences presented
show that the PDF of the ISC fluctuations is close to
Gaussian at distances R < 112 cm. It is seen that, at
large radii, it deviates from Gaussian, and the deviation
increases with R. The PDF of the FP fluctuations devi-
ates from Gaussian in the entire measurement region,
except for maybe one point. The normal distribution
criterion provides one more quantitative piece of evi-
dence of the non-Gaussian character of fluctuations
[37]. In this method, adiscrete distribution f(x) (where
X =-NAX2+jAx;j=1,2,...,N; and Axisthe cell size)
of the experimental data is constructed and the devia-
tion of the distribution from the normal distribution is
evaluated using the sampling statistics,

2 _ < LT =901
& a(x;)
where g(x) is the discrete normal (Gaussian) distribu-

tion. The region where the hypothesis about a normal
(Gaussian) distribution of the experimental dataisvalid

is determined by thefitting criterion x? < xﬁ; 0.05» Where

K =

-3 ey

X , (@)

the theoretical value of xﬁ; o.0s for the given significance

level equal to 0.05 is taken from tables (see Table A3
and the details of the applied method in [37]). The
results of applying the normal distribution criterion are
shown in Figs. 3c and 3d. The symbols show the value
of x? asafunction of the probe position for (c) ISC and
(d) FP fluctuations. It can be seen that the PDF of the
ISC fluctuations is close to normal at R < 112 cm and
deviates from normal as R increases. A characteristic
feature of the FP fluctuations is the deviation from a
PLASMA PHYSICS REPORTS  Vol. 29
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(a)

(b)
Z,m 4 ©=13.75°
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Fig. 1. (a) Top view of helical magnetic field coils|, 11, and 111 of the U-3M torsatron and the positions of (/) the RF antenna and
(2) the poloidal section of the torus in which the probes were located; (b) the calculated Poincaré map of the boundary magnetic
field lines and the position of Langmuir probes (LP) in the poloidal cross section in which probe measurements were carried out.
The vertical Z-axisis directed parallel to the major axis of the torus, and the horizontal axis is directed along the major radius R.

normal distribution at all values of R. It can easily be tionsdo not obey Gaussian statisticsin amost theentire
seen that the dependences shownin Figs. 3aand 3bare  measurement region. Now, we pass over to a more

in qualitative agreement with those in Figs. 3c and 3d.  detailed analysis of the properties of the PDFs of 1SC
and FP fluctuations. For this purpose, we first consider

Hence, the estimations of the PDF deviation froma  a method for determining the parameters of stable dis-
Gaussian distribution show that the measured fluctua-  tributions from the experimental data.

PLASMA PHYSICS REPORTS Vol. 29 No.5 2003
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Fig. 2. Waveforms of the ISC fluctuations at R = (a) 111, (b) 112, (c) 112.5, and (d) 113 cm. On the top, the fluctuations are shown
on the same scale and, on the bottom, the scale increases with R.
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Fig. 3. (a b) Kurtosis[see Eq. (1)] vs. radius and (c, d) the results of application of the normal-distribution criterion (X2 vs. radius)
for the (g, ¢) ISC and (b, d) FP fluctuations. The horizontal dotted line in plots (¢) and (d) shows the critical value of xﬁ; 0.05 *

4. METHOD FOR ESTIMATING THE STABLE-
DISTRIBUTION PARAMETERS

Let us briefly outline the method used below to esti-
mate the stabl e-distribution parameters. We restrict our-
selves to the case of symmetric stable distributions,
because the processes considered in this paper are quite
adequately described by these distributions. The char-
acteristic function of the symmetrical stable distribu-
tion py(x; a, o) of the random variable X has the form
[13, 38]

[

px(k; a,0) = J’dxexp(ikx) px(X; a, o) )

= exp(-0[k"),

where0 < a <2 and o > 0 isthe scalefactor. The Lévy
index a = 2 corresponds to a Gaussian distribution that
can be derived from Eq. (2) using the inverse Fourier

PLASMA PHYSICS REPORTS  Vol. 29

No. 5 2003

transform: py(X; 2, 0) = (4T&) 'exp(—x*/40%). At a < 2,
it followsfrom Eq. (2) that the asymptotics are described
by a power-law function: py(x; a, o) Do %|x|'-® as
X —» *00. The physical sense of the parameters a and
o is different. The Lévy index characterizes the rate at
which the PDF decreases at large values of the argu-
ment; in other words, a characterizes the magnitude of
the spikes observed in the realizations. The presence of
these spikes is related to the slowly decreasing power-
law asymptotics of the stable distribution. The smaller
the a value, the greater the amplitudes of the spikes
observed in the redlizations against the background
noise. Asfor the scale factor o, this quantity character-
izes the half-width of the distribution, rather than the
spike magnitude; therefore, it is a quantitative charac-
teristic of the background against which large spikes
occur. In other words, o isameasure of the background
intensity.
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Fig. 4. (a) The [x|so percentile (the mode of the pyy(x; o, 1) distribution) and the x|y, percentile as functions of the Lévy index a.
It is seen that the 44th percentile depends only dightly on a. Thisallows one to use this percentile for the normalization of datawith
an unknown index a. In this case, the error does not exceed 0.15%, whereas the error can reach 5% when the mode is used. (b) The
function r.(a) = [X|¢/[X|44 (C = 88, 92, 96) used to determine the index o when analyzing the experimental data.

Let us make two notes concerning stable distribu-
tions.

(i) The class of stable distributions also includes
asymmetric stable distributions characterized, in addi-
tion to the parameters a and o, by the asymmetry
parameter 3, which takes values from —1 to 1 [20, 21,
38]. For symmetric stable distributions, we have 3 = 0.
For our experimental data, this parameter is close to
zero and the limited sample sizes do not allow us to
estimate it with a reasonable accuracy. However,
numerical simulations with the help of a generator of
random-number sequences that obey asymmetrical sta-
ble distributions with B in the range from —0.5 to +0.5
(see the generator description in [38, p. 46]) show that
this method for determining the Lévy index a is robust
even at asmall distribution asymmetry.

(ii) Stable distributions that are met in practice have
one more parameter, namely, the cutoff parameter x,,,,.,
above which the power-law character of the asymptot-
ics of astable distribution gets broken (“truncated” sta-
ble distributions by the terminology of [39]). The
parameter X, is determined by the physical nature of
the phenomenon under consideration. Its reliable deter-
mination from the experimental datarequiresvery large
time samples.

The method proposed by us for estimating the
parameters a and o refers to methods based on the tab-
ulated percentiles of stable distributions [15, 4042].

The cth percentile of a stable distribution with the
density px(x; o, o), wherec =1, 2, 3, ..., 100, is the
quantity x. satisfying the relationship [10]

Xe

Pr{X<x} = J’dupx(u,a,o) = ¢

100° @

For symmetrical distributions, it is convenient to oper-
atewith the distributions of the absolute values of aran-
dom variable. In this case, the cth percentile of the dis-
tribution of the absolute values of arandom variable |x|,
isthe (c +100)/2th percentile of the symmetrical distri-
bution of the random variableitself. We suggest using a
remarkable empirical property of the 44th percentile of
the distribution py,(x; a, o) of the absolute value of the
random variable X obeying a symmetric stable distribu-
tion: the value of [x|,, with a rather high accuracy is
independent of a intherange 0 < a < 2. Variations of
this percentile around a value of 0.828 (for a standard
stable distribution with ¢ = 1) do not exceed 0.15%
(Fig. 4a). This allows us to use this percentile for the
normalization of data with an unknown index o and,
thus, to independently estimate the parametersa and o.
Thisisimportant for small samplesbecauseit allowsus
to improve the estimation accuracy. Thus, the estima-
tion method consists in the following:

(i) We determine the percentile |x|. of the distribu-
tion py,(x; a, o) for agiven sample consisting of N ran-
dom numbers X, wherei=1,2, ..., N.
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 5. Determination of the Lévy index by the percentile method: (a, c) the verification of the method with artificial data and
(b, d) the results of processing the experimental data for the ISC fluctuations at the radius R = 113 cm (in all of the plots, samples
consisting of 1000 pointsare used). In plots (a) and (b), symbolswith error bars show the PDFsfor (@) artificial and (b) experimental
data (o = 1), the solid lines show the calculated PDFs with the Lévy index a = 1.7, the slowly decaying dotted line shows the PDF
with a = 1.0 (Caushy distribution), and the rapidly decaying dotted line shows the PDF with a = 2.0 (Gaussian distribution). The
symbals in plots (c) and (d) show the a values determined by the percentile method; the horizontal dotted lines show the values
o =(c) 1.73 and (d) 1.67 + 0.07 obtained by averaging over all of the percentile values used.

(if) We estimate the scale factor

_ X 44

© = 08s

(iii) To estimate the Lévy index a, we calculate the
function

&)

X
X0’

where ¢ = 90-95. The r (o) values for each value of ¢
are compared with the tabul ated dependences for p(x;
a, 1). Examples of such dependences for the 88th,
92nd, and 96th percentiles are shown in Fig. 4b. From
the comparison, wefind a for each value of c. Thefinal
value of the Lévy index is calculated by averaging the
val ues determined from the 89th to the 95th percentiles.
This percentile range is the most informative from the
standpoint of the evaluation of the a parameter. At
smaller percentiles, we switch from the asymptotics of
stable distributions to the range of the moderate argu-

re(a) = (6)

PLASMA PHYSICS REPORTS Vol. 29 No.5 2003

ment values for which the distributions with different a
differ not so strongly. On the other hand, at larger per-
centile values, the accuracy worsens because of the
small number of the sample points corresponding to a
far asymptotic of a stable distribution.

5. PARAMETERS OF THE STABLE
DISTRIBUTIONS OF TURBULENT
FLUCTUATIONS

The percentile method described in Section 4 was
tested by uswith artificial data generated by agenerator
of independent random numbers that have a stable dis-
tribution with given parameters a and ¢. The genera-
tion method is described in detail in [31]. We used the
percentile method to estimate the PDF parameters of
the ISC and FP fluctuations. Figures 5aand 5cillustrate
the method for determining the parameter a for a sam-
ple consisting of 1000 points generated by a random-
number generator with a = 1.7. The symbolsin Fig. 5a
show the PDF on ahalf-logarithmic scalefor adistribu-
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Fig. 6. (a, b) Lévy index and (c, d) the scale factor o vs. radiusfor (a, ¢) ISC and (b, d) FP fluctuations.

tion obtained in the numerical experiment. The solid
line corresponds to a stable distribution with the Lévy
index determined using the percentile method (o =
1.73). The dashed lines show a Gaussian distribution
(a =2, therapidly decaying curve) and a Cauchy distri-
bution (a = 1, the Slowly decaying curve). The a values
determined by the percentile method at ¢ = 89, 90, ..., 95
are shown by symbolsin Fig. 5¢c. The value a = 1.73
obtained by averaging over all of the percentile values
used is shown by the horizontal dotted line. Similar
dependences for the 1SC fluctuations measured at the
point R = 113 cm are shown in Figs. 5b and 5d. The
symbolsin Fig. 5b show the distribution characteristics
obtained from the experimental data. The solid line cor-
responds to a stable distribution with the Lévy index
equal to 1.67. The a values determined by the percen-
tile method are shown by symbolsin Fig. 5d. Thevalue
o = 1.67 £ 0.07 obtained by averaging over all the per-
centile values used is shown by the horizontal dotted

line. It followsfrom Fig. 5 that the percentile method in
combination with numerical simulations allows us to
determinethe Lévy index even for relatively small sam-
ples.

Figure 6 shows (a, b) the Lévy indices and (c, d) the
scalefactorsasfunctions of the plasmaradiusfor the (a,
c) 1SC and (b, d) FP fluctuations. It can be seen in
Fig. 6athat, as the distance from the plasma boundary
increases, the Lévy index for the ISC fluctuations
decreases, the distribution asymptotics become flatter,
and the spikes in the experimental samples become
more distinct. We note that the behavior of the kurtosis
withincreasing R (Fig. 3a) agrees qualitatively with the
behavior of the Lévy index a (Fig. 6a): the flatter
power-law asymptotics of stable distributions corre-
spond to the larger positive values of the kurtosis. At
R=111,111.25, and 111.5cm, wheretheindex a (with
allowance for the error bars) is close or egqual to 2 (a
Gaussian distribution), the kurtosistakes small negative
PLASMA PHYSICS REPORTS  Vol. 29
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values, which also testifies that the dependences shown
in Figs. 3aand 6a are in qualitative agreement.

It can be seen that Figs. 3b and 6b, corresponding to
the FP fluctuations, are also in qualitative agreement:
the smaller a values correspond to the larger kurtosis.
We note that the kurtosisin Fig. 3b is positive over the
entirerange of R. Thisisconsistent with the fact that the
index a shown in Fig. 6b is smaller than 2 over the
entire range of R.

Now, let us consider Figs. 6¢ and 6d. It is seen that
the scale factor o decreases toward the plasma periph-
ery. This means that the intensity of fluctuations
decreases. Since in this case, the Lévy index changes
only dlightly (for the FP fluctuations) or decreases (for
the 1SC fluctuations), the decrease in the intensity of
fluctuations means that the relative contribution of the
fluctuation spikes increases. This conclusion agrees
with the behavior of the typical signalsshowninFig. 2.
Hence, the degree of the intermittency of the turbulence
increases toward the plasma periphery, and the quanti-
tative characteristics allowing one to describe this phe-
nomenon are the scale factor o and the Lévy index a.

6. CONCLUSION

Stable Lévy distributions, which possess unique
propertiesfrom aprobabilistic standpoint, are often met
in various applications. In this paper, we have shown
that the PDFs of ISC and FP fluctuations measured in
the edge plasma of the U-3M torsatron can be classified
as stable distributions. The parameters of the stable dis-
tributions have been determined by the percentile
method. These parameters serve as quantitative charac-
teristics of the intensity and intermittency of the turbu-
lence in the edge plasma.

The experimental investigations of fluctuations in
U-3M allow usto have fairly long samples and, hence,
increase the accuracy of the estimates. On the other
hand, theoretical models of the fluctuation processesin
the edge plasma are of great interest because they
enable one to demonstrate the appearance of stable dis-
tributions analytically or numerically.

ACKNOWLEDGMENTS

We thank K.N. Stepanov and the participants of his
seminar for helpful discussions. We also thank the
reviewer of this paper for amending the manuscript.
This work was supported in part by INTAS, grant
no. 00-0847.

REFERENCES

1. H.Y.W. Tsui, A. J. Wootton, J. D. Bell, et al., Phys. Flu-
ids B 5, 2491 (1990).

2. G. M. Batanov, V. E. Bening, V. Yu. Korolev, et al., Fiz.
Plazmy 28, 128 (2002) [Plasma Phys. Rep. 28, 111
(2002)].

PLASMA PHYSICS REPORTS  Vaoal. 29

No. 5 2003

3.

4,

o o

10.

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.
27.

28.

389

V. V. Chechkin, I. P. Fomin, L. |. Grigor’ eva, et al., Nucl.
Fusion 36, 133 (1996).

E. L. Sorokovoj, S. P. Bondarenko, A. V. Chechkin, et al.,
in Proceedings of the 23rd EPS Conference on Con-
trolled Fusion and Plasma Physics, Kiev, 1996 (EPS,
Geneva, 1996), Vol. 20C, Part 11, p. 523.

J. Krommes, Phys. Rep. 360, 1 (2002).

G.Y. Antar, P. Devinck, X. Garbet, et al., Phys. Plasmas
8, 1612 (2001).

E. Sanchez, C. Hidalgo, D. Lopez-Bruna, €t al., Phys.
Plasmas 7, 1408 (2000).

G. M. Batanov, O. |. Fedyanin, N. K. Kharchev, et al.,
Plasma Phys. Controlled Fusion 40, 1241 (1998).

D. L. Rudakov, J. A. Boedo, R. A. Moer, et al., Plasma
Phys. Controlled Fusion 44, 717 (2002).

M. G. Kendall and A. Stuart, The Advanced Theory of
Satistics (Griffin, London, 1977; Nauka, Moscow,
1966).

S.J. Levinson, J. M. Bedll, E. J. Powers, and R. D. Beng-
ston, Nucl. Fusion 24, 527 (1984).

P. Lévy, Calcul des Probabilités (Gauthier-Villiars,
Paris, 1937).

B. V. Gnedenko and A. N. Kolmogorov, Limit Distribu-
tions for Sums of Independent Random Variables (Gos-
tekhteorizdat, Moscow, 1949; Addison-Wesley, Read-
ing, 1954).

I. M. Vinogradov, Mathematical Encyclopaedia (Sov.
Etsiklopediya, Moscow, 1984), Vol. 4, p. 222.

C. L. Nikiasand M. Shao, Sgnal Processing with Alpha-
Sable Distributions and Applications (Wiley, New York,
1999).

A. V. Chechkin and V. Yu. Gonchar, Chaos, Solitons and
Fractals 11 (14), 379 (2000).

R. Weron, Int. J. Mod. Phys. C (Amsterdam) 12 (2), 209
(2001).

J. von Holtsmark, Ann. der Physik 58, 577 (1919).

S. Chandrasekhar, Sochastic Praoblems in Physics and
Astronomy (AIP, New York, 1943; Inostrannaya Liter-
atura, Moscow, 1947); Rev. Mod. Phys. 15, 1 (1943).

V. M. Zolotarev, One-Dimensional Stable Distributions
(Mir, Moscow, 1983; Am. Math. Soc., Providence, RI,
1986).

V. V. Uchaikin and V. M. Zolotarev, Chance and Stabil-
ity: Stable Distributions and Their Applications (VSP,
Utrecht, 1999).

J.-P. Bouchaud and A. Georges, Phys. Rep. 195, 127
(1990).

The Wonderful World of Stochastics: A Tribute to
E. W. Montroll, Ed. by M. F. Shlesinger (North-Holland,
Amsterdam, 1985).

M. F. Shlesinger, G. M. Zaslavsky, and J. Klafter, Nature
(London) 363, 31 (1993).

J. Klafter, M. F. Shlesinger, and G. Zumofen, Phys.
Today 49 (2), 33 (1996).

R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).

R. Balescu, H.-D. Wang, and J. H. Misguich, Phys. Plas-
mas 1, 3826 (1994).

G. Zimbardo, P. Veltri, G. Basile, and S. Principato,
Phys. Plasmas 2, 2653 (1995).



390
29.

30.

31

32.

33.

34.

35.

36.

GONCHAR et al.

P. Pommois, P. Veltri, and G. Zimbardo, Phys. Rev. E 59,
2244 (1999).

S. V. Annibadi, G. Manfredi, and R. O. Dendy, Phys.
Plasmas 9, 791 (2002).

A. V. Chechkin and V. Yu. Gonchar, PhysicaA (Amster-
dam) 277 (3-4), 312 (2000).

R. Metzler, E. Barkai, and J. Klafter, Europhys. L ett. 46,
431 (1999).

A. V. Chechkin and V. Yu. Gonchar, Zh. Eksp. Teor. Fiz.
118, 730 (2000) [JETP 91, 635 (2000)].

G. M. Zadavsky, M. Edelman, H. Weitzner, et al., Phys.
Plasmas 7, 3691 (2000).

A. V. Chechkin, V. Yu. Gonchar, and M. Szydlowski,
Phys. Plasmas 9, 78 (2002).

E. D. Volkov, 1. Yu. Adamov, N. T. Arsen'ev, et al., in
Proceedings of the 14th International Conference on
Plasma Physics and Controlled Nuclear Fusion

38.

39.

41.

42,

PLASMA PHYSICS REPORTS  Vol. 29

Research, Wurzburg, 1992 (IAEA, Vienna, 1993), Val. 2,
p. 679.

. J. S. Bendat and A. Piersol, Random Data: Analysis and

Measurement Procedures (Wiley, New York, 1986; Mir,
Moscow, 1989).

G. Samorodnitsky and M. S. Tagqu, Sable Non-Gauss-
ian Random Processes (Chapman & Hall, New York,
1994).

R. N. Mantegna and H. E. Stanley, Phys. Rev. Lett. 73,
2946 (1994).

B. M. Hill, Ann. Stat. 3, 1163 (1975).

J. P. Nolan, Comm. Stat. Stochastic Models 13, 759
(1997).

M. Meerschaert and H.-P. Scheffler, J. Stat. Plann. Infer-
ence 71 (1-2), 19 (1998).

Trandated by E.L. Satunina

No. 5 2003



Plasma Physics Reports, Vol. 29, No. 5, 2003, pp. 391-398. Translated from Fizika Plazmy, \Vol. 29, No. 5, 2003, pp. 424-431.

Original Russian Text Copyright © 2003 by Churilov.

PLASMA OSCILLATIONS

AND WAVES

Alfven Wave Spectrumin aTransver sely | nhomogeneousPlasma
with Dissipation
S. M. Churilov

Institute of Solar—Terrestrial Physics, Sherian Division, Russian Academy of Sciences, Irkutsk, 664033 Russia
Received July 12, 2002; in final form, October 3, 2002

Abstract—The spectrum of Alfvén eigenmodes in atransversely inhomogeneous plasma with Ohmic dissipa-
tionisstudied in the one-fluid MHD approximation. It is established that, along with a discrete spectrum of the
modes confined to the plasma boundaries or the extremes of the Alfvén vel ocity, there always exists a continu-
ous spectrum of aperiodically damped modes, including those with arbitrarily slow damping rates. It is shown
that the set of eigenmodesis complete. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In the ideal MHD approximation, Alfvén waves are
nondivergent plasma motions (i.e., those retaining the
density p of each fluid element unchanged) that propa
gate along the magnetic field B with the Alfvén velocity
¢, = B/(41tp)'”? and are accompanied by oscillations of
the magnetic field lines analogous to the vibrations of
strings [1] Lina homogeneous plasma, Alfvén waves,
together with fast and slow magnetosonic waves, con-
stitute a compl ete set of MHD eigenmodes.

The simplest model for describing a nonuniform
plasma assumes that the plasma is in a straight mag-
netic field B, and the equilibrium values of p, and B,
depend only on x. The z-axis of the Cartesian coordi-
nate system is chosen to point in the magnetic field
direction. The dispersion relation for Alfvén waves, w=
¢ - Kk, issuch that they cannot be the eigenmodes of the
medium [2, 3], because magnetic field lines that belong
to different x values oscillate at different frequencies
(for a given k = k)) or the oscillations have different
wavelengths (for a given frequency w). Formaly, this
indicates that an elementary perturbation should have
the form

BOe ' "™8[w— w(X)], w(X) = ca()k, (1)

where 8(2) is the Dirac delta function; i.e., it should be
localized about the surface at which the Alfvén velocity
isequal to wyk. Consequently, Alfvén waves have prop-
erties similar to those of Van Kampen—Case waves and
it seems natural to consider them as pseudowaves
(according to the classification proposed by Timofeev
[4, 5]). Among the other phenomena compatible with
this line of reasoning are the phenomenon of Alfvén
resonance [4, 6] between perturbations propagating in
the plasma and modes (1) and aso the phase-mixing
effect [7]—a shortening of the transverse scale lengths

1 Inwhat follows, Alfvén perturbations will be treated as belonging
to this class of plasma motions.

of theinitial Alfvén perturbations due to the dephasing
of the oscillations of the neighboring magnetic field
lines.

Going beyond the limits of ideal MHD theory by
taking into account such conservative factors as the
electron (ion) inertia and finite ion Larmor radius
changes the transverse dispersion of Alfvén waves in
such away that they can again be regarded (at least par-
tially) asthe eigenmodes of an inhomogeneous plasma:
there arises a discrete spectrum of eigenmodes local-
ized across the magnetic field and propagating along
the field lines at which the Alfvén velocity is extreme
[8-10]. However, there al so remains a continuous spec-
trum of pseudowaves, which is closely related to the
singularity of the equation for eigenmodes at the Alfvén
resonance [11].

Incorporating weak dissipation (e.g., Ohmic dissi-
pation) into theideal MHD equations makesit possible,
first of all, to describe the conversion of perturbation
energy into heat, in which case the hesating is contrib-
uted by both of the above effects: Alfvén resonance (in
anarrow resonance region) and areduction in the trans-
verse scale of the initial Alfvén perturbation (over the
entire region where the perturbation is localized). For
instance, it is because of the latter effect that the wave
energy E isdissipated according to the law characteris-
tic of pseudowaves[4, 5, 7],

ED exp(—ats),

where t is time. As for Alfvén eigenmodes, it was
provenin [2, 4] that they are absent in a plasmawith a
monotonic profile c,(X). Later, it was found [4, 12] that
there is an exception: if the plasma has a boundary at
X = X, then, because of dissipation, there arises a dis-
crete spectrum of damped Alfvén eigenmodes, whose
eigenfunctions are essentially nonzero only in the
vicinity of x, (see Section 2.2 for details). Timofeev [4]
also supposed that a similar spectrum can arise for a
plasma with a nonmonotonic profile ca(x).

1063-780X/03/2905-0391$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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The objective of this paper is to further investigate
the role of dissipation in the formation of the Alfvén
wave spectrum in a plasma with monotonic and non-
monotonic profiles of the Alfvén velocity. It is shown
that, along with adiscrete spectrum, there always exists
a continuous spectrum of aperiodically damped Alfvén
eigenmodes. Moreover, under certain conditions, the
modes of both the discrete spectrum and the continuum
constitute a compl ete set of eigenmodes.

2. ALFVEN WAVE SPECTRUM
2.1. Basic Equations and Formulation of the Problem

We consider Alfvén perturbations in which the
plasma moves strictly along the surfaces ¢, = const. In
this case, the Alfvén waves are decoupled from the
magnetosonic waves, and Alfvén resonance does not
occur. Inthe model described above, these are perturba-
tions that are independent of y. In such perturbations,
the plasma density remains undisturbed and, in the lin-
ear approximation, the perturbed velocity and per-
turbed magnetic field have only y components and are
described by the equations

v, _ B, 08,
ot 4mp, 0z°
2 2
(E’ = BO%"'HEB_By"'aﬁBZ ,
ot 0z 'fax* 90

which take into account the magnetic field diffusion
(n = congt) due to finite conductivity [13]. Evaluating
vy from the first equation and substituting it into the
second equation, we arrive at the following evolution-
ary equation for the structure of Alfvén perturbationsin
atransversely inhomogeneous plasma:

6 B 6 B Daz GZDOB

- = nB - L0y,

ot °A 07’ Dy a7 ot )
2, _ Bo(X)
CA(X) - 4T[po(x)

In what follows, we assume that, first, c,(X) is bounded
below, A = minc,(X) > 0; second, k > 0; and third, the
dissipation isweak, n < aA, where aisthe characteris-
tic scale on which the plasma density varies.

The Alfvén waves will be analyzed by using two
models of the plasma: the onein which the profile of the
Alfvén velocity is parabolic (quadratic),

2
2 _ a2 X
Ch = ARL+ ==,
A %Lazlj

and the one in which the profile is linear,

—0 < X<, 3)

f\zAZ%Hg, 0< X< oo, (4)
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For brevity, the models will be referred to as model (3)
and model (4) or simply “the parabolic (quadratic)
model” and “the linear model .

These fairly simple and convenient models, which
arefrequently used in the literature, make it possible to
carry out an analysisfor both monotonic and nonmono-
tonic profiles of the Alfvén velocity.

For an elementary perturbation described by one
harmonic in the Fourier expansion of the magnetic field

in z(B, = b(X)exp(pt + ik2)), Eq. (2) yields

d’b 10, Ak, 2], _
E)?_[H%H_B_Dw}b_o. 5)

The solutions to this equation that are finite over the
entire range of variation of x determine the spectrum of
the Alfvén eigenmodes and their structure. In model
(4), the solutions should satisfy a certain boundary con-
dition at x = 0. We choose this condition to be

db _ —
d—X—O, x =0, (6)

which indicates that the tangential component of the

electric field vanishes at the conducting boundary. We

also switch to the dimensionless variables
X ~ _ pa

xza, k = ka, p=K, n =

Below, the tilde will be omitted.

n
A

2.2. Discrete Spectrum

We begin with the model in which the Alfvén veloc-
ity is described by parabolic profile (3) and thus has a

maximum at the origin of the coordinates, ci =1+xX.
In this model, Eq. (5) isthe Weber equation

d’b [p 10,2, K }
— |+ +—k+— b =0, 7
dx’ %L np- @

whose general solution isthe superposition of the para-
bolic-cylinder functions U(d, £Ax) [14] with

+ ‘”1%

%arg)\l < ZTE

d= Zﬂqﬂ
(®)
A2 = 2k
(np)**
For Jargp]| < 1, the functions U(d, £AX) approach zero
at one of the ends of the x-axis (as x — oo, respec-
tively); at the opposite end, they, as a rule, increase
exponentially. By analogy with the problem of the
energy levels of aquantum oscillator [15], the solutions
to Eq. (7) that arefinite everywhere are those with half-
PLASMA PHYSICS REPORTS  Vol. 29
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integer values of d, d =—(n+ 1/2); they are expressed in
terms of the Hermite polynomials H,(2) [14]:

AZX
bu() Dfo(x) = (2"nt) exp =2 EH Qﬁ’%, o
Ay = A(py), N=01,2,.
The eigenvalue equation
2 V2 12
rPanke+@n+DEE P+1=0, 0

wherer = p/k, issolvable by radlcalsasthefourth order
algebraic equation with respect to r¥22 However, the
solutionsto this equations in limiting cases,

%1+ 1DEﬂD +m/4_%<+o(n3/2),
n"*n <1, (11)
134 —:
r=—(2n+ 1)2/3%%% 17143 +2'“/§ n"’n> 1,

and also the graphical representation of the solution in
Fig. 1 are far more illustrative. At this point, the
description of the discrete spectrum of parabolic model
(3) is completed.

Now, we turn to model (4), in which ci =1+x.The
substitution

k2 1/3
§=px+&, =9,
Ched
2 13 (12)
- PO Lk,
o=t ktp D
reduces Eq. (5) to the Airy equation [14]
‘ﬂ’—zb =0,
de”

For |argp| < m, the solutions that arefinite at X —» + o0
have the form

b(x) = CAi(Z),

where Ai(2) isthe Airy function [14]. Boundary condi-
tion (6) dictates the rule of quantization (cf. formula
(18) in[12])

§t+a, =0,

2The only physically meaningful solutions to this equation are a

pair of complex conjugate solutions rrf, because the arguments
of the remaining two solutions are |argr| > TL
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Imr
-5

Fig. 1. Eigenvaluesr,, in model (3) for k=1 and n = 0.01.

wherez=-a, (n=1, 2, ...) arethe zeros of the deriv-
ative of the Airy function, Ai'(2). This rule yields the
eigenvalue equation [cf. Eq. (10)]
Wir1=0, r=pk (13
whose physically meaningful solutions are shown in
Fig. 2. The solutionsin the above two limiting cases are
asfollows:

+ FiTU3 +|T[16

+a g™

_ g
EE-Z00 ¢ tmoo & ToM)
nllzn <1, (14)
[l = #i afBgE e n"n>1

In linear model (4), the eigenfunctions of the discrete
spectrum have the form

Al (ppX —ay)
fo(X) = ————,
Al (_an)

Note that the modes of the discrete spectrum in this
model correspond to even modes(n=0, 2,4, ...) inpar-
abolic model (3); i.e., their number istwo timessmaller.
If we discard boundary condition (6) and continue lin-
ear profile (4) into the region x < 0 in a symmetrical

manner (ca = 1 + [x|), then we will obtain a discrete

spectrum consisting not only of the spectrum just deter-
mined but also of the spectrum of odd modes, such that
their eigenfunctions vanish at x = 0 but their derivatives
are nonzero; the corresponding eigenvalues are to be

My = H(Pn)- (15)



394

Imr

Fig. 2. Eigenvaluesr,,in model (4) fork=1andn =0.1.

found by replacing a,, in Eq. (13) with a,, where z =
—a, are the zeros of the Airy function Ai(z).3

Let us now analyze the properties of the modes of a
discrete spectrum. We begin by noting that the modes
are small-scale because of their dissipative nature. The
fundamental mode varies on the spatial scale

Loqmm el E”GDD D”5(16)

Hoo HurH Huwd

(where dimensional units are used and the prime
denotes the derivative with respect to x) in models (3)
and (4), respectively [see relationships (8), (12)]. The
modeitself islocalized (on the same spatial scales) near
the point x = 0, at which the Alfvén frequency wXx) =
ca(kisextreme; i.e., in model (3), itis minimum and,
in model (4), it takes on its boundary value. The
remaining modes of the discrete spectrum are aso
localized around the point x = 0; moreover, the larger

3 All numbers a,, and a,, are positive; the table of their values for

n< 10 and the asymptotic formulas for them at n > 1 can be
found in [14].
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the mode number n, the larger the scale on which the
modeislocalized,

_#n-1

~(2n+1) Loq, nEE 3 0

L0|forr] n<1,

Lhg O(n nz)ll3 L,O (n n2)2/5 for n”zn > 1,
and the smaller the scale on which the modevaries, |, =
L./n(s=q,l).

The modes of the discrete spectrum are damped
oscillations whose frequency and damping rate
increase with n. The frequency of the fundamental
mode is approximately equal to «X0); in other words, as
is expected [4, 12], the discrete spectrum is confined to
the plasma boundary (in the linear model) or to the
extreme of w(X) (in the parabolic model). The damping
rates of all the modes are equal to the viscous damping
coefficients correspondi ng to the scales on which the

modesvary, 0,s= N/ Ins Thisexplainswhy the damping
rate increases with n and why the modes with moderate
numbers n (such that n'2n < 1) in model (3) are
damped dlower than those in model (4), whereas the
modeswith large n are damped faster [cf. solutions (11)
versus solutions (14) and Fig. 1 versus Fig. 2].

To conclude this section, we compare the discrete
spectrum determined by Eq. (13) with the spectrum
obtained in [12] for the boundary condition b(0) = 0
instead of boundary condition (6) or, equivaently, for
odd rather than even modes. It turns out that, despite
somewhat different formulation of the problem, the
portions of the spectra with moderate values of n not
merely agree qualitatively (asisthe case with the para-
bolic and linear models) but are essentially identical, to
within an error resulting from the replacement of a;, by
a, (cf. thefirst of solutions (14) versus formula (10) in
[12]). Such a close coincidence between the results is
explained as being due to the same di ssipative nature of
the discrete spectra in the problems. Another reason is
that the modes are small-scale; this makes them sensi-
tive to the conditions in the medium near the boundary
(which are the same in both problems) and insensitive
to large-scale effects (which are different in the prob-
lems). It should be mentioned parenthetically that, for
other conditions at the boundary, the structures of the
discrete spectrum in model (4) and in [12] remain the

same, except that the old eigenvalues a, (a, are

replaced by the new eigenvalues b, corresponding to
the new boundary condition.

2.3. The Continuum
Now, we are left with the problem of analyzing the

case of aperiodically damped solutions, [argp| = Tt Set-
ting p=-qgin Eq. (5), we obtain
2 2 2
b, Q0 =g, g=q+2E_p (17
dx n
PLASMA PHYSICS REPORTS Vol.29 No.5 2003
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We can readily see that, in model (3), as well as in
model (4), Eq. (17) with g > 0 has only finite oscillating
solutions. Hence, in our problem, we deal not only with
the discrete spectrum of Alfvén eigenmodes but also
with their continuous spectrum.

In model (3), the only requirement imposed by the
boundary conditions is that the solutions should be
finite. Consequently, any solution to Eq. (17) withg> 0
describes an Alfvén eigenmode; i.e., each value q > 0
corresponds to two eigenmodes of the continuum. In
accordance with the features of the problem at hand,
these two eigenmodes can be described by any pair of
linearly independent solutions to Eq. (17), e.g., by the
real functions (see[14], p. 503)

£ a) = (2m) *W(d, Ax),
< - g, ko > _ 2k (8
4= 00 BtgTME A (n)”?

In model (4), the restrictionsimposed by the bound-
ary conditionsare more stringent; asaresult, each value
g > 0 correspondsto only one eigenmade of the contin-
uum,

f(x;q) = eiq’Ai(se_im?’) +c.c, (19)

i.e, the number of modes is again one-half that in
model (3). Informula (19), the term c.c. isthe complex
conjugate of the expression indicated and the rest of the
notation is as follows:

2 13

s=fixes, i = K

iTU3

2 13
s=H8 Bre-n @ = aglai(se™) -4,

The modes of the continuum are not localized and
their scales, which are smaller than the scales of the
modes of the discrete spectrum, can be estimated from
above as[cf. EqQ. (16)]

172

These are the scales of the modes with g ~ w; the scales
of the modes that are damped at slower and faster rates
are smaller. We note that the relationship between the
damping rate of the modes of the continuum and their
scales differ radically from that for the modes of the
discrete spectrum. Thus, the characteristic scale of the
most interesting weakly damped (g < k) modes
decreases with decreasing damping rate, I.(Q) =
(n q)1/2 /m

The properties of EQ. (17), which is typical of the
problems of scattering in quantum mechanics and the
problems of wave propagation in inhomogeneous con-
servative media, have been studied quite well [15, 16].
Thisalows usto take abroader 100k at the problem and

(20)
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state that aperiodically damped Alfvén eigenmodes
exist in a plasmawith an arbitrary profile of the Alfvén
velocity. In fact, everywhere along the x-axis, the
medium is transparent (Q > 0) to perturbations whose
wavelengths are not too small, k < k, = 2/n,% and it is
everywhere transparent to perturbations with k > k,, that
are damped at sufficiently slow (0 < q < q°) or suffi-
ciently high (q > g*) rates, where

* = Lke - KD),

For a transparent medium, all of the solutions to
Eqg. (17) are finite, which proves the existence of the
continuum in the cases at hand.

The existence of Alfvén eigenmodes in the ranges
k >k, and g < g < q* depends on the shape of the profile
ca(X). If the profile is such that the medium is transpar-
ent at infinity, asis the case in models (3) and (4), then
the modes of the continuum do exist. If, in a certain
range of g values, the medium is opague at infinity
(Q<0) and is trangparent in some regions along the
x-axis, then there exist modes of the discrete spectrum.
Finally, if for a given damping rate g, the medium is
opague everywhere, then there can be no Alfvén eigen-
modes damped at this rate. Thus, if the Alfvén velocity
ca(X) isbounded both below and above (i.e., ca(X) < AY),

then, for k > k, =2A%/n, Alfvén eigenmodes with the
damping ratesin therange g, << g, , where

*=”?k+A/k— %),

do not exist because, in this range, the medium is
opague everywhere along the x-axis.

3. EVOLUTION OF THE INITIAL
PERTURBATION

Here, we consider the evolution of the initial (spec-
ified at t = 0) Alfvén perturbation. We investigate the
evolution of one harmonic in the Fourier expansion of
themagneticfieldin z B(x, z t) = by(x, t)e* The func-
tion by(x, t) isthe solution to the initial-value problem

02by 2 2 _ Da @6b
5’?+CA(X)k by, = r]Eb Z_kDGt
ob

by|t=o = bo(x), —gt—yt:o

1)
= by(x)

and satisfies the same boundary conditions at the x-axis
asAlfvén eigenmodes, i.e., the finiteness condition and
also, in model (4), condition (6). The arbitrary func-
tions by(x) and b, (x) are assumed to be real and finite.

“Here, in dimensional variables, k, = 2A/.
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3.1. Solution by the Laplace-Transform Method
Setting

by(x) = J’dtby(x t)e™,

we arrive at the equation [cf. Eq. (5)]

2 2 2

_nd® 2 pPe(X) b
R(x; -k
0P = X ndp np
We construct the solution using Green’'s function
G(x, X'; p):
by(x) = J’dX'G(x, X5 P)R(X; p).

Then, we take the inverse Laplace transform to obtain
the sought-for solutions to initial-value problem (21):

g+ico

E}T—i I dpeth’dx'G(x, X P)R(X; p).(22)

g—ic

by(x, 1) =

In parabolic model (3), we have [see relationships (8)]°
G(x, X; p)

F(d+12)0U(d AU, -AX), x>x (23)
T 2 [V AU, AX), X< X

Theintegration over x' iscarried out from —oo to + . In
linear model (4), we have

‘. _ TT
COeXiP) = TR e
 CPOIAIE)BI () - ATEBIE)], x>X @4
DA (&) [AI(B)BI'(Es) ~AT(EBI(E)], x<X,

where&' = ux' + §, [see also relationships (12)], and the
integration is carried out from O to +o0. Green's func-
tions (23) and (24) are written in terms of the Euler
gamma function I'(2), the pair of linearly independent
solutions Ai(z) and Bi(2) to the Airy equation [14], and
their derivatives Ai'(z) and Bi'(2) with respect to z.
From formulas (23) and (24) we can see that, in the
complex plane p cut along the haf-line [argp| = T,
Green’'s function is single-valued and has simple poles

at the points p = kr: of the discrete spectrum. Trans-
forming the path for integrating over p in Eq. (22) into

51t is well known that Green's function is constructed from the
solutions to Eqg. (5) that satisfy only one of the boundary condi-
tions, at the right or left boundary of the range of variation of x;
these are solutions b*(x) and b(x), respectively.
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the contour C shown in Fig. 1, we arrive at the follow-
ing representation of the solution in theform of a super-
position of Alfvén eigenmodes of the discrete spectrum
and of the continuum:

by(x 1) = Z[cnfn(x)ep"t+ c.c] +b(x 1),
(25)

b(x,t) = %’[dpept"’dx‘G(x, X; P)R(X, p),

where the eigenfunctions f,(x) of the problem are deter-
mined by expressions (9) and (15); the eigenvalues p, =

kr. are determined by Egs. (10) and (13); and

60 =~ [ FL(X)R(X; py),

W_””Earﬂp §

D, =10

E“n "Copll, -

(here, the upper formula refers to model (3), and the
lower formula, to model (4)).

The integral along contour C is the sum of the inte-
gras along the contours along both sides of the cut
largp| = Ttand the integral along a small circle around
the point p = 0. Using the familiar asymptotic expan-
sions of Green's function G(x, x'; p), we can readily
show that theintegral over thecircleisnegligibly small.
Setting p = —q and performing simple but rather labori-
ous manipulations, we expand the part b(x, t) of solu-
tion (25) in modes (18) of the continuum in parabolic
model (3),

—qt
eq

b(x 1) = qu—zm

A(l+e™) 26)

><Id><'[f+(><: Qf (x; a) + f(x; q)f (x; I R(X; =),
and in modes (19) of the continuum in linear model (4),

b(x,t) = que F(x; q)jdxf(x DR(X; —q). 27)

0

Hence, we have shown that an arbitrary initial perturba-
tion evolves as a superposition of Alfvén eigenmodes,
consequently, Alfvén eigenmodes of both the discrete
spectrum and the continuum constitute a complete set
of eigenmodes.
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3.2. Qualitative Scenario of Evolution

First, we consider the evolution of perturbationsin
model (4), in which the profile ca(x) is linear. For
Nt < 1, we easily obtain from solution (22) the
approximate expression

by(X, 1)

=[bo(x)coswt+£snwt}exp r] tgD

(28)
which describes the initia evolutionary stage of the
perturbation. Here, thefactor in front of the exponential
function is the exact solution to initial-value problem
(21) with n = 0. In turn, the exact solution® implies that
different plasmalayersoscillate at different frequencies
w(X) = ca(X)k in such away that the phase difference of
oscillations of the neighboring (separated by a distance
Ax) magnetic field lines increases with time, A¢p =
wAXt, thereby giving rise to amodulation of the pertur-
bation on a progressively smaller local scalel ~ |wt|!.
It is generally agreed [7] that, over time scalest on the
order of that of the dissipation, t ~ T, = |%/n or, equiva-
lently, t ~ n~'3, the evolving perturbation becomes sub-
ject to the viscous damping described by the exponen-
tial function in expression (28).

However, the above results imply a somewhat dif-
ferent scenario of evolution. This is because, on time
scalest ~ n~'73, the modulation period | becomes on the
order of the scale L, of the fundamental mode of the
discrete spectrum [see formulas (16)]; as a result
Alfvén eigenmodes become decoupled and, then, are
damped independently of each other. Since, in the dis-
crete spectrum, modes with larger numbers n are
damped faster, the only observable modes will be
modes with moderate numbers n, which are damped at
a rate of about o, ~ n' [see expression (15)], and
weakly damped modes of the continuum.

In parabolic model (3), the local scale on which the
perturbation is modul ated around the point at which the
Alfvén velocity ca(X) is minimum decreases according
to a different law, | ~ |w't|2. Hence, Alfvén eigen-
modes become decoupled on a spatial scale of | ~ L,
or, equivalently, on atime scale of t ~ N2 [seeformulas
(16)]. In other respects, the scenario of evolution isthe
same as that in model (4).

4. CONCLUSION

The above analysis has shown that, in atransversely
inhomogeneous plasmawith dissipation, Alfvén eigen-
modes always exist; generally, these are the modes of
the discrete spectrum and continuum. Because of their
dissipative nature, such modes are small-scale in the
direction in which the plasmaisinhomogeneous; there-
fore, their properties are relatively insensitive to the

6ltis a superposition of pseudowaves (1).
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plasma conditions. These properties have been investi-
gated with two models. the model of a semi-infinite
plasmawith a monotonic profile of ca(x) and the model
of an unbounded plasma in which the Alfvén velocity
ca(X) has an extreme value (a minimum).

The modes of the discrete spectrum are damped at
relatively slow rates. The ratio of the frequency of the
modes to their damping rate is alwayslarger than unity,
and for modes with moderate numbers (n < n~'2), itis
much larger than unity. The modes are confined to the
plasma boundary or to the extreme of the Alfvén fre-
guency w(X) = ca(X)k in the following sense: firgt, the
frequency of the fundamental mode is approximately
equal to the boundary value of w(x) or, correspond-
ingly, to its extreme value; second, the frequencies of
the remaining modes are so weakly dependent on their
numbers n that they begin differ appreciably from the
boundary frequency only for n ~ n'/2; and third, the
eigenfunctions are essentially nonzero near the plasma
boundary or, correspondingly, near the extreme point.
The damping rate &, of al of the modes of the discrete
spectrum is related to their scale |, in the direction in
which the plasma is inhomaogeneous by the dissipation

relationship 8, = n/ I,‘:‘ ; however, the order of magnitude
of the scale |, and its dependence on n are different for

modes confined to the plasma boundary and those con-
fined to the extreme of the Alfvén frequency.

The above analysis has also revealed the existence
of an Alfvén continuum under any plasma conditions,
in particular, in aplasmawith an arbitrary profile c,(X).
The continuum consists of the modes that are aperiodi-
cally damped at rate q and are not associated with
Alfvén resonance. The problem of determining the con-
tinuum is analogous to the quantum-mechanical prob-
lem of scattering in aone-dimensional potential field. A
plasma with an arbitrary profile c (X) is shown to be
transparent at infinity to the modes that are damped at
sufficiently fast or (even more interestingly) suffi-
ciently slow rates g. In other words, the continuum
should includetheranges0<g<q, andg, < g< oo (in
the above two models, g, = @,).

Finally, by solving the problem of the evolution of
the initial perturbation, it has been shown that the
modes of both the discrete spectrum and the continuum
constitute a complete set of eigenmodes.
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Abstract—In a uniform axial magnetic field, the structure of local Alfvén resonance and the resonant absorp-
tion of RF power are governed by collisions, finite ion Larmor radius effects, and electron inertia. It is shown
that, in acylindrical plasmain a constant, periodically rippled, axial magnetic field, the structure of Alfvén res-
onance and the absorption of RF power can strongly depend on the ripple amplitude. The conditions under
which the effect in question is dominant are intrinsic, e.g., to the modular Wendelstein stellarators. © 2003

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Beginning with the paper by Dolgopolov and
Stepanov [1], the narrow layer approximation has been
widely used to study the conversion and absorption of
Alfvén waves (AWSs) in the local Alfvén resonance
(AR) region in plasmas in auniform magnetic field. In
the AR region, even such weak effects as collisions
between plasma particles, the finite ion Larmor radius,
electron inertia, and striction nonlinearity become
important.

The confining magnetic field B, = B, e, + Byses +
By,e, is often weakly rippled; in this case, its compo-
nentsin cylindrical coordinates can be written as

Bor = Bo(e'/ky)sin(ky2), Bos(r) < By,

1

By, = Bo[1+g(r)cos(k,2)], W
where [e| < 1, € =de/dr, k, = 217L, and L istheripple
period. Such a structure of the field B, is characteristic
of adiabatic deviceswith arippled magnetic field, toka-
maks (due to the discreteness of the toroidal magnetic
field coils), and toroidal devices with a rippled mag-
netic field (such asthe ELMO bumpy torus) [2-5]. Rip-
ple in the confining axial magnetic field is intrinsic to
modular stellarators[6]. The poloidal component B of
the confining magnetic field describes the rotational
transform produced by the axia current in a tokamak
plasma or by the stellarator windings.

In rippled magnetic field (1), an electromagnetic
perturbation propagates as a wave envelope composed
of the fundamental harmonic and an infinite number of
satellite harmonics. The possibility of additional
plasma heating in the satellite AR region in a rippled
magnetic field was demonstrated in [7]. In the present
paper, weinvestigate the effect of weak ripplesin acon-
fining magnetic field on the conversion and absorption

of the fundamental mode of AWsin alocal AR region.
We show that the effect of the magnetic field ripple on
the AR structure can be of the same order of magnitude
asthe effectsof collisions between plasmaparticles, the
finiteion Larmor radius, and electron inertia.

2. FORMULATION OF THE PROBLEM

We consider the conversion and absorption of MHD
waves with frequencies w < ||, Wy, (Where wy, and
Wy, arethe cyclotron and plasmafrequencies of the par-
ticlesof speciesa witha =i forionsand a = efor elec-
trons) in a plasma column placed in constant rippled
magnetic field (1). The plasma pressure is assumed to
be low in comparison with the magnetic field pressure.
In investigating Alfvén and fast magnetosonic (FMS)
branches of MHD waves in such a plasma, electron
inertia can be neglected everywhere except for anarrow
local AR region. The equilibrium density n(r, 2) of such
aplasmaisafunction of the magnetic surface, n(r, z2) =
n(ry), where

cos(k,z2) r

o = r+TIrsdr+O(sz). )
0

We introduce the orthonormal coordinate vectors
(e, e,, e;) associated with the lines of the magnetic field
By e, =Vry/|Vry|,e,=¢;%e,;,ande; =B,/|B,|. Inthese
coordinates, the electric induction vector D and the
components of the electric field E of the wave are
related by

D = 81(Elel + Ezez) + 83E383— i€263 X E (3)
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The components of the permittivity tensor of a cold,
weakly collisional plasma have the form

1= 1= 0 (ro)/ (0~ w;),
i @
= =3 W (ro)w/[(w” - ;)]

and the integral operator €; in Eq. (3) determines the
absolute value of the longitudinal current density (the
longitudinal component of the vector D).

Solving Maxwell’s equations in the weak ripple
approximation and in the limit of small electron inertia
(I&5] — ), wefind that the longitudinal component of
the wave electric field vanishes over the entire plasma
column, E; = (B, E, + By Ey + By,E,)/|By| —= 0. With
this relationship between the components of the wave
electric field, we can neglect the effects of collisions,
electron inertia, and the finite ion Larmor radius in
order to obtain the following simplified set of Max-
well’s equationsin cylindrical coordinates:

9B, a(rBy)
} BO,[ = —|mBr}

Boz[l mB, 1 —

wr .
= E{ €1Bo,E; +i€;|Bg Es},
0B, 0B,
[az ar} - |c% Eo - I€2|B|

Bor E + icOEy
By, | W 0z’

— CaE C a BOr
* iwar[BozEr}’

% " jwoz
(rEs) Ny E;,

(&)
B, = —Ng=—

; =

|oor6r

where Ny = cnyo isthe poloidal refractive index.

In order to solve Egs. (5), we need to know the
explicit expressionsfor €, and €, to first order in €:

£ ,(r,2) = e5(r) + £{%(r) cos(ky2) + O(e), (6)

(1)

0
where |81,z @l

~ |ss
1 =1- i(r)/ o )
(r) €1(r, )| =0 zwp (r) (oo — Wy -

e (1) =&,(r, 2|, _o

8
- _pr,(r)w/[(oo — 0y, ®

BELYAEV et al.

eM(r) = p| 1
(r)= . OrJ'redr wz_w@)z
o &)
ml(r)co
_2 z _pr\ J7"C (0)2 5
i (03 )
Py = alng?p') h’redre“’)
=0
(10)
_szwii(r)w(swé?) ~ )
- (-0’

In expressions (7)—(10), the cyclotron frequency is
defined in terms of the unrippled magnetic field, co(o)
eB,/(mo).

The spatial dependence of permittivity tensor com-
ponents (6) allows us to seek a solution to Egs. (5) for
the radial electric field of an MHD wave in the form

ik,z

E = [EQ(r) +ESV(r)e " + ETV(r)e ]
x expi(k,z+ md —wt),

(11)

where m is the azimuthal mode number and k; is the
axial wavenumber of the fundamental mode of the
wave. In representation (11), we take into account the
fundamental harmonic, which is proportiona to
Oexp(ik,2), and the two nearest satellite harmonics,
which are proportional to Oexpli(k, £ ky)2)]. The
expressions for the remaining components of the mag-
netic and electric fields of an MHD wave are analogous
to representation (11).

3. DERIVATION OF THE BASIC EQUATION

Using expressions (6)—(10) for the permittivity ten-
sor components and the condition that the longitudinal
component E; of the electric field of an MHD waveis
zero, we reduce Maxwell’s equations to the following
set of equations for the amplitudes of the fundamental

(E'”) and satellite (E*" ) harmonics of the radial elec-
tric field of the wave:

[(e{ = NZ = 2N,Ny Bys/Bo) E\” — Al

(1), CkoBdE, ™ g
B =
2w r

c’k,8dE
+ 2

édE() 1(1)
20 dr2 21

dE(+1) L1
Ze

6(k ~ks) + 5l
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-1)
6(k kb)dE = 0,
2 E(O) .

_2_6(+ 2k, +kb)d + (N, £ Np)°ES

W

(£1) 2 (¥1) (13)
CSdE N2 E(+1) CédEr 0
20° dr? 4002 dr

Here, N, = ck,/w is the axial refractive index and the
parameter o = €'/k, accounts for the small radial compo-
nent of the confining magnetic field [see definition (1)].
L et us discuss the dependence of the small parameter o
on the ripple period L. At first glance, this dependence
seemsto belinear, because 6 containsthe factor 1/k, ~ L.
However, the parameter & is proportional to the radial
derivative de/dr of the ripple amplitude of the axia
component of the constant magnetic field and theripple
amplitude € is, in turn, proportional to the zero-order
Bessdl function. Consequently, as afunction of therip-
ple amplitude, the small parameter is proportional to
the first-order modified Bessel function I,(k,ra).

Equations (12) and (13) were derived in the narrow
layer approximation [1], which indicatesthat, inthe AR
region, the wave fields vary gradualy in the axial and
poloidal directions:

|dB/dr| > [knaBL,
Kmax = max(m/r, k,, ky,, w/c).

(14)

The approximation also assumes a gradual variation of
the plasma density in the radial direction.

Recall that, inthevicinity of AR, theradial variation
inthe poloidal component of the wave magnetic fieldis
as sharp as that in E, [see the fourth of Egs. (5)]. The
radial dependence of the remaining components of the
wave electromagnetic field near AR is weaker,

B, B, E; U In(s(o)— Ni=2N:NoBoo/Bo),
1
E,, By 0 ({” —=NZ=2N,NyB,,/B,) "
Note that, although the components B( ) and E(O) have
logarithmic singularities at the point r, in the cold

plasma approximation, the expression A= (— |s(°)E(°)

NyB{”)|, -, in the square brackets in Eq. (12) varies
gradually in the vicinity of AR [1, 8, 9].

3.1. Propagation of MHD Waves outside the Local
Alfvén Resonance Region

Outside the region of AR, at which

g” = N7 +2N,NyBos/By, (16)
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Maxwell’s equations can be solved using the perturba-
tion theory [10, 11]. In an unrippled (¢ = 0) confining
magnetic field, the modes of an MHD wave with differ-
ent axial numbers and different azimuthal numbers
propagate independently of each other; consequently,
we can assume that, in the zeroth approximation, it is

only the amplitude Er(o) of the fundamental mode of an
MHD wavethat is nonzero. Since the distribution of the
fields for this case has been investigated in detail (see,
e.d., [12] and the references therein), the distributions
of the RF fields outside the AR region can be assumed
to be known. The poloidal component of the constant
magnetic field changes the amplitude of the fundamen-
tal harmonic by a small amount proportional to B,g/B,
[10]. The contribution of the ripplesin aconfining mag-
netic field to the amplitude of the fundamental har-
monic is second-order in the ripple parameter €. In this
case, the amplitudes of the satellite harmonicsare much
smaller than the amplitude of the fundamenta har-
monic [11],

ECY Dee@. (17)

3.2. Conversion and Absor ption of MHD Waves
near a Local Resonance

Since the amplitude of the fundamental harmonic
and, consequently, the amplitudes of the satellite har-
monics grow resonantly in the vicinity of AR, we can-
not use condition (17) to analyze Egs. (12) and (13)
near a local AR, at which condition (16) is satisfied.
Further analysis showsthat condition (17) actually fails
to hold in the AR region.

The set of three second-order differential equations
(12) and (13) reducesto the following sixth-order equa-

tion for the amplitude Er(o) of the fundamental har-
monic:

6 —[(si"’ — N7 =2N,N;Bgs/Bo)EL” + A]

16
——6 Nb——[(s“” 2_2N,NgBys/B,)E + Al
oo dr
+ Np(Ng —4N2)[(e1”=NZ = 2N,Ns Byo /B EL + Al

(18)

(6,6)

1¢* 4, 2 2. d’ 0
—5545 (Nb+4Nz)71Er

(4,4)
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Axia profiles of the rea (solid curve) and imaginary
(dashed curve) parts of the function uy(&).

+——5Nb eP(NZ - 4N )— E?l =o

1)
Here, we have assigned a pair of subscripts to the last
four terms. Their meaning may beillustrated by taking,
e.g., thelast of theseterms: the pair (2, 1) indicates that
the coefficient by the first derivative is second-order in
the small parameter. Analyzing the relationships
between the orders of magnitude of the derivatives and
of their coefficients, we can further simplify Eg. (18) to

4 4
—10—46“(N§ + 4N§)d—4|5§°) + N2(NZ = 4N?)

8w dr (19)
x [(£” = N? = 2N,NyByy/Bo)E” + A] = 0.

Now, we will solve Eq. (19) and, then, examine to what
extent this equation is|ess accurate than Eq. (18).

The solution to Eg. (19) can be found by the
Laplace-transform method:
E” = (a*ky/N;) Aug[ky (r =1 a)], (20)

where
%@)=Iamuw+ﬁmnm,

O c*s'ar NZ+4NTD

k, = O
' BwNANZN2-4N?

21

45
0

OIkCk/(5%a) ™

and a* = |d1n|s(0) ydr['];, isthe characteristic scaleon

which the plasma density varies. This solution satisfies
the following boundary conditions: (i) it isfinite both at
and away from the resonant point, (ii) it describes the
conversion of an electromagnetic wave into a small-
scale wave that carries energy away from the resonance

BELYAEV et al.

point, and (iii) it describes a damped field when weak

dissipation is taken into account in the expression for
0

€ .

The figure shows the plot of the function uy(g),
whose real and imaginary parts are represented by the
solid and dashed curves, respectively. The absolute
value |uy(&)] is maximum (max{ [uy(§)|} = 1.459) at & =
—1.325 rather than at zero. This position of the maxi-
mum of |u,(&)| is analogousto that in the case in which
the AR structure is governed by the effect of afiniteion
Larmor radius or finite electron inertia[13].

In the resonant case in which the coefficient of the
second term in Eq. (19) vanishes, the solution describ-
ing waves with an axial wavelength equal to half the
ripple period, k, = 2k,, becomes meaningless. For this
resonant case, the effect of ripples in a constant mag-
netic field on the AR structure was investigated in [14].

The width of the AR region Ar = |k |™? is equal in
order of magnitude to that in the resonant case and is
&?15 times smaller than the width of the region of the
satellite AR, which was studied in [15] under the
assumption that its structure is governed by the ripples
in aconstant magnetic field. Accordingly, Egs. (20) and
(21) yield thefollowing order-of -magnitude estimate of

the amplitude E,(O) of the fundamental harmonic of the
radial electric field of the wave at alocal AR:

(©) NZDS
E® Dak, AIN’O H

484

B 'N,c

(22)

For the wave field amplitude Er(o)(rA) to be comparable

to the ambipolar electric field, which is on the order of
~T/ea, the amplitude of the pump wave field should be
equal in order of magnitude to

1

2 3 AE

mipy; Wy Uad [
Es D__'E_'—_'_ﬂ ad (23)

2 2
ewa  [kykj]

in which case nonlinear effects occurring in the AR
region can be neglected.

Inanalyzing Egs. (12) and (13) inthevicinity of AR,
we did not use condition (17). To within terms on the
order of &%, Eq. (13) yields the following simplified
expression for the amplitudes of the satellite harmon-
ics:

EFY = —(e72k})dEdr,

(=2) _ (£1) 24)
E®? = _(e/4k?)dES dr ..
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We seethat, in order of magnitude, the amplitude of the
nth satellite harmonic is ™ times smaller than that of
the fundamental harmonic,

1
k 6 D 3.3 DE
EO0 =22 Fa

(£1)
ESD 0=
Ko B°C NN

(25)

Inthevicinity of AR, the amplitudes of the satellite har-
monics grow more sharply than the amplitude of the
fundamental harmonic but remain smaller than the lat-
ter. However, inthevicinity of AR, thisdifferenceisnot
so pronounced asit isfar from it.

Now, we can estimate the degreeto which simplified
equation (19) isless accurate than Eq. (18). The largest
of the terms that we have neglected,

2 2
S aNE L (67~ N2~ 2N Ny By /BYE + A
W dr
isassmall as~d%? in comparison with the retained third
termin Eq. (18). Thefirst termin Eq. (18) isassmall as
3. As compared to the retained term with the sub-
script (4, 4), the omitted terms with subscripts (i, j) are
estimated to be as small as & 4~ 08U -4),

Among the amplitudes of the fundamental harmon-
ics, it is the amplitude of the axial component of the
wave dectric field that grows near the AR to the largest
amount relative to its values far from the AR region:

2

0E, ka
2 f.HA (26)

% Zar

~ic0Bs _
Z wg or

Nevertheless, the amplitude of this component remains

much smaller than the amplitude E'” of theradial com-

ponent; hence, to first order in the wave amplitude, the
effect of E, on the detrapping of ripple-trapped plasma
particles can be neglected.

3.3. Conditions under which the AR Structure
is Governed by Ripple Effects

Here, we determine what the conditions are under
which the AR structure is governed by the ripplesin a
constant magnetic field rather than by the effects of
electron inertia, thefiniteion Larmor radiusp; = V1 /wy

(where vy, = /T,/m, is the thermal velocity of the
particles of species a and T, is their temperature), and
collisions between plasma particles. In Eq. (19), al of
these weak effects can be taken into account by the
replacement

850) (0)

e e 40l ¢ (g7 + N PIw’d%ar?; (27)
i.e., in much the same way as in the case of a uniform
axial magnetic field (see, eg., [1, 8, 9]). Under the

assumption that the plasma parametersinthe AR region
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vary insignificantly, we can use the values of €;, €,

() (0.1) (2

€, , ,and gy athepointr=r,.

(©)

Informula(27), theterm €, accountsfor collisions

between plasma particles [16]:

el = Z

a,boo(w

2
WpaVap

0
—o®) o8)

8 Etoz + wég) &M, W + W (o(o)D
Eboz—wﬁ? €M oo(o) D

Here, e, isthe charge of the particles of speciesa; v, ,,
is the frequency of collisions between the particles of
species a and those of speciesb,

Va = (4/3)/2meleln, Lo m, T (1 + my/my)]
(29)
and L is the Coulomb logarithm. The term & in for-
mula (27) accounts for the finite ion Larmor radius

[17]:

stz

i(w wélo))(w 400(0))0

Electroninertiaistaken into account by the permittivity
tensor component ;. In the weak ripple approximation,
we can describe €; by the expression derived in the
zeroth approximation;

30 (N W v (r)

(30)

2

£ = P [1+i/TZW(z)],

zVTe

Z= (31)

_w
'\/é|kz| VTe1

where the function W(z,) has the form
_ 2 2i ‘ 2
W(E) = exp(-¢ )[1+—J'exp(t )dt}- (32)
/\/1—-[0

In the case of weak Landau damping (z. > 1), expres-
sion (31) for g; simplifiesto

2

€, = ———(1 2i e ) (33)

In this case, it is necessary to take into account elec-
tron—ion collisions; as aresult, we obtain

2

— —Wpe

&7 wrivg) (34)
The conditions under which the effect of a weak

periodic ripple in the axial field B,, predominates over

the remaining three weak effects can readily be deter-

mined by analyzing formula (27). In particular, the
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effect of the ripplesin By, is stronger than the finite ion
Larmor radius effect under the condition

1% > (pyi /a)*(k;Kya?)*", (35)

which can easily be satisfied in the edge regions, where
the constant magnetic field isrippled most strongly and
the plasma is colder than in the core region. Also, con-
dition (35) can be satisfied at lower temperatures than
an analogous condition in the case of a satellite AR
[15]. Inequality (35) can be interpreted as follows: the
radial deviation r —r, of cylindrical magnetic surface
(2) from a cylinder with the mean radius r, is larger

than the characteristic AR width (p{;a)'” in an axial
magnetic field (this width is known in the literature,
see, e.g., [1]). Under condition (35), the width Ar of the
resonance region islarger than that in an axial magnetic

field: Ar ~ k;* > (pZia)'A.

Let us estimate the value of the small ripple param-
eter at which the ripple effects should be taken into
account when investigating the conversion of AWsin a
local AR region in devices with the parameters of the
Helias [6]. According to condition (35), the ripple
effect becomes comparable with the finite ion Larmor
radius effect for sufficiently small (and, at the same
time, quite redlistic) values of the axial wavenumber

kS® < 102 (where k, is expressed in inverse centime-
ters).

4. RF POWER ABSORPTION AT AR

Here, we calculate the electromagnetic energy
absorbed per unit length of the plasma column in the
vicinity of AR. The RF power absorbed in the plasmais
determined by the work done by the wave electric field

. O 0
on the radial RF currents, P, = 0.5Re [ j* E,2mrdr],
0

. 0. [
and the axia RF currents, P, = 0.5Re [ j E,2mrdr].
1l

Asaresult, we have

+o00

-1

_ rwlde, 2
= — |21 Im(ugy(x))dx, 36
e A J e (36)
rok’a’® " , 2
P, = ——~—Im(e,) |A|2I|uo(x)| dx. (37)
4|£3| kb r=rp T

Expression (36), inwhich thefunction u, isreplaced
with the Airy function, coincides with the expression
for the power absorbed in the region of AR, whose
structure is governed by the finite Larmor radius or by
the finite electron inertia (see, e.g., [1, 9]). The integral
of theimaginary part of u, in expression (36) isequal to
11, as is the case with the integral of the imaginary part
of the Airy function. Consequently, the RF power

BELYAEV et al.

absorbed in the vicinity of AR at the expense of the
work done on the radial currents is independent of the
type of small-scale wave (a kinetic wave or a wave
associated with the ripples) into which a large-scale
electromagnetic wave is converted near the resonance.

In[7], it was mentioned that, for Im(€;) = Re(g;), the
absorbed RF power P, can be large in comparison with
P, . Expression (37), inwhich thefunction u, isreplaced
by the Airy function with the argument [ki(r — rp)],
coincides to within the small factor (k,/k;)? with an
analogous expression in the case where the AR struc-
ture is governed by the finite Larmor radius or by the
finite electron inertia. Here,

2
K= 0O & (38)

2 2"
¢’ 0N g g+ N2

The asymptotic behavior of the function u,, [ug ()P O
(-&) as Re(§) —= -, is such that the integral

2
:|u(',(x)| dx in expression (37) diverges. However,

this divergence can be avoided by introducing dissipa-
tive effects—collisions between plasma particles or
Landau damping, which is accounted for by the imag-
inary part Im(g;). For Im(g;) ~ Re(€;), the correspond-
ing integral of the squared derivative of the Airy func-
tion is estimated to be on the order of unity. In this
case, the damping rate of a small-scale wave can
readily be estimated from Eq. (19) with allowance for
replacement (27):
Im(k,) Ok;/(2K3). (39)
As a result, the integrand in expression (37)
decreasesin proportion to exp[2Im(k,)(r —r )] along the
negative axis of the integration interval; hence, in order

of magnitude, theintegral isestimated as k?/ kf . There-

fore, our order-of-magnitude estimates show that the
RF power absorbed in the vicinity of AR at the expense
of the work done on the axial currentsis also indepen-
dent of the type of small-scale wave into which alarge-
scal e electromagnetic wave is converted near the reso-
nance.

5. DISCUSSION OF THE RESULTS OBTAINED

The main results of our investigations can be sum-
marized as follows.

(i) We have found that the effect of aripplein acon-
fining magnetic field on the AR structure is the dis-
placement of the AR point a small distance or (r, —
I, + or) from the axis:

5r = P (0e0r) =, (40)
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where
(0) 42 Ef 2
@2 _ 08 9d°n 1 [l
YT o ol ard UO9E
€=0 0
2
asgo)an 1 |j [l
- —| —=[{(re)dm
on or £:O4rsg( ) [
0 (41)
a%ﬁ‘”an Boer
anaBar |, 2rJ O
0
, 2 (0
+ae§0) Bosz+ 0% [B_OSDZ_
0B [c=04k? 0B” |,_ 02D

From the form of expression (41) for sf), we cannot

draw a definite conclusion about the sign of or. How-
ever, in a particular case in which the AR region lies
deep in a plasma cylinder (r, ~ 0.5a,, where a, is the
plasma radius) with a parabolic density profile, n(r) =

n(0)(1 —r% a,f ), and the ripple amplitude changesinsig-
nificantly over the plasma volume, |re'| < |¢|, the AR
region isdisplaced (under the action of theripplein B,)
adistance or ~ €%a, from the plasma axis.

(ii) We have determined the conditions [see, e.g.,
estimate (39)] under which the effect of aripple in a
magnetic field on the AR structure is stronger than the
other weak effects (such as those of dissipation, the
finite ion Larmor radius, and electron inertia). These
conditions can be satisfied in the edge regions, where
the ripple is especially large and the plasma is colder
than in the core region.

(iii) The distribution of the RF wave fields has been
determined by solving reduced equation (19), whichis
valid to within small terms on the order of €%°.

(iv) Equation (24) impliesthat, in thevicinity of AR,
the amplitudes of the satellite harmonics grow more
sharply than the amplitude of the fundamental har-
monic, the growth rates of both satellites being essen-

tialy the same, E* = E™ and E® = EX?. Never-
theless, near the resonance, they remain as small as

about €'5 in comparison with the fundamenta har-
monic amplitude. Their reverse effect on the behavior

of the fundamental harmonic amplitude Er(o)(r) isto

smooth out the discontinuity that arises in a straight
confining magnetic field within the AR region in the
cold plasma approximation. Thisisthe principal differ-
ence between the effect of a periodically inhomoge-
neous plasma and, e.g., the effect of a toroidally non-
uniform confining magnetic field, which only dightly
deforms the surface where the wave fields are discon-
tinuous [18, 19].
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Theresultsjust discussed contradict the conclusions
reached in [20] when studying a similar problem of the
propagation of Alfvén wavesin thefield of asingle adi-
abatic trap. According to the analytical estimates and
numerical results obtained in that paper, the two-
dimensional nonuniformity of the system does not
eliminate AR. We think that this contradiction stems
from the fact that the dispersion relation used in [20]
was obtained in the geometrical-optics approximation,
which failsto hold for the AR region.

(v) We have cal cul ated the RF power absorbed inthe
vicinity of AR due to the conversion of an electromag-
netic wave into a small-scale wave associated with the
ripples, which is then damped by collisions or via the
Landau mechanism. This power is found to coincide
with that absorbed in the vicinity of AR both in the case
where the absorption occurs through collisions and in
the case where it occurs through the conversion of an
electromagnetic wave into a small-scale kinetic Alfvén
wave.

Note that local resonance condition (16) can exist

for AWs and FMS waves with w < w, (when kz2 >
w?/c?) and also for FMS waves with w > w in alow-

density plasma (when k> < w?/c?). The conversion and

absorption of FMS waves with > w,; and k> < w?/c?

under local resonance condition (16) at the edge of a
plasma cylinder in a purely axial magnetic field were
investigated in [9].
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Abstract—A study is made of the interaction (“collision”) between two identical laser pulses with lengths
much shorter than the diffraction length, propagating in a plasmatoward one another. It is shown that the plasma
response to the pulses depends essentially on the value of the parameter w,T, where w, isthe plasma frequency

and T is the pulse duration. Short laser pulses (such that w,T < ./2) efficiently generate plasma waves on two
characteristic scale lengths. Large-scale wake waves with a wavelength of about c/w, are generated over the
entire path of the pulses and form a two-dimensional standing plasma wave in the region between the pulses
after their interaction. In the interaction region, the pulses excite small-scale plasma oscillations with a wave-
length equal to half the laser wavelength, which remain in the plasma after the interaction. Long laser pulses

(such that wyt > 2 also generate quasistatic plasma perturbations on two scale lengths. Perturbations gener-
ated on large scales of about the pul se length accompany the propagating pulses and are somewhat amplified in
the interaction between them. Small-scale plasma fiel ds are generated only during the interaction between the
pulses, and they disappear after the interaction. The influence of the generation of plasma fields on the energy
of the laser pulses and on their shape, as well as the possible applications of the effects under consideration, is

discussed. © 2003 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Significant recent progressin the generation of short
(subpicosecond) high-power (terawatt) laser pulses[1]
has made it possible to substantially extend the area of
research on the laser acceleration of particles[2], laser
inertial confinement fusion [3], and the development of
X-ray lasers[4]. Increased attention is being focused on
the nonlinear effects that occur in the interaction of
ultrashort laser pulses. The effect that has received the
most complete theoretical and experimental investiga:
tion is the channeling of a high-power laser pulsein a
plasma channel created by another pulse with a lower
power (see, e.g., [5-7]). The possibility of electron
acceleration in electric fields generated in a plasma in
the interaction of laser pulses was discussed by Shvets
et al. [8]. For the purposes of injecting ultrashort elec-
tron bunches into a laser accelerator, Schroeder et al.
[9] devel oped amethod for producing them in theinter-
action between two oppositely propagating laser
pulses. Much attention has recently been paid to the
idea of amplifying a short laser pulse in its interaction
with an oppositely propagating long pulse of lower
intensity (see, e.g., [10, 11]). The problem of the ampli-
fication of wake fields in the interaction between two
laser pulses was investigated numerically and analyti-
caly in [12, 13] in the context of the laser wakefield

acceleration of charged particles. The possibility of cre-
ating short-lived Bragg mirrorsin theinteraction (colli-
sion) between two identical laser pulses in a plasma
was considered in our paper [14]. Another possible
application of the effects accompanying a collision of
two laser pulsesin aplasmaisrelated to the possibility
of obtaining information about the structure of the
pulses from an analysis of the plasma perturbations
generated in such acollision [15].

In the present work, which isacontinuation of [14],
we develop atheory of the effects that are produced in
an underdense plasma by two oppositely propagating
identical laser pulses. In contrast to [14], we investigate
not only small-scale plasma perturbations generated in
the interaction region but also large-scal e perturbations
excited over the entire path of the pulses.

In Section 1, weformulate two relatively simple sets
of equations, mutually coupled to one another. One set
of equations describes high-frequency laser fields, and
the other describes slow plasma perturbations. The
coefficients in the linear equations for rapidly varying
guantities contain slowly varying quantities, and the
linear equations for slowly varying quantities includes
the ponderomotive force produced by high-frequency
fields. Each of the high- and low-frequency physical
subsystems described by these sets of equations is not

1063-780X/03/2905-0407$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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closed, and they may exchange energy. We also derive
and discuss equations describing changesin the energy
densities of the high- and low-frequency subsystems. In
Section 2, we apply the general relationships obtained
to describe a system of two identical laser pulses prop-
agating toward one another. Large-scale plasma pertur-
bations are considered in Section 3. For Gaussian
pulses, the plasma field and the energy density of the
plasma perturbations are expressed in a general way in
terms of functions that are widely utilized in plasma
theory. Using the familiar asymptotic expressions for
these functions, we analyze the limiting cases of short

(w,T < +/2) and long (w,T > +/2) pulses. Short laser
pulses efficiently generate wake waves [16]; in the
region between the pulses after their interaction, these
waves form a two-dimensional standing plasma wave
whose electric field has a complicated, radially depen-
dent structure. Long laser pulses practically do not gen-
erate wake fields but produce internal plasma fields,
which accompany them and are amplified in the inter-
action region at the expense of the energy of the pulses.
After the interaction, the energy of the pulses is
restored to the energy that they had before the interac-
tion. In Section 4, we examine small-scale plasma per-
turbations with a period equal to half the laser wave-
length. Such perturbations are generated only in the
interaction region, and their behavior is also deter-
mined by the pulse length. Small-scale perturbations
excited in the interaction between two short laser pulses
oscillate at the plasmafrequency, and they remaininthe
plasma after the interaction. In the case of long laser
pulses, small-scale perturbations are quasistatic, exist
only during the interaction, and disappear after the
interaction. In the Conclusion, we present some esti-
mates for the effects considered and discuss their pos-
sible practical applications. In the Appendix, the influ-
ence of plasma perturbations on the shape of the laser
pulses and their energy is investigated. The analysisis
based on perturbation theory, in which thisinfluenceis
assumed to be small. However, the use of more intense
lasers may increase thisinfluence to ameasurablelevel,
thereby providing an additional method for diagnosing
the effects that occur in a plasma

1. GENERAL RELATIONSHIPS

In order to describe the propagation of laser pulses
in an underdense plasma, we use Maxwell’s equations
for electromagnetic fields and the hydrodynamic equa-
tions for a cold electron fluid. We separately consider
the quantities that vary rapidly on atime scale on the
order of the laser field period and the quantities that
vary slowly on time scales of about the laser pulse dura-
tion or plasma oscillation period. As a result, the gen-
eral set of equations splitsinto two subsets. The subset
describing high-frequency processes is linear in the
high-frequency electric (E;) and magnetic (B,) laser

GORBUNOV, FROLOV

fields, and its coefficients depend on the parameters
characterizing slow plasma processes:

ov e
a_tL = aEL—V(VLD\/e), (1.1
10B,
OxE, = TR (1.2)
10E, 4me
OxB, = Ea—tL+T(NOe+5Ne)vL. (1.3)

Here, Ny iSsthe constant electron density in the absence
of a laser pulse, V, is the high-frequency electron
velocity, dN, and V. are the low-frequency electron
density perturbations and the el ectron velocity in them,
e and mare the charge and mass of an electron, andcis
the speed of light.

The slowly varying quantities are described by the
other subset of equations, which is also linear and
includes the ponderomotive force as an external source:

oV
m— = eE-Voq,

= (1.4)

(1.5)

(1.6)

Here, E is the low-frequency charge-separation poten-
tial electric field and ¢ = %mD\/ﬁD is the high-fre-

guency potential, averaged over the period of high-fre-
quency processes.

The set of quasilinear equations (1.1)—(1.6) assumes
that the €electron density perturbations are small
(IONe| < Ne) and that the velocities satisfy the inequal -
ities|V¢| < |V | < c. Inthelinear approximation, low-
frequency magnetic fields are not excited because of the
potential nature of the ponderomotive force [17].

Equations (1.1)—(1.6) take into account only qua-
dratic nonlinearities. With allowance for a significant
difference in the frequencies of the interacting fields,
the nonlinear current density given by these equations
agrees completely with that following from the general
expression for the nonlinear (quadratic) dielectric func-
tion of a cold dissipationless electron plasma [18].

Although all of the electromagnetic fields in the
plasma are produced by a laser pulse, the fact that the
general set of equationsis split into two subsets allows
us to talk about the interaction between the high-fre-
guency fields of the pulse and the low-frequency
plasmafields. In particular, we can speak of the energy
exchange between the laser pulse and the low-fre-
guency plasma perturbations. In fact, Egs. (1.4)—1.6)
PLASMA PHYSICS REPORTS  Vol. 29
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yield thefollowing equation for the energy of these per-
turbations:

ow OO

P —
at +0 [(Noe e(p) 6t ’ (17)
where their energy density w,, has the form
2
w, = 8E—n+ %mNOevj. (1.8)

From Egs. (1.1)«1.3), we obtain the equation for the
energy of the high-frequency laser field:

ow, 00N,

3t T

where the energy density w; and the energy flux density
S, of the laser pulse are equal, respectively, to

+00B, = (1.9)

_ [E/+BXO

WL - 8T[ + (N0e+6Ne)(p!

(1.10)

S = ZC]—TEEL x B0+ MNgo IV (V, VO (1.11)
Note that definition (1.10) of the energy density of the
high-frequency laser field differs from that used in [14]
in having the last term @aN,, which coincides with the
interaction energy density introduced in [14]. It iscon-
venient to define the pul se energy density inform (1.10)
because, in this case, the expressions on the right-hand
sides of Egs. (1.7) and (1.9), which describe the energy
exchange between subsystems, are the same but have
opposite signs; hence, in the sum of the equations, they
cancel one another. This result is a consequence of the
conservation of the total energy of the laser pulse and
of the low-frequency plasma perturbations.

In investigating laser pulses, we specify the high-
frequency electric field as the field of a wave with a
slowly varying amplitude:

E (1) = S(Er, t)exp(=iwgt +ik,2)
2 (1.12)
+E” (1, t)exp(iwgt —ike2) } ,
where wy, is the frequency, k, is the longitudinal wave-
number, and the complex amplitude (envelope) E° is
varyies slowly on the time and spatial scales wy; and
kgl . The equation for the field envelope follows from
Egs. (1.1)—(1.3) and, for waves satisfying the disper-
sion refation w, = w; + ¢°kg , has the form

0. 0 9. 2 9 .0 0
Pl S+ Rk + T e e
(1.13)
2.0 i 00N,
= + —
WpE %L We0tINg,’
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where A is the transverse Laplace operator and w, =

A/4T[ezN09/m is the plasma frequency. In Eq. (1.13),
we retain small terms containing the second derivatives
of the slowly varying field amplitude and a small term
with the time derivative on the right-hand side because,
as was shown in [19], it is precisely these terms that
describe how the pulse energy changes.

To first order, the energy density (1.10) of the high-
frequency laser field (1.12) has the form

£+ 9ET

_ 0
W 8T[DE| Zwo% ot

ikoC’
4 1K€ o PE-
2w§ %
In the last term, which is proportiona to the small per-

turbation of the electron density, it is sufficient to use
the lowest order expron for the high-frequency

S

4mu)0

allow us to see that the first-order terms in the expres-
sion for w,_ exactly cancel each other out; asaresult, we

Da—D D+ ON,O.

potential, = ——— . Thiscircumstance and Eq. (1.13)

obtain w, = 8%1 [E°]>. We emphasize that this simple
expression for the energy density is valid in the first-
order approximation.

According to formula (1.11), the energy density S,
of the laser pulseisthe sum of two terms. Thefirst term
isaconventional Poynting vector, and the second term
describes the transport of the energy of high-frequency
oscillations due to the dow plasma motion. To first
order in the derivatives of the Slowly varying quantities,
the mean energy flux density S, of the high-frequency
laser field (1.12) reduces to

o EO* |:|
[|E| 2%% Da—at —c.cD}

(1.14)

_Cko

i * * O
+ (O x[E°xE™] +(E’VE, —cc)) O
2k0 D

From Egs. (1.4)—(1.6) for the low-frequency plasma
perturbations, we can readily obtain an equation for
each of the perturbed quantities:

2
+oo2DE = e”V(p,

Ebt

+ szE')N

Dat

NOe
—Dg, (1.15)
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Z/TlL
Fig. 1. Schemeillustrating the processes of theinteraction between two short laser pul ses and the generation of plasma perturbations
at different instants of time. The envelopes of the laser pulses and the high-frequency oscillations of the laser field (normalized to
the pulse amplitude) are represented by light solid curves and dotted curves, respectively. The heavy solid curves show the potential

0 20
of the plasma perturbations, = 1[(13[' , @ '[D + d)m (%) '[D} + exp E)—Z%tb%, mptgcos(ZKOZ) for pulses with the duration
oL

1= oo;l and acarrier frequency such that w,/wy = 0.2. Plots (a), (b), (c), and (d) refer to thetimest/mt=-2, 0, 3, and 3.5. In plot
(c), referring to the time t/mtt = 3, the potential Y vanishes in the region between the pulses after their interaction.

Da ] 19

et 9mYe = Tmat " ¢

Note that, using Eq. (1.6), expression (1.8) can be rep-
resented the form

=1 D’_ED
P 8T[|:|

e (1.16)

1
W —
(JO

which will be used below. As a result, to the lowest
order in the derivatives of the slowly varying quantities,
Eq. (1.7) describing the evolution of the energy density
w, of the low-frequency plasma perturbations takes the
form

on
ag‘t’P+ 0 ED—V JE 0
e (1.17)
20 PNg
AtUNo '

W
____B_2|E°|
16T Wy,

2. COLLISION BETWEEN TWO LASER
PULSES

Below, we will be interested in the interaction
between two identical laser pulses propagating toward
one another along the z-axis (Fig. 1). We assume that
the plasmaistenuous and only dightly affectsthe prop-
No. 5
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agation of laser pulses. Consequently, when consider-
ing perturbations produced in a plasma by laser pulses,
we can assume in the zeroth approximation that the
fields of the pulses are given function of coordinates
and time. We specify these fields in the form

E (r,t) = %{ exp(—iwot)[E.(r, t)exp(iko2)
+E_(r,t)exp(—iky2)] + c.c.},

@2.1)

wherek, = %A/wg—coﬁ . The amplitudes E, of the elec-

tric fields of laser pulses propagating from left to right
(the plus sign) and from right to left (the minus sign)

vary slowly on the time and spatial scales o)gl and kgl .
The averaged potentia ¢ of the high-frequency field is
determined by the high-frequency electron velocity V|,
which can be expressed in terms of electric fields (2.1)
with the help of Eq. (1.1). To first order in the deriva-
tives of the dlowly varying amplitudes, we obtain

L
+[|E_|2+ %EE_D(%—C.CE}
+[E+ = +0I_)<BE Da—

(2.2)

DO—*D} exp(2iky2)

ot

[E (E_ +—BE Da—ﬂ}exp(—Zikoz)ﬁ

This formula implies that each of the two pulses pro-
duces ponderomotive forces along its path and, in the
interaction region, they also generate small-scale high-
frequency ponderomotive forces. Accordingly, all of
the quantities that vary slowly with time (0N, Ve, E)
contain terms varying slowly in space and those vary-
ing rapidly on aspatia scale of (2k,)~! and thus can be
represented as

V. = Vo + V,exp(2iky2) + V; exp(=2ikyz), (2.3)
SN, = ny+ n,exp(2ik,z) + n; exp(-2ikyz), (2.4)
E = Eo+ E,exp(2iky2) + E; exp(=2iky2), (2.5)

where the subscript O refers to the large-scale compo-
nents and the subscript 2 denotes the amplitudes of the
small-scale quantities. By means of Egs. (1.15), it is
possible to express all of the slowly varying quantities
in terms of high-frequency potential (2.2).

Using formula (2.5), we average expression (1.16)
for the energy density of the plasma perturbations over
rapid variations in space. As a result, we see that the
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averaged energy density W, is the sum of two terms,

W, = Wy + Wy, where
10 2 1 @9Eq0
W 0 = 0 + — [l, (2.6)
_ 102 19EqD
Wp2 ZF[D E2| + ;)—ZD—O-'[—D O 2.7
p

The equations describing the temporal evolution of
the energy densities of the large- and small-scale
plasma perturbations can be obtained from Eq. (1.7).
Using Egs. (2.2), (2.4), and (2.5), to the lowest order in
the derivatives of the dlowly varying quantities, we
obtain

aWpO - _ a Dn0D
ow w2
W2 - _ QTD
(2.9)
where
2
(0
Qo = Vo([E* +[E), (2.10)
161 cq)
2
a4, = —E—[V}(E,[E*)+cc]. (11
l6m (q,

Theright-hand sides of Egs. (2.8) and (2.9) describe
the energy fractions that the laser pulses lose by gener-
ating large- and small-scale plasma perturbations,
respectively.

According to the above definition, the energy den-
sity of each of the pulsesis equa to

= |—E—i|—2 2.12
e (2.12)
The equations describing how the energy density of
each pulse evolves in time follow from Eg. (1.9) and

expressions (2.1), (2.2), and (2.4):

IOD

ow, _
+ 05, = oaﬁ] _

2
w, Un,
ot * 321'[(Q)|DDNOE[E EEl—

+E. [EH'aDE}

00t

[l
c.C.[]
O

2.13)

2

w 20 No[] + 000
+ —2_[E,|* <ol [E (E* — +cc} ,
16m§§ 4 SN 9tENo [ -
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where

2
cky
Si = 8noQ)Dez[|E I+ 2wy gi

2| m
H %
|
(9]

[¢)
OO

(2.14)
'_k(g x [E, x E}] +(E+kVE+k—CC))D
O

with e, the unit vector directed along the z-axis.

The first terms on the right-hand side of Egs. (2.13)
describe theinteraction between the pul ses. In the equa-
tion for the total energy of the pulses, w, = w, + W,
which is abtained by summing Egs. (2.13) for w, and
w_, these first terms cancel one another. Therefore, the
right-hand side of the equation for the total energy of
the pulses coincides in absolute value with the right-
hand side of the sum of Egs. (2.8) and (2.9) but has the
opposite sign. As aresult, the conservation laws for the
total energy of the laser pulses and the plasma perturba-
tions generated by them reduces to the form

d
=W, +W_+WwW,,+WwW
at( po p2) (2'15)

+OUS, +S.+qp+(Qy) = 0.

It is obvious that, if there is no energy flux through
the boundaries of the volume under consideration, then
the volume-averaged total energy of the pulses and the
plasma perturbations is time-independent and is equal
to the initial energy of the pulses injected into the
plasma.

3. LARGE-SCALE PLASMA PERTURBATIONS

To the lowest order in the derivatives of the slowly
varying amplitudes, the equation that describesthetime
evolution of the envelope E, can be obtained by substi-
tuting into the first of Egs. (1.15) the part of high-fre-
guency potential (2.2) that is associated with large-
scal e plasma perturbations:

9° ew’
—-+w2'350 = —2V(|E.|*+|ELD).
4mowy,

Cot?

Inthe vicinity of theinteraction region, the longitudinal
profiles of the pulses are assumed to be Gaussian:

£n
ﬂ!

3.1

E.o(r, 1) = Eq(p)expl
) (3.2)
Eo(r,t) = Eu(p)expg—zr‘—g,

where& = z— Vt, N = z+ Vi, Vy = cky/wy, isthe group
velocity of the pulses, L is their length, and the vector
E-(p) determinestheir polarization and their radial (p =

N y2) shape. We assume that the polarization of

GORBUNOV, FROLOV

laser pulsesis linear (the polarization vector being e,)
and that the spatial distribution of their energy density
is axisymmetric. The coordinate system and the initial
instant of time are chosen in such away that, at t = 0,
the pul ses exactly overlap one another and the functions
E, and E_are maximum at the point z= 0 (Fig. 1b).

It follows from Eqg. (3.1) that, in the given approxi-
mation, large-scale plasma fields are generated by the
pulses independently of one another and the total field
istheir superposition:

Eq(r,t
ofr, t) (33)
[]
E(P) ol o+ o o,
wheret = (LNg) is the pulse duration and
d(x a) = aIdysin[a(x—y)] exp(—yz). (3.4)

In what follows, we assume that the radial profiles
of the pulses are also Gaussian:
00’0

En(p) = eLEOLeXpD RED’ (3.5)

where E,,_isthe maximum electric field amplitude and

R is the characteristic transverse size (radius) of the
pulse.

In this case, expression (3.3) becomes

2
opd

W, Ve
Eo(r,t) = 4CE0L pD_EgD

FO o B-F0E ‘[D} (3.6)

X%EZ[EL PO O g

2P [ 0¢ O
kR[(DEL TE“DDL’%TE}E‘

where Vg = ek, /mwy, is the maximum electron oscilla
tory velocity in the laser field, k, = w,/V,, e; and e, are
the unit vectorsin the axial and radial directions, and

X

F(x,a) = aIdycos[a(x—y)] exp(—yz)
(3.7
_109(x,a) a)
a o0x

Thefunctions ®(x, a) and F(x, a) describe, respectively,
the dependence of the axial and radial components of
the plasmaélectric field on the longitudinal coordinates
both inside and outside the pulses.
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Total large-scale plasma field (3.6) is a superposi-
tion of the fields generated by each of the pulses and
thus does not provide information about the interaction
between them. In the general case, however, the princi-
ple of superposition does not apply to energy density
(2.6), which is quadratic in the fields. Substituting
expression (3.6) into formula (2.6), we obtain

2 2
w, = SVerEa o, 020
0 = —20ag1 B P el

The squared expressions in the square brackets in for-
mula (3.8) contain the terms involving the products of
the functionsthat refer to both of the pulses and charac-
terize their interaction.

In order to analyze formulas (3.6) and (3.8), we
rewrite the function ®(x, a) in terms of the function
J,(B) [20], which iswidely used in plasmatheory:

d(x,a) = Efa/—éexp(—xz)[%\]+([3)+c.c.] (3.9

where = j"‘_é —i2x,

2.(8) = pexp B jolxexpﬁ‘D

050 o0 (3.10)

a= wyT, and x=n/L or —&/L. Thereal part of 3 isequal
to theratio of the pulse duration to the period of plasma
oscillations, and the imaginary part of 3 determinesthe
coordinate normalized to the pulse length in the frames
of reference of the propagating pulses. Figure 2 shows
how function (3.9) depends on the variable x for differ-
ent values of the parameter a, characterizing the pulse
length. It can be seen that the shape of the function is
very sensitive to a. For a values smaller than 3, the
function oscillates behind the pul ses, whereas, fora=5
(curve 4), it is essentialy nonzero only within the
pulses.
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Fig. 2. Function ®(x, a) vs. variable x for different values of
the parameter a: a= (1) 0.5, (2) /2, (3) 3, and (4) 5.

For short (a < 1) and long (a > 1) laser pulses,
expression (3.9) and, accordingly, formulas (3.8) and
(3.6) can be substantially simplified.

For short pulses, we can utilize the following
asymptotic expansion of the function ®(x, a) at suffi-

ciently long distances from the centers of the pulses
(x> 1, a):

2

2 e
®(x,a) = (A +4x° '

EJﬁaexp(—a2/4) sin(ax),

Using expansion (3.11), we can see from expression
(3.6) that, behind the pulse propagating from left to
right, the electric field of the wake wave has the form

x<0
(3.11)

x> 0.

Ba(r1) = _ﬁmpT‘*’ ac (3.12)

Dw
xexpB—

0
pﬁ)g-

%[pz cos(k

The wake electric field of the pulse traveling in the
opposite direction is represented in an analogous man-
ner.

According to formula (3.12), the electric field at
each point in space (except at the axis p = 0) has both
axial and radial components. The phases of these com-
ponents are shifted by 172 with respect to each other.
This indicates that the field vector rotates in the (z, p)
plane in such a way that its end describes an dlipse,
whose eccentricity depends on the radia coordinate.
For p < k,R%/2, the ellipse is elongated in the z direc-

P
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tion. For p =k,R*2, the end of the electric vector
describes a circle, and, for p > k,R%/2, the ellipse is
elongated in the radial direction.

The electric field of the standing wake wave that
arises between the short pulses after their interaction
(t > 0) hastheform

V p2 coﬁﬁj
OR 40
(3.13)

: o . 2p
x sin(w,t)e,sin(k,z) + e,——cos(k,z)7.
P 0 4 p Pk R2 p §

p
Now, we turn to an analysis of the energy density.

According to formula (3.8), the energy density W;O of
the wake plasma waves behind each of the short laser

pulses (w,T < J/2) before their interaction is equal to

"o = 4% W 4c2 8m
0 Wi 2ot - (3.14)
W
X expF Al ——DEB.+ A;p
0O 2 ROO KR

Weintegrate expression (3.14) over theradiusto obtain

the energy Wgo of the wake waves that is contained in
a narrow layer of thickness dz and characterizes the
energy lost by a pulse per unit length during its propa-
gation:

dW,
dz
(3.15)
_ e VeWy  n @t 2
8 P LiactL th 20 kﬁRﬂ
where W, isthetotal energy of the pulse,
Eo|_ 3/2 2
W, = e RL. (3.16)

Recall that, in the region between short laser pulses
after their interaction, their wake waves form a two-
dimensional standing wake wave. According to for-
mula (3.8), the energy density in this standing wave is

2y,2 =2
2 20, VEE
W = TGt p;g;;
Wo2C (3.17)

2_2
X exp%— Wl _ pZD
0 2 RO

2
p

The nodes of the standing wave (the zeros of its
electric field) lie only on the axis (p = 0) at the points

GORBUNOV, FROLOV

Koz =1 (n=0, £1, £2, ...). In the axial region (p <
k,R?/2), the energy density is maximum at Kpz,,, =
(1 +2n)(192) and is minimum at kpz,,;, = T (N = 0, £1,

..). At the distance p = k,R*/2 from the axis, the
energy density is independent of the longitudinal coor-
dinate, and, at larger distances (p > k,R*/2), the maxima
become the minima and vice versa.

Integrating function (3.17) over the period of its
variations along the z-axis yields an energy density two
times that in expression (3.14). This means that, in the
wake field region, where the laser pulses are already
absent, the energy of the plasma waves is conserved
and the energy density in the standing wave is distrib-
uted in a specific manner.

The structure of the standing wake wave depends
essentially on the pulse radius. Figure 3 shows the dis-
tribution of the energy density in a two-dimensional
standing wake plasma wave for two pulses with differ-
ent radii.

The total energy of the plasma waves generated by
short laser pulses can be estimated by integrating
expression (3.17) over avolume limited in the longitu-
dinal direction by a distance equa to two Rayleigh
lengths, 2Z; = k,R?, along which the pulse shapes
change relatively insignificantly:

Jr 9 Ver | kR 09T
wpoz?mpram—czg+ SEW exp 5. (3.18)

Under the restrictions stated above, this energy is much
lower than the energy of the laser pulse.

In the opposite limit of long laser pulses (a > 1), the
function ®(x, a) at a > x, 1 can be described by the
asymptotic formula

® _a a’—12x°

(x,a) = = 21+2 5 | €Xp(— x)
a +4x (a +4x) (3.19)
Jm

+ 7aexp(—a2/4)sin(ax).

According to formula (3.6), the wake fields behind the
pulses are exponentially small, but, inside each of the
pulses, there is alarge-scale electric field

b WV 0po
Eo(r,t) = _JOZ;EOLGXDD_;ZJ
, (320
02€ . , . 2p 1 0&n
X exp - !
T R ‘Ul+4z neLt L

The field of the counterpropagating pulse is described
by an ana ogous formula.
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 3. Distributions of the dimensionless energy density of the standing wake wave in the plane of the variables p/R and &/L for

laser pulses with the radii R= (a) /2k,," and (b) /2/3k;" .

The energy density of the large-scal e plasma pertur-
bations generated in the interaction between long

pulses (Wt > J/2) can be determined from formula
(3.8) by using asymptotic expression (3.19):

(3.21)

PLASMA PHYSICS REPORTS Vol. 29 No.5 2003

2 2 2

R 27 2t
+2&+E—n expL 22 2],
R L2L Oz 20

The first two terms on the right-hand side of this for-
mula describe the energy density of the plasma pertur-
bations within each of the pulses far from the interac-
tion region. The last (third) term refers only to the col-
lison between the pulses and describes additional
energy that istransferred from the pulses to the plasma
perturbations in the interaction process.

The energy density of the plasma perturbations
inside a long pulse depends on the shape of the pulse.
Figure 4 shows the distributions of the energy density
within one of the pulses outside the interaction region
[the first term in the square bracketsin formula (3.21)],
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Fig. 4. Distributions of the dimensionless energy density of the plasma perturbations inside long laser pulses with radius-to-length
ratios R/L = (a) 2 and (b) 1/2 in the plane of the variables p/Rand &/L.

obtained for two different values of the length-to-radius
ratio of the pulse.

We integrate expression (3.21) over the coordinates
to obtain the time-dependent total energy of the plasma
perturbations:

_ L Vew
" KR4c?242
, ) , . (322
0 R [ R t D} 0 Zt%
XM+ —+|1+—FAl-4— |&Xpr—H -
0o 2L’ o120 AT 2

Before (t < —1) and after (t > 1) the callision, energy
(3.22) is the sum of the energies of the large-scale
plasma perturbations accompanying each of the laser
pulses. At the beginning of the interaction process

2.3 L*0 .
<— =+ , the energy of the plasma fields is
F 72" Rt

partially converted into the energy of the pulses. During
3. L% t

Sr— <-<

i < = 0, the energy of
the plasma perturbationsincreasesand at t = O reachesits
maximum value, which is twice that before the interac-

2
tion. Then, the energy decreases and, at % > 3, L

4 2R
becomes equal to the energy before the interaction.

the time interval —

Note that the time evolution of the space-averaged
total energy of large-scal e plasma perturbations can be
obtained from Eq. (2.8) for pulses of arbitrary duration.
We determine n, from Egs. (1.15) and formula(2.2) and
PLASMA PHYSICS REPORTS  Vol. 29
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carry out the necessary manipulations to arrive at the
equation

0 Jﬁ 2200 VEWL 2 0 DwZTD
=Wy = w1 LS — exp =—2
ot 477 hact T kRt o 20
2 2
W VE W,
—_— T = 3.23
WA’ 4.2 (3-23)
(90, 02t

2 0.0/t
+ 2o, fzwp\%.

gt PO 20
p

The first term on the right-hand side describes the
energy of the wake waves, which increases linearly
with time and is not small only in the case of suffi-
ciently short pulses. The second term becomes nonzero
only after the interaction (t > 0).

For sufficiently long distances between the pulses
after their interaction (on time scales t > T, u)pT2),
Eqg. (3.23) transformsinto the equation

0 Jﬁ 2 200 VE WL ]
atW Eaaii: w0402 T %sz Al
P 3.24
2 (3.24)
xexp%— ”2 E[1+2cos(2wpt)].

The term oscillating at a frequency twice the plasma
frequency is related to the interaction of each of the
pulses with the wake field produced by the other pulse.
Thisterm is also not exponentially small only for short

laser pulses (0T < +/2).

Note that each of the pulses interacts with the wake
field of the other pulse only in the region in which the
structure of the wake wave remains unchanged. The

length of this region can be estimated as the Rayleigh
length Z only under the condition Z; < c¢/wy;, where

Wy = Wy./Zme/m; is the plasma frequency of the ions
with charge Z and mass m . For larger values of Zg, the
effects associated with the perturbations of the ion
plasma density can influence the shape of the wake
waves.

4. SMALL-SCALE PLASMA PERTURBATIONS

In the interaction region, laser pulses not only per-
turb the plasma on large scales but also generate small-
scal e perturbations with a period equal to half the laser
wavelength. Such small-scale perturbationswereinves-
tigated in our recent paper [14], so we present below
only the most important of the results obtained there.

Since the period of small-scale perturbations is
small in comparison with the pulse radius, they can be
treated as quasi-planar. The longitudinal component E,,
of the electric field of the perturbations is much stron-
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ger than their radial component and is related to the
electron density perturbations n, in asimple way:

4meNge Ny
2iky Nge

In turn, the electron density perturbations are described
by the equation that followsfrom Egs. (1.15), (2.2), and
(2.9):

E,,= 4.1

2
an, _ e 2 .. 0[]

Wr—— = —— &Ko — 1Koz
Ny, mzwczﬂ(o %92

02

e’
[ E* E

XEE+ Ef +60BE+E%—Ef Daa—t.%

On the right-hand side of Eg. (4.2), we retain small
terms proportional to the derivatives of the slowly vary-
ing amplitudes because these terms play an important
role in calculating the time evolution of the energy of
the laser pulses.

The solution to Eq. (4.2) that satisfies the condition
that there be no small-scale electron density perturba-
tions before the interaction has the form

4.2)

_ + 2k 2 wile’|Eq(p)|?
N % 2 2 2
Oe 0 L*wdd m 0oy, 4.3)

2
X exp E—E—%@% wp%.

The time dependence enters solution (4.3) through
function (3.9).

According to formula (2.7), the energy density of
the small-scale plasma perturbations is also expressed
in terms of the function ®:

_ €kolEx(p)l
16nm2u)51

[a,[CDEt w TD}

(4 4)
e

For laser pulses with a Gaussian radia profile [see
formula (3.5)], we integrate the total energy of the
small-scale plasma perturbations over the interaction
region to obtain, using formula (4.4),

Wi,
_ kgVEW, O E; IDLQEE T13%3(45)
4(,00«/§%FD ' ﬁ[a E[ D}

where the total energy of the pulse, W, is given by
expression (3.16). In order of magnitude, the energy of
the plasma perturbationsis lower than the pul se energy
by afactor of (Vg/c)>.
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the same durations asin Fig. 2.

The time evolution of the small-scale perturbations
can be examined by using the familiar asymptotic
expressions of the function ®(x, a). For sufficiently
long distances between the pulses after their collision
(on time scales such that t > 0, t > T, t > w;1%/2),
asymptotic expansion (3.11) puts density perturbations
(4.3) intheform

—2 = —Jﬁu)pTD<0+2|k
NOe

From this formula, we can see that the density pertur-
bations are plasma oscillations localized in space.
Under otherwise equal conditions, such oscillations are
most efficiently generated by laser pulseswith the dura-

tiont = ﬁ/u)p. The amplitude of the plasma oscilla-
tions excited by long pulses (w,T > 1) is exponentially
small.

In accordance with formula(4.5), thetotal energy of
the small-scale plasma oscillationsis equal to

2 2k0VE |:| miTZD

The generation of plasmawaves and the time evolu-
tion of their energy during a collision between the
pulses can be investigated separately for long and short
laser pulses.

w
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During the collision (6T < +/2) between short (t < 1)

pulses, the function can be described by the asymptotic
expression

®(x, a) = %azexp(—xz)gﬂ. + Jrx— %(a2 - 12x2)§

and, in accordance with solution (4.3), the amplitude of
the small-scale electron density perturbations has the
form

7 0T |ED(p)|

U]
2
O R

0 TGBDHIZ%

The energy of the plasma oscillations increases accord-
ing to the law

+ 2iky—
2m’ ooo
(4.8)

k22 2t 4t
Woall) = et S Weep = + = (49)

ﬁ

For long (w1 > ﬁ) laser pulses, the time evolution
of the plasma perturbations on time scales t < w,1%/2

during (t < 1) and after (t > 1) the collision is described
by the formula

2 2
n 0 . w e’ |E
L T & sl U
Noo 0 L wyd m oy,
O
2 o 2
v m T t
x exp- LZED FePp - (4.10)
2_2 T
[WpT +45
0O T
1l
,\/1_'[ N (A)zTZD E
+ S W TeXp - £ Dsm(copt)%
U
0

The first term in parentheses in formula (4.10)
describes the quasistatic plasma density perturbations,
which are generated only during the interaction
between the pulses; on time scalest > T, these perturba-
tions are exponentially small. The second term
describes the generation of plasma oscillations, which
are exponentially small in the case of along pulses.

The time evolutions of the energy of small-scale
plasma oscillations generated by laser pulses of differ-
ent lengths are shown in Fig. 5. One can see that the
energy of the plasma perturbations generated by long
PLASMA PHYSICS REPORTS  Vol. 29
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pulses (w,T > /2 increasesto its maximum during the
collision and then decreases. This effect stems from the
fact that, at the beginning of the interaction, the pulses
lose part of their energy by generating quasistatic elec-
tron density perturbations. Then, the phase difference
between the driving force and the perturbations
changes, and amost the same amount of energy is
transferred back to the pulses. In contrast to the case of
long pulses, part of the energy of short pulses [see for-
mula (4.7)] is irreversibly converted in the interaction
region into the energy of small-scale plasma oscilla
tions, which remain in the plasma after the interaction.

Note that, for short-wavelength plasma oscillations,
the cold plasma approximation is valid only under the

. V1w, ,
condition & = Zﬁfao < 1, where V; is the electron
p
thermal velocity. In this case, the duration of the pulses
and the time scales on which the effects of the electron
thermal motion are unimportant are restricted by the

inequalities w,T, Wyt < % 6—3expDiZE.
5 228

CONCLUSION

The question about the effectsthat occur inaplasma
in the interaction between two laser pulses differing in
carrier frequency or duration was discussed in [5-13].
Unlike in those papers, we have discussed the interac-
tion between two identical pulses—the case that seems
to be the simplest to realize experimentally. We have
shown that the effects produced in such an interaction
are sensitive to the ratio of the pulse duration to the
period of the plasmawaves. This ratio can be changed
by changing the pulse duration and/or the plasma den-

sity. Short laser pulses (0T < /2 excite plasma oscil-
lations on two spatial scales. Wake plasma waves with
the wavelength A, = 217k, are generated over the entire
path of the pulses and form a standing wake wave in the
region between the pulses after their interaction. In the
interaction region, the pulses produce small-scale
plasma oscillations with awavelength equal to half the
laser wavelength A, = 217k, which remain in the
plasma after the interaction. In the case of long laser

pulses (w,T > A/2), the plasma perturbations are quasi-
static and are al so generated on two essentially different
spatial scales. Plasmafields generated within the pul ses
on scales of about the pulse length grow in the interac-
tion process. The fields that are generated only in the
interaction region are small-scale and disappear after
the interaction.

Asan example, we consider the interaction between
two identical 1-J short laser pulses with duration t =
400 fs (L = 120 um), frequency oy, =2.4 x 105 s (A, =
0.8 um), and radius R = 100 um in a fully ionized
helium plasma with the electron density Ny, = 1.3 %
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10" cm. For these parameter values, the radiation
intensity isequal to 4.5 x 10" W/cm? and the amplitude
of the small-scale electron density perturbations is
about n,/Nye = 0.3. We also have w,T = 80 > 1, which
corresponds to the generation of quasistatic electron
density perturbationsin the interaction region in such a
plasma. The cold plasma approximation is valid for
electron temperatures below 300 eV.

In [14], it was shown that such a stratified plasma
can be used as a short-lived Bragg mirror, which may
reflect about 25% of the energy of a probing wave.

Another exampleis provided by small-scale plasma
oscillations. For laser pulses with the wavelength A, =
0.8 um and the duration T = 30 fs (L = 9 um), the con-

dition Wl = ﬁ is satisfied for the electron density
Noe= 7 x 107 cm3. Plasma oscillations in which the
amplitude of the electron density perturbations
amounts to about n,/N,. = 0.3 are generated in a colli-
sion between two moderate-power laser pulses with an
intensity of 2 x 10'* W/cm?, which, for a pulse with the
radius R = 9 um, corresponds to an energy of 1.6 x
107 J. For the above plasma parameters, the plasma
ions on the Rayleigh length can be treated asimmobile
and the cold plasma approximation is satisfied for elec-
tron temperatures below 20 eV. Such localized coherent
plasma oscillations may serve as a convenient object to
study the destruction of coherence and the devel opment
of Langmuir turbulence under the conditions of laser
experiments.

In our analysis, it was assumed that the density per-
turbations are small and can be described in the linear
approximation. This condition restricts the radiation
intensity to alevel of 10'°-10'7 W/cm? at a laser wave-
length of about A, = 1 um. In present-day devices, the
radiation intensity can be substantially higher when the
density perturbations are nonlinear. By investigating
the parameters of the plasma perturbations as functions
of the radiation intensity, it is possible to study how the
linear perturbations become nonlinear and trace their
further evolution.

When propagating through a plasma toward one
another and interacting with one another, short laser

pulses (w,T < J/2) lose their energy by exciting large-
scale plasma waves and small-scale plasma perturba-
tions. The ratio of the fractions of energy lost by these
two mechanisms can be estimated using formulas
(A.19) and (A.13) (see the Appendix):

dW,, _ 2+KR°
W., 4./2mwT

This estimate shows that, under the condition w,T >
(k,R)?, which is easy to satisfy, the additional energy
loss resulting from the interaction between two short
pulses exceeds the loss by the generation of wake
waves. It should be stressed, however, that laser pulses
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also lose their energy in other processes (Coulomb col-
lisions, stimulated scattering, etc.). That is why energy
loss caused by the excitation of plasma oscillations
should be considered merely as an additional effect.
Nevertheless, it seems quite possible to measure the
fraction of energy additionally lost by short laser pulses
in their interaction.

The nonlinear interaction between two wake waves
propagating toward one another can be accompanied by
the emission of radiation from the plasma a a fre-
guency twice the plasma frequency (see, e.g., [21]).
Such radiation may be used as a new diagnostic tool
providing data on the interaction of high-power laser
pulses with plasmas. The results of the investigation of
this radiation will be published in a separate paper.

APPENDIX
Effect of the Interaction Process on Laser Pulses

Here, we consider how the energy and shape of the
laser pulses change in their interaction. In the approach
developed here, these changes are assumed to be small.
Nevertheless, an analysis of the effect is helpful in
revealing the tendencies that may become important
under the conditions in which these changes will turn
out to be measurable and thus will serve as a basis for
additional diagnostics of the plasma processes accom-
panying the interaction.

In discussing the question about the pul se shape, we
represent the energy density of the pulse in the form

WE =W, + oWt where w; isthe energy density before
the interaction and dw#* is the small correction caused

by the interaction. As in the preceding discussion, we
describe the pulses before the interaction by the Gaus-

sian profiles wy = (EZ, /8Mexp[—(p/R? — (¢/L)]] and

Wy = (Eg /8Mexp[~(p/R? — (n/L), which satisfy
Egs. (2.13) in the zeroth approximation and depend
only on the absol ute value of complex amplitude (2.12).
However, thefirst-order termsin Egs. (2.13) contain the
complex amplitude of the field envelope. That is why,
in order to determine dwA, it is necessary to know not
only the amplitude of the envelope but also its phase,
which is determined by field equation (1.13). Hence,
the correction dw* can be found by substituting fields
(2.1) into Eq. (1.13) and by using the following expres-
sions for the amplitude of the field envel ope:

= e/|E.]exp(id.),

where |E, | is the absolute value of the complex ampli-
tude and ¢, isits phase.

E, = eE, (A.1)

Inwhat follows, we restrict ourselvesto considering
only the pulse that propagates from left to right,
becausetheresults are also valid for the pul se propagat-
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ing in the opposite direction. Substituting expression
(A.1) into Eq. (1.13) and separating the real and imag-
inary parts, we obtain
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Note that the correction dw, to the pulse energy den-
sity depends on the coordinate p; timet; and variable &,
which characterizes the position of a point inside the
moving pulse with respect to its center. Along with the
correction ow,, it is conventional to introduce the quan-

tity &I, = 2HF dppdw, , which determines the pulse

shape in the longitudinal direction. The time evolution
of the total pulse energy will be characterized by the

expression dW, = J’:’: desl, .

(VW+) } (A3)
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We solve Egs. (A.2) and (A.3) by means of the per-
turbation theory. In thisway, Eq. (A.2) takesthe form
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In the expression for the phase ¢, we take into account
only the effectsthat are associated with the plasma den-
sity perturbations. We also neglect linear dispersion,
linear diffraction, and nonlinear effects that are propor-
tiona to the second derivatives of the slowly varying
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guantities. As aresult, we arrive at the following solu-
tionto Eq. (A.3):

t
VE 0 pZDDZI(gCZ |j_'
+ = —eXpe—[——— dt'CD—,ooID
¢ 4c? DRED%J; E s
2 f 2,,2
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O
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where the first term in parentheses, which will be
denoted by ¢,,, accounts for the effect of the small-
scal e plasma perturbations on the phase of the envelope
and the second term, which will be denoted by ¢_,,
describes the effect of the large-scale perturbations.
According to Eg. (A.4) and solution (A.5), the large-
and small-scale perturbations of the electron plasma
density contribute additively to the correction to the
pulse energy density: dw, = dw,, + dw,,. The equations
for each of the contributions follow from Eq. (A.4):

Qat+Vga£5 T w00t0 0 gt O
2 002 on "o
(] 0[]
__D dw.oV.o) + — 2 +OatEN0eD'
@t gaj] (A)Oat 0 at [l
CZ 2 Dnz D
_a)—()D OQw,oVd.,) + 16“(%. ENOQE E-—cen (A7)

2
P [E EfaDnZD+cc}
161103 0tENoH

First, we consider the change in the energy density
of alaser pulse under the action of small-scale plasma
perturbations. With allowance for expression (4.3) for
2003
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the electron density perturbations n, and the expression
for the phase ¢,,, Eq. (A.7) becomes
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After the interaction (t > 1), but at times that are
much shorter than the Rayleigh time (t < tg = k,R?/2¢),
Eq. (A.8) hasthe solution
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which yidds the following expression for the pulse
shape:
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Figure 6 showsfunction (A.10) calculated for differ-
ent values of the parameter w,T, which characterizesthe
pulse duration in units of the plasma period. We can see

that short laser pulses (Wt < J/2) lose their energy by
generating short-wavelength plasma oscillations
(which remain in the plasma after the interaction) over
the entire interaction region. It can also be seen that the
generation is more efficient in the second half of this

region (curves /, 2). For longer pulses (w,T > J2)ora
denser plasma, quasistatic density perturbations are
excited only during the first half-period of the interac-
tion process. During the second half-period, the energy



Fig. 6. Change in the dimensionless energy density F| =

8(,00 L
Ve
of reference of the propagating pulse after the interaction.
The pulse propagates from | eft to right. Curves 14 refer to
the same values of the parameter wyt asin Figs. 2 and 5.

-0l ,, vs. dimensionless variable &/L in the frame

of the plasma perturbations is transferred back to the
pulses (curves 3, 4). Asaresult, the energy of the pulses
is restored to the energy that they had before the inter-

action, but their shape becomes distorted. In this
approximation, formula (A.10) reduces to
KoVEW, 0
5l,, = O—EJ% + == Lim
8w, L OL ¢’k 940
(A.11)
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The changein thetotal energy of the pulseinitscol-
lision with an identical pulse propagating in the oppo-
sitedirection can befound by integrating Eq. (A.8) over
the spatial variables:

koVeW
6W+2:—° —
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To evaluate the integral in this expression, we use the
following equation for the function ®:

0" Lt 20 o 0 = 2expdll
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Asaresult, we obtain

(A.12)

Comparing expression (A.12) with formula (4.5), we
see that half of the energy of the generated small-scale
plasma oscillations is transferred from one laser pulse,
and the remaining half isthat lost by the other pulse.

For timest > 1 after the interaction, the total energy
lost by the pulse can be determined using asymptotic
expansion (3.11):
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09T

2 2k0VE
Po—Tr

> Wi ex
Awq

3W,, = (A.13)
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A comparison with formula (4.7) shows that the energy
OW,, is equal to half the energy W, which isin com-
plete agreement with the energy conservation law.

The change in the energy of a laser pulse (and,
accordingly, inits shape) under the action of large-scale
electron density perturbations, ow,,, can be represented
as the sum of two parts: dw,,, which is associated with
the perturbations excited by the pulse itself, and dw,_,
associated with the perturbations generated in the inter-
action with an identical pulse propagating in the oppo-
site direction. Using the expression for n, that follows
from Egs. (1.15) and formula (2.2), taking into account
formula (A.5) for the phase, and performing routine
calculations, we find
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wheret' =t + t, isthe time measured from the instant t,,
of the pulse injection and erf(x) is the probability inte-
gra. These expressions are valid under the conditions
t,| > T and [t] < tg = k,R?/2c.

Integrating expressions (A.14) and (A.15) over the
radial variable p and the longitudinal variable ¢, we
obtain the change in the energy of the pulse due to the
generation of wake plasmawaves,

6VV++

oo Ve
_ _ﬁ'[wztz 52 t'
e Ac’T

8 p
and the change associated with its interaction with the
wake waves of the other pulse,
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From formula (A.17) we can, in particular, see that, on
time scales t > T, w1 after the collision between short

pulses (T < J/2), their energy includes a correction
oscillating at a frequency twice the plasma frequency:

2\ ,2
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(V% 24c° k R (A.18)
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Comparing formula (A.18) with Eg. (3.24), we can
readily seethat the energy conservation law is satisfied.
During the time required for a laser pulse to propa-
gate over two Rayleigh lengths, 2tg, the total energy
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losses (A.16) due to the generation of wake plasma
waves are

Jm

1]
4 T 00040 %l 2 RO,

(1)1'
<R %t

This expression and formula (3.18), which determines
the total energy of the wake waves generated by two
pulses, differ by the coefficient 1/2 and in that they have
opposite signs.

The amplitude of the wake waves excited by long
laser pulses is exponentialy small. However, as was
shown above, the energy of such pulses should decrease
during their interaction because of the increase in the
energy of the plasma perturbations. In this case, for-
mula (A.17) becomes

3W,, =
(A.19)
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Comparing formula (A.20) with formula (3.22), we can
conclude that, in the interaction process, a fraction of
energy of the long laser pulses is converted into the
energy of the plasma perturbations generated on a spa-
tial scale on the order of the pulse length and, then, this
fraction of energy istransferred from the perturbations
back to the pulses.
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Abstract—A novel method is proposed for calculating noneguilibrium fluctuations of the mean occupation
numbers of the electron shellsin the radiative—collisional average-ion models of multicharged plasmakinetics.
For the class of Slater ionic models, equations are derived for the mean occupation numbers of the electron
shells and their fluctuations in the Fokker—Planck approximation. To calculate the fluctuations, the Fokker—
Planck equation islinearized in the vicinity of the steady-state nonequilibrium solution to the kinetic equations
(linear noise approximation). The method proposed allows one to take into account both the nonequilibrium
correlations of the occupation-number fluctuations and the thermodynamically equilibrium statistical correla-
tionsrelated to the Coulomb interaction among bound electrons. The relation among the coefficientsin the Fok-
ker—Planck equation for the occupation-number fluctuations of the electron shells is discussed based on the

fluctuati on—dissipative theorem. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

A wide range of plasma physics problemsrelated to
the studies of targets for inertial controlled fusion,
X-ray lasers, liner implosion in high-current genera-
tors, the interaction of ultrashort laser pulses with sol-
ids, etc., are dealt with by numerically solving the equa
tions of the nonequilibrium radiative gas-dynamics of
multicharged plasma [1-3]. From the computational
standpoint, all of these problems are very difficult to
solve because of the variety of the physical processesin
nonequilibrium plasma and, accordingly, the complex-
ity of the equations. Hence, one needs both asimplified
plasma description and simplified kinetic models that
do not require too much computational resources and,
at the same time, are sufficiently exact for applications.

The kinetics of both equilibrium plasma [i.e, a
plasma that is in local thermodynamic equilibrium
(LTE)] and nonequilibrium (non-LTE) hot plasma is
based on the two main approaches:

(i) the chemical approach [4], in which the kinetics
of theion populationsis considered using the theory of
ion collisions with photons and free plasma electrons,
and

(i) the solid-state approach, in which the plasmais
described in the cell model of an inhomogeneous elec-
tron gas. Under LTE conditions, the latter approach is
based on the Thomas—Fermi theory [5], and under non-
LTE conditions, it is based on the kinetic model of non-
interacting electrons in quasineutral plasmacells[6].

The radiative—collisional (RC) models of ion kinet-
icsin a hot plasma take into account one-electron and

one-photon reactions (both forward and reverse ones)
of the ion excitation and ionization in collisions with
electrons and photons and two-€electron Auger pro-
cesses (autoionization and dielectronic recombination).
The reaction cross sections are cal culated by the theory
of collisions for isolated ions (see, e.q., [7, 8]).

Gas-dynamic eguations based on chemica RC
kinetic models are usually derived from the generalized
Boltzmann equations (sometimes caled the Wang
Chang—Uhlenbeck equations) for the electron and ion
plasma components under the assumption of plasma
quasineutrality. It is common to describe the electron
and ion plasma components in the two-temperature
approximation and neglect ion diffusion. In the local
RC kinetic model, the spectral transfer of radiation is
described by a collision integral in the approximation
of the total frequency redistribution of incoherent pho-
ton scattering in lines and continua [1-3, 9]. In this
approximation, the set of gas-dynamic equations and
equations of radiation transfer and population Kinetics
should be supplemented by the spectral dependences of
the phototransition cross sections calculated with
allowance for both the broadening of the discrete levels
and the rates of the impact processes. Alternatively,
when the approximation of the total redistribution over
frequencies isinapplicable, the kinetics of theion level
populations in plasma should be described in terms of
the spectral densities for the excited states [10-12].
When describing the dynamics of a weakly nonideal
emitting plasma by using the local RC model of the
population kinetics and the kinetic model of the spec-
tral transfer of radiation in the approximation of the
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total frequency redistribution of incoherent photon
scattering in lines and continua, we will use the term
“nonequilibrium radiation gas-dynamics’ (NRGD) for
the two-temperature gas-dynamic approximation. In
this approximation, the velocity distribution functions
of the ions and free electrons are assumed to be Max-
wellian.

The NRGD problems are very difficult to solve by
using chemical RC kinetic models because of the huge
number of ion states. For example, the total number of
ion configurations with N = 13 bound electrons, which
can occupy the ion subshells from the 1s to the 59
states, is Ng ~ 1.12 x 107 (for N = 7, we have N¢ ~
1.01 x 10°). The number of the allowed radiative tran-
sitions between the energy levels of these configura-
tions (the number of emission lines) is 10 to 30 times
higher. Obviously, a detailed description of all of these
states and radiative transitions in the RC kinetic model
when numericaly solving NRGD problems is very
time-consuming. Moreover, such detailed information
provided by these calculations is often unnecessary
because the main physical parameters of the systems
under consideration are determined by a moderate
number of average characteristics. For this reason,
when solving the problems of the NRGD of a hot
plasma, simplified methods for describing the RC
kinetics are widely used.

In the chemical approach, the methods for simplify-
ing the RC kinetic model are based on statistical
hypotheses about the populations of the excited ion
states, combining the ion states with close energiesinto
one common state, and describing the variety of radia-
tive transitions between the common levels as asingle
radiative transition with an effective line profile. This
approach isjustified when the profiles of the closelines
and the line emission spectra overlap.

In afairly detailed ion-shell approach, theion states
in the RC kinetic model are described by the complete
set of .J (or L) terms; inthiscase, only the stateswith
{CyJ} electron configurations that are degenerated in
the projections of the moments are assumed to have
equal populations. In aless detailed approach, the split-
ting of the A{CyJ} termsisignored and all the energy
states of a given configuration are assumed to have
equal populations. In complex multicharged ions, the
total energies of a large number of configurations are
often close to each other. In this case, the so-called
superconfigurations that combine a variety of different
configurations with close energies are usualy used as
common states. Finally, in the least detailed RC kinetic
approach, the difference in the energies of configura-
tionswith different moments of the el ectrons belonging
to the same nl shell is completely ignored. This rough-
est description is used in the hydrogen-like RC kinetic
models without allowance for L splitting; in this case,
the ion states are determined by a set of the integer
occupation numbers of the electron shells over the prin-
cipal quantum numbers. The above approaches to

GASPARYAN, GORSHIKHIN

describing both avariety of discrete—discrete (dd) tran-
sitions between the common levels and the effective
line shapes are called the detailed term accounting
(DTA), unresolved transition array (UTA), and super-
transition array (STA) approximations, respectively
(see, eg., [3, 13-16]). Inthe UTA and STA approxima:
tions, the effective cross sections for dd transitions (the
envelopes of an array of lines) are described by Gauss-
ian profiles. The parameters of these profiles (namely,
the widths and the center positions) are calculated by
averaging the positions of the individual lines with sta-
tistical weights equal to the spontaneous decay rates; to
determine these positions, special time-saving methods
based on recursion formulas and sum theorems[ 15, 17]
were developed. For many NRGD problems, the
observed complicated emission spectra of hot multi-
charged plasmas are satisfactorily described by simpli-
fied chemical RC kinetic models. However, despite a
significant reduction in the computation time, the above
approaches remain very time-consuming when applied
to the multidimensional problems of radiation gas-
dynamics.

An alternative smplified description of RC plasma
Kinetics is based on the use of the non-LTE solid-state
approach. The corresponding RC kinetic models are
called the average ion models (AIMSs). In these models,
the statistical independence of the populations of dis-
crete ion levels is assumed, which is valid in the strict
sense for an ideal gas of noninteracting electrons. In
contrast to the chemical RC kinetic models, the plasma
kinetics in the AIM approximation is described by the
electron shell occupation numbers averaged over the
ion configuration ensemble [6, 18] rather than by the
exact populations of the electron configurations. The
kinetics of the average occupation numbers is deter-
mined by the rates of the RC processes averaged over
the nonequilibrium ensembl es of theionsand radiation;
for the photon transfer equation, it is determined by
average sources and sinks of radiation in radiative pro-
CESSes.

Under LTE conditions, the AIM approximation can
be most easily formulated in terms of the density func-
tional theory by using the extreme properties of an
equilibrium ensemble (see, eg., [16, 19]). Various
forms of the density functional and various physical
approximations (such as taking into account the
guasineutrality condition and exchange—correlation
terms, the implementation of the cell approximation,
and the use of the quasiclassical approximation) allow
one to apply the well-known quantum-—statistical mod-
els of substance, such as the Thomas—Fermi and Har-
tree-Fock—Slater models [16, 19-21]. In the density
functional theory, the single-particle approach with a
self-consistent cell potential can be implemented most
efficiently to takeinto account the interel ectron interac-
tion, which is required to describe one of the most
important phenomena in a nonidea plasma—pressure
ionization [22]. The theory enables one to determine
the photoabsorption cross sections in an LTE multi-
PLASMA PHYSICS REPORTS  Vol. 29

No. 5 2003



LINEAR NOISE APPROXIMATION METHOD

charged plasma by calculating the delayed polarizabil-
ity. In particular, assuming that the fluctuations of the
occupation numbers of the average ion levels are con-
tinuous, it is relatively simple to take into account the
effect of electron interaction on the correlations of the
equilibrium fluctuations of the electron shell occupa-
tion numbers, which determine the statistical line
shapes from dd transitionsin the AIM [13, 23]. Unfor-
tunately, the density functional theory does not allow
one to apply the AIM approximation to nonequilibrium
plasmas.

An aternative approach to deriving the AIM
approximation under LTE conditions was proposed in
[24, 25]. It is based on explicitly calculating the large
thermodynamic potential and average occupation num-
bers in the plasma chemical model by the saddle-point
method. In this approach, the hydrogen-like Slater
approximation, which was theoretically justified in
[26-28], isused in theinitia plasmachemical model to
describe the structure of isolated ions. In the Slater
models, the energy structure of ionsis described by the
universal matrices of screening constants, which are
weakly dependent on the atomic number Z. For the
Slater ion models without and with allowance for L
splitting, the matrices of screening constants, optimized
using the updated atomic databases, are presented in
[28] and [29], respectively. The fluctuations of the
occupation numbers and the photoabsorption cross sec-
tions are calculated using the quasi-thermodynamic
fluctuation theory.

Inthe Slater ion models, analytic expressionsfor the
energy structure and screened charges of the electron
shells allow one to use semiempirical (based on the
Coulomb-Born and quasiclassical approximations)
formulas for the collision rates and photoabsorption
cross sections. These expressions are convenient for
both developing time-saving (from the calculation
standpoint) automated database generators for the
chemical RC kinetic models and calculating the RC
kinetics based on the nonequilibrium Slater AlIMs.
Explicit calculations of the large thermodynamic
potential for the LTE Slater AIMs alows one to take
into account both the correlations of the occupation-
number fluctuations caused by the Coulomb interaction
among bound electrons and the influence of correla-
tions on the effective photoabsorption cross sectionsfor
dd transitionsin the AIM approximation [25] (the occu-
pation-number fluctuations in the AIM approximation
without allowance for correlations were calculated in
[30]).

This study is devoted to deriving the equations for
the non-LTE Slater AIMs. The equations are obtained
by averaging the equations of the chemical RC plasma
Kinetics over a nonequilibrium ensemble of ions. To
enable explicit averaging, the set of equations of the
chemical RC kinetics is approximated by the Fokker—
Planck equation for the continuous probability density
of the occupation numbers of the ion’s electron shells
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with the help of the diffusion approximation for multi-
dimensional probability processes on meshes [31]. In
this approach, macroscopic equations for the average
occupation numbers are obtained under the assumption
of small fluctuations. The method enables one to calcu-
late the nonequilibrium fluctuations of the average
occupation numbers in the linear noise approximation.
These occupation numbers are needed to simulate the
statistical shapes of the lines and photoabsorption cross
sections under non-LTE conditions. Inthe case of LTE,
the accuracy of the results obtained by this method (see
[25]) is determined by the choice of the ensemble in
which fluctuations are calculated (in [25], it was the
grand canonical ensemble).

In Sections 2 and 3, the equations of the chemical
RC kinetics for the Slater ion models are presented. In
Section 4, the AIM equations for the average occupa-
tion numbers of electron shells are derived by the
moment method [32, 33] and in the Fokker—Planck
approximation.

In Section 5, the eguations for the nonequilibrium
fluctuations of the occupation numbers are derived and
the sources in the radiative transfer equations are aver-
aged in the linear noise approximation. The possibility
of generaizing the nonequilibrium Sater AIMs and
taking into account plasma nonideality (in particular,
when calculating the fluctuations of the average occu-
pation numbers in the cell approximation) is discussed.

The results of calculations of the occupation-num-
ber fluctuations in a nonequilibrium multicharged hot
plasma under the coronal equilibrium conditions are
presented in Section 6.

2. ELECTRON GAS IN THE COULOMB FIELD
OF A NUCLEUS

Let us consider a system of bound electrons in the
field of anucleuswith acharge Z. Weintroduce the con-

figuration space{C} = {ny*, Ny, ..., n", ..., n?", 21

where{n;} arethe quantum numbers of theith shell and
q; is the number of electronsin theith shell. In theion
models without allowance for the L splitting of the lev-
els, n, isthe principal quantum number of the ith shell,
and in those with allowance for L splitting, n; is a pair
of numbers (nl);, where n and | are the principal and
orbital quantum numbers of the ith shell, respectively
(1 i £ K, where K is the maximum number of the
shell). Theion state is determined by a sequence of the
integer occupation numbers {q;, &, ...} of the shells
from the { C} configuration, where g; is the number of
electronsin theith shell, 0 < g < g;, and g; is the statis-
tical weight (for the ion model without allowance for L

splitting, we have g, = 2ni2). Each{q,,q,, ...} sequence

can be related to a point in a bounded K-dimensional
integer-number mesh in configuration space. The func-
tions determining the chemical RC kinetics (the ion
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Fig. 1. Energy levels of an [H]-ion.

energy states, screened shell charges, types of transi-
tions from a given configuration, oscillator strengths,
etc.) are defined in configuration space {C}. We will
consider the Slater models of isolated ionsin which the
total energy of the electron configuration is represented
analytically by a cubic polynomial in the occupation
numbers [28, 29]

Qx .
Uc = _quz_nkf, Q= Z_chn(qn_akn)a (D

where g, isthe invariable matrix of the screening con-
stants and Q, is the shielded charge of the kth shell (8,
is the Kronecker delta function). For o,,, = 0, we have
Q = Z and expression (1) describes the simplest ion
model, namely, the model of anideal electron gasinthe
nucleus Coulomb field, in which case the total energy
of the{ C} configurationisequal to the sum of the ener-
gies of the single-electron bound states of hydrogen-

like levels; Ug = _zzzqk/znf =225 qJ/2K° (here
and below, we use the atomic system of units). The sys-

tem of the energy levels of a hydrogen-like ion ([H]-
ion) isshown in Fig. 1.

Thearrowsin Fig. 1 show the single-electron transi-
tions between the states of the discrete and continuous
spectra. The energy levels of a[H]-ion are degenerated.
According to the Pauli principle, the number of elec-
trons in any shell of a multielectron ion cannot be

higher than the degeneracy order (2n|f ). The configura:

tion space {C} for the two-shell ions (a two-dimen-
siona mesh) isshownin Fig. 2. It consists of (g; + 1) x
(g + 1) points.

The arrows in Fig. 2 show the possible types of the
processes. ionization (I), photoexcitation (A), elec-
tronic excitation (B), autoionization (W), etc., which are
also represented in another form in Fig. 1. The ground
states of the ions are located at the mesh border,
whereas the excited states are inside the mesh. The
excited states of ions with a fixed number of bound
electrons are located only on the diagonals. Below, the
RC kinetic models with allowance for only single-elec-
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Fig. 2. Configuration space { C} of two-shell ions.

tron and two-€electron transitions (for the Auger process
only) are considered. The reactions of ionization and
ion recombination are shown by the vertical and hori-
zontal transitions between adjacent pointsin the config-
uration space. The reactions of the excitation and
guenching of the ion levels correspond to the strictly
diagonal transitions, which conserve the number of
electronsin the configuration. The reactions of autoion-
ization and dielectronic recombination correspond to
the diagonal transitions in which the number of elec-
trons in the configuration changes by unity. The param-
eters of the chemical RC kinetic model without allow-
ance for electron—electron interaction are completely
determined by the reaction rates for the [H]- and [He]-
ions with one and two electrons, respectively, and by
the Pauli principle (in the approximation in which the
states of each configuration are described by a single
Slater determinant).

3. EQUATIONS OF THE CHEMICAL RC
KINETIC MODEL

In the chemical approach, the equations of the RC
kinetics are the local equations for the concentrations
N,c, of theion components or the normalized probabil-
ities of the configurations P{C} = N,g/N (N =

Z{C} N;q )- The kinetic equations for ions (the Pauli

equations) describe the change in P{C} caused by the
radiative and collisional processes. We will describethe
reaction rates in the first order of the perturbation the-
ory using the Fermi golden rule. The validity of this
approach stems from the Markov approximation [31].
The equations of the RC kinetics for the plasma ion
components (el ectron configurations) are not closed. To
close them, the kinetic equations for free electrons and
radiation are needed. In the NRGD, the radiation is
described by the transfer equation and the subsystem of
freeelectronsisassumed to beinlocal equilibrium. The
electron density is determined from the quasineutrality
condition. We assume that the plasmaisideal and one-
component and the subsystem of free electrons is an
ideal gaswith atemperature T and chemical potential .
PLASMA PHYSICS REPORTS  Vol. 29
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These approximations are valid for a not too dense or
not too rarefied hot plasma.

To make the RC kinetic equations more compact, it
is suitable to use the step (argument shift) operator E,,
which acts on the integer-number argument of the func-
tion f(n) determined by the relations [31]

ELf(N]=f(n+1), E

E, [E,"

With the help of the E, operator, the energy v;; (i <) of
thei — j transition from the configuration {C} =

n,q n", ...} totheconfiguration {C}' = Ei_lEj [C]=
= {C} —i + ] isdetermined

g-1 gj+1
{.on’ Lo.n’ )

by the difference between the total configuration ener-
gies and has the form

= E, [E,,
L e )
= E, [E, = 1.

Vij = (Ei_lEj_l)[UC]' 3)

For an ideal plasmain astate of ionization equilibrium,
the Saha equation for P*{C} has the form (here and
below, the symbol * stands for the equilibrium proba
bilities P*{C})

P*{C} eUC/T

. UT
S5 =1 e "

G{G
- B “)
PH{C = Ei_l[P*{C}] i [Q(qu—Qi] ene(E. —1)[Uc]/T1
i
wheren = /T isthe chemical potential of freeelectrons
i normalized to the temperature T and G{C} =

M0 = g
|_|i gl - |_|i ai! (g —a)!
weight of the { C} configuration. The general equations

of the chemical RC kinetics for the P{C} probabilities
have the form

is the total statistica

FLg - = Y (E-D0aP(O)

D[R(gi—a)P{C}]

+S (B~

+ Y (E'E-1)[ o0 -a)P( G |

i<j

+ 3 (EE —1)[ Hgi(g; - qJ)P{C}}
|<] (5)
+ 5 (E'EE-D)

i<js<k
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W.. .
x| 3y (e-8,0(0 - a)PL G |
+ (EE'E -1)
i<j25k ] ‘
[ S40i(0; - 0) (0~ G~ 8,0P( T |

In Egs. (5), the summation is performed over the dis-
crete—continuum (dc), discrete—discrete (dd), and
Auger (ddc) transitions. In the single-configuration
approximation, the rates of the forward (reverse) pro-
cesses are proportional to the occupation (vacancy)
numbers of the electron shells. The rates of collisional
ionization and excitation are proportional to the density
of free electrons, and the rates of photoionization and
photoexcitation are proportional to the radiation inten-
sity. The rates of the Auger transitions [the terms with
the w ; multiplier in Egs. (5)] do not depend on the
electron density and radiation intensity. The rates of the
reverse processes are determined from the rates of the
forward processes using the principle of detailed bal-
ance. With alowance for the Coulomb interaction
among the ion’s bound electrons, the kinetic coeffi-
cientsl;, R, g;, andw, jin Egs. (5) depend on the occu-
pation numbers of the electron shells. Without this
allowance (the ideal gas approximation), the kinetic
coefficients are independent of the occupation num-
bers. To clarify the notation in Egs. (5), we note that the
contribution from a single-electron radiativei — j dd
transition from the {C} configuration to the {C}' =
{C} —i + ] configuration [this transition enters into the
third and fourth terms of the sum in Egs. (5)] has the
form

dP{ G
O dt D.A

= {Sag-a)P(a |
o (6)
+(E E)[ Fay(g-a)PLG |.

In Eqg. (6), therates of theforward and reverse radiative
dd transitions (A; and A;;, respectively) depend on the
radiation intensity I,, which is determined from the
equation for the radiation transfer

101, ol,

6t 95}— - _Xv|v+nv- (7)
In this equation, the radiation sourcesn, and sinks x,l,,
include bremsstrahlung, dd and dc phototransitions,
and Compton scattering. For dd transitions, these
sources can be written in the form [3]

= ZXvui = zr]\}l]’ (8)

i<j i<j

LI, =
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X = NY 0509, - ) P{C} ©)
g

My = N 050(9, =) E E[P{C}]
{a

P9 )

OE, E[P*{C O

X

(10)

Vil T

—FE E{q(g.
j

'J

q)P{CG} B,(T),

= Nz
{a

where N is the total ion density, xfd is the total coeffi-
cient of photoabsorption dueto dd transitions, and gj; is
the absorption cross section for the dd transition of an
electron from the ith shell to the jth shell. For the sake
of simplicity, Eq. (10) is written in the Wien approxi-
mation, in which the equilibrium radiation intensity is
B, O viexp(—v/T). The cross section for the radiative
i — j dd transition can be expressed viathe absorption
oscillator strength f;; and the normalized line profile

d(x):

-V
Gj; = Gofuq)D) O

Oav, O (1n

J’(l)(x)dx =1

Then, the rates of the forward and reverse radiative dd
processes in Eq. (6), A; and A;;, are determined by the
collision integrals that are dependent on the radiation
intensity. For narrow lines, they are

| |
Ij J'O-O i ¢DA JDd\)dQ = Oof V”’
(12)

v;;/T

- g, €
ECE[A] = A= 1,

i [ ] 0g Vij
Without allowance for the interaction among bound
electrons, the kinetic coefficients in Egs. (5) do not
depend on the configuration occupation humbers and
can thus be factored out from the step operators.

For dc transitions, the radiation sourcesn), and sinks
Xvly iN EQ. (7) and the rates of photoionization and pho-
torecombination in Egs. (5) can be written in a similar
way. The additional terms in transfer equation (7) are
related to the equilibrium bremsstrahlung processes
and Compton scattering by free electrons and do not
contribute to kinetic equations (5). On abandoning the
Wien approximation, the equations of radiation transfer
and RC kinetics will allow for the processes of stimu-
|ated emission; in this case, the formulasfor the rates of
radiation processes change somewhat [3].

GASPARYAN, GORSHIKHIN

4. DERIVATION OF THE NONEQUILIBRIUM AIM
EQUATIONS FROM THE CHEMICAL RC
KINETIC MODEL

Let us consider the RC ion kinetics in the two-shell
model at 0, = 0 (ideal gas) for asmall ion admixtureto
the background plasma assuming that the density of
free electrons and the plasma density and temperature
are constant. In asteady state, Egs. (5) can bewrittenin
the form

dP
Ul _ Il(qu _

- D)[0hPy,q]

+Ry(E, —1)[(9,—01)Pg.0]

+15(Eq, = 1)[GoPq,q] + Re(Eqy — 1)[(92— G) Poyq.]

, 2
g21(Eq1 6, ~ D[02(9: = A1) Py, o]

= 1)[d1(92 = 92) Pg,q,]

apn
+ (E% QZ
0>

(E = 1)[(9: —d1)02(0, = 1) Pqq.]

(E —D[(92—-02) (92— A2~ PPyl =0

(13)
where0 < ;< g, and 0 < g, < g,. In the case at hand,
Egs. (13) are linear with respect to the vector P , of

dimension (g, + 1) x (g, + 1) and the probabilities P o,

1 QZ

satisfy the conservation law Zq a Py,q, = 1. For large

statistical weights g;, the dimension of set (13) isK > 1
and its solution is too cumbersome. Under LTE condi-
tions, due to the detailed balance between the forward
and reverse transitions, the stationary (equilibrium)
solution to Egs. (13) can be found explicitly and hasthe
form of afactorized binomial distribution:

= = el 9-q
Pglqz Pglpgz’ P:;l - Cgifi (1_ f|) ’
l qi:gi
gf = g—-u- =g = Z Py, (14)
D_\$+” O g =0
(e + 10
O 0

where f, are the occupation-number probabilities. Here,
due to the statistical independence of the electron dis-
tribution over theion shells, the vector P,  isentirely

determined by the first moments of the solution to the
kinetic equations, namely, the average electron shell
occupation numbers [d; [ The same effect (the statisti-
cal independence of the steady-state electron distribu-
tion over the ion shells) occurs when the equations of
PLASMA PHYSICS REPORTS  Vol. 29

No. 5 2003



LINEAR NOISE APPROXIMATION METHOD

the RC model are solved neglecting the diagonal tran-
sitionsin Egs. (13) (Fig. 2).

Let us consider the moment representation of the
complete set of Egs. (13) under non-LTE conditions
[32]. We determine the moments of the electron distri-

bution over the shells using the probabilities P, ,

000 = 4r0zPgyq,- (15)
The equations for the first moments, gL [d,0] and
[d},q,0) which follow from the set of linear equations
(13) of the chemical RC kinetics, are

dg,0 a
Stth = —I, [0+ Ry (g, — q,) 0+ g_zll [0,(9, —q,)0

a W
- g_122 [0,(9, —gp)0+ ;2' : [0,(9, — 1) (0, —1)3

W
- ;22 [0:,(92—d2)(9.— 9, — 1)}

(16)
de,0 a
% = -l o0+ R, (g, — q,)0- 9—211342(91 =)0

a
+ 9_122 [01,(92 — 9p)0— Wy, 1 [0,(9; —0;) (g, — 1)0
+ W, 2 [0:(9,-9)(9, -0, - 1)1
d 0
TR = ), a0+ Ry (0, - )0

=1, 08,900+ R, [81,(9, — g,)0

a
+ 62‘1 [{d,—q;—1)0x(9; —q,)U
! (16a)
a
+ 9_122 [{d;— 92— 1)0:(9, — 0)0

+

W.
;2' : [0, —209; —2)d,(9: —d;) (0, — )0

W.
+ “%‘2‘2 {20, —0,—2)0:(9,—-92) (9, — 0, — 1)

The set of al the moment equations (16) is certainly
equivalent to Egs. (13). In the moment representation
for the equations of RC kinetics, all the moments are
coupled. Equations (16) can be simplified under the
assumption of the statistical independence of the elec-
tron distribution over the shells with a factorized prob-

ability distribution Py o = Pg o Pqq, (14), in which

case moments (15) are factorized, Bq‘fq'ZD = Eq'{DEdq'ZD.
In this case, the equations for the first moments are
closed but nonlinear and the equations for the highest
order moments include only the solutions to the equa-
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tions for the lowest order moments. If we assume that,
in the general case, the solutions to kinetic equations

(13) for the vector P, ,, arealso closeto the factorized

one, then the equations for the first moments can be
expressed in the form

dig,0_ df,
at - 9ar

+ay0,f(1-1;)—a,0,f(1-1,)
+0.5W,, 10:0,(9, - 1) f;(l -fy)

—0.5W; 5,0:0,(9,—1) f1(1- f2)21
digl_ df,
at 977

—ay0,fo(1-1fy)+a,0,f(1-1,)
Wy, 10:0,(9,—1) f:(l_ f1)

+ W, 0:0,(9,—1) f4(1- fz)z-

These arethe AIM equations for the model of noninter-
acting electrons. Here, the set of nonlinear low-dimen-
sional equations (17) for the shell occupation probabil-
itiesf; replaces the high-dimensional set of linear equa-
tions (13). Under LTE conditions, thisapproximationis
exact. Conditions under which the AIM RC kinetic
equations (13) satisfactorily describe a non-LTE
plasma were studied in [32]; the common condition is
the smallness of the dynamic correlations of the occu-
pation numbers of different shells [these correlations
are caused by nondiagonal transitions in Kinetic equa-
tions (16)] and/or small deviations from LTE condi-
tions.

When deriving the AIM equations from the set of
RC equations (16) with allowance for the interaction
among bound el ectrons (e.g., for the Slater ion models),
the problem arises of calculating the averaged kinetic
coefficients and the averaged spectral sourcesin trans-
fer equations (7)—(10) because, in this case, the equilib-
rium solution cannot be reduced to a simple factorized
form even under LTE conditions. There are correlations
among the average occupation numbers of the shells.
Under LTE conditions, the problem of calculating the
equilibrium (static) occupation-number correlations,
which are related to the influence of the electron Cou-
lomb interaction on the energy structure of an ion, can
be solved using the guasi-thermodynamic theory of
continuous fluctuations [25]. Under non-LTE condi-
tions, it is necessary to take into account both the static
and the dynamic correlations of the occupation num-
bers.

The separation of the occupation-number correla
tionsinto static and dynamic onesisrather arbitrary and
is related to the use of the AIM approximation in ana-
lyzing the chemical RC kinetic models. Indeed, the

= —1,0:f; +Rygy(1-1y)

(17)

= —1,0,f,+ Ry0,(1-f))
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dynamic characteristics (reaction rates) and static char-
acteristics (ion energy levels) enter into the matrix ele-
ments of the common Coulomb interaction operator.
The guantitative difference between them is that the
matrix elements are taken between different states of
the continuous or line spectra, which makes the kinetic
coefficients dependent on the density. The possibility of
describing plasmakineticsin the chemical RC model is
related to both this density dependence (i.e., the
decrease in the dynamic correlations) and the applica
bility of the Markov approximation when deriving the
equations of the chemical RC kinetics (the Pauli equa-
tions). For a strongly nonideal plasma, the quantitative
difference between the static and dynamic characteris-
ticsissmaller, and the description of plasmakinetics by
using chemical RC models becomes impossible
because the kinetics of highly excited ion stateswith an
electron orbit size on the order of the average distance
between theions cannot be described by the Pauli equa-
tions for the states of isolated ions. In this case, the
plasma kinetics is to be described using other quasi-
particles.

AIM equations (17) for the average occupation
numbers can be derived from the kinetic equations of
the chemica RC plasma model with the help of an
alternative method by using the Fokker—Planck diffu-
sion approximation for the one-step probability pro-
cesses[31]. We substitute the continuous coordinates of
the configuration space {C} for the integer-number
ones and rewrite Egs. (13) in the form

P = (Ex=1)[1,P] + (E; —1)[R,P]
+(Ey=1)[1,P] + (E;* = 1)[R,P]
+(Ex E,—1)[axP] + (E,E," —1)[a,P]

-1-2

+(Ex'Ey —1)[dy 1 P] + (E(E;” = 1)[dy P,

(18)

where g, = X, and g, = y. In Eqg. (18), the factors q;,
(gi — g;), and others, which are proportional to the occu-
pation and vacancy numbers, are incorporated into the
kinetic coefficients. Expanding the step operators E in
aTailor series

iax+%axx+...,
1 (19)
J_ray+§ayy+

and omitting all the derivatives of orders higher than
two, we abtain the following Fokker—Planck equation
for the probability density of the electron configura-
tions P(x, y, t):

0P = 0,((1,—Ry)P) +0,((1,—R;)P)

# 20,((13+ R)P) +20,,((1+ Ro)P)

yy(
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+(05—-0,)((a;—ay)P)
1 (20)

+35(05—20,0, +0},) (31 + 821 P)

+(05,—20,)((dy 2, —dy 1)P)

1
+5(05— 40,0, + 403,) (5(cy 22 + A 1)P).

In (20), the kinetic coefficients are functions of x and y.
In the general case, in which K electron shells are taken
into account, Fokker—Planck equation (5) has the form

OP(y, 1) = —Zayj(AjP)+%Za§iyj(BijP), o
j ij

1<i, j<K.

In this equation, the dependence of the transfer coeffi-
cients A, and diffusion tensor B;; on the coordinates y;,
which arethe occupation numbers, isdetermined by the
form of kinetic coefficientsin Egs. (5). From Eq. (21),
one can readily obtain the macroscopic equations for
the average [y, Cvalues

d _ -
Sryn= mAT= A,
(22)
Ly = Il_l dy;yiP.
j

The approximate equality in (22) holds only when the
fluctuations of the occupation numbers with respect to
their average values are small (the probability density
distribution P(y;, t) is peaked). It is easy to verify that
Egs. (22) for the macrovariables [y;[= g;f; are com-
pletely equivalent to Egs. (17), which were obtained in
the approximation of the uncoupled moments on the
integer-number mesh in configuration space.

5. LINEAR NOISE APPROXIMATION
FOR CALCULATING THE OCCUPATION
NUMBER FLUCTUATIONS IN THE AIM

UNDER NON-LTE CONDITIONS

Thevalidity of the small-fluctuation approximation,
under which Egs. (22) were obtained, can be estimated
in the linear noise approximation for the multidimen-
sional Fokker—Planck equation [31]. We assume that

the stationary solution to Egs. (22) is[y; (= y; . Expand-
ing the coefficients A; and By; in a Tailor series in the
vicinity of the stationary solution and keeping only the
linear terms of the series, we obtain from Egs. (22) the
PLASMA PHYSICS REPORTS  Vol. 29
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Fokker—Planck equation with linear coefficients for the
probability density P(Ay;, t)

S 1 S
== Aoy (AyP) +35% Bj 0y, P
ij ij

A= Ou(A), . B =By

(23)

where new independent variables, namely, the devia-

tions from the stationary solution, Ay =y — y;, are
introduced. In Eq. (23), the constant matrix B;; is sym-
metric, whereas the A; matrix is generally asymmetric.
The solution to linear equation (23) has the form of a
Gaussian distribution and is given by the formula

dDet_l N/2
2rt U

P(y, t) = exp[—%Ay [E_lAy}, (24)

where the equations for the average values [Ay,00=
Ay P(y;,1) |_| dy; and the correlation matrices = have
the form (the steady-state [Ay; Civalues are zero)

d _ s
o Ay = zAij Ay,
J

[LYyD= Ly - iy 0 = =, (25)

d_

dt™

Under LTE conditions, there is a relation between

the diffusion matrix B® and the transfer matrix AS. This

relation stems from the principle of detailed balance.

First, we consider the diffusion limit for Saha formula
(4), which we rewrite in the form

q;P*{C}

=~ gE'[P*{C ]E'[1-q/g]e

where g, = g; f,. Using expansion (19) of the step opera-
tor and integrating Eq. (26) over the continuous config-
uration space of the occupation numbers, we obtain the
equilibrium solution for the occupation-number proba-

bilities f* of theion’s electron shells:

= A=+ (A" + B,

(26)

(B =1)[Ug/T] +n

- EUE]/TH]
fr= J' P*{C} |_|qu = (1-f")e
fr = ﬁ_nﬂ,
GDeJ 0 0Uc(gif)) &7
- c_O0Yclgili
b= 0 L] gof; '
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gifi=lgl= Iqu{C} |_|de-
j

Let us now consider an Auger reaction on the right-
hand side of RC kinetic equations (5) (the electron tran-
sition from the jth and kth shells to the ith shell:

(jk) —= ()

|jj_H:|Auge

DdtDj K,i (28)

"B -1)[d, Pl

The principle of detailed balance for this reaction
reads as

= (B EjEc—1)ldyiP] + (EE}

Ei_lEjEk[djk,iP*{C}] = di,jkp*{C} )

1 -1 (29)
djk,ip*{c} = BE; E [di,jkP*{C}]-

Asis the case with the Saha formula, using expansion
(19) and the principle of detailed balance, we obtain
from Eq. (29) the relation between the rates of the for-
ward and reverse Auger processes,

JkID Idjklp*{c} |_|dq|
(30)
= Idi,jkp*{c} |_|in = m:jkD

It follows from Eq. (30) that, under LTE conditions, the
coefficients w;;  and dj;  [see (5)] are related as

*
ijl *

|:‘uj*k,iD = < (Qk —-0;)(9 —Qi*)>

fa

k>gjgkgifi*(1_f:)(l_fj*) = E‘ﬂiikjk[l

>ggkg. fe(1-1) (31

_ W
2

Here, we took into account that the diffusion approxi-
mation is valid at g; > 1. Substituting the equilibrium
occupation numbers f;* into Eq. (31), we rewrite the

relation between the probabilities of the forward and
reverse Auger processesin the form

W:Jk — Wj*k,i e(_ﬂ’iD+®jD+®@/T+n
2/ 1\ 2 :

(32)
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For calculation purposes, we introduce the averaged
large thermodynamic potential Q for ions:
-lu-
Q= T(U TS)
(33)
=BUCf)+ S glfilnfi+(1-F)In(1-f)].

The extremum of the potential Q is achieved for the
equilibrium shell occupation numbers described by
Eq. (27). We also introduce the matrix of equilibrium
correlations, which determines the occupation-number
fluctuations under LTE conditions:

9°Q*
0L0 (80
_ U Ly

OTH@ 0 g ff (1-11)

(0°Q%); = Q=
(34)

Now, we calculate the B;; and A; matrices under LTE
conditions. For the Auger transition (kk) — (i) with
k> i, calculation gives

D mn n n n D
A* = 0'5B:E —Qi +2Qi  2Qu—Qy O

n n n n D,
02(Qi —2Qix) —2(2Q — Qi) O

—2

B = B*O L —2p (35)
24

oo
O0m

*
Bl = [efq 0+ [ 0= 2<V%>gigi(f:)z(1— f).

It can easily be verified that, in the case at hand, the
matrix

= = (9°Q*)"
D mn mn D
= 1 0—Qu Qik O (36)
(Qil[(Qi';(_Qi'i'QI'(Ik)E Qiy _Qi'i'g
isasolution to Eq. (25):
A*=* + =*(A*)" + B* = 0. (37)

Similar calculations for other reactions show that,
under LTE conditions, the stationary solution to

Egs. (22) coincides with the equilibrium solution, f =

" in this case, the matrix B* of the diffusion coeffi-
cients and the matrix A* of the transfer coefficients are
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related by expression (37), which isadirect representa-
tion of the fluctuation—dissipative theorem for the diffu-
sion approximation to the equations of RC plasma
kineticsin the AIM approximation. When the matrices
Asand B® are commutating, Eqg. (35) for the matrix =
has a simple stationary solution = = —0.5(AS'Bs. This
case corresponds to the absence of correlations among
the occupation numbers of different electron shells.

L et us determine the macroscopic coefficients of the
spectral transfer equation of radiation in the AIM
approximation. We consider radiative transfer equation
(7) and restrict ourselves to analyzing the contribution
from dd transitions (8)—10).

The sources and sinksin Eqg. (7) depend on the el ec-
tron configuration { C} (because the energy of dd tran-
sitions and the oscillator strengths depend on {C}) and
the linewidths of individual transitions Avy, which are
determined by the collision rates, Stark microfields, the
spread intheion velocities, etc. The above derivation of
Eq. (22) for the average occupation numbersin the Fok-
ker—Planck approximation is based on both the contin-
uous approximation of the dependence of the kinetic
coefficients on the electron configuration occupation
numbers and the assumption of small correlations
among the populations of different ions shells. An
analysis of RC kinetic equations (5) and the appearance
of coefficient (12) for the rates of the radiative dd tran-
sitions show that these assumptions are acceptable
when theradiation intensity |, changes dightly over the
linewidth of dd transitions. Thisis the case of aplasma
with the optical thickness higher than the mean radia-
tion path lengths in the lines. In fact, this is an addi-
tional condition for the applicability of the AIM
approximation under non-LTE conditions. On the other
hand, in an optically thin plasma, the intensity of line
emissionislow and theinfluence of theintrinsic plasma
emission (reabsorption) on the kinetic processes is
insignificant. Hence, it is reasonable to expect that, in
the AIM approximation, the inaccuracy of the RC
kinetic equations is maximum in a nonequilibrium
plasma with an optical thickness on the order of unity
for the most essential dd lines.

If we could accurately determine probabilities P{C}
from the known average populations of the electron
shells, then it would be possible to solve transfer equa-
tion (7) together with Egs. (5). However, this approach
isinefficient in devel oping time-saving approximations
because it isthe solution of the transfer equation that is
the most laboriousin solving the NRGD equations. An
approach based on solving the averaged radiative trans-
fer equation, in which the sources and sinks are deter-
mined by a moderate number of the radiation parame-
ters of the electron configuration ensemble, is more
efficient.

This approach has long been used in the case of
LTE. Under LTE conditions, the main kinetic parameter
is the cross section for photon absorption; hence, the
PLASMA PHYSICS REPORTS  Vol. 29
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problem is to determine the cross sections statistically
averaged over the equilibrium electron configuration
ensemble, first of all, for dd transitions because the cal-
culation of these transitions in a hot multicharged
plasma is the most time-consuming. In the AIM
approximation and under LTE conditions, the follow-
ing assumptions are used [13, 16, 25, 30]:

(i) the smallness of the fluctuations of the electron
shell occupation numbers,

(i) the smallness of the correl ations among the aver-
age electron shell occupation numbers, and

(iii) the assumption of strong overlapping of theline
profiles corresponding to single-electron dd transitions
between the identical electron shells of different ions.

The last assumption is well satisfied for dc transi-
tions because the profiles of the photoionization cross
sections are very wide. For dd transitions, strong over-
lapping of the line profiles of close lines corresponding
to dd transitions can be observed in the plasma of high-
Z elements, in which case the main resonant lines of dd
transitions are surrounded by a huge number of satel-
lites [16]. We will also use this approximation under
non-LTE conditions.

In the Fokker—Planck linear noise approximation for
the occupation number density, the sources and sinksin
radiation transfer equation (23) can be averaged in a
straightforward way. Indeed, substituting integration
for the discrete sum over configurationsin Egs. (9) and
(10), expanding the smooth functions of continuous

. . dd . . . .
occupation numbers q; in X, j; in Tailor series in the
vicinity of the average steady-state populations, and
then integrating over g;, we arrive at an integral repre-
sentation of the sources and sinks. When the satellite
shift caused by the dispersion of the occupation number
distribution is much larger than the linewidths of the
individual dd transitions between electron configura
tions, theindividual line profiles ¢ (x) can be substituted
by & functions. On this substitution, all of the integrals
with the Gaussian distribution of the occupation-num-
ber fluctuations (24) can be calculated anayticaly. In
the first nonzero approximation, the integral statistical
line profileis a Gaussian with the width determined by
the matrix of fluctuation correlations = and a depen-
dence of the energy of dd transitions on the electron
configurations.

Let us thoroughly calculate the averaged absorption

coefficient E)(f,’}dijD in the transfer equation and the sta-
tistical line profile of add transition for thei — j tran-
sition between the shells of the average ion. Expanding
xff’ij in EQ. (9) in Tailor series of smooth functions
(oscillator strengths and shell populations) in thevicin-
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ity of the average steady-state populations g, = q; +
=g (f; +Af), weobtain

Ko = X (a))ar(1 - f5)
><J'I_l koP(C)[l + zakAqki|¢(V =V (Ad, q°))(38)
k k

=% (q)a’(1- ) B0

Here, the distribution P(C) is determined by Eq. (24).
The energy shift of dd transitions can be determined by
expanding the energy of dd transitions [see Egs. (3),
(27)] in terms of the occupation-number fluctuations

vy(C) = v 0+ Z "[1 Age= D0+ Y ¢/Aq,,
N k

0L dUJ]

D’ijD = ’ (39)
oqg; oq;

Gk = —=.
00

Let us consider the main term in Eq. (38). Let ¢ (u) be
the Fourier transform of the line profile of thei — |

transition, ¢ (u) = —— [dxd (x)e**. Then, taking into

account Eq. (24), we have

Bbv IjD Il_l quP(C)(I)(V Vu(Aqu q ))

|u(v - —iuc, Agy

) j|‘| dq.P(C)e

_[ ¢()

2
_U ddy2

|u(v D;”ED 2 5 (Zjj

(40)

J' ¢()

2
X

dx oz .‘j"f

I Jor( z‘*")zq)(v e
J

(Z) = 3 e Enci
ki

For a Gaussian profile ¢(v) with width ; , (a particu-
lar case is the & function), statistical profile (40)
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becomes a Gaussian with the total width equal to the
sum of widths:

(v-v?
1 252

— e ,

A/ZHZ2

2 ddy2 <2
25 = (&) +Zj0

dd — _
va,ijlj_ 1)

Theinfluence of the correction to profile (40) dueto an
additional term in square bracketsin Eq. (38) resultsin
the profile asymmetry.

The average rates A; of the radiative dd transitions
are expressed via the averaged sources in the transfer
equation. In the AIM approximation, for the i — |
transitionin Eq. (9), instead of expression (12), we have

© _dd
_ l |j(v,ijDv
A = NI—V dvdQ
dd i © _ dd (42)
_ Xijj (q)ai(1- fj)'[']bv,ijDvdVdQ.
N Y

0

The total absorption coefficient in the transfer equation
dueto dd transitions and the total rates of the dd transi-
tions are the corresponding sums over the transitions
between the shells of the average ion. The dtatistical

profile of photoabsorption E)(fiﬁD in the dc transitions
(with allowance for the fluctuations of the photoioniza-

tion thresholds), the averaged radiation sources EhfdI 0

and 50 in the AIM transfer equation, and the
remaining reaction rates are calculated in asimilar way.

Under LTE conditions, the above derivation of the
transfer eguation in the Slater AIM approximation
gives the statistical AIM photoabsorption coefficients
calculated by the quasi-thermodynamic fluctuation the-
ory [25]. Under non-LTE conditions, it generalizes the
equilibrium theory and allows one to take into account
the influence of both the static and the dynamic corre-
lations of the occupation-number fluctuations on the
complete equations of RC kinetics (for populations and
radiation) in the linear noise approximation. The
explicit form of the nonequilibrium probability density
P(Ay;, t) allows one to calculate not only the influence
of nonequilibrium kinetics on the effective linewidths,
but also some other parameters, in particular, the dis-
persion of theion mean charge. Indeed, the normalized
fraction of the ions with an integer-number charge Z' =
Z — Z, can be found by integrating over distribution
(24):
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_1 u
Py = ZI5§Qk—Z%P(C)|:|ko

_1 . -
= ZIBEZ Aqk—AZEP(C) |:| doy =Iszv,

1 bzt

dpuo
AZ' = [XO-27', Z = —¢€ ,
;

JTiD
D’ = 2% ().
ij

(43)

It is seen from Eq. (43) that the dispersion of the ion
mean charge is determined by the sum of the population
correlations of the matrix =.

Radiation transfer in plane geometry was computed
by the detailed RC models of a multicharged plasma
and by the AIM within a wide range of the plasma
thicknesses, densities, and temperatures. The compari-
son of the results obtained shows that the AIM approx-
imation satisfactorily describes the mean characteris-
tics of a hot multicharged plasma and the large-scale
features of the plasma emission spectrum [32, 34],
regardless of almost completely ignoring the detailed
description of the line emission reabsorption. To agreat
extent, the successful use of the AIM can be explained
by the fact that, in ahot plasma of high-Z elements, the
main mechanism for the thermalization of the sources
of nonequilibrium dd and dc radiation isthe interaction
with the bremsstrahlung continuum (whose sources are
equilibrium), rather than the collisional thermalization
of the sources. Moreover, a favorable factor improving
the accuracy of the AIM approximation isthe high radi-
ation capacity of amulticharged plasmain continua (dc
transitions), whose contours are highly overlapped.

The derivation of the Slater AIM equations and the
averaged radiative transfer equation from the equations
of chemical RC kinetics can easily be generalized, in
particular, for

(i) multicomponent plasmas,

(ii) models allowing for the degeneracy of the elec-
tron component,

(iii) models allowing for the stimulated radiation
processes,

(iv) nonequilibrium distribution functions of free
electrons (high-energy electronsin laser plasma), and

(v) combined RC kinetic models (the so-called “ion
method” [16]) with incomplete averaging over the con-
figuration ensemble and a description of only afraction
of the configuration occupation numbers by the aver-
aged values.

However, the complicated theoretical problem of
correctly describing a strongly nonideal plasma (i.e.,
the effect of the ambient plasmaon the structure of indi-
PLASMA PHYSICS REPORTS  Vol. 29
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vidual ions and the RC kinetics) is still unresolved. The
effect of the ambient plasma manifests itself it two
ways. First, the excited ion states with electron orbit
radii on the order of the average distance between ions
are destroyed and reassigned to the continuum. Second,
ion collisions also can affect the states with small elec-
tron orbit radii, changing the corresponding photoab-
sorption cross sections (line profiles). The simplest way
to take into account plasma nonidedlity is to use the
model of neutral spherical cellsthat do not interact via
the Coulomb field. In this model, the residual interac-
tion with the ambient plasmais described by the bound-
ary conditions on or near the cell surface. In the neutral
cell model, the effect of the ambient plasma consistsin
a decrease in the single-particle density of the electron
states near the boundary of the continuum as compared
to the density of the isolated ion states. The simplest
regular method of taking into account this effect in the
chemical RC models and AIMs with the use of the
Slater models of an isolated ion isto change the statis-
tical weight of the excited shells [35]. In [35], it was
proposed to describe the decrease in the statistical
weight of the electron shells by the following function
of theratio of the orbit radius of anisolatedionr,, to the
cell radius R

g, = 2n2[1 + aE%Eb}_l, (44)

where a and b are the fitting parameters. Besides, the
model of a homogeneous ion sphere (with a constant
density of free electronsin the cell) [35] is used to take
into account the decrease in the ionization potential due
to the external shielding of the bound states by the free
electrons of the cell. The fitting parametersa and b in
Eq. (44) are chosen so as to match the pressure in the
Slater AIMs to that in the Thomas—Fermi model. The
“chemical bond” effects, which areimportant for acold
substance, are not taken into account in this model. As
in the Thomas—Fermi model, these effects can be taken
into account viaan additional term in the free energy or
the nonequilibrium free energy [36]. The above simpli-
fied method for considering the plasma nonideality is
presently employed instead of a still absent exact the-
ory of astrongly nonideal plasma. From the standpoint
of the problems of radiative gas-dynamics, the favor-
able circumstanceistherelatively weak influence of the
highly-excited states and the transitions between them
on the radiative transfer. As a result, the average char-
acteristics of radiation are dightly sensitive to the
method of truncating the number of theion levels.

We note another problem related to the calculation
of the occupation-number fluctuations in the AIM and
their influence on the statistical profiles of thelines cor-
responding to dd transitions. In deriving Egs. (22) and
(25), the density of free electrons was assumed to be
constant. Under LTE conditions, this correspondsto the
use of the grand canonical ensemble; in this case, the
chemical potential of free electrons is one of the inde-
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pendent variables. On the other hand, the plasma cell
models that employ the approximation of strictly neu-
tral cells correspond to a canonical ensemble in which
the number of the bound and free electronsin acell is
determined by the nucleus charge. In caculating the
average plasma characteristics, the model s using differ-
ent ensembles are equivalent. However, the calculated
fluctuations depend on the ensemble type because it
determines the characteristics of free electrons. The
choice of the ensemble in the nonideal plasma cell
model is an independent procedure, in which the sepa-
ration of electrons into the bound and free ones is not
strictly determined.

Let us illustrate this situation by using the kinetic
equations. We consider the kinetics of collisional ion-
ization of single-shell ions. In Egs. (5), the ionization
and recombination rates can be written in two versions:

] [
@1 = 1oZ- % aP(a),
O 0<qgsg O
O i} (45)
R = RZ~ Y aP(aQ,
O 0<qgsg O

(0 I, = 15(Z-0), R, = Ry(Z-0q)".

In version (&), the number of free electronsin acell is
determined by the condition of average quasineutrality,
and version (b) corresponds to the strictly neutral cell
with a constant total number of electrons. These ver-
sions are related to the equations of chemical RC kinet-
ics,

[l 1l
@ G = -3 aP@(E-DIIaP(@)
q

U DZ -1
+EZ—§qP(q)% (E"=DIRy(g-aP(d]. (46)

0 5 = (E-DI1a(Z-a)P(a)]
+(E" = 1)[Re(Z~ ) (g~ a)P()]

and to the corresponding Fokker—Planck equations

@ 5 = (2= ©) 550 10P)

~(z- mm)z%[Ro(g—q)P]

1 9’
+5(Z2- BJED(')—qzﬂqu]
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Both versions lead to similar equations for the aver-
ages, but different equations for the fluctuations. The
choice between these approximations should be done
based on a more rigorous approach to considering the
nonideal plasmakinetics. At present, the grand canoni-
cal ensemble [version (a)] is usually used to calculate
the radiation path lengths. It isreasonable to expect that
this approximation more adequately describes real
plasmas with high degrees of ionization, although this
issue is not quite clear in the case of weakly bound,
highly excited states (this problem is important when
the fluctuations of these states significantly contribute
to the statistical broadening of the lines).

[Ry(Z-a)*(g—a)P].

+

6. COMPUTATION
OF THE OCCUPATION-NUMBER
FLUCTUATIONS UNDER CONDITIONS
OF CORONAL EQUILIBRIUM

The local nonequilibrium Slater AIMs with and
without allowance for the L splitting of the levels (see
Sections 4, 5) was redlized in the AVI-L numerical
code. An implicit first-order difference scheme and the
Newton method, which provided rapid convergence of
the iterations, were used to solve Egs. (22) of the non-
steady kinetics of the occupation numbers.

The AVI-L code uses the dependence of the rates of
collision processes on the mean occupation numbers
and the shielded charges of the electron shells accord-
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Fig. 4. Radiation capacity J of aGe plasmavs. electron tem-
perature in the AIM and NAIM.

ing to the interpolations of calculations by the Cou-
lomb-Born model (the Lotz and Van Regemorter for-
mulas [1, 8, 33]). Either quasiclassical Kramers inter-
polations [3, 7, 8, 33] or simple quadrature formulas
from [16] are used to calculate the photoabsorption
cross sections and the oscillator strengths. For the prob-
abilities of the Auger processes, the calculated table
data from [37] or their analytical interpolations cor-
rected by introducing the branching factor with the aim
of taking into account cascade processes [34, 38] are
used.

In the AIM without allowance for the L splitting of
the levels, the matrix of the screening constantsistaken
from [28], whereas the “new” AIM (NAIM), which
takes into account L splitting, uses the matrix of the
screening constants from [29], extended to take into
account the ion’s electron shells with the principal
guantum numbers n < 10. In kinetic equations (22), an
allowance is made for the stimulated radiative pro-
cesses and the degeneracy of the plasma electron com-
ponent in the ideal gas model. The possihility is aso
realized of phenomenologically taking into account
strong plasma nonideality with different dependences
of the effective statistical weights of the shells on the
density [see (44)] and with allowance for adecreasein
the ionization potential in the model of homogeneous
ion spheres.

The computations of the equilibrium characteristics
of ahot multicharged plasmain awide range of plasma
densities, temperatures, compositions, and degrees of
ionization and for various spectral and mean Planck
and Rosseland radiation path lengths by the AVI-L code
show that these characteristics are in fair agreement
with the results of calculations by the more complete
guantum-—statistical models. Thus, at temperatures
higher than 0.3 keV, the mean radiation path lengths
calculated by the NAIM differ from the data from [16]
by no more than ~20-30%. Note that the calculations
by the smpler Slater AIM (without allowance for L
splitting) are in noticeably worse agreement with these
data: the difference in the mean Rosseland path lengths
attained a factor of 2 and higher [32].
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 5. Dispersion D of the mean charge [Z[in a Ge plasma
vs. electron temperature in the AIM and NAIM.
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Fig. 7. Radiation capacity J of an In plasma vs. electron
temperature in the AIM and NAIM.

Let us consider the results of calculations of the
nonequilibrium characteristics of a hot plasma by the
AVI-L code.

6.1. Calculations without Allowance
for the Auger Processes

Figures 3-8 show the results of the AIM and NAIM
calculations of the ion mean charge [Z[] the dispersion
of the mean charge D [see Eq. (43)], and the plasma
volume radiation capacity J versus the electron temper-
aure T for Ge and In plasmas at density p =
0.002 g/cn?. The plasma was assumed to be ideal, and
the ion’'s electron shells with the principal quantum
numbers n < 6 were taken into account.

The calculations (without alowance for the Auger
processes) for Ge (Z=32and A=725)and In (Z=49
and A = 115) plasmas show the following:

(i) Within awide range of Z, the average ion charge
[Z[0and its dispersion D are approximately the samein
the AIM and NAIM models.

(ii) The dependence of theintegral plasmaradiation
capacity J on the model type is more pronounced. The
2003
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Fig. 8. Dispersion D of the mean charge [Z[in an In plasma
vs. electron temperature in the AIM and NAIM.

differencein Jincreaseswith Z; at low electron temper-
atures, this difference attains a factor of 2 for In plas-
mas (Fig. 7).

(iii) The radiation capacity J of a hot plasma corre-
lates with the dispersion D of theion mean charge. The
maximum of the radiation capacity J is attained when
the ion’s shells are haf-filled, and the minimum is
attained when the ion’s shells are filled almost com-
pletely. The minimum of the radiation capacity Jin the
temperature range under consideration is attained when
the stripping of the Kth ion shells begins.

(iv) The absolute maximum of the radiation capacity
(at afixed density) increases with Z. The dependence of
J on the density is approximately proportional to ~p?.

(v) The effect of the shells on the radiation capacity
Jismost pronounced for low-lying shells, which is nat-
urally explained by the corresponding behavior of the
ionization potentials, | ~ 1/n?.

In the AVI-L code, the nonequilibrium correlations
of the occupation-number fluctuations were calculated
for the first time. In the linear noise approximation,
these fluctuations determine the effective statistical lin-
ewidths and the dispersion of the ion distribution. The
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Fig. 9. Dispersion D of the mean charge [Z[in an In plasma

(p = 0.002 g/em?) vs. electron temperature in the AIM
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Fig. 11. Mean charge [Z[0n an Al plasmayvs. electron tem-
perature in the AIM (1) with and (2) without allowance for
the Auger processes.

calculations showed that, under non-LTE conditions,
these quantities are sensitive to the kinetic constants. In
the NAIM, artificially excluding transitions between
the subshells with the same principa quantum numbers
significantly changes the correlation matrix. Hence, the
mixing of the electron subshells with different orbital
moments should be taken into account.

In the corona equilibrium, the effect of dynamic
correlations (i.e., nonequilibrium kinetics) on the fluc-
tuations of the mean occupation numbersisaso signif-
icant. This effect can be illustrated by the example of
theion charge dispersion D. Figures 9 and 10 show the
ion charge dispersion computed without allowance for
dynamic correlations[in this case, only the diagonal part
of equilibrium correlation matrix (34) is used, which,
under LTE conditions, correspondsto statistically inde-
pendent fluctuations] and in the complete formulation
of the problem [in this case, the correlation matrix = is
determined by solving the equation A= + =A* + B=0;
see Eq. (25)]. Itisseen that, under non-LTE conditions,
the dynamic correlations significantly increase the ion
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Fig. 12. Radiation capacity J of an Al plasma vs. electron
temperature in the AIM (1) with and (2) without allowance
for the Auger processes.

distribution width and the statistical linewidths. These
results demonstrate the importance of taking into
account all of the effects that influence the fluctuation
correlations. Indeed, in the average ion approximation,
it isthese effects that determine both the linewidths and
the influence of the line emission reabsorption on the
formation of spectrain the nonlocal NRGD problems.

6.2. Calculations with Allowance
for the Auger Processes

The first results of the AIM calculations of the ion
mean charge [Z[] the dispersion of the mean charge D,
and the plasma volume radiation capacity J versus the
electron temperature T by the AVI-L code for the den-
sity p=0.002 g/cm® are shown in Figs. 11-13. The cal-
culations were performed without allowance for the
correlation multiplier (the branching factor) in the
effective rate of the Auger process.

It can be seen from Figs. 11-13 that taking into
account the Auger processes significantly affectsall the
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 13. Dispersion D of the mean charge [ZOin an Al
plasma vs. electron temperature in the AIM (1) with and
(2) without allowance for the Auger processes.

parameters of a nonequilibrium plasma. The inclusion
of the Auger processes (dielectronic recombination)
impedes the increase in the degree of ionization with
temperature due to the recombination to the lower ion’'s
shells and significantly enlarges the population of the
excited ion states, which, in the coronal approximation,
results in a sharp increase in the plasma radiation
capacity. Asinthe case without allowancefor the Auger
processes, the dispersion D of the ion mean charge cor-
relates with the radiation capacity J.

7. CONCLUSION

The theory of fluctuations of the occupation num-
bers of the electron shells of ions in a nonequilibrium
plasma is developed in the AIM approximation. The
AIM equations for both the mean occupation numbers
of the ion shells and their correlations are deduced in
the Fokker—Planck approximation by averaging the
equations of the chemical RC kinetics for the hydro-
gen-like Slater ion models. In the linear noise approxi-
mation (as in the quasi-thermodynamic theory of fluc-
tuations in an LTE plasma), the nonequilibrium fluctu-
ations of the occupation numbers are described by a
Gaussian distribution function. In a steady state, the
correlators of the occupation numbers are explicitly
described by analytical formulas viathe solution to the
AIM equationsfor the mean occupation numbers of the
electron shells.

In the AIM, the occupation-number fluctuations
determine the statistical shapes of the photoabsorption
cross sections, which enter into the averaged spectral
equation of radiative transfer. The calculations of the
nonequilibrium fluctuations of the occupation numbers
in the AIM approximation alow one to refine some
characteristics of a nonequilibrium plasma (such as the
radiation capacity and the non-LTE ion composition).
The assumptions used in deriving the AIM equations
for the nonequilibrium kinetics of a multicharged
plasma are best justified for a weakly nonideal plasma
and small deviationsfrom the LTE conditions. To quan-
titatively determine the applicability range and accu-
2003
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racy of the nonequilibrium Slater AIMSs, it is necessary
to develop a theory of a nonequilibrium nonideal
plasma and thoroughly compare the nonequilibrium
plasma characteristics with the results of calculations
by more exact models.

Currently, the Slater AIMs seem to be the best
approximation for simulating the kinetics of anonequi-
librium multicharged plasma. They combine such
advantages as simplicity (a significant reduction in the
details of plasma description), universality, and accept-
able accuracy. These advantages determine a wide use
of these modelsin the in-line cal culations of the multi-
dimensional problems of the nonequilibrium radiative
plasma gas-dynamics in the physics of high energy
densities.
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Abstract—Results are presented from the first measurements of the profiles of the Hel 447.1-nm and Hel
492.2-nm neutral helium spectral lines emitted by the plasma of a current sheet formed in the CS-3D experi-
mental device. A theoretical analysis of these profilesis performed with the model microfield method. A com-
parison of the theoretical and experimental profiles shows that the electron density in the peripheral regions of
the current sheets amounts to (1.0-2.0) x 10'> cm=. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The objective of this study isto diagnose the plasma
of a current sheet by analyzing the profiles of the Hel
447.1-nm (2°P—4°D transition) and Hel 492.2-nm
(2'P—4'D transition) spectral lines of neutral helium.
The Current Sheet 3D (CS-3D) device is intended for
studying the evolution of current sheetsin various two-
and three-dimensional magnetic configurations. The
longstanding interest in current sheets [1, 2] is moti-
vated by the fact that they are very suitable objects for
studying magnetic reconnection, which is one of the
fundamental problems of modern plasma physics. As
was demonstrated in our previous studies, spectro-
scopic methods are very efficient in determining
plasma parameters, such as the electron temperature
[3-7], ion temperature [3, 5], nonequilibrium electric
fields [8, 9], and plasma densities in different spatial
regions of the sheet [10-13]. The electron and ion tem-
peratures and the plasma density usualy reach their
maximum values in the midplane of the sheet and
decrease rapidly along the normal to the sheet surface
[6, 7, 10-15]. For current sheets produced in high-pres-
sure helium [10-15], the spectral lines of helium ions
are emitted predominantly from regions lying near the
midplane of the sheet. Thus, analyzing the profiles of
the Hell 468.6-nm and Hell 656.0-nm spectral lines,
we could determine the maximum values of the elec-
tron density [10-13]. In the present paper, we report the
first measurements of the profiles of the Hel 447.1-nm
and Hel 492.2-nm spectral lines of atomic helium.
Analysis of these profiles has allowed us to determine
the electron density in the peripheral region of the cur-
rent sheet.

2. EXPERIMENTAL DEVICE
AND THE PROCEDURE
OF THE SPECTROSCOPIC MEASUREMENTS

Experimental studies were carried out in the CS-3D
device [11, 12, 14]. When electric current is excited
along the null line of atwo-dimensional (2D) magnetic
configuration, a plane current sheet is formed in a
plasma [12, 15]. In the experiments described in this
paper, the null line of the magnetic field coincided with
the axis of the cylindrical vacuum chamber and the
radial gradient of the magnetic field was h = 600 G/cm.
The vacuum chamber was filled with helium at the
pressure py = 300 mtorr. The initial plasma was pro-
duced with the help of an auxiliary theta discharge with
intense preionization. Then, the current was excited in
the plasma along the null line of the magnetic field.
This current initiated 2D plasma flows, which, in turn,
resulted in the formation of a current sheet. In these
experiments, the current half-period was T/2 (05 psand
the current amplitude was |, 050 KA.

The optical scheme of the spectral measurements
was similar to that used in [10, 11]. Plasma emission
from the central region of the chamber was collected
with the help of an achromatic lens. This region was
1.2 cmin diameter and 60 cm long. Then, the radiation
was transmitted through quartz fibers to the entrance
dit of an MDR-3 monochromator and was recorded
with the help of an MORS-3 multichannel optical
recording system. This system consisted of an image
converter with a microchannel-plate intensifier and a
receiving CCD array connected through an adapter to a
computer (see[10] for details).

In[5, 10-12], it was shown that, within alayer 1.2—
1.5 cm thick, the plasmawas strongly nonuniform: the
electron temperature and density, which were maxi-
mum in the midplane of the sheet, decreased several-
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Fig. 1. Experimental and theoretical profiles of the Hel
447.1-nm spectral line. The experimental profile of the Hel
447.1-nm spectral line (sguares) corresponds to emission
from the peripheral region of the current sheet. The theoret-
ical profiles are calculated with the MMM for different val-

ues of the plasma density: Ng = (1) 6.0 x 104, (2) 1.6 x

10'3, and (3) 2.8 x 10! cm™3. The vertical arrow showsthe
position of the dipole-forbidden spectral line corresponding

to the 23P—43F transition.
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Fig. 2. Experimental and theoretical profiles of the Hel
492.2-nm spectral line. The experimental profile of the Hel
492.2-nm spectral line (squares) corresponds to emission
from the peripheral region of the current sheet. The theoret-
ical profileis calculated with the MMM for the plasma den-

sity Ng = 1.02 x 10'3 cm™. The vertical arrow shows the
position of the dipole-forbidden spectral line corresponding
to the 2'P—4!F transition.

fold toward the periphery. As aresult, the spectral lines
of atomic helium were emitted from the periphera
regions of the current sheet and also from the plasma
surrounding the sheet. For plasma sheetsformed at high
initial pressures (p, = 300 mtorr), this conclusion was
also confirmed by the results of an analysis of 2D dis-
tributions of plasma emission in various spectral lines
[11, 12, 14]. These distributions were obtained with the

GAVRILENKO et al.

help of animage converter in combination with narrow-
band interference filters (AA,, = 1.1 nm), which gave a
general qualitative picture of the structure of the cur-
rent-sheet plasma.

Typical experimental profiles of the Hel 447.1-nm
and Hel 492.2-nm spectral lines are shown by symbols
inFigs. 1 and 2; these profiles contain dipole-forbidden
components, which are indicated by vertical arrows.
These dipole-forbidden components correspond to the
43F —» 23P (for the Hel 447.1-nm line) and 4!'F —~
2'P (for the Hel 492.2-nm line) transitions. The appear-
ance of dipole-forbidden components is explained by
the fact that, under the action of plasmamicrofields, the
Stark mixing of the states of a pair of closely spaced
upper levels 425+1D and 4?S*'F of atomic helium
occurs, which enables the radiative transition
43S+ 1F . 22S+1p(S=(; 1).

3. ANALY SIS OF HELIUM SPECTRAL LINES
AND DISCUSSION

To analyze the experimental profiles of the Hel
447.1-nm and Hel 492.2-nm spectral lines, we numeri-
cally calculated the profiles of these lines for different
values of the plasma density. It was taken into account
that the plasma density was related to the strength of
electric microfields produced by charged plasma parti-
cles. Under the action of electric microfields, the pro-
files of the Hel 447.1-nm and Hel 492.2-nm lines are
modified (due to the Stark effect), which can be used
for diagnostic purposes.

Thebasic formulafor calculating the spectral profile
I(w) of atomic line radiation emitted in the transition
a — b hastheform[16, 17]

+o00

() = Elﬁf exp(iot)C(t)dt, 1)

where the correlation function C(t) in the case of an
electric dipole transition is written as

C(t) = Tr{d O (t)d OT(t)} av. Q)

In formula (2), d is the dipole moment of an atom,
T(t) is the operator of the atom evolution, T*(t) is the
operator that is Hermitian conjugate to T(t), {...}a
stands for the averaging over al of the possible types of
motions of the perturbing particles, and the symbol Tr
denotes the sum of the diagonal matrix elements. For-
mula (2) assumesthat all the Zeeman states of the upper
energy level a have equal populations and there are no
nonzero nondiagonal matrix elements of the atomic
density matrix between the Zeeman states of the upper
level a. We use the term “Zeeman state” to indicate a
state characterized by a definite value of the magnetic
PLASMA PHYSICS REPORTS  Vol. 29
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guantum number m. The atom evolution operator T(t) is
asolution to the Schrédinger equation

dr(t) _
dt

where H, is the Hamiltonian of an unperturbed atom,
F(t) is the electric microfield produced by the plasma
electronsand ions, and | is the unity matrix.

We studied the profiles of helium spectral lines in
the vicinity of the allowed Hel 447.1-nm and Hel
492.2-nm spectral lines. The profiles are formed due to
the Stark interaction of the closely spaced upper levels
425+1p, 425+1D, and 4>5*'F (S = 0; 1). Taking into
account that the electric microfields negligibly affect
the state of the lower 225+ P level, formula (2) for the
correlation function is significantly simplified:

C(t) = Tr[d Opd L Ta(1)} 4], “

where 1, is the unity operator acting on the Zeeman
states of the lower level 225+ 1P and T,(t) is the evolu-
tion operator determining the time evolution of the Zee-
man states of the upper levels 425+1P, 42S+1D, and
42S+1F, In formula (4), the energies of the levels are
counted from the energy of the level 225+ P, It follows
from formulas (1) and (4) that, in the problem under
consideration, the calculation of the profile of the spec-
tral line reduces to the calculation of the operator
{1,(W)},,, Which isthe Fourier transform of the evolu-
tion operator for the upper states {T,(t)},,, averaged
over all of the perturbing particles.

The operator {T,(w) },, was calculated by the model
microfield method (MMM) proposed in [18]. We note
that main ideas of the MMM are given in the review
[19]. This method implies that the actual electric
microfield produced by charged plasmaparticlesissub-
dtituted by a simpler stochastic process for which an
exact analytic expression can be derived for the opera-
tor {1,(W)},,. Inthis case, the MMM suggests that the
electric microfield F(t) changes by jumps at random
instants of time t; distributed by Poisson’s law with the
jump probability density depending on the field
strength, v = v(F). Inthetimeinterval t; <t <t , the
electric field vector F is constant. The random process
F(t) defined in this fashion is called the *kangaroo”
process.

In the MMM, the Fourier transform of the atom-
evolution operator averaged over the realizations of the
electric microfield is defined by the following expres-
sion:

ih [Ho—d [F(t)]T(t), TO) =1, 3

Tymm(®) = {t5(w)} 5 )
+{VT(@y} p{ VI =V Ts(@)} p {VTS(@L)} p-

Here, 15(w,) denotes the Laplace transform (at the fre-
guency w, = w + iv(F) of the time-evolution operator
PLASMA PHYSICS REPORTS  Vol. 29

No. 5 2003

445

Ts(t) calculated for a static (time-independent) electric
field F,

(W) = {V(F) =i} | +iA{Ho=d [F})™, (6)

and { A}, standsfor the averaging of the operator A over
the distribution function P(F) of the electric field F in
the plasma,

{A(F)}p = IdsFA(F)P(F).

Relationship (5) corresponds to the situation in which
the electric field F is produced by one charged particle
species (electrons or ions). With the MMM, we can also

determine T(w)} ;“JMM) in the general case where the

eectric field F in plasmais a superposition of the elec-
tron (F,) and ion (F;) microfidds: F = F, + F;. The

method for determining T(w)} ;“v"MM) in this case is

based on the fact that the correlation time for the elec-
tron microfield is much shorter than the correlation
time for the ion microfield. With this fact taken into
account, the model microfield F for the general caseis
determined as follows. First, we construct a kangaroo
process F;(t) with the jump probability density v;(F,)
for the ion microfield. Then, in each of the time inter-
vals in which the ion microfield remains constant, we
construct akangaroo process F,(t) with the jump prob-
ability density v (F,) for the electron microfield. It is
this approach that was used in our study, which allowed
us to take into account both the ion and the electron
microfields in the frame of the MMM.

When calculating the profiles of the helium spectral
lines, we assumed that T,=T, =T, =2 eV, where T, is
the electron temperature, T; is the ion temperature (in
our case, the temperature of Hell ions), and T, is the
temperature of the helium atoms. This temperature
value was taken from the results of our previous studies
[10, 14].

Figure 1 shows three calculated profiles of the Hel
447.1-nm spectral line for three values of the plasma
density: No= 6.0 x 10'#, 1.6 x 10'5, and 2.8 x 10"> cm3.
It can be seen from the figure that the profile of the Hel
447.1-nm line changes markedly as N, changes from
6.0 x 10'*t02.8 x 10" cm3. In this case, both the width
of the main line (corresponding to the 23P—43D transi-
tion) and theintensity of the dipole-forbidden line (cor-
responding to the 23P-43F transition) increase with
increasing N,. It also follows from Fig. 1 that the best
fit to the experimenta profile of the Hel 447.1-nm line
is provided by the theoretical profile calculated for N, =
1.6 x 10" cm3. For the Hel 492.2-nm linein Fig. 2, the
theoretical profile that gives the best fit to the experi-
mental profileis shown by the solid line. This theoreti-
cal profile was calculated for a plasma density of N, =
1.02 x 10 cm=3. We note that, in calculations, the
resulting profile of each of the helium spectral lineswas
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obtained by convoluting the Stark profile of this line
(determined with the MMM) and the Gaussian profile
accounting for the Doppler effect and the instrumental
width.

Thus, the electron density determined in this study
from an analysis of the profiles of the Hel 447.1-nm and
Hel 492.2-nm spectral lines of neutral helium amounts
to (1-2) x 10 cm™. This density corresponds to the
peripheral region of the current sheet, whereas the el ec-
tron density in the midplane of the sheet is usualy
higher than 10'® cm~ [15]. We note that, at the periph-
ery of the current sheet, the plasmais spatially nonuni-
form. Therefore, the measured density N, = (1-2) x

10 cm™ is actualy the density averaged over the
entire peripheral region of the current sheet. Although
theoretical calculations of the profiles of helium spec-
tral lines were performed for a uniform equilibrium
plasma, the results obtained for the averaged electron
density appear to be realistic. Thisis confirmed by the
fact that, when comparing the experimental profiles of
the helium spectral lineswith the theoretical ones, these
profiles agree well in the main spectroscopic parame-
ters, including the shapes of the profiles of the allowed
and forbidden components and the intensity ratio
between these components.
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ERRATA

Erratum: Laser Probing of the Plasmain the S-300 Facility
(Plasma Phys. Rep. 28, 790 (2002))

Yu. G. Kalinin, V. A. Kordl’skii, E. V. Kravchenko, and A. Yu. Shashkov

The Editorial board of Plasma Physics Reports apol- On page 795, in the 26th line in the left column, the

ogizes for the misprints in the paper by Yu. G. Kainin  words“no larger than 3...” should instead read “no less
etal. Laser Probing of the Plasmainthe S-300 Facility,  {han 3.

Plasma Phys. Rep. 28 (9), 790 (2002). _ . o _
On page 790, in the list of authors, V. A. Korel’skif On page 795, in the ninth line in the right column,
should instead read A. V. Korel’ skif. the exponent 8 should be replaced by 7.
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