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Abstract—It is shown that a classical approach to the treatment of data for the split Hopkinson pressure bar
(SHPB) is applicable only to magnetically soft materials, the acoustic impedance of which is small as compared
to that of the measuring bars. Unjustified application of the classical method to materials with high acoustic
impedance (such as ceramics) or with a high viscosity may lead to unacceptably large errors. A physically con-
sistent theory for the treatment of SHPB data is proposed. © 2004 MAIK “Nauka/Interperiodica”.
We propose a critical analysis of applicability of a
classical method of the treatment of data obtained using
the split Hopkinson pressure bar (SHPB) (Fig. 1). This
method, widely used for more than five decades for
obtaining rheological data in the rage of loading rates
from 100 to 104 s–1, has become a standard rheological
technique [1–9] and is applied to probing a large variety
of materials.

The classical analysis of SHPB data and formula-
tion of the problem. The classical theory (see, e.g., [8])
is developed for a sample pressed between two identi-
cal elastic bars. The effective strain εs in the sample can
be expressed via displacements of the sample–bar inter-
faces (Fig. 2) as follows:

(1)

By virtue of the continuity of displacements at the
boundaries, the interfacial displacements can be
expressed in terms of deformations in the incident
εI(t, 0), reflected εR(t, 0), and transmitted εT(t, H) waves
(reduced to the sample–bar interfaces),

(2)

which yields

(3)

Here, c is the velocity of sound in the bar material,
H is the sample thickness, UI is the incident bar dis-
placement, and UT is the transmitter bar displacement.

εs UT t( ) UI t( )–( )/H .=

dUI

dt
--------- c εI t 0,( ) εR t 0,( )–( ),–=

dUT

dt
---------- cεT t H,( ),–=

dε t( )
dt

-------------
c
H
---- εI t 0,( ) εR t 0,( )– εT t H,( )–( ).=
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On the other hand, forces acting upon the sample
can be represented as

(4)

In the classical approach, these forces are in equilib-
rium,

(5)

for which expressions (4) yield

(6)

Using this relation to exclude εT(t, H) from Eq. (3), we
obtain

(7)

The effective stress in a sample is defined as

(8)

where A and As are the cross-sectional areas of the bar
and the sample, respectively, and E is the known elastic
modulus of the bar material. Equations (7) and (8)
express the effective stress and strain in the sample via
acoustical quantities, which can be measured in the

FI AE εI t 0,( ) εR t 0,( )+( ),=

FT AEεT t H,( ).=

FI FT ,=

εI t 0,( ) εR t 0,( ) εT t H,( )–+ 0.=

dε t( )
dt

-------------
2c
H
------εR t 0,( ).–=

σ
FI FT+

2As

------------------=

=  
AE
2As

-------- εI t 0,( ) εR t 0,( ) εT t H,( )+ +( ) AE
As

-------εT t H,( ),=

1 2 3 45 6

Fig. 1. Schematic diagram of the split Hopkinson pressure
bar configuration: (1) striker; (2) incidence bar; (3) sample;
(4) transmitter bar; (5, 6) stress sensors.
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bars, and represent a mathematical model for the clas-
sical processing of SHPB data.

Despite apparently plausible reasoning, Eqs. (7)
and (8) contain both mathematical and physical
defects. In order to elucidate the nature of the problem,
let us assume that equality (5) is approximate and there
is a small deviation from equilibrium,

(9)

Repeating the above considerations with allowance for
the small (but finite) deviation from the equilibrium, we
obtain

(10)

(11)

Here, Eq. (10) is equivalent to the classical equation (8),

provided that we can neglect the term  in com-

parison to εT(t, H). This condition was discussed
by Kolsky [5], Gray [8], and Ravichandran and Sub-
bash [10]. Equation (11) is equivalent to the classical
equation (7) only provided the additional condition

|εR(t, 0)| @ . In this context, our aim is to evaluate

 and compare this quantity to εR(t, 0).

One-dimensional model of elastic wave propaga-
tion in SHPB. For the sake of simplicity, let us consider
the case of an arbitrary linear sample. Nevertheless, this
case covers a broad spectrum of materials such as lin-
ear-elastic media, viscous materials, materials with reg-
ular and singular memory [11–17], and some others.
Following the classical approach, let us consider a one-
dimensional SHPB model. It is natural to use expan-
sions of the fields with respect to harmonics in the
sample and bars (we select the positive sign at the iωt
exponent).

The boundary conditions between the sample and
bars can be written in the following form:

(12)

After tedious but simple calculations, essentially
repeating the analysis of wave propagation in a three-
layer system (see, e.g., [17], where the opposite sign at
the (–iωt) exponent is used that leads to the opposite
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sign of the reflection coefficient), we obtain expressions
for the average stress and strain in the sample,

(13)

(14)

where

(15)

and r(ω) is the usual coefficient of reflection from the
sample–bar interface. In the general case, the wave
velocity can be a complex quantity.

Quasistatic approximation. The fronts of the prop-
agating pulses of loading are usually smeared as a result
of the geometric and/or physical wave dispersion in the
bar material. As a result, the characteristic loading time
is usually significantly greater than the time τs(ω) of
signal passage through the sample. Then, we may use
only the low-frequency asymptotic behavior of expres-
sions (13) and (14), which is referred to below as the
quasistatic approximation.

Expanding f–(ω) and  into series with respect
to powers of ωτs , substituting these expansions into
Eqs. (13) and (14), retaining only the first nonvanishing

σ ω( ) 1
2
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Fig. 2. Boundary conditions for a one-dimensional prob-
lem: UI , displacement of the entrance bar–sample interface;
uI , particle displacement in the entrance wave at the
entrance bar–sample interface; uR , particle displacement in
the reflected wave at the entrance bar–sample interface; UT ,
displacement of the entrance sample–transmitter bar inter-
face; uT , particle displacement in the transmitted wave at
the sample–transmitter bar interface.
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terms, and returning to the time representation, we
obtain

(16a)

(16b)

where

(17)

F–1 is the inverse Fourier transform, and γ(ω) ≡

 is the ratio of total impedances of the sam-

ple and bars. Note that, in the particular case of a linear-

elastic sample, the operator  represents a simple
multiplication by a factor (because γ is independent of

the frequency) and the kernel of  is the Dirac delta
function.

Equation (16a) for the average stress is fully equiv-
alent to the corresponding classical equation (8), but
Eq. (16b) for the average stress significantly differs
from Eq. (7) by containing an additional operator factor

1 + . Evidently, the classical equation (7) for the

effective strain is valid only when the operator  is
small and, hence (according to Eq. (17)), the sample
impedance is small as compared to that of the measur-
ing bars.

As can be readily checked, Eq. (9) can be repre-
sented in the quasistatic approximation as

(18)

A comparison of Eqs. (18) and (6) completely eluci-
dates the nature of the mathematical error in the classi-
cal approach to analysis of the SHPB data, which is
described in many handbooks and papers. The classical

approach neglects the term εR(t, 0), which, in the
general case, is on the same order of magnitude as the
retained term εR(t, 0). In fact, in assuming that the force
balance has the form of Eq. (5), we have to assume to
within the same accuracy that εR(t, 0) = 0! in Eq. (6).
This condition has an absolutely clear physical mean-
ing: a body in the state of perfect equilibrium cannot
produce work; in particular, it cannot generate a
reflected signal.

Comparison to the classical description of a lin-
ear-elastic sample. Considering the particular case of

σ ω( ) A
As

-----σT ω H,( ),≈

dε t( )
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H
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0( )
+( )εR t 0,( ),–≈

K̂ε
0( )

F 1– 1 1 r ω( )–( )2

4r ω( )
---------------------------+ 

 –≡

=  F 1– 1 1

γ2 ω( ) 1–
-----------------------+ 

 – F 1– γ2 ω( )
γ2 ω( ) 1–
----------------------- 

  .–=

Asρscs ω( )
Aρc

-------------------------

K̂ε
0( )

K̂ε
0( )

K̂ε
0( )

K̂ε
0( )

εI t 0,( ) εR t 0,( ) εT t H,( )–+ K̂ε
0( )εR t 0,( ).=

K̂ε
0( )
TE
a linear-elastic sample, we can define the effective elas-
tic modulus of this material as follows:

(19)

where

(20)

is the effective modulus defined in terms of the classical
expressions (7) and (8). Let us consider the case of steel
bars (c ~ 5.13 km/s, ρ ~ 7.85 g/cm3) and a ceramic sam-
ple (c ~ 9.74 km/s, ρ ~ 3.90 g/cm3) with equal diame-
ters. In this case, γ =  = 1.061 and the effec-

tive strain in the sample is  = 8.98 —that is, almost

nine (!) times the value of  predicted by the classical
theory. Accordingly, the effective elastic modulus cal-
culated using the classical approach is about nine times
the value calculated using the method proposed in this
paper. Formally speaking, it is possible to reduce the
sample impedance by using samples of sufficiently
small size. However, this possibility is significantly
restricted by the appearance of parasitic reflections
from unloaded parts of the bars: in practice, the area of
the sample cross section cannot be smaller than 0.6–0.7
of that of the bar cross section. A detailed consideration
of this circumstance can be found in [8], while a theo-
retical analysis of deviations from the one-dimensional
model is given in [18].

In principle, formula (20) readily provides convinc-
ing evidence that the classical theory leads in some
cases to physically meaningless results. For example,
formula (20) predicts an infinite modulus for a sample
made of the same material (and diameter) as that of
bars, in which case εT(t, H) ≠ 0 and εR(t, H) ≡ 0. More-
over, a negative modulus is predicted for the samples
possessing a greater acoustic stiffness than that of bars
(in this case, the incident compression pulse is

εT(t, H) < 0 and, hence, (t, H)dt < 0). Note that the

proposed expression (19) predicts correct signs in all
cases because the factor 1 – γ2 changes sign for stiff
samples and is uncertain (0/0) for γ = 1. In the latter
case, this uncertainty can be readily removed using the
L’Hospital rule to yield a correct result Es = E in the
limit of γ  1 and ρs = ρ. This can be readily seen
from Eq. (21) below, in which εR(ω, 0)  0 and ζ(ω)
tends to infinity.

SHPB data treatment in the general case. The
rheological equation for linear materials, in the general

Es
σ
ε
--- 1 γ2–( ) A

As

-----E
εT t H,( )

2c
H
------ εR t 0,( ) td

0

t

∫
---------------------------------–= =

=  1 γ2–( )Es
cl( ),

Es
cl( ) A

As

-----E
εT t H,( )

2c
H
------ εR t 0,( ) td

0

t

∫
---------------------------------–=

ρscs/ ρc( )
ε εcl

εcl

εR0

t∫
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case, has the form of (t) = (t), where  is a cer-
tain linear (integro-differential) operator. In the fre-
quency representation, this operator can be written as

(ω) = . Using Eq. (19) and taking into account

that γ(ω) = , we obtain an operator modulus

of the medium in the time representation

(21)

Since the Fourier spectra of the measured quantities
σT(ω, H) and εR(ω, 0) are limited in the frequency
region, the value of ζ(ω) is poorly defined in the high-
frequency range and, hence, some regularization proce-
dures have to be used in practice.

Conclusions. We have demonstrated that the classi-
cal SHPB method has significant defects and can be
used only for studying the rheological properties of
materials with an acoustic impedance significantly
lower as compared to that of the measuring bars. A uni-
versal procedure of SHPB data processing has been
proposed.

REFERENCES

1. R. M. Davies, Philos. Trans. R. Soc. London, Ser. A 240,
375 (1948).

2. H. Kolsky, Proc. Phys. Soc. London 62, 676 (1949).

σ Êsε Ês
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Abstract—We have experimentally studied spherical dc discharges with opposite polarities of the applied
voltage. Under otherwise identical conditions, the phenomenon of spherical stratification takes place only
when the central electrode is the anode (positive discharge). An analysis of the experimental data shows that
the diffusion current component plays a decisive role in the formation of striations in a spherical glow dis-
charge. © 2004 MAIK “Nauka/Interperiodica”.
The phenomenon of stratification of the positive col-
umn in a dc gas discharge tube is well known and
exhaustively described [1–4]. Recently [5, 6], we
experimentally observed stratification in a dc gas
discharge of spherical geometry. Now, this effect is
under extensive experimental and theoretical investi-
gation [7–11].

The difference in geometry between a spherical dis-
charge and that in a tube leads to a number of differ-
ences in characteristics of the discharge plasma, the
foremost of which are as follows.

(i) The current density in the linear case is constant
along the field line, whereas, in a spherical discharge,
the current density increases in the direction toward the
central electrode.

(ii) Recombination processes in a discharge tube
proceed mostly on the walls, whereas, in the spherical
case, the recombination can take place only in the dis-
charge volume.

(iii) The radial inhomogeneity of a spherical dis-
charge makes the total current dependent both on the
drift of electrons in the electric field and on their diffu-
sion.

(iv) The problem of describing a spherical discharge
is strictly one-dimensional, in contrast to the discharge
in a tube, where the flux of charged particles to the wall
has to be taken into account.

For any polarity of a nonstratified spherical dis-
charge, the electron density increases with decreasing
radius. This implies that the diffusion motion is always
directed outward from the center. For the positive polar-
ity of the central electrode (positive discharge), the drift
of electrons under the action of electric field is directed
toward the center and, hence, is opposite to the diffu-
sion direction. In the negative discharge, the directions
of drift and diffusion coincide. Conservation of the total
1063-7850/04/3002- $26.00 © 20106
current in a stationary case implies the balance of diffu-
sion and drift currents,

(1)

where e, n, µ, and D are the electron charge, density,
mobility, and diffusion coefficient, respectively; E is
the electric field strength; J is the total current; and r is
the radius. 

This study was aimed at determining the role of the
diffusion current component in the formation of spher-
ical striations. To this end, we have experimentally
studied spherical discharges of both polarities in a wide
range of discharge currents.

Experimental. The experiments were performed in
a steel cylindrical vacuum chamber with a height of
60 cm and a diameter of 50 cm. One electrode was sit-
uated at the geometric center of the chamber, while
grounded chamber walls acted as of the second elec-
trode. The central electrode lead was introduced into
the chamber via a quartz tube that served as an insula-
tor, so that only a small end part of this lead remained
uninsulated and carried a spherical electrode with a
radius of 0.25–2.5 cm. The discharge was powered
from a 400-µF capacitor charged up to a voltage of
1−2 kV (positive or negative relative to the ground). As
the capacitor was discharged (via a 12-kΩ ballast), the
voltage between electrodes decreased and the discharge
current dropped. The current–voltage characteristics
were obtained by simultaneously measuring the current
in the circuit and the interelectrode voltage. We also
monitored the optical emission from discharge and
determined the range of currents for which the stratifi-
cation took place. Prior to experiment, the chamber was
evacuated to a residual pressure of 0.1 Pa and then filled
with a working gas mixture. The experimental data pre-

nµE D
dn
dr
------–

J

4πer2
--------------,=
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sented below were obtained for a mixture of nitrogen
with acetone vapor (50%) at a total pressure of 14.5 Pa.

Results and discussion. Figures 1a and 1b show the
patterns of current and voltage variation with time in
the discharges of positive and negative polarities of the
central electrode, respectively. Figure 2 shows the cur-
rent–voltage characteristics. Video monitoring of the
luminescence from discharge showed that stratification
takes place only for positive polarity of the central elec-
trode. At a total current of 0.02 A, there appeared four
striations with a maximum diameter of about 10 cm
(Fig. 3). For the positive discharge, the size of the cen-
tral electrode significantly influenced neither electrical
characteristics of the discharge nor manifestations of
the stratification phenomenon. The current–voltage
characteristic of the positive discharge corresponds to
that of a normal glow discharge, whereby the voltage
remains almost unchanged when the current is varied
within broad limits.

In the negative discharge, whereby the central elec-
trode is the cathode, the entire range of currents (corre-
sponding to the conditions of stratification in the posi-
tive discharge) could be covered only with a central
electrode with a radius of 2.5 cm: the smaller cathode
could not maintain the currents comparable to those
developed with the central anode. The current–voltage
characteristic of the negative discharge corresponds to
that of an anomalous glow discharge that is related to a
relatively small cathode area. Thus, the most important
result is that, in the range of currents from 0.002 to
0.05 A, the formation of striations is observed only for
the positive discharge.

Let us evaluate contributions of the diffusion and
drift currents to the total charge transfer using the cur-
rent–voltage characteristics. Assuming that the diffu-
sion current component is small and neglecting the cor-
responding term in Eq. (1), we obtain an expression for
the electron density as a function of the distance:

(2)

Assuming also that the electric field outside the cathode
layer is constant, we evaluate the diffusion current as

(3)

This yields the ratio of the absolute values of the diffu-
sion and drift currents

(4)

Using the Einstein formula relating the mobility and

n
J

µEπer2
------------------.=

eD
dn
dr
------ D

2J

µE4πr3
-------------------.=

Jdiff

Jdr
---------

2D
rµE
----------.=
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diffusion coefficient, we eventually obtain

(5)

The reduced electric field in the positive column of
glow discharge in a tube obeys the relation E/p ~
4 V/(cm Torr) [4]. Assuming that this relation is valid in
the spherical discharge under consideration, we obtain
an estimate of E ~ 0.4 V/cm for the electric field
strength at a working pressure used in our experiments.
According to formula (5), for a characteristic electron
temperature of ~1 eV, the drift and diffusion currents
become close at a distance of r ~ 5 cm.

Jdiff

Jdr
---------

2kT
erE
---------.=
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Fig. 1. Time variation of the current J and voltage U in a
spherical discharge for (a) positive and (b) negative polarity
of the central electrode.
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Since the diffusion and drift current components are
added in the negative discharge and subtracted in the
positive discharge, the latter case implies a higher elec-
tron density at the same total current. It can be also
noted that the presence of opposite current components

5 cm

Fig. 3. Photograph of a stratified spherical gas discharge
15 s after initiation (top arrow indicates the spatial scale).
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Fig. 2. The current–voltage characteristics of a spherical
discharge measured for (1) positive and (2) negative polar-
ity of the central electrode.
TE
may lead to instability of the discharge, because each of
the two electron fluxes may significantly vary while the
total current remains constant. Based on the above
qualitative analysis of the experimental results, we may
conclude that the diffusion current component plays a
decisive role in the formation of striations in a spherical
discharge.

In conclusion, note that a strict analysis of the stabil-
ity of positive and negative discharges presents a rather
difficult task. Indeed, such an analysis must take into
account a large number of factors, including the real
dependence of the electron mobility on the reduced
electric field, the balance of charged particles, the Pois-
son equation, the ion current, the formation of negative
ions and metastable particles, and the plasmachemical
reactions. Moreover, the diffusion–drift approximation
used above may become insufficient for such a strict
analysis that would require using a kinetic approach.
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Abstract—A model of discontinuous precipitation in supercooled binary polycrystalline alloys at reduced tem-
peratures, taking place as a result of the diffusion-induced grain boundary migration, is constructed with allow-
ance of grain boundary diffusion. The proposed approach allows independent determination of the main para-
meters, including the interlamellar distance, the maximum velocity of the phase transformation front, and the
concentration jump at this boundary. This is achieved by using a set of equations for the (i) mass transfer in
the moving interphase boundary, (ii) balance of the entropy fluxes at the phase transformation front, and
(iii) maximum rate of the free energy release. The model uses a minimum of thermodynamic information on
the two-phase system: the curvature of the Gibbs potential surface in the decomposing phase and the free
energy of the interface between the new phases. Theoretical results are compared to the available experimental
data. © 2004 MAIK “Nauka/Interperiodica”.
Many problems in materials science are related to
choosing a pathway in the diffusion evolution of a non-
equilibrium metal system exhibiting phase transforma-
tions under uncertain conditions, whereby various
regimes are possible for the same initial and boundary
conditions. One such problem, involving an invariant in
the form of a product of the squared period of the grow-
ing structure and the growth rate, is how to provide for
a discontinuous precipitation of a binary alloy with a
given composition, which is supersaturated as a result
of supercooling [1, 2]. In contrast to a spinodal decom-
position that takes place homogeneously in the whole
volume and is controlled by changes in the elastic
energy [3, 4], the transformation region represents a mov-
ing large-angle incoherent grain and phase boundary.

Figure 1 shows the configuration of a model system
representing a binary alloy α0 decomposing with the
formation of a single cell of the depleted phase α in
equilibrium with phase β. The transformation region R
moving at a constant velocity v  toward the decompos-
ing phase α0 coincides with the boundary between α0
and α phases and has the height b, width h, and length
∆z . Let cα/β denote the equilibrium concentration at the
α–β interface in the α phase; cβ, the equilibrium con-

centration in the β phase lamella; and , the maxi-
mum concentration in the α phase (at the center of the
α phase lamella along the x axis).

The thermodynamic stimulus of the discontinuous
precipitation, as well as of any other process at a con-
stant temperature and pressure, is a decrease in the
Gibbs potential. This is illustrated by a model phase
diagram in Fig. 2. The dominating factor is the change
in the chemical energy, while the role of elastic energy

c1
max
1063-7850/04/3002- $26.00 © 20109
is insignificant. The motion of the transformation front
partially decreases the degree of nonequilibrium in the
system by reducing the concentration in the α phase
cell and by inducing the β phase separation with the
α−β interface formation. Attaining perfect equilibrium
behind the transformation front corresponds to the for-
mation of α phase cells with the cα/β concentration
which is principally possible in the case of a strongly
retarded phase boundary.

At low temperatures, the rate of discontinuous pre-
cipitation is controlled by the diffusion of components
in the flat grain boundary moving at a constant velocity
v  (for the frozen bulk diffusion) [1, 5]. The dependence

β

β

R

α x

v

h

∆z

z

α0

Fig. 1. Model system configuration in the x–z plane.
004 MAIK “Nauka/Interperiodica”



 

110

        

LYASHENKO

                                                                         
of concentration in the α phase on the coordinate z
along the transformation boundary is described by a
quasi-stationary grain boundary diffusion equation for
a moving boundary [5] based on the balance of compo-
nent fluxes (without specification of the mechanism of
atomic jumps):

(1)

Here, s is the segregation coefficient,  is the coeffi-
cient of mutual diffusion in the phase boundary R, c(z)
is the local concentration in the boundary R, and h is the
boundary width. The Cahn solution to this equation is
as follows:

(2)

where the coordinate z varies from zero (in the middle
of the α phase lamella) to ∆z at the α–β interface.

Accordingly, c(z) changes from  to cα/β over a half
length of the cell, depending on the combination of
parameters ∆z/L. The interlamellar distance ∆z, the

kinetic coefficient L = , and the triple product

 are related as

(3)

where C is the Cahn parameter determined from the
relation

and c1 is the average concentration in the α phase.

Each kinetically possible solution for an arbitrary
transformation rate and the corresponding value of the
parameter L gives a certain interlamellar distance ∆z.

For ∆z/L  0, the maximum concentration  in
the α phase (at the center of the α phase lamella and
along the lamella) tends to the equilibrium value cα/β.

sD̃
d2c z( )

dz2
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c0 c z( )–
h

--------------------v+ 0.=
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c z( ) c0 c0 cα /β–( ) z/L( )cosh
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sD̃h/v

sD̃h
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1
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2

C
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2
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max c0 cβ

α β
g

c(z)

Fig. 2. A model phase diagram and the phase equilibria.
T

As the ∆z/L ratio increases, the degree of redistribution
of the components decreases, the interphase boundary
velocity increases, and the system remains substan-
tially nonequilibrium. Thus, a single equation (1) with
the solution (2) cannot unambiguously describe the
kinetics of the discontinuous precipitation and do not
provide for the independent determination of ∆z and L.
In order to eliminate this uncertainty, Cahn [5]
employed the principle of maximum decrease in the
free energy ∆F during the discontinuous precipitation
reaction. This was achieved by considering a linear
relationship between ∆F and the boundary velocity and
by introducing the second kinetic coefficient represent-
ing the boundary mobility [5]. However, this linear
relationship is not always confirmed in experiment [6].

The main idea of the approach developed in this
study consists in a more thorough analysis of the bal-
ance of energy release and degradation in the transfor-
mation boundary moving at a constant velocity. In con-
trast to the Cahn model, it is suggested that the total
decrease in the free energy has to be balanced with all
ways of the energy degradation: both via diffusion
along the transformation region and via interphase
(α0−α) jumps of atoms (with the jumping kinetics
determining mobility of the phase boundary). For inde-
pendently determining the main kinetic parameters, we
will use the principle of maximum rate of the free
energy release [7], the equation of balance of the
entropy fluxes, and the Cahn solution (2) of the mass
transfer equation. The analysis will be performed for a
diffusion-controlled discontinuous precipitation reac-
tion under the assumption of a readily moving (high-
mobility) interphase boundary.

Let us assume that a change in the entropy deS dur-
ing the elementary time interval dt as a result of the
phase transformation in the region R (coinciding with
the interphase boundary) shifting by its width is equal
to the change in the entropy diS as a result of the diffu-
sion redistribution of components in the same region R.
We consider a quasi-stationary process obeying the
condition [7]

which means that the total entropy change in the mov-
ing open system is zero (this condition is valid at a con-
stant transformation front velocity v ). In order to pass
from the rate of entropy change to the rate of free
energy release, we can use the relation (valid at a con-
stant temperature and pressure)

In this case, the rate of the free energy release is [8, 9]

(4)

dS
dt
------

diS
dt
-------

deS
dt

--------+ 0,= =

dSi e,

dt
-----------

1
T
---

dGi e,

dt
------------.–=

Ψ T
diS
dt
-------≡ T σ Vd

V

∫
diG
dt

---------–
deG
dt

--------- 0.>= = =
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      2004



A MODEL OF DISCONTINUOUS PRECIPITATION BASED ON THE BALANCE 111
The entropy production as a result of the diffusion
redistribution of components in the region R can be
written as [8–10]

(5)

where I is the generalized flux along the z axis, X is the

driving force, and (z) = µA – µB =  is the general-

ized chemical potential at a point z of the region R.

Let us determine the change in the Gibbs potential
as a result of the transformation of the α0 phase in an
element dz + dz' at the point z of the interphase bound-
ary. For this element, transformed into a band of the α
phase of length dz and a band of the β phase of length
dz', the law of conservation of the substance yields

(6)

The change in the Gibbs potential per unit volume can
be written as

(7)

where g(c(z))dz is the Gibbs potential of the α phase
band of length dz at the point z with the concentration
c(z) in the region R, gβ is the Gibbs potential of the β
phase, and g(c0) is the Gibbs potential in the supersatu-
rated α0 phase in front of the transformation boundary.
Expanding the Gibbs potential for the α and α0 phases
into the Taylor series with respect to g(cα/β) and retain-
ing terms up to the second order (which is permissible
for regular solutions with a large energy of mixing), we
obtain

(8)

where f(c(z)) < 0 and k =  > 0 is the curvature of

the Gibbs potential surface in the α phase, at the point
with the concentration cα/β.

The driving force can be expressed as

where

(9)

The rate of the free energy release as a result of the
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phase transformation in the region R can be written as

(10)

Here, the first term in the right-hand part is the energy
gain per unit volume and the second term corresponds
to the formation of a new boundary region of length h
between the α and β phases. The Gibbs potential per

unit volume is gα/β = , where γ is the free energy per

unit area of the α–β interface.
Using expressions (2), (4), (5), (8)–(10) and inte-

grating with respect to z, we eventually obtain

(11)

This equation determines the first relation between ∆z
and L:

(12)

Once this relationship is established, we can use the
principle of maximum rate of the free energy release for
determining the optimum ∆z from the condition

(13)

The explicit expression (13) is very complicated.
For this reason, let us use a numerical method for find-
ing the maximum of expression (11) with respect to ∆z
under the condition (12). As a result, we obtain a solu-
tion to the system of equations (12) and (13) by deter-
mining the values of ∆z = ∆zSOL and L for the given val-

ues of the triple product  and the equilibrium con-
centration cα/β. For the comparison with experiment, we
will use the data for a Ni–1.4 at. % In system at 703 K
[1] with the following model parameters: k = 1.075 ×
1011 J/m3; γ = 0.5 J/m2; c0 = 1.4 at. %; cα/β = 0.43 at. %;

cβ = 25 at. %; and  = 2.12 × 10–24 m3/s. 
The calculations yield values of parameters coincid-

ing with the experimental values: the average concen-
tration in the cell, c1 = 0.82 at. %; the interlamellar dis-
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tance, ∆zSOL = 0.134 × 10–6 m; and the Cahn parameter,
C = 9.2. The transformation boundary velocity is deter-

mined by the formula v  = /L2 = 2.7 × 10–10 m/s. For
the given parameters, the change in the Gibbs free energy
determined by integrating relation (8) and taking into
account the surface energy is ∆G = –14.6 J/mol, which
coincides with the experimental value.

Conclusions. Using the equation of balance of the
entropy fluxes at the phase transformation front, we
obtain a new scheme for determining the main parame-
ters of discontinuous precipitation without using the
Cahn assumption concerning a linear relationship
between the driving force and the transformation front
velocity (the form of this relationship can be estab-
lished in the course of calculations). The proposed
scheme allows additional ways of the energy degrada-
tion in the transformation region to be taken into
account, in particular, those related to a reduced mobil-
ity of the interphase boundary or to the presence of
driving forces of various kinds.
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Abstract—It is established that the region of a morphotropic phase transition in ternary solid solution systems
based on lead zirconate titanate exhibits a complicated structure. The maxima of the physical characteristics of
solid solutions in this morphotropic phase transition region are determined to a considerable extent by an inter-
mediate phase. A series of solid solutions with good prospects for applications in high-temperature piezo-
ceramics technology are found. © 2004 MAIK “Nauka/Interperiodica”.
In recent years, it was reported [1–4] that binary
oxide systems of the lead zirconate titanate (PZT) type
contain an intermediate phase in the region of a mor-
photropic phase transition (MPT), which accounts for
the high piezoelectric properties of the corresponding
solid solutions. This stimulated us to study in more
detail the corresponding phase diagram region in two
PZT-based three-component systems with the third
component being BaW1/3Be2/3O3 or “SrW1/3Bi2/3O3.”
The former, BaW1/3Be2/3O3, is a ferroelectric com-
pound possessing a perovskite-like structure with a
rhombohedral reduced cell at temperatures below the
Curie temperature (TC = 450°C) [5]; “SrW1 /3Bi2/3O3” is
a hypothetical compound. The choice of these com-
pounds was related to the expected possibility of
obtaining high piezoelectric parameters (ensured by the
“ferroelectrically soft” Ba and Sr cations) and high TC

values (characteristic of Bi-containing compositions).

The solid solution compositions corresponded to the
formulas 0.98Pb(TixZr1 – x)O3–0.02BaW1/3Bi2/3O3 (sys-
tem 1) and 0.98Pb(TixZr1 – x)O3–0.02“SrW1/3Bi2/3O3”
(system 2) with 0455 ≤ x ≤ 0.49. Since the content of
the third components is small, the phase diagrams of
these systems have to be close to that of the base system
(PZT). The interval of variation of the parameter x pro-
vides for the formation of solid solution in the MPT
region. The samples of solid solutions were prepared
using the standard ceramic technology. The X-ray dif-
fraction measurements were performed on a DRON-3
diffractometer using Mn-filtered FeKα radiation. The
dielectric, piezoelectric, and elastic characteristics,
including the Curie temperature, the permittivities of

the nonpolarized (ε/ε0) and polarized ( /ε0) samples,ε33
T

1063-7850/04/3002- $26.00 © 20113
the dielectric loss tangent , the electromechanical
coupling factor Kp , the piezoelectric coefficient d31, and
the mechanical figure of merit Qm, were determined
according to the State Standard OST 11-0444-87.

An analysis of the X-ray diffraction patterns of the
solid solutions belonging to both systems (Fig. 1)
showed that the samples with x = 0.49 are characterized
by 002 and 200 reflections of the tetragonal (T) phase
in the region of 55° < 2θ < 59°, with the background
intensity between these lines being much greater than
outside the multiplet. In addition, there is a strongly
smeared diffuse maximum related to the appearance of
clusters of a new phase with an interplanar spacing of
d  = 2.04 Å. For x = 0.48, this diffuse maximum
becomes more pronounced and there appears another
weak maximum near the 200 line on the side of smaller
θ angles. The former maximum corresponds to the 200
reflection of a pseudocubic (PSC) phase with a lattice
parameter of a ≈ 4.08 Å, and the second, to the 200
reflection of clusters of a rhombohedral (Rh) phase.
Under the experimental conditions studied, it was
impossible to determine the symmetry of the interme-
diate PSC phase with greater precision.

As can be seen in Fig. 1, the corresponding X-ray
diffraction lines are strongly smeared and overlapped,
which is related to a complex phase composition of
solid solutions and close unit cell parameters of the
component phases. The size of the coherent scattering
regions of the new phases is small (≤300 Å), which also
leads to line broadening. In the solid solution studied,
the oxygen octahedra contain W and Bi ions in addition
to Ti and Zr ions. The higher scattering power of the
former ions leads to a further increase in intensity of the
diffuse maxima, thus more significantly distorting the

δtan
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Fig. 1. X-ray diffraction patterns of the solid solutions of (a) system 1 and (b) system 2 with x = 0.455 (1), 0.465 (2), 0.48 (3), and
0.49 (4).

(a) (b)
profiles of diffraction lines. As the x value decreases,
the intensities of the diffuse maxima grow, while the
intensities of lines corresponding to reflections of the T
phase (i.e., the fraction  of the T phase) decrease and
their widths increase. For x = 0.46, the fractions of the
PSC and Rh phases are almost equal (Fig. 1), while
for x = 0.455, the Rh phase begins to dominate.1

It should be noted that the MPT regions in the sys-
tems studied contain composition intervals in which the
structural and piezoelectric characteristics are almost
constant or vary very slightly (Fig. 2). These intervals

1 The percentage fractions of the T (µT), PSC (µPSC), and Rh (µRh)
phases were determined using the formulas µT = 100 – (µPSC +

µRh), µPSC = ( 100)/(  +  +  + ), and

µRh = ( 100)/(  +  +  + ), respectively,

where I200 and I002 are the peak intensities of the corresponding
reflections (the regions of pure T and Rh compositions were not
studied).

µT
*

T200
PSC

I200
T

I002
T

I200
Rh

I200
PSC

I200
Rh

I200
T

I002
T

I200
Rh

I200
PSC
TE
are adjacent to (or closely spaced from) the boundaries
of transitions to the single-phase (T or Rh) regions.
Outside these intervals, the parameters of the samples
exhibit significant changes with the composition. The
piezoelectric characteristics exhibit extrema (maxima

of ε/ε0, /ε0, , d31, and Kp and a minimum of Qm)
in the MPT region on the intervals of constant structural
parameters where the amount of the intermediate phase
is maximum.

Apparently, the maxima in the piezoelectric charac-
teristics are favored by phase separation in the MPT
region, whereby the system decomposes into T and Rh
phases at a sufficiently high (~18%) concentration of
the intermediate phase. This highly complicated het-
erophase system is characterized by facilitated motions
of the interphase and domain boundaries, which
accounts for the increased response to external electri-
cal and mechanical actions. Thus, we may speak of an
important role of the intermediate phase as determining

ε33
T δtan
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(a) (b)
the structural and electrical properties of the solid solu-
tions studied.

An analysis of the results presented in Fig. 2 and the
published data [6] showed that dielectric, piezoelectric,
and elastic characteristics of solid solutions usually
vary (together with the structural parameters) in a
smooth manner within single-phase regions far from
the MPTs and change nonmonotonically (also together
with the structural parameters) in the heterogeneous
regions in the vicinity of the MPT, where the clusters of
a new intermediate phase are formed. These character-
istics exhibit extrema near or inside the MPT regions
(on the intervals of constant structural parameters),
where the amount of the intermediate phase is maxi-
mum. This behavior of physical properties in the MPT
region, as well as that in the PZT system, is evidence of
a complicated structure of this region in the phase dia-
gram. The nature of this region, as well as the factors
responsible for its two-phase character, inspired a dis-
cussion [6, 7] that is still continued.

As the number of components in the system
increases, the phase diagram becomes more and more
complicated. An additional contribution to the phase
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      200
decomposition of solid solutions can be related to dif-
ferences in the diffusion activity of various cations. We
believe that this factor accounts for the fact that an
intermediate phase was originally observed in the most
complicated of the known multicomponent systems [8],
including cations of eight types.

Based on the obtained results, we may separate a
series of solid solutions with x = 0.456–0.47 that have
good prospects for practical applications. Sufficiently
high values of TC (~365°C), Kp (~0.53), and d31

(~100 pC/N) in combination with low  (~1.8 ×
10−2) and Qm (~120) suggest that solid solutions with
such properties can serve a base for high-temperature
broadband transducers. In contrast to all the existing
high-temperature materials characterized by reduced or

low /ε0 values (~50–500), favoring their use in high-
frequency devices, the solid solutions obtained for the
first time in this study possess much higher values of

this parameter ( /ε0 ~ 1300–1400). This property
makes such ceramics the best candidates for use in

δtan

ε33
T

ε33
T
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high-temperature piezoelectric devices operating in the
medium frequency range.
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Abstract—The regime of excitation of subnanosecond high-power microwave pulses has been studied in a
Cherenkov device with an extended periodic slow-wave structure, using an electron beam from a compact
pulsed high-current electron accelerator (290 keV, 2.3 kA, 1 ns). Conditions are established for which the power
conversion coefficient can reach up to 1.5 at an output pulse power of 1.2 GW and a pulse duration of 200 ps.
© 2004 MAIK “Nauka/Interperiodica”.
Previously [1–5], we performed a series of theoreti-
cal and experimental investigations devoted to nonsta-
tionary regimes in relativistic microwave generators
and demonstrated the possibility of obtaining electro-
magnetic radiation pulses with a peak power not lim-
ited by the pumping beam power. This direction in rel-
ativistic electronics offers attractive physical means of
energy conversion and provides for the most complete
realization of the possibilities of compact high-current
electron accelerators. The experimental findings [2–5]
were supported by the development of theoretical mod-
els and numerical methods, which provided conditions
for a significant increase in the energy efficiency and
the power conversion coefficient of microwave radia-
tion sources. The present study was aimed at reaching
this goal.

We have studied a Cherenkov electron generator for
a 38 GHz range, representing an extended periodic
slow-wave structure (SWS) with electron-beam-syn-
chronized spatial harmonic of the TM01 backward
wave. The new experiments required significant modi-
fication of the setup used previously [2]. The electron
accelerator system, based on a small-size high-voltage
generator of the RADAN-303BP type with a capacitive
energy storage in the form of a double pulse-forming
line, was modified so as to provide for a better stabili-
zation of the accelerating voltage pulses. The pulse-
forming line was switched by a controlled high-voltage
discharger with field distortion near the grounded elec-
trode [6], which ensured the generator start with a total
time scatter not exceeding 50 ns at a pulsed storage
charge time of 8 µs. This provided for stabilization of
the uncontrolled pulse-shaping nitrogen-filled dis-
charger in an additional inductance–capacitance pulse
compression unit [7] generating an accelerating voltage
pulse with a pronounced quasi-flat top plateau of 0.9-ns
duration and 200-ps front width (Fig. 1). In addition to
stabilization, the controlled start of the main discharger
1063-7850/04/3002- $26.00 © 20117
ensured skipless operation at a voltage (190–195 kV)
close to the maximum charging level. This modification
provided for a 10–15% increase in the electron diode
current for the same cathode voltage (~290 kV as in [2])
and allowed the beam current to be increased up to
670–700 MW.

The electron injector parameters and the diode
geometry were modeled in a numerical experiment
using the particle-in-cell method (PIC code KARAT)
[8]. The numerical modeling was used for optimization
of the SWS geometry and the strength and configura-
tion of the magnetic field transporting the electron
beam with preset parameters. In selecting the SWS
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Fig. 1. The typical accelerating voltage pulse as measured
by a Tektronix TDS684B oscillograph with a transient time
of 350 ps.
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Fig. 2. The results of numerical modeling of a backward-wave tube generating subnanosecond pulses: (a) electron injector, focusing
solenoid, and SWS geometry; (b) nonaveraged power flux of microwave pulses; (c) magnetic field profile along the SWS axis;
(d) tubular electron beam trajectory.
configuration and the longitudinal profile of the beam–
wave coupling resistance, we used the results of the
numerical analysis of a one-dimensional model [4].
The optimized SWS had a median diameter of 1.3λ and
a total length accommodating 25 corrugation periods
(Fig. 2a). The electromagnetic pulse was reflected from
the cathode end by a lumped broadband reflector [9]
reflecting no less than 95% of the incident pulse energy.

According to the results of numerical modeling
(Fig. 2b), the calculated peak power of the electromag-
netic pulse could exceed 1 GW at a power conversion
coefficient of 1.7. The best results were obtained for a
sufficiently strong magnetic field (6.5 T) profiled as
depicted in Fig. 2c, which was necessary for ensuring
high-quality beam transport near the SWS walls. The
coupling resistance at the cathode end of SWS was
additionally reduced at the expense of beam decom-
pression at the input end of the solenoid (Fig. 2d). The
beam was displaced away from corrugations in the
region of maximum values of the electromagnetic field
intensity in the generated wave, which causes strong
transverse oscillations and significant losses of elec-
trons to the SWS walls (by analogy with the case of a
homogeneous magnetic field).

In manufacturing the solenoid, the main attention
was given to meeting the requirement of minimum
deviations of the coil axis from the SWS axis (not to
exceed 0.1 mm). The pulsed magnetic system was cal-
T

ibrated taking into account the decrease in the field
strength as a result of the skin effect. Variation of the
pulsed magnetic field along the axis of the electron-
optic system was measured by an inductive sensor. The
measurements were performed at the first maximum
synchronized with the electron beam. The real field line
configuration was taken into account for correcting the
diameter of the tubular graphite cathode. During exper-
iments, the time interval between accelerator pulses
(60 s) was selected depending on the solenoid heating.

The parameters of the output subnanosecond micro-
wave pulses were measured using semiconductor
detectors and the calorimetric technique. The non-
cooled hot-carrier germanium detector and calorimeter
were identical to those used previously [2, 5]. The
diameter of the calorimeter detector capillary was
200 µm. The results of calibration measurements in the
energy range from 50 to 500 mJ showed that the device
response was linear to within 5%. For a sensitivity of
about 8 mm/J, observations on an optical microscope
allowed the absorbed microwave pulse energy to be
reliably detected on a level of 300–400 mJ.

The microwave pulse envelope from the semicon-
ductor detector output was fed to an S7-19 oscillograph
with a 5-GHz bandwidth. The oscillograph sweep and
vertical sensitivity were calibrated using test pulses
with a 90-ps front width from a G5-84 oscillator, with
simultaneous monitoring of the master signal using a
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      2004
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6-GHz Tektronix TDS820 digital storage oscillograph.
The same method was used to calibrate the detector
output tract and the delay line of the S7-19 oscillo-
graph, made of an RG405 microwave cable.

Using real-time calibration measurements per-
formed in the measuring tracts as described in [2, 5], we
have determined the amplitude attenuation coefficients,
the degree of broadening, and the degree of front blur-
ring of the test pulses modeling to within 5% the tem-
poral characteristics of the microwave detector output
signal. With allowance for a thorough calibration of the
nonlinear characteristic of the microwave detector,
these measures allowed the form-factor of the micro-
wave pulse envelope to be calculated and the peak
power of subnanosecond microwave pulses in an 8-mm
range to be determined with a 20% accuracy (Fig. 3).
For the typical calorimeter readings of 300–410 mJ,
this peak power amounted to 0.9–1.25 GW.

It should be noted that the experimental data agree
with the results of numerical modeling. The gigawatt
microwave pulse duration (FWHM) did not exceed
200 ps. To within the experimental accuracy indicated
above, the coefficient of the electron beam power con-
version to the microwave radiation was 1.5 ± 0.2. In this
case, the radiant flux density in the SWS could be as

Fig. 3. The typical pulse with a 120-ps front measured with
a germanium microwave detector and monitored by an
S7-19 oscillograph (sweep, 1 ns/div). With allowance for
the detector nonlinearity, the signal has FWHM not exceed-
ing 200 ps.
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high as ~1.5 GW/cm2. The efficiency of energy conver-
sion in the “electron beam–electromagnetic wave” sys-
tem for the microwave source studied can be estimated
at 20–30%.

The high-voltage generator of the accelerator
(RADAN-303BPM) can be operated in a pulsed-peri-
odic regime with a pulse repetition rate of up to 100 Hz.
Using a hybrid modulator [10], the repetition rate can
be increased up to 3500 Hz [5]. Such operation regimes
are of interest in systems with superconducting sole-
noids. Taking into account that the experiments were
performed with a small-size high-voltage accelerator,
the proposed microwave source can be used both for
solving various research problems and in applications.
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Abstract—The possibility of electric control over the spectral transfer function of an integrated optical filter
comprising a reflection Bragg grating in a photorefractive waveguide is demonstrated for the first time. The fil-
ter has a spectral selectivity of 0.15 nm, ensures continuous tuning within ~0.1 nm, and can be electrically
switched on and off. The proposed method of control is effective and has good prospects for practical applica-
tions. © 2004 MAIK “Nauka/Interperiodica”.
Controlled narrowband optical filters are of consid-
erable interest for various fields of laser technology,
optical instrument building, and especially fiber-optic
telecommunication systems based on the principles of
wavelength division multiplexing (WDM). Electrically
controlled filters, especially attractive in integrated-
optics design, provide for a high-speed response,
require relatively low control voltages, are compatible
with fiber-optic line components, and can be manufac-
tured on a commercial level.

Although the general principles of filters in inte-
grated-optics design have been known for some time [1],
the electrically controlled filters with a very narrow
transmission band (on the order of 0.1 nm) necessary
for WDM systems were not developed until quite
recently [2]. The possibilities of continuous tuning in
such filters are very restricted because of the relatively
weak electrooptical response of the crystals (e.g., lith-
ium niobate) suited for these purposes. On the other
hand, our theoretical analysis showed that the elec-
trooptical response of the available LiNbO3 crystals is
quite sufficient for controlling the spectral transfer
function of a filter, which is even of greater interest than
simple tuning for WDM systems. Therefore, investiga-
tion of the possibility of controlling the shape of the
spectral transfer function, rather than the passband
position of the filter, is of special importance.

This paper is the first experimental demonstration of
the electric control over the shape of the spectral trans-
fer function of an integrated optical filter. This possibil-
ity significantly expands the functionality of such
devices and opens prospects for new practical applica-
tions.

The proposed device is based on a volume reflection
Bragg grating recorded in an optical waveguide formed
in an electrooptical material. The grating is character-
ized by a high spectral selectivity ∆λ/λ0 ~ Λ/T, where
∆λ is the bandwidth of the filter, λ0 is the central wave-
length, Λ is the grating period, and T is the grating
length in the direction of light propagation. It is
1063-7850/04/3002- $26.00 © 20120
assumed that the grating refractive index amplitude n1
is small as compared to Λ/n0T, where n0 is the effective
index of the given waveguide mode. The Bragg condi-
tion for this grating is λ0 = 2Λn0. Since the grating is
recorded in an electrooptical crystal, the effective index
n0 and, hence, the central wavelength λ0 can be con-
trolled by applying an external electric field [2, 3]. The
filter tuning without a change in shape of the spectral
transfer function takes place when the applied field is
homogeneous along the grating. The application of an
inhomogeneous field will change the spectral transfer
function, that is, modify the spectrum of reflected (dif-
fracted) light. By setting a certain distribution of the
applied electric field along the grating, it is possible to
obtain the spectral transfer function of a desired shape.

Figure 1 shows a schematic diagram of the electri-
cally controlled optical filter. The substrate was an
X-cut LiNbO3 crystal in which an optical waveguide
was formed using the well-developed technology based
on the thermal diffusion of titanium [4]. A 10-mm-long
waveguide with a width of 10 µm in the substrate plane,
formed on the crystal surface, enabled single-mode

1

2
3 4

5

Fig. 1. Schematic diagram of the electrically controlled
integrated optical filter: (1) input fiber; (2) electrodes;
(3) optical waveguide with recorded grating; (4) electric
leads; (5) output fiber.
004 MAIK “Nauka/Interperiodica”
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operation in the 1500–1600 nm wavelength range. The
reflection phase grating was formed by holographic
recording at 532 nm using a YAG:Nd laser. The grating
wavevector was directed along the waveguide axis, the
grating period was equal to Λ ≈ 353 nm, and the grating
length (determined by the recording beam diameter)
was T = 9 mm. The reading light beam of a laser tunable
in the 1500–1620 nm range was introduced into the
waveguide, extracted from it, and fed into a photodetec-
tor via optical fibers. In order to increase sensitivity
to the recording light beam, the near-surface layer of
the substrate was additionally diffusion-doped with
copper ions.

The electric control was provided by means of a sys-
tem of copper electrodes deposited onto the substrate
surface on both sides of the waveguide. The electrode
pads were spaced by d = 20 µm. For thin planar film
electrodes, the electric field strength in the waveguide
was E ≈ 2Uπd, where U is the voltage applied to the
control electrodes. In order to increase the breakdown
voltage and protect the waveguide from dust and mois-
ture, the waveguide surface was covered with a silica
film. This structure made it possible to obtain a suffi-
ciently homogeneous electric field in the waveguide
region, which was perpendicular to the C axis and had
a strength of up to 80 kV/cm at an applied voltage of up
to 250 V.

In the final stage of manufacture, the waveguide was
connected to the input/output fiber optical pigtails. The
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Fig. 2. Experimental demonstration of continuous tuning of
the central wavelength of the integrated optical filter:
dashed and solid curves show the spectra of optical trans-
mission η measured before and after application of an exter-
nal electric field, respectively.
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spectral characteristics of the integrated optical filter
were measured using a single-mode semiconductor
laser tunable in a wavelength range from 1500 to
1620 nm at a 0.01-nm step. The spectral transfer func-
tion of the filter was determined by measuring the opti-
cal power at the filter output as a function of the readout
light wavelength.

Figure 2 shows the spectral transfer functions of the
filter measured before and after application of a control
voltage producing a homogeneous electric field with a
strength of 75 kV/cm. As can be seen from these data,
the diffraction efficiency of the grating reaches 90%,
the width of the spectrum (reflection bandwidth) is
0.15 nm, and the shift of the spectral transfer function
in the applied field amounts to 0.1 nm. These values are
in satisfactory agreement with the theory. Indeed, the
absorption bandwidth determined as a full width at half
maximum (FWHM) for a Bragg grating length of T =
9 mm is ∆λ = 1.778λ0(Λ/T) ≈ 0.11 nm, while the shift
of the central wavelength is δλ0 = n2rλ0E/2 = 0.096 nm
(r is the electrooptical coefficient of the crystal for the
given electrooptical effect configuration: r = r12 =
3.4 pm/V for the TE mode, and r = r22 = –r12 for the TM
mode).

Figure 3 shows the change in shape of the spectral
transfer function of the integrated optical filter
observed when the applied field is inhomogeneous
along the waveguide. The field is applied in such a man-
ner that the whole grating can be represented as being
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1554.0 1554.5

Fig. 3. Experimental demonstration of the electric control
over the shape of the spectral transfer function of the inte-
grated optical filter: dashed and solid curves show the spec-
tra of optical transmission η measured before and after
application of a external electric field, respectively; dash–
dot curve shows the results of theoretical calculations.
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composed of two parts of equal length, the light
reflected from the first part being shifted in phase by
180° relative to the light reflected from the second part.
In this case, the quenching of reflection at the central
wavelength is equivalent to the effect observed for the
light diffraction from a sinusoidal grating with a phase
jump of π in the middle [5, 6]. We have performed a
theoretical calculation of the spectral transfer function
for the Bragg grating with λ0 = 1554.2 nm, T = 9 nm,
reff = 3.4 pm/V, and the diffraction efficiency η = 60%.
As can be seen from Fig. 3, the result of this calculation
fits the experiment well.

The above experimental data show that application
of an inhomogeneous field offers a radical method of
changing the spectral transfer function of the integrated
optical filter. The filter controlled in this regime oper-
ates as a spectrally selective narrowband attenuator,
light modulator, or spectral channel switch (of the so-
called add/drop multiplexer type). Being of particular
importance for WDM systems, these functions allow,
for example, separation of a given spectral channel or
leveling the light intensity and amplification coeffi-
cients of different channels. The filter can operate in
both transmission and reflection geometry. The limiting
control speed is determined by the reflection band-
width. For a bandwidth of 0.1 nm, the filter response is
restricted to a frequency on the order of 20 GHz. A sig-
nificant advantage of the proposed filter is the inte-
grated-optics design. By using a cascade of such
devices arranged on the same substrate, it is possible to
provide for the simultaneous controlled operation of
several spectral channels.

In conclusion, it should be noted that the aim of this
study was to show the principal possibility of real-time
electric control over the shape of the spectral transfer
function of an optical filter. We did not try to obtain a
device possessing ultimate possible characteristics. By
optimization of the regime of grating recording, elec-
trode configuration, crystal orientation, and matching
of the filter with optical fibers, it is possible to signifi-
TE
cantly improve the working parameters of the inte-
grated optical filter.

Thus, we have developed and experimentally dem-
onstrated an electrooptical device capable of control-
ling the shape of the spectral transfer function of a
Bragg grating. Based on this method, we have designed
and manufactured an electrically controlled integrated
optical filter capable of continuously tuning the central
wavelength within 0.1 nm at a bandwidth of 0.15 nm
and providing for attenuation of the reflection coeffi-
cient at the central wavelength from 60 to 5%. These
results show high efficacy of the proposed method and
good prospects for its practical applications.
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Abstract—Problems pertaining to the modeling and development of a microwave modulator based on 4H-SiC
p–i–n diodes are considered. The results of theoretical and experimental investigations of the microwave char-
acteristics of 4H-SiC p–i–n diodes and the parameters of a microstrip modulator for a 1–10 GHz range based
on these diodes are reported for the first time. In the diode switching schemes studied, the transmission losses
amount to 0.8–8 dB and the decoupling is within –15 to –18 dB. The experimental characteristics of modu-
lators are determined primarily by the parameters of diodes and agree well with the results of model calcu-
lations. © 2004 MAIK “Nauka/Interperiodica”.
Microwave modulators based on silicon p–i–n
diodes enable switching times from a few nanoseconds
to several milliseconds and can switch microwave pow-
ers from several hundred milliwatts to several kilo-
watts. However, the modulators with switching times
within 1–10 ns provide for the commutation of micro-
wave signals with powers not exceeding several hun-
dred milliwatts. Moreover, the working temperatures of
silicon p–i–n diodes do not exceed 125°C [1]. This is a
limiting level of the device parameters that is deter-
mined by properties of the base material.

The unique combination of functional properties
inherent in silicon carbide and the level achieved in the
technology of p+–n–n+ diode structures based on this
material make it possible to develop microwave
switches with a response time of 2–10 ns capable of
commutating signals with a power from several hun-
dred watts to several kilowatts and operating at temper-
atures of up to 500°C [2, 3].

This paper reports the results of modeling of SiC-
based p–i–n diodes, aimed at determining the require-
ments to parameters of the equivalent diode scheme.
Based on these results, we have manufactured and char-
acterized the prototypes of microwave modulators for a
1–10 GHz frequency range.

Using a diode model developed previously [4], we
have analyzed the equivalent scheme of a microstrip
modulator with parallel connection of the p–i–n diode
into a transmission line. This equivalent scheme is
depicted in Fig. 1. The modulator consists of two parts
of a transmission line, TL1 and TL2, and a parallel
4H-SiC p–i–n diode. The bias voltage is applied via
1063-7850/04/3002- $26.00 © 20123
blocking capacitors C3 and C4. The model diode com-
prises a forward resistance of the i region (RFi), the p–n
junction capacitance (Ci), the loss resistance (Rs), and
the inductance of two leads (L1 and L2) connecting the
upper electrode to the microstrip transmission line.

Figure 2 shows the results of modeling of the param-
eters of microwave diodes performed for frequencies of
1, 3, and 10 GHz in comparison to the measured data.
The value of decoupling in the scheme under consider-
ation is determined primarily by the forward resistance
of the diode and is almost independent of the frequency.
For providing a decoupling on the level of 20 and
25 dB, the forward resistance has to be 1.6 and 0.5 Ω,
respectively. The switching losses depend on the fre-
quency and are determined predominantly by the diode
capacitance. Losses not exceeding 1 dB for frequencies
of 10, 3, and 1 GHz can be obtained provided that the

Z = 50 Ω Z = 50 ΩLkLk

Rs

RFiCi

4H-SiC p–i–n-diode

Fig. 1. An equivalent scheme of the microwave modulator
based on a p–i–n diode. The transmission and blocking
regimes are modeled by varying the values of RFi and Ci .
004 MAIK “Nauka/Interperiodica”
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diode capacitance is below 0.3, 1.0, and 2.0 pF, respec-
tively.

The prototypes of switching diodes were 4H-SiC
p+–n–n+ diodes with a mesa structure diameter of
60 µm [5]. The parameters of the equivalent scheme of
a SiC-based diode were determined by measuring the
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Fig. 2. The calculated (black symbols) and experimental
(open symbols) plots of the (a) modulator losses versus
diode capacitance Ci and (b) decoupling versus forward
resistance RF of the p–i–n diode.
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Fig. 3. Plots of the forward resistance RF versus forward
current for a 4H-SiC p–i–n diode at f = 10 and 3.0 GHz.
TE
forward resistance (RF) as a function of the diode cur-
rent at 3 and 10 GHz, the diode capacitance as a func-
tion of the inverse voltage, and the wiring capacitance
at 10 GHz. The results of these measurements are pre-
sented in Figs. 3 and 4. As can be seen from these data,
the microwave diode resistance at a forward current of
50 mA falls within 2–4 Ω; the resistance at 10 GHz is
significantly smaller than that at 3 GHz; the diode
capacitance at 1 MHz for a reverse bias of 0–40 V var-
ies from 3 to 0.6 pF; and the inductance of leads at
10 GHz amounts to 0.6 nH. The reverse recovery time
for the switching from forward current (10 mA) to
reverse bias voltage (15 V) is 3 ns; the minority carrier
lifetime determined from oscillograms of the diode
switching in these regimes is 7–8 ns.

A prototype of the switching device comprised a
segment of the microstrip line with a parallel diode. The
prototype was connected to the measuring tract via a
microstrip–coaxial line junction. Figure 5 shows the
results of measurements of the switching device param-
eters at 1, 3, and 10 GHz. The maximum decoupling
(18 dB) was observed at 10 GHz, while the minimum
losses (0.8 dB) were obtained at 1 GHz. There is a cor-
relation between the behavior of decoupling, forward
resistance (RF), and transmission losses as functions of
the diode capacitance. The blocking losses in the region
of saturation are satisfactorily correlated with the for-
ward resistance of the diode (S21 versus RF for the same
forward current). Experimental values of the transmis-
sion losses and decoupling for the given diode capaci-
tance and resistance (depending on the reverse voltage
and direct current) are depicted in Fig. 2. The values of
transmission losses show a quite acceptable agreement
with the result of modeling of the microwave switch.

3

2

1

0 5 10 15 20 25 30 35 40

C, pF

UR, V

Fig. 4. A plot of the capacitance C versus reverse bias volt-
age UR for a 4H-SiC p–i–n diode at f = 1 MHz.
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The level of switching parameters is determined pri-
marily by the diode characteristics. In order to increase
the level of decoupling and decrease the transmission
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Fig. 5. Experimental plots of the (a) decoupling versus for-
ward current IF and (b) transmission losses versus reverse
bias voltage UR for various frequencies. Losses in the con-
tacts and in the microstrip line with bias elements are below
1.5 dB.

1 GHz
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losses, so as to reach the levels acceptable for the com-
mercial devices and fully realize the potential of SiC-
based microwave devices, it is necessary to reduce the
forward-biased diode resistance to 0.5–1.0 Ω (in the
working bias range) and the reverse-biased diode
capacitance to 0.1–0.2 pF (at a frequency of 10 GHz),
0.5–1.0 pF (3 GHz), and 1.5–2 pF (1 GHz).

Conclusions. We have demonstrated the possibility
of creating a microwave modulator for the 1–10 GHz
range based on 4H-SiC p+–n–n+ diodes. The experi-
mental values of the transmission losses (0.8 dB at
1 GHz) and decoupling (–18 dB at 10 GHz) are satis-
factorily described by the proposed diode model and
are determined primarily by the level of the forward
diode resistance (RF) at a given diode capacitance.
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Abstract—An energy criterion for the nucleation of a circular prismatic misfit dislocation loop in a spheroi-
dal inclusion modeling a quantum dot is considered. The critical radius of the inclusion, for which the misfit
dislocation loop can nucleate, is studied as a function of the lattice misfit between the inclusion and the
matrix. © 2004 MAIK “Nauka/Interperiodica”.
The nucleation of misfit dislocations (MDs) is the
dominating mechanism of relaxation of the elastic
stresses arising in thin heteroepitaxial films as a result
of the misfit between crystal lattices of the film and sub-
strate [1]. As is well known, MDs nucleate when the
epitaxial film thickness h exceeds a certain critical
value hc that depends on the misfit strain εm. An analo-
gous phenomenon has to take place in the case of elas-
tically strained quantum dots (QDs).

This study was aimed at establishing the conditions
of MD nucleation in a small strained inclusion model-
ing a QD. This simple problem was not formulated and
solved until now, while a number of models describing
the nucleation of MDs [2, 3] were suggested for the
coherent islands on substrates, that is, for the stage of
QD nucleation. However, these models were based on
two-dimensional problems and, hence, were rather
approximate.

Elastic strains and stresses in QDs lead to significant
changes in their properties. In particular, homogeneous
elastic straining changes the bandgap width [4], while
inhomogeneous elastic fields of MDs can influence the
optical properties of materials with QDs [5].

Let us consider a QD model representing a spheroi-
dal inclusion of radius Rsp with a given isotropic plastic
dilatation embedded into a matrix material (Fig. 1).
Mathematically, the dilatation can be described using a
plastic distortion tensor [6]

(1)

where εm =  is the parameter of misfit
between the inclusion and the matrix; asp and aM are the
lattice parameters of the spheroid and matrix, respec-

βxx* βyy* βzz* εmδ Ωsp( ),= = =

asp aM–( )/aM
1063-7850/04/3002- $26.00 © 20126
tively; and δ(Ωsp) is the Dirac delta function for the
region Ωsp occupied by the spheroid:

The sign of εm reflects the character of dilatation:
εm > 0 corresponds to expansion and εm < 0 implies
contraction.

Equations for the elastic stresses and the energy of an
inclusion with distortion (1) are well known and the solu-
tion can be expressed in elementary functions [6, 7]. The
stresses inside the inclusion are constant:

(2)

where (r, ϕ, z) are cylindrical coordinates (Fig. 1), G is
the shear modulus, and ν is the Poisson coefficient. 

δ Ωsp( )
1, r Ωsp∈
0, r Ωsp∉

.




=

σrr
in( ) σϕϕ
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z

Fig. 1. The model of a quantum dot (QD) with misfit disloca-
tion (MD); M is the matrix; εm is the lattice misfit parameter.
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The elastic energy of the inclusion is given by the
formula

(3)

Formulas (2) and (3) were obtained with neglect of the
difference between the elastic properties of inclusion
and matrix.

It would be reasonable to assume that the elastic
energy of the inclusion tends to decrease by means of
nucleation of a circular prismatic misfit dislocation
loop (Fig. 1) situated on the surface of the spheroid.
Since the energy of the inclusion with an MD loop has
to be smaller than the initial value, we obtain the fol-
lowing energy criterion for the MD loop nucleation:

(4)

where Eloop is the MD loop energy and W is the energy
of interaction between the loop and spheroid.

The self elastic energy of a prismatic MD loop with
the Burgers vector b and radius a, such that a @ b, is
described by the formula [8]

(5)

where α is the parameter taking into account the contri-
bution of the dislocation core (for nonmetals, α ≈ 4 [9]).

In the general case, the energy of interaction
between two defects, I and II, is determined as [6]

(6)

where ΩI and ΩII are the regions occupied by defects I

and II, respectively;  and  are the plastic distor-

tions of these defects; and  and  are the elastic
stresses created by the defects.

The plastic distortion of a prismatic loop situated in
the X0Y plane (Fig. 1) can be expressed as [6]

(7)

where the upper and lower signs correspond to the
interstitial and vacancy loops, respectively (Fig. 1
shows the latter case), and δ(z) is the one-dimensional
Dirac delta function.

Using relations (2), (4)–(7), we obtain the following
energy criterion for the MD loop nucleation at the
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boundary between a spheroidal inclusion and the
matrix:

(8)

This expression takes into account that the inclusion
with expansion (εm > 0) corresponds to the MD vacancy
loop with the radius a = Rsp , for which the energy gain
of the “inclusion–MD loop” system is maximum.

A relation for the critical radius Rc of the inclusion
corresponding to nucleation of the MD loop can be
written as

(9)

For comparison, consider the relation for the critical
film thickness hc at which an edge MD is nucleated at a
heteroboundary (with the Burgers vector parallel to this
boundary) [1]:

(10)

Figure 2 shows a plot of the critical radius Rc deter-
mined by formula (9) as a function of the misfit param-
eter εm. We also plot the function hc(εm) according to
formula (10) for the simplest case of MD in a film. As
can be seen, the critical radius of inclusion is 3.5–4
times the critical film thickness for the same value of
the misfit parameter εm.

It should be noted that the MD loops can be formed
according to either diffusion or deformation mecha-
nisms. An alternative mechanism of decrease in the
energy of an inclusion with given plastic dilatation con-
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Fig. 2. Plots of the critical radius of inclusion Rc and the
critical film thickness versus the lattice misfit parameter εm
(ν = 0.3; α = 4; b = 0.3 nm).
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sists in the nucleation of an MD loop in the matrix out-
side the inclusion [10].

In conclusion, we obtained an expression for the
critical radius of an inclusion at which the MD loop
nucleation is energetically favorable and studied this
value as a function of the misfit between the inclusion
and matrix lattices.
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Abstract—Thin fullerene films formed using the methods of pulsed supersonic molecular beam (SMB) depo-
sition and thermal deposition (TD) in vacuum were studied by thermodesorption (TDS) mass spectroscopy. The
TDS spectra of SMB films show a significantly higher temperature of desorption (827.8 K) of fullerene mole-
cules as compared to the value (583 K) observed in the spectra of TD films. It is suggested that the higher bind-
ing energies of fullerene molecules in the former films are explained by the formation of polymer structures due
to heating in the course of TDS measurements. © 2004 MAIK “Nauka/Interperiodica”.
Previously [1], we proposed a new method for
obtaining films using a supersonic molecular beam of
an inert gas enriched with molecules of a substance to
be deposited. Recently, the phase composition of
fullerene films obtained by the supersonic molecular
beam (SMB) deposition method and modified by laser
radiation was studied by Raman spectroscopy [2]. It
was found that, depending on the laser radiation dose,
SMB films acquire the same polymer structures as
those observed in bulk fullerene samples formed under
conditions of high pressures and temperatures [3].

These structures ensure transfer of the supplied laser
energy over the whole polymer ensemble, so that the
molecular structure of the fullerene framework is
retained in the SMB films until their complete evapora-
tion. It should be noted that high “laser strength” is
characteristic only of the SMB films, while the films
obtained by the traditional method of thermal deposi-
tion (TD) in vacuum exhibit degradation even under the
action of a low-power laser radiation [2]. It was sug-
gested [2] that the susceptibility of SMB films to poly-
merization could be related to the higher density of
these films and to the significantly greater energy of
binding between fullerene molecules.

In this context, we have studied the binding energy
of fullerene molecules in various films by the method of
thermodesorption (TDS) mass spectroscopy.

The TDS experiments consisted in measuring the
concentration of fullerene molecules in the gas phase
depending on the temperature of a film sample. For this
purpose, fullerene films deposited onto single crystal
molybdenum or nickel substrates were heated (at a rate
of 10 K/s) in a vacuum chamber and the concentration
of C60 molecules was measured using a quadrupole
mass spectrometer tuned to 720 amu.

The results of TDS measurements for the SMB and
TD films are presented in the figure. As can be seen
from these data, the peak of desorption of fullerene
1063-7850/04/3002- $26.00 © 20129
molecules from the films obtained by thermal deposi-
tion takes place at Tmax = 584 K. The same desorption
temperature was reported in [4] for films obtained by
deposition of fullerene vapor from a Knudsen cell onto
a preliminarily heated (1200 K) surface of highly ori-
ented pyrolytic graphite (HOPG). The activation
energy Ed of C60 desorption from the first monolayer on
HOPG was 1.69 eV, which corresponds (by the order of
magnitude) to weak van der Waals interactions between
molecules.

At the same time, the maximum rate of fullerene
desorption from SMB films is observed at a tempera-
ture Tmax above 800 K (see figure), which indicates that
the binding energy of fullerene molecules in these films
is significantly higher than in the TD films. Analogous
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TDS spectra of fullerene films obtained by (a) thermal
deposition and (b) supersonic molecular beam deposition
methods.
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values of the temperature of fullerene desorption were
observed for fullerenes in films on the surface of a high-
temperature rigid-chain polyimide and in a compound
with this polymer [5]. In the latter case, the temperature
of fullerene desorption also exceeded 800 K. Based on
a comparison of the thermodesorption states of C60 on
the surface and in the bulk of polyimide [5], it was sug-
gested that the bonds of C60 with macromolecules on
the surface of a formed polyimide film are not as strong
as the bonds of C60 introduced into an initial matrix
before application onto a metal substrate and the poly-
imide film formation.

Approximately equal values of the maximum rate of
fullerene desorption from polyimide and SMB
fullerene films probably reflect a similar nature of the
intermolecular forces in these cases, although it was
pointed out [5] that the desorption of fullerene from
polyimide films could also be related to decomposition
of the polymer matrix at temperatures above 800 K.

According to the results obtained previously [2],
fullerene molecules in the SMB films initially occur in
a nonpolymerized (pristine C60) state and it is only the
laser action that gives rise to a fast polymerization pro-
cess, in which a significant role is played by the thermal
factor. Since there is evidence (e.g., some features in
the electron energy loss spectra [6]) that SMB films
possess increased density, rapid heating of such films
can lead to the process of polymer structure formation
analogous to that taking place under the conditions of
high pressures and temperatures. In SMB films, the
stages of contraction (dense fullerene film formation)
and heating are separated in time.

A comparison of the TDS peaks of SMB and TD
films reveals a significant difference in their shapes (see
figure). In the TDS spectra of our samples, the ratio of
halfwidths of the low- (τ) and high-temperature (δ)
parts of the peak is 1.84 and 1.08 for the TD and SMB
films, respectively. As is known, the shape of the TDS
peak depends on the order of desorption [7] and can be
used for determining the order of this reaction. The sec-
ond-order desorption peak is symmetric (τ ≈ δ), while
the first-order peak is asymmetric (τ > δ). In the case of
SMB films, the areas of the low- and high-temperature
parts of the peak are almost equal, which suggests a reac-
tion of the second order. In contrast, the asymmetric
spectrum of the TD film is indicative of the first-order
reaction.

Using the experimental values of δ and Tmax, we
have calculated the binding energy (more precisely, the
desorption energy Ed) of adsorbed fullerene molecules
using the Redhead formula [7]

Ed χRTmax
2 /δ,=
T

where χ is the reaction order (1 or 2 for the first- and
second-order processes, respectively), Tmax is the TDS
peak temperature (827.8 and 583 K for the SMB and
TD films, respectively), and δ is the width at half-max-
imum of the high-temperature part of the TDS peak (12
and 15.3 K for the SMB and TD films, respectively).
The desorption activation energy calculated using the
experimental data for the TD films is Ed = 1.91 eV,
which is close to the energy of desorption for fullerene
molecules on the surface carbons [4]. At the same time,
the SMB films are characterized by a significantly
higher value of Ed = 9.8 eV. This anomalous activation
energy is close to the binding energy of fullerene mol-
ecules in a polymer structure, from which the mole-
cules are desorbed via a second-order reaction.

To summarize, we have demonstrated that the
energy of desorption of fullerene molecules from SMB
films is significantly higher than the value for the films
obtained by the standard method of thermal deposition
in vacuum. The unusual behavior of SMB films can be
related to their polymerization due to heating in the
course of TDS measurements.
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Abstract—The modulation instability of dispersed electromagnetic waves propagating in the Josephson junc-
tion between massive superconductors has been studied. A dispersion equation for the increment of small per-
turbations of the wave amplitude is obtained. It is shown that the spatial nonlocality produces a stabilizing influ-
ence with respect to the development of modulation instability in a long-wavelength region of the perturbation
wavevectors 0 ≤ Q ≤ QB1(k). The region of modulation instability QB1(k) < Q < QB2(k, A, L) can be controlled
by the dispersion parameter—the wavevector k (or the frequency ω(k)) of the carrier wave in the linear approx-
imation. © 2004 MAIK “Nauka/Interperiodica”.
Numerous phenomena related to the instability of
waves in various nonlinear systems and media still
receive much attention [1, 2]. As is known, contraction
of a nonlinear wave can take place both across and
along the direction of wave propagation. Examples are
offered by the self-focusing of light predicted by
Askar’yan [3, 4] and by the development of instabilities
in the form of wave separation into packets and the self-
contraction of wave packets. The latter type of modula-
tion instability was originally studied by Lighthill [5].

The modulation instability of electromagnetic
waves excited in distributed Josephson junctions is
described in terms of the instability of solutions of the
corresponding sine-Gordon equations. In many cases,
the modulation instability has to be studied using spa-
tially nonlocal modifications of the sine-Gordon equa-
tion [6, 7]. The spatially nonlocal character of equa-
tions for the phase difference arises due to the nonlocal
coupling of magnetic fields at the interface and in the
bulk of a superconductor. This is a universal reason for
the spatial nonlocality to arise in electrodynamics of the
Josephson junctions.

Within the framework of electrodynamics of the
spatially nonlocal Josephson junction between massive
superconductors with a thickness d much greater than
the London penetration depth λ, the modulation insta-
bility of electromagnetic waves was originally studied
by Aliev et al. [6]. The analysis was based on a system
of approximate equations for perturbations of the com-
plex amplitude (real perturbations of the amplitude and
phase), derived using an expansion of the spectrum of
dispersed waves in the linear approximation with
respect to small perturbations of the wave frequency
and the wavevector. It was shown that the growth of
1063-7850/04/3002- $26.00 © 20131
small perturbations in the wave amplitude and phase
corresponds to the development of modulation instabil-
ity of an electromagnetic wave with a finite constant
amplitude, a nonlinear frequency shift, and a dispersion
law in the linear approximation. It was established that
the spatial nonlocality produces a stabilizing influence
with respect to the development of modulation instabil-
ity in the intermediate and short-wavelength regions of
the perturbation wavevectors.

Abdullaev [8] studied the modulation instability of
a homogeneous (non-dispersed) plane nonlinear elec-
tromagnetic wave with the Josephson frequency, a
finite amplitude, and a nonlinear frequency shift in the
Josephson junction between massive superconductors
with d @ λ. The instability was related to the buildup of
only small amplitude perturbations and led to separa-
tion of the wave into wave packets. In the systems stud-
ied in both papers [6, 8] cited above, the modulation
instability for perturbations with the wavevectors Q
takes place in the region of 0 < Q < QB, where QB is a
certain boundary wavevector. Thus, the region of long-
wavelength perturbations Q  0 was always the
region of instability.

As will be shown below, the spatial nonlocality in
the equations of electrodynamics for the waves with
dispersion in the Josephson junction produces a stabi-
lizing influence with respect to the development of
modulation instability caused only by small perturba-
tions with wavevectors in the long-wavelength region
0 ≤ Q ≤ QB1(k).

In the Josephson junction between massive super-
conductors with thicknesses d @ λ, the dynamics of the
phase difference ϕ(x, t) in a dissipationless limit is
004 MAIK “Nauka/Interperiodica”



 

132

        

LOMTEV

                                                                                                        
described by a nonlinear sine-Gordon equation with
spatial nonlocality [6, 7],

(1)

Here, ωJ is the Josephson frequency, λJ is the Josephson
length, and K0(x) is the zero-order Macdonald function.
For λ  0, this equation converts into the well-known
sine-Gordon equation [9, 10]. 

In the linear approximation, whereby sinϕ(x, t) ≈
ϕ(x, t), Eq. (1) describes dispersed small-amplitude
electromagnetic waves propagating along the junction,

(2)

with the wavevector k and frequency ω obeying the dis-
persion relation

(3)

where v S = λJωJ is the Swihart wavelength. We will
consider the evolution of nonlinear dispersed electro-
magnetic waves of small but finite amplitude in the
Josephson junction. The phase difference ϕ(x, t) can be
written in the following form:

(4)

Let us use the approximation sinϕ(x, t) ≈ ϕ(x, t) –
ϕ3(x, t)/3! [11], retain only nonlinear terms of the low-
est order for the main carrier harmonic in Eq. (1), and
restrict the consideration to the approximation of
amplitude u(x, t) slowly varying with time, for which
|∂2u(x, t)/∂t2| ! 2ω(k)|∂u(x, t)/∂t|. Substituting expres-
sion (4) into Eq. (1), we obtain the following equation
for the amplitude:

(5)

This nonlinear nonlocal equation has an exact solution
in the form of a plane homogeneous nonlinear wave
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with a constant amplitude A and a nonlinear frequency
shift:

(6)

Let us study the stability of this solution. The char-
acter of decay of the plane wave of type (6) can be
judged by the behavior of small perturbations. Consider
a wave with a small perturbation in the amplitude:

(7)

Using Eq. (5), we obtain a linear equation for the
small perturbation ψ(x, t):

(8)

Setting ψ(x, t) = v(x, t) + iw(x, t), we arrive at a sys-
tem of two equations for the real and imaginary parts of
the perturbation propagating along the Josephson junc-
tion. For perturbations of the type

(9)

(arbitrary perturbations can be represented as superpo-
sitions of such components) with the wavevector Q and
a frequency Ω , these equations give the following dis-
persion relation for Ω = Ω(Q):

(10)

where ω(k) is given by relation (3). This dispersion
equation determines the growth of the wave amplitude
perturbation with an increment of γ(Q) = ImΩ(Q).
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According to Eq. (10), which always has a solution of
the type Ω(Q) = ReΩ(Q) + iImΩ(Q) with a positive
imaginary part, small amplitude perturbations (9) grow
with the time as described by the increment γ(Q). The
buildup of small amplitude perturbations corresponds
to the development of a modulation instability of the
wave with a constant amplitude A, a nonlinear phase
shift (6), and a dispersion law in the linear approxima-
tion (3). Note that the increment γ(Q) is determined
according to relation (10) directly by the wave spec-
trum ω(k) in the linear approximation (3) rather than by
the derivative ∂2ω(k)/∂k2 as in [6]. It should also be
noted that, in the absence of wave dispersion, Eq. (10)
with k = 0 gives all the results reported in [8].

In the local limit of /λ @ λJ @ λ, the spatial non-
locality in Eq. (1) for the phase difference is insignifi-
cant (the transition λ  0 yields the usual sine-Gor-
don equation). In this case, dispersion relation (10)
acquires the form

(11)

from which it follows that waves with arbitrary
wavevectors k are unstable with respect to small ampli-
tude perturbations with the wavevectors 0 < Q < QB =
A/λJ . The maximum increment of the perturbation
buildup is determined by the relation γmax(Qm)/ωJ =

A2/4(1 + k2)1/2 and is reached for the perturbation

wavevector Q = Qm = A/ λJ .

In the limit of strong spatial nonlocality, for a finite
depth λ of the field penetration into the superconductor

obeying the conditions /λ ! λJ ! λ and kλ @ 1, dis-
persion relation (10) acquires the following form:

(12)

According to this, for a wave with an arbitrary
wavevector k in the Josephson junction, there are two
regions of stability with respect to the buildup of small
amplitude perturbations with wavevectors Q:
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For the perturbations with wavevectors Q in the region
QB1(k) < Q < QB2(k, A, L), the plane nonlinear electro-
magnetic wave is subject to modulation instability. The
maximum increment of the perturbation buildup is
determined by the relation γmax(Qm)/ωJ = A2/4(1 +

k/λ)1/2 and is reached for the perturbation wave-
vector

In the general case, the dispersion equation (10) can
be studied only by numerical methods. In the range of
wavevectors kλ ≥ 1, where the spatial nonlocality is
also significant, the numerical analysis for λJ ≤ λ
showed the existence of two regions of stability, 0 ≤ Q ≤
QB1(k) and Q ≥ QB2(k, A, L), and the region of instabil-
ity QB1(k) < Q < QB2(k, A, L). Here, by the modulation
instability, we imply the region of wavevectors of small
amplitude perturbations Q for which the increment
γ(Q) is positive.

The regions of modulation instability of the plane
nonlinear electromagnetic wave with fixed amplitude A
and parameter L are depicted in the figure for various
values of the reduced wavevector kλ. According to
these data, the region of modulation instability
QB1(k) < Q < QB2(k, A, L) can be controlled by varying
the wavevector k of the linear approximation mode (or
the corresponding frequency ω(k)): as the reduced
wavevector increases, the region of instability shifts as
the whole toward greater Q values. Therefore, for k ≠ 0
(i.e., for the waves with dispersion), the long-wave-
length region 0 ≤ Q ≤ QB1(k) is always the region of
stability. 

Thus, the spatially nonlocal character of the equa-
tion for the phase difference is very significant for plane
nonlinear dispersed waves with a constant amplitude
and a nonlinear phase shift in the Josephson junction.

λ J
2

Q Qm
1
2
--- k A2λ /2λ J

2+( )= =

+
1
4
--- k A2λ /2λ J

2+( )2
kA2λ /2λ J

2+ .

2.5
2.0
1.5
1.0

–0.5
0

0.5

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

×10–3

λQ

1 2 3 4

Im
(Ω

/ω
J)

The regions of modulation instability for a plane nonlinear
electromagnetic wave (6) with a constant amplitude A =
10−1, the parameter L = 0.25 × 10–1, and various values of
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First, the region of large-scale amplitude perturbations
is always the region of stability for the waves with dis-
persion. Second, it is possible to control the region of
modulation instability by varying the dispersion param-
eter k (or the frequency ω(k)), which is very important
for experimental investigations. It is important to note
that, in the theory of the Josephson junction, the fre-
quency ω(k) should be smaller than the limiting fre-
quency ∆lim [12] determined by the energy bandgap
width ∆.

Experimentally, the development of modulation
instability can be observed in extended Josephson junc-
tions between massive superconductors, in which dis-
persed electromagnetic waves with small but finite
amplitude subject to small modulations are excited at
the Josephson frequency. In the course of development
of the modulation instability, a plane nonlinear wave
will evolve into a train of pulses (wave packets) with a
repetition frequency determined by the period of mod-
ulation of the initial wave amplitude L0 = 2π/Q, where
wavevectors Q belong to the region QB1(k) < Q <
QB2(k, A, L). Note that, since the consideration was
restricted to the amplitude modulation (with neglect of
the phase modulation), the wave packets exhibit no
self-contraction. An analogous behavior of the regions
of modulation instability of dispersed electromagnetic
waves can be expected for the Josephson junctions in
thin superconducting films with thicknesses d ! λ.
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Abstract—We have studied the structure of YBa2Cu3O7 – y (YBCO) high-Tc superconductor films obtained by
deposition for various times under otherwise identical conditions. Thin YBCO films prepared by the nonaxial
laser shadow deposition technique are epitaxial and have microstrains below 1 × 10–3. The main factor deter-
mining variations of the unit cell parameter c in the films is the difference of the crystal block size 〈D〉  in the
direction normal to the film surface, which reflects the nanodimensional effects known in oxides. © 2004 MAIK
“Nauka/Interperiodica”.
The results of numerous investigations show that the
structure and physical properties of thin films of the
YBa2Cu3O7 – y (YBCO) high-Tc superconductor signif-
icantly depend on a number of factors, the main of
which are as follows.

(i) On the unit cell level: the chemical composition
(in particular, the oxygen stoichiometry) and the type
and degree of ordering with respect to oxygen and
vacancies [1–4].

(ii) On the level of crystal blocks: the crystal grain
symmetry and volume and the degree of structural
inhomogeneities (microstrains) [5, 6].

(iii) On the crystal level: the presence of extended
defects and their types (dislocations, twin bound-
aries) [7].

(iv) Structural matching between the film and sub-
strate [8].

In recent years featuring the rapid progress in nano-
electronics, much attention has been paid to the prob-
lem of modification and stabilization of the properties
of nanostructured materials related to the manifesta-
tions of size effects. Thin epitaxial single crystal films
of electrically active substances (ferroelectrics, super-
conductors) exhibit the size effects of two types related
to the dependence of the structure and properties of
such films on their thickness and peculiarities of the
microblock structure.

We have used X-ray diffraction to study the relation-
ships between various parameters characterizing the
structural order and disorder on various levels in thin
epitaxial YBCO films.

The samples of YBCO films were prepared by the
nonaxial laser shadow deposition technique on
(001)MgO single crystal substrates [9]. The beam of a
YAG:Nd3+ laser was focused on a rotating ceramic tar-
get with the composition YBa2Cu3O6.75 prepared as
1063-7850/04/3002- $26.00 © 20135
described in [10]. In order to increase the film deposi-
tion area, the laser beam was scanned over the target
surface. The substrate temperature was varied in the
interval from 700 to 760°C. The oxygen pressure in the
chamber during deposition was 10–30 Pa. After termi-
nation of the deposition process, the chamber was filled
with oxygen and the films were cooled to room temper-
ature for 0.5 h.

The structures of the YBCO films of various thick-
nesses (samples (a)–(d)) were studied on an automated
X-ray diffractometer of the HZG-4B type using CuKα
radiation. The measurements were performed in the
Bragg–Brentano θ–2θ scheme with an intensity accu-
mulation time of t = 2 s for a detector scanning in the
angle interval 5° ≤ 2θ ≤ 90° at a step of 0.02°. For the
chosen goniometer slit widths, the X-ray diffraction
patterns were obtained with a resolution of ∆θ = 0.01°.
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X-ray diffraction patterns of epitaxial YBCO films with var-
ious relative thicknesses: (a) 0.764; (b) 1; (c) 0.822;
(d) 0.816 (the thickness of film (b) is 0.3 µm).
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Processing of the diffraction patterns included (i) high-
precision determination of the lattice parameters,
(ii) estimation of the size of coherence scattering
regions (〈D〉) and levels of microstrains, and (iii) evalu-
ation of the effective film thicknesses.

The film thicknesses were estimated using the ratios
of the integral intensities of X-ray reflections from film
and substrate, I(006)YBCO/I(002)MgO, determined
with allowance for the scattering factors according to
the kinematic theory of X-ray diffraction. Using simple
transformations, one can readily obtain the following
equations for determining the film thicknesses:

where I1 and I2 are the intensities of reflections (here
and below, indices 1 and 2 refer to the film and sub-
strate, respectively); |F1|2 and |F2|2 are the structural fac-
tors; θ1 and θ2 are the Bragg reflection angles; h1 and h2
are the thicknesses; and µ1 and µ2 are the linear absorp-
tion coefficients.

The X-ray diffraction patterns of four thin YBCO
films (a)–(d) with different relative thicknesses are pre-
sented in the figure. The thickness of film (b) is 0.3 µm.
Evidently, the films have to be sufficiently “transpar-
ent” so as to detect the rays reflected from the substrate
and measure the integral intensities of reflections with
high precision.

It was established that the laser-deposited YBCO
films represent epitaxial single crystal layers with the
[001] direction perpendicular to the substrate plane.
Only the X-ray diffraction pattern of sample (c) exhib-
ited, besides reflections of the (00l) type, the (200)
reflection showing the presence of a 90° (a–c)-twin
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The lattice parameter c, coherent scattering region size D,
and reflection halfwidths B for thin epitaxial YBCO films

Sample θ(006) c, Å B, deg D, Å

a 23.272 11.697 0.37 259.6959

b 23.271 11.6976 0.37 259.6939

c 23.271 11.698 0.35 274.5336

d 23.292 11.6877 0.33 291.2179
T

structure. The influence of the coherent scattering
regions and microstrains was determined by studying
the dependence of the reflection halfwidths on the
Bragg angle. The values of microstrains estimated from
the halfwidths of the X-ray diffraction peaks were
below 1 × 10–3 for all films. The main contribution to
broadening of the (00l) reflections was related to the
coherence scattering regions with dimensions 〈D〉  in the
direction perpendicular to the film plane. Previously
[11, 12], it was demonstrated that the unit cell parame-
ter c of YBCO is highly sensitive to the parameter of
nonstoichiometry y with respect to oxygen.

The fact that thin YBCO films (a)–(d) were prepared
under identical conditions only differing by the deposi-
tion time excludes variation of the oxygen content.
Therefore, the main factor responsible for the differ-
ence in the unit cell parameter c is the variation of the
crustal block size 〈D〉  in the direction perpendicular to
the film surface (see table). The increase in the param-
eter c observed in thin YBCO films with decreasing 〈D〉
reflects the size effects known in oxides, which were
previously reported only for nanocrystalline powder
oxide systems [13–17]. It should be noted that “loosen-
ing” of the crystal structure with decreasing size of
nanocrystalline oxide particles in the region of critical
dimensions (in contrast to the behavior observed in
metals) leads to an increase in the crystal symmetry
and, sometimes, to phase transitions of the reconstruc-
tion type.

The electric parameters determined by the four-
point-probe technique and the results of magnetic sus-
ceptibility measurements for the obtained epitaxial
YBCO films showed that the critical current density at
77 K and B = 0 in film (d) with maximum 〈D〉  reaches
Jc = 3 × 106 A/cm2 and the phase transition temperature
is Tc = 90 K. In the films with smaller 〈D〉 values, the
critical currents decreased, while Tc remained virtually
unchanged.
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Abstract—We present data on the sensitivity of a new method of determining the thicknesses of thin films on
flat horizontal substrates, based on the measurement of a stationary thermocapillary response. In the range of
film thicknesses exceeding the thermocapillary rupture thickness by no more than 10 µm, the error of the
film thickness determination is no greater than 1–2 µm. By increasing the power of the laser beam inducing
the thermocapillary convection from 3.5 to 16.5 mW, it is possible to keep the relative error of measurement
within 5% in the range of film thicknesses from 150 to 1000 µm for liquids with viscosities within 0.8–5.6 cSt.
© 2004 MAIK “Nauka/Interperiodica”.
Previously [1], we described a new method for
determining the thicknesses of thin transparent liquid
layers on absorbing flat substrates based on laser-
induced thermocapillary (TC) convection and demon-
strated the possibility of using this technique in the case
of a wedge-shaped layer. The experiments were per-
formed with a beam power of P = 1.2 mW, which
restricted the range of thicknesses to within 300–
440 µm. Now, we have studied the sensitivity of this
technique for a laser beam power of up to 16.6 mW,
which expands the range of measurable film thick-
nesses up to 1100 µm.

The measurements were performed for plane-paral-
lel liquid layers at a temperature of 24 ± 1°C. The
experimental setup was described elsewhere [2]. The
layer of a liquid on a 40 × 40 × 4 mm carbolite resin
substrate in a Petri dish was exposed to the beam of a
He–Ne laser (LG-111, λ = 633 nm) focused in a spot of
3.5 ± 0.5 mm diameter on the substrate surface. The
substrate surface was adjusted in a horizontal plane
with the aid of a micrometric goniometer table. The liq-
uid layer thickness was preset using a calibrated wire
technique [2] with an error not exceeding 10 µm.

After a steady state of the TC response was
achieved, its diameter D on the screen was measured
with a slide gage. The optical pathlength from the sam-
ple surface to the screen was 160 cm. The measure-
ments were performed for several values of the laser
beam power P. The experiments were carried out with
the layers of four liquids: octane, o-xylene, 1-butanol,
and benzyl alcohol (viscosities at 20°C: 0.78, 0.92,
3.64, and 5.56 cSt, respectively) [3, 4]. The layer thick-
nesses h were varied in the range from a value corre-
1063-7850/04/3002- $26.00 © 20138
sponding to the onset of TC convection (whereby the
response diameter began to differ from the value for the
beam reflected from a flat liquid surface) to the critical
value h* corresponding to the TC rupture of the liquid
film (Table 1).

The sensitivity of the proposed method is character-
ized by the ratio ∆D/∆h, where ∆D is the increment of
the TC response diameter corresponding to the layer
thickness increment ∆h. The minimum value of ∆h was
12 µm. For the liquid layers with thicknesses close to
the TC rupture thickness (i.e., for h ≅  h* + 10 µm), the
∆D/∆h ratio reaches 0.8–0.9 mm/µm; for thicknesses
on the order of h* + 300 µm, this ratio decreases to
0.06–0.10 mm/µm (data for octane layers probed at P =
5.5 mW, see Fig. 1). The coincidence of the values of
sensitivities for the liquids possessing different viscos-

Table 1.  Critical layer thicknesses h* for some liquids
probed at P = 5.5 mW

Liquid Octane o-Xylene 1-Butanol Benzyl alcohol

h*, µm 380 355 295 200

Table 2.  TC response diameter D for benzyl alcohol layers
with h > h* + 10 µm probed at various laser beam powers P

P, mW 3.4 7.6 16.6

h, µm 155 235 340

D, mm 140 220 300
004 MAIK “Nauka/Interperiodica”
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ities in this study, in contrast to the results reported
in [1],1 is related to the fact that we deal with sample
thicknesses in the range above the TC rupture thickness
rather than with thicknesses in a fixed interval. It should
also be noted that plots of the sensitivity versus layer
thickness for the same laser beam power are of the same
shape and can be obtained by parallel translation along
the ordinate axis.

It was found that the ratio ∆D/∆h in the region of the
TC rupture thickness increases with the laser beam
power. Indeed, for benzyl alcohol, this ratio is 0.8, 1.8,
and 4.6 mm/µm for P = 3.4, 7.6, and 16.6 mW, respec-
tively. The increase in the sensitivity is related to the
fact that higher P corresponds to a greater diameter of
the TC response (Table 2).

In the region of the TC rupture thickness, the TC
response diameter reached D = 150–300 mm. As a
result of blurring of the spot edge, the absolute error of
measurement of the D value was 2–4 mm. For the
above values of the ratio ∆D/∆h, the error of determina-
tion of the layer thickness can be estimated at 1–2 µm.
This accuracy is close to that provided by the interfero-
metric techniques [5–7]. However, our method is
advantageous in being much less sensitive to vibrations
of the free liquid surface. We believe that a severalfold
increase in accuracy of the proposed technique can be
achieved by using automated determination of D at a
preset brightness level.

Figure 1 shows a plot of the relative error of thick-
ness determination versus thickness for octane layers,
calculated assuming the absolute error of D measu-
rements to be 1 µm.2 In the range of layer thicknesses
from h* to h* + 300 µm, the relative error falls within
the interval from 0.3 to 2.5%. For the same laser beam
power (5.5 mW), the plots of relative error versus thick-
ness for three other liquids have similar shapes (with
respect to h*).

Since an increase in the laser beam power is accom-
panied by an almost linear growth in the TC response
diameter [8], a decrease in D (related to an increase in
the liquid layer thickness or viscosity) can be compen-
sated by increasing P. For example, the relative error of
thickness determination for a 580-µm-thick layer of
benzyl alcohol probed by the laser beam with a power
of 3.4, 7.6, and 16.6 mW is about 6.5, 2.0, and 0.8%,
respectively (Fig. 2). The relative error of thickness
determination in the range within 300–400 µm above
the TC rupture thickness for liquids with a viscosity of
0.8–5.6 cSt probed by a 16.5-mW laser beam does not
exceed 1–2%.

1 Unfortunately, the media in [1, p. 360] are not listed in the order
of decreasing viscosity: the correct sequence is Vaseline oil, ben-
zyl alcohol, 1-butanol, and octane.

2 The same absolute error was used for constructing the plots in
Fig. 2.
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The upper boundary of thicknesses measurable by
the proposed method can be estimated at 3–4 mm [9]
using the condition that TC forces predominate over
thermogravitational forces. The lower boundary of
measurable thicknesses corresponds to the TC rupture
thickness: by decreasing the laser beam power, this
boundary can be reduced to about 100 µm.
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Abstract—The phenomenon of deterministic stochastic resonance has been experimentally observed and stud-
ied for the first time in a bistable semiconductor system with an S-shaped current–voltage characteristic exhib-
iting a transition to chaos via intermittency. Spectral regions featuring amplification of an external signal and
phase locking are determined as dependent on the frequency and amplitude of the external signal and the control
parameter. © 2004 MAIK “Nauka/Interperiodica”.
Previously [1–4], we demonstrated that p-Ge(Au)
based structures, featuring the development of a recom-
bination instability of current at 77 K, can operate in
various regimes in the voltage–emission phase space,
possess S-shaped current–voltage characteristics, and
exhibit transitions to chaotic states via intermittency.
Recently, Anishchenko et al. [5–7] theoretically pre-
dicted the possibility of a special resonance behavior
for bistable systems with chaotic dynamics in the pres-
ence of several coexisting attractors and a weak internal
noise. These investigations led to the discovery of a
basically new effect called the deterministic stochastic
resonance. The noise intensity in such systems is
described by a parameter controlling large (slow) time
scale and determining the spectral properties. A quasi-
potential (an analog of the free energy for nonequilib-
rium stationary states) depending only on the state vari-
ables and parameters of the system acquires a minimum
value at an attractor. When a periodic external signal
acts upon a system, it is possible to select the parame-
ters so that the signal period will coincide with an aver-
age time of switching from one attractor to another.
This situation is analogous to the stochastic resonance.

In order to experimentally verify the theory of deter-
ministic stochastic resonance, we used a bistable
p-Ge(Au) semiconductor system with double injection
possessing an S-shaped current–voltage characteristic
and exhibiting a chaotic behavior with intermittency in
the region of switching [1–4]. The sample structures
were prepared using p-type germanium doped with
antimony and compensated with gold. The concentra-
tion of deep-level impurity was 2 × 1015 cm–3, the back-
ground hole density was p0 = 4.33 × 109 cm–3, the hole
mobility was µ = 16500 cm2/(V s), and the resistivity at
77 K was ρ = 8.7 × 104 Ω cm. Nonequilibrium carriers
were injected from In–0.5% Ga and Sn–7% Sb contacts
deposited onto opposite faces of a 0.8-mm-long sample
1063-7850/04/3002- $26.00 © 20141
with a ~4 mm2 cross section area. In order to avoid
Joule heating of the sample, the measurements were
performed in a pulsed regime with a pulse duration not
exceeding 1 ms. The time series of the voltage and cur-
rent oscillations were digitized by a two-channel ana-
log-to-digital converter with a master clock frequency
of 200 MHz and fed to a computer for data processing.
These data were used to construct the phase portraits,
bifurcation diagrams, and power spectra and to deter-
mine dimensionality of the system. The system
response was studied using a galvanically decoupled
periodic external signal with the amplitude and fre-
quency controlled within broad limits, applied via a
pulse transformer.

When the applied pulsed voltage was selected so as
to correspond to a switching threshold, the system
exhibited an S-shaped current–voltage characteristic,
as illustrated by the time series of voltage U(t) and cur-
rent I(t) in Fig. 1a. The current pulse step prior to
S-switching displays well-pronounced chaotic oscil-
lations related to the domain formation in the sample
[1–4]. If a load resistor connected in series with the
structure studied is equal to the resistance on the
S-shaped region of the current–voltage characteristic,
the system exhibits an oscillatory behavior resembling
intermittency, with a continuous noise band in the
power spectrum (Fig. 1b) corresponding to a fractal
dimension of D = 2.23.

When a small external harmonic signal of selected
frequency is applied to the system, the power spectrum
exhibits a sharp peak on the continuous noise back-
ground (Fig. 1c). By controlling the electric field
parameter ε and selecting the external signal frequency,
it is possible to provide for a resonance amplification of
the applied signal. Figure 2a shows an example of such
amplification on the current pulse background: the
small applied signal can be seen near the base of the
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Time series of (a) the voltage U(t) and current I(t) on the S-shaped part of the current-voltage characteristic and (b, c) current
pulses I(t) in the absence and in the presence of an external signal, respectively (right-hand panels show the corresponding power
spectra).
current pulse, while the rectangular pulse is modulated
by the amplified signal. In our experiments, the signal
gain reached 40 dB. It should be noted that the reso-
nance frequencies correspond with a high coherence to
the double characteristic time of S-switching. This
characteristic time, in turn, depends on the electric field
parameter. The resonance amplification with a large
modulation of the current pulse was also observed for a
period of 2T, but the coherence of the amplified signal
was significantly lower. Figure 2b shows the spectrum
of amplification coefficient for an external harmonic
signal of constant amplitude with the frequency varied
from 20 to 200 kHz (for an electric field parameter
of 20 V).
TE
In the absence of external noise, the phase trajectory
of the system belongs to one or another attractor,
depending on the electric field parameter and the initial
conditions. Stable points of a bistable system may cor-
respond to the lower and upper S-switching points. For
sufficiently large amplitude of the external signal (in
the absence of external noise), the process of switching
is fundamentally nonlinear, with the statistics strongly
dependent on the electric field parameter ε. According
to the theory [5], the average frequency of switching
monotonically increases with the value of ε in a certain
region of this parameter. Figure 2c shows a plot of the
amplification coefficient versus ε, illustrating the phe-
nomenon of deterministic stochastic resonance. The
CHNICAL PHYSICS LETTERS      Vol. 30      No. 2      2004
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maximum gain is observed in the region where the
Kramers frequency is close to the external signal fre-
quency.

The phenomenon of phase locking is universal and
can be observed in a broad class of dynamical systems.
We have also observed locking of the average switching
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Fig. 2. Amplification of an external signal: (a) a current
pulse modulated by the amplified signal; (b) frequency
dependence of the amplification coefficient; (c) dependence
of the amplification coefficient on the control parameter ε.
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frequency by an external signal for various values of ε,
as well as the phenomenon of induced synchronization
manifested in locking of the switching frequency by a
periodic signal on the plane of parameters “external
signal amplitude–control parameter.” As expected, the
region of synchronization tends to increase with the
external signal amplitude. Experiments showed the
presence of an amplitude threshold for the synchroniza-
tion.

It should be noted that threshold values of the
parameters of electric field, frequency, and amplitude
for the deterministic stochastic resonance exhibit a hys-
teresis behavior. If the parameters of electric field,
amplitude, and resonance frequency of the external sig-
nal in the regime of resonance amplification remain
constant and only the output frequency of the synchro-
nization region is varied, the current amplitude exhibits
an exponential decrease and stabilization on a level of
0.77% of the resonance value. Subsequent increase in
the frequency leads to further decrease in the pulse
amplitude, followed by the pulse decomposition into
two, three, and more trains of pulses and by the passage
to a chaotic state resembling intermittency. Thus, by
varying the frequency, it is possible to control the pulse
modulation amplitude and the number of pulses within
a given time interval.

In conclusion, the experimental results presented
above confirm most of the theoretical predictions con-
cerning the possibility of deterministic stochastic reso-
nance in real bistable semiconductor systems with
intermittency.

Acknowledgments. This study was supported by
the Russian Foundation for Basic Research, project
no. 02-02-17817.

REFERENCES
1. I. K. Kamilov, N. S. Abakarova, Kh. O. Ibragimova, and

K. M. Aliev, Pis’ma Zh. Tekh. Fiz. 27 (5), 24 (2001)
[Tech. Phys. Lett. 27, 183 (2001)].

2. Kh. O. Ibragimov, I. K. Kamilov, K. M. Aliev, and
N. S. Abakarova, Pis’ma Zh. Tekh. Fiz. 29 (3), 82 (2003)
[Tech. Phys. Lett. 29, 122 (2003)].

3. N. S. Abakarova, Kh. O. Ibragimov, K. M. Aliev, et al.,
Semicond. Sci. Technol. 16, 11 (2001).

4. I. K. Kamilov, Kh. O. Ibragimov, K. M. Aliev, et al.,
Semicond. Sci. Technol. 18, 442 (2003).

5. V. S. Anishchenko, A. B. Neœman, F. Moss, et al., Usp.
Fiz. Nauk 169, 7 (1999) [Phys. Usp. 42, 7 (1999)].

6. V. S. Anishenko, A. B. Neiman, and M. A. Safonova,
J. Stat. Phys. 70, 183 (1993).

7. V. S. Anishenko, M. A. Safonova, and L. O. Chua, Int. J.
Bifurcation Chaos Appl. Sci. Eng. 2, 397 (1992).

Translated by P. Pozdeev
4



  

Technical Physics Letters, Vol. 30, No. 2, 2004, pp. 144–147. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 30, No. 4, 2004, pp. 33–41.
Original Russian Text Copyright © 2004 by Kirdyashev.

                                 
High-Frequency Stabilization 
of a Magnetoplasmadynamic Thruster

K. P. Kirdyashev
Fryazino Branch, Institute of Radio Engineering and Electronics, Russian Academy of Sciences,

Fryazino, Moscow oblast, Russia
Received June 30, 2003

Abstract—Experimental data on the high-frequency stabilization and the suppression of low-frequency oscil-
lations in a magnetoplasmadynamic thruster are presented. Conditions for the stabilizing effect of a high-fre-
quency magnetic field on the plasma jet produced by the thruster are determined, and the efficiency of this
action is evaluated. © 2004 MAIK “Nauka/Interperiodica”.
As is known, electric discharges used for the accel-
eration of plasma are subject to large-scale low-fre-
quency instabilities, reducing the efficiency of acceler-
ation and leading to oscillations in the plasma density
and to the scatter of ion velocities in the output plasma
flow. In the limiting (high-voltage) operation regimes
of magnetoplasmadynamic (MPD) thrusters, the devel-
opment of such instabilities leads to the excitation of
voltage oscillations comparable in magnitude with the
applied voltage and leading to breakdown of the accel-
eration process [1–3]. When MPD thrusters are used as
the elements of spacecraft engines, the low-frequency
instabilities give rise to fluctuations of the amplitude
and phase of radio waves scattered from oscillations in
the plasma formations near a space vehicle. In this con-
text, investigations of the applicability of the well-
known methods of plasma stabilization for the suppres-
sion of oscillations in the accelerated plasma and the
creation of low-turbulent plasma formations are of very
large importance. 

Methods developed previously for the high-fre-
quency stabilization of plasmas are capable of effec-
tively suppressing low-frequency instabilities, which
are most dangerous from the standpoint of the forma-
tion of accelerating layers and the excitation of plasma
density and potential perturbations extended along the
magnetic field lines. During the tests of MPD thrusters,
such instabilities are manifested by the formation of
inhomogeneous plasma flows experimentally observed
as azimuthal drift waves [2]. It was established [4, 5]
that the stabilization of plasma jets with respect to the
development of drift instabilities can be based on the
notion of electron oscillations in a high-frequency elec-
tric field. These oscillations give rise to the effective
electron temperature, increase the frequency of drift
waves, and enhance their damping on thermal elec-
trons.

During the acceleration of plasmas in electric and
magnetic fields, the high-frequency stabilization can be
1063-7850/04/3002- $26.00 © 20144
provided by a method based on the action of a high-fre-
quency magnetic field [6, 7]. This method of plasma
stabilization can be implemented using conductors car-
rying a high-frequency current generating an alternat-
ing magnetic field in the region of plasma acceleration.
This high-frequency magnetic field induces oscillations
of the magnetic field lines in the MPD thruster field.
Electrons moving with thermal velocities along the
oscillating magnetic field lines decrease the electric
field of low-frequency oscillations, thus reducing insta-
bility and suppressing oscillations in the output plasma
flow. The possibility of applying this method of high-
frequency stabilization to the plasma accelerated in
MPDs was suggested by experiments [8]. 

Based on the results of ground tests for a stationary
gas-discharge MPD thruster system [9], conditions
were established for the stabilizing action of a high-fre-
quency field on the accelerated plasma and the effi-
ciency of this action was evaluated. The investigation
was performed on a stationary thruster prototype with a
coaxial electrode system comprising a heated central
cathode and a ring anode (Fig. 1). In the working
thruster regimes, a non-self-sustained electric dis-
charge in a weakly divergent magnetic field is formed
in the plasma acceleration region. The working gas
(argon) supplied via the anode surface at the magnetic
coil edge in the discharge region was ionized by elec-
trons emitted from the cathode.

The thruster operation was studied in the regimes
corresponding to a discharge voltage within 150–200 V,
a discharge current of 1–2 A, and a longitudinal mag-
netic field strength of up to 4 × 104 A/m in the cathode
region. The working gas supply rate was (1–5) ×
10−2 g/s at a residual gas pressure in the vacuum cham-
ber from 8.5 × 10–2 to 1.5 × 10–1 N/m2. Under these con-
ditions, the maximum electron density in the region of
plasma acceleration was (1.0–2.5) × 1011 cm–3 and the
electron temperature near the cathode was 5–10 eV.
The results of measurements using movable electrical
004 MAIK “Nauka/Interperiodica”
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probes showed that the plasma flow at the output of the
acceleration region is characterized by inhomogeneous
longitudinal and radial distributions of parameters. The
initial plasma jet cross section is determined by the
cathode radius. In the external region, the electron den-
sity and temperature at a distance of 1.0–1.5 cm from
the jet axis decrease to 1010 cm–3 and 1 eV, respectively.

The probe potential measured in the thruster
regimes indicated above exhibited oscillations in the
frequency range of 30–50 kHz related to oscillations in
the output plasma flow density. Special features of
these oscillations were the presence of an excitation
threshold with respect to the magnetic field strength
and the intensity maximum in the peripheral region of
the discharge characterized by the maximum electron
density gradient. These peculiarities allow the drift
instability in the plasma acceleration region to be con-
sidered as one of the factors responsible for the excita-
tion of low-frequency oscillations in the plasma flow.
Estimates of the frequency of drift oscillations,
obtained taking into account the experimental data on
the electron density gradient and temperature in the
inhomogeneous plasma, are consistent with the fre-
quencies of discrete spectral components observed in
the spectra of electric potential oscillations (Fig. 2a).
The amplitude of the plasma potential oscillations in
the peripheral discharge region was 0.5–1.0 V. Assum-
ing that the oscillations possess a potential character
and taking into account the electron temperature (1–
5 eV), this corresponds to the electron density oscilla-
tions within ∆ne/ne ≤ 0.2–1.0 in the output plasma flow.

The effect of a stabilizing high-frequency field on
the MPD thruster was studied at a frequency of
40 MHz. The field was generated by a helical coil posi-
tioned at the boundary of the output plasma jet. Effec-
tive stabilization of the plasma was provided by select-
ing the stabilizing generator frequency Ω so as to obey
the conditions ωei < Ω ! ωHe and Ω > νe , where ωei is
the lower hybrid frequency, ωHe is the cyclotron fre-
quency for electrons, and νe is the effective frequency
of electron collisions (estimates show that, under the
experimental conditions studied, electron collisions
with working gas atoms are predominant). The depth of
the stabilizing field penetration into the plasma was
estimated as δ ≈ c/ωPe , where ωPe is the Langmuir fre-
quency for electrons in the inhomogeneous region of
the plasma flow. Estimates yield δ = 2–3 cm, which
implies the volume action of the field on the inhomoge-
neous plasma region featuring the drift instability. This
is confirmed by weak variations of the high-frequency
field strength in the plasma jet cross section measured
using a movable electrical probe. The action of the sta-
bilizing high-frequency field on the plasma flow was
accompanied by nonlinear effects related to the excita-
tion of harmonics of the main frequency (intensity of
the second harmonic amounted to 0.3–0.4 of the main
field).
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Fig. 1. Schematic diagram of the experimental stationary
plasma thruster: (1) cathode unit (internal diameter,
2.1 cm); (2) working gas supply; (3) magnetic system;
(4) anode (internal diameter, 4.9 cm); (5) stabilizing circuit;
(6) movable electrical probe; (7) high-frequency generator.
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Fig. 2. The spectra of potential oscillations measured by an
electrical probe in a plasma flow (a) without stabilization of
the electric discharge and (b) in the presence of a stabilizing
high-frequency field.
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The results of experiments showed effective (up to
15–20 dB) suppression of discrete components in the
spectrum of low-frequency oscillations (Fig. 2b)
related to the development of drift instability in the
plasma acceleration region. The threshold power of the
stabilizing high-frequency generator (Fig. 3), above
which the low-frequency turbulence of the plasma flow
was effectively suppressed, was 10–20 W (at a total
thruster power of 400–800 W). The discrete component
frequencies in the oscillation spectrum observed in the
presence of the high-frequency field are independent of
the stabilizing generator frequency. This fact excludes
the stabilizing action of the electric component of the
high-frequency field (observed in the experiments
reported in [10]). The threshold magnetic field strength
calculated from the threshold stabilizing generator
power obeys the stabilization criterion [5–7]:

(1)

where  is the amplitude of the magnetic field gener-
ated by the high-frequency circuit, H0 is the constant
magnetic field producing plasma acceleration in the
thruster, k⊥  ≈ m/RPl is the transverse (relative to the
magnetic field direction) component of the wavevector
of low-frequency perturbations, m is the oscillation
mode, RPl is the plasma jet radius, and vTe is the thermal
velocity of electrons.

Depending on the electric discharge conditions in
the MPD thruster, application of the high-frequency
magnetic field produced either suppression or addi-
tional excitation of the low-frequency turbulence in the
plasma flow. The transition from stabilizing action to

H̃ Ω/k ⊥ v Te( )H0,≥

H̃

1.2

1.0

0.8

0.6

0.4

0.2
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U, a.u.
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Fig. 3. The plot of intensity of the drift component of low-
frequency oscillations in the plasma flow versus power of
the stabilizing high-frequency generator (maximum power,
80 W).
T

excitation of the low-frequency oscillations was mani-
fested by an increase in the working gas consumption
and pressure in the vacuum chamber of the experimen-
tal setup. Under these conditions, it is necessary to con-
sider the development of a drift-dissipative instability
in the plasma acceleration region [5]. For this process,
the stabilization threshold with respect to the magnetic
field strength for νe ≥ Ω obeys the criterion

(2)

Let us consider the main factors limiting the effi-
ciency of plasma stabilization by the high-frequency
magnetic field. These are the additional ionization of
the working gas and an increase in the electron temper-
ature under the action of the electric component of the
high-frequency field generated by the stabilizing cir-
cuit. The presence of the electric component of the
high-frequency field is confirmed by the results of elec-
trical-probe measurements of the potential oscillations at
the stabilizing generator frequency and its harmonics. 

The transition of the plasma thruster to a regime of
destabilizing action of the high-frequency field is most
pronounced during the resonance excitation of plasma
oscillations [11] at the stabilizing generator frequency
Ω = ω–(θ) given by the formula

(3)

Here, ω–(θ) is the natural frequency of electron oscilla-
tions and θ is the angle between the wavevector of
oscillations and the magnetic field. According to esti-
mates obtained taking into account the known ωPe and
ωHe values, the experimental conditions provide for a
resonance between the external high-frequency field
and the natural plasma oscillations at cosϑ  ! 1 (the
value of cosϑ  = kz/k can be estimated using the ratio of
the longitudinal (∆LPl) and transverse (∆RPl) dimen-
sions of inhomogeneity of the output plasma flow: kz ≈
1/∆LPl , k⊥  ≈ 1/∆RPl , and kz/k ≈ 4 × 10–2).

In the frequency range of the stabilizing generator,
the system also exhibits a parametric instability [11] of
the accelerated plasma, which is manifested by an
increase in the electric field component observed dur-
ing measurements of the high-frequency potential
oscillations with the aid of an electrical probe. The
maximum velocity of electron oscillations in the high-

frequency electric field of amplitude  under the

experimental conditions studied was vE = e /meΩ ≈
2 × 108 cm/s. The thermal velocity of electrons in the
region of inhomogeneous plasma flow is estimated at
νTe = (6–9) × 107 cm/s. Under these conditions, the
destabilizing action of the electric component of the
high-frequency field is consistent with the notions of
nonlinear absorption of the field energy and excitation

H̃ Ω/k ⊥ v Te( ) νe/Ω( )1/2H0.≥

ω–
2 ωPe

2 θ/ 1 ωPe
2 /ωHe

2+( ).cos
2

=

Ẽ

Ẽ
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of experimentally observed broad spectrum of ion
sound oscillations in the accelerated plasma.

Thus, the effect of a high-frequency field on the
plasma accelerated in an MPD thruster is determined
by the competition of two processes: (i) suppression of
a drift instability by the magnetic field component and
(ii) energy pumping from the intrinsic oscillations
excited in the plasma by the external field to the ion
sound waves. The effect of suppression of the drift
instability of the plasma flow is observed for a rela-
tively small power of the stabilizing generator, not
exceeding 5–10% of the power of the plasma thruster.
By selecting an optimum frequency of the stabilizing
generator, it is possible to increase the efficiency of sup-
pression of the low-frequency turbulence in the MPD
thruster plasma jet. This is expected to improve both the
propulsion characteristics of the thruster and conditions
of radio wave propagation through plasma formations
in the vicinity of space vehicles.
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Abstract—The static force of friction between two bodies moving in a random potential and coupled by a ran-
domly oscillating bond is studied as a function of the oscillation amplitude. It is shown that this dependence
can be used for reconstructing the spectral density of the random potential. These results provide a basis for the
experimental determination of the characteristic scale of friction processes from the law of friction of oscillating
tribosystems. © 2004 MAIK “Nauka/Interperiodica”.
In order to formulate adequate models of the friction
and wear processes, it is necessary to know the charac-
teristic scale of phenomena responsible for the forma-
tion of friction forces. Determining this scale is fre-
quently a nontrivial problem because significant contri-
butions to the friction force are related to processes
simultaneously occurring on various levels. In particu-
lar, technical surfaces usually possess microrough-
nesses on different scales. Experimental investigations
show that the surface of rails and asphalt road coatings,
as well as many natural fracture surfaces, are self-sim-
ilar in a broad range of wave vectors and can be classi-
fied as fractals [1–3].1 

The aim of this paper was to study whether the
observed macroscopic friction force can be used to
reconstruct the microscopic interaction potential
responsible for the friction force formation. The fric-
tion process will be considered within the framework of
the generalized Tomlinson model [4], which, despite its
simplicity, adequately describes many important fea-
tures of the dry friction process. In numerous variants,
this model has been extensively used in the physics of
friction (see, e.g., [5–8]).

Let us consider the one-dimensional motion of a
body in a periodic potential with viscous damping. The
equation of motion in such a potential can be written as

(1)

where x is the coordinate, m is the mass of the body,
F is the force acting upon the body, η is the damping
factor, N is the amplitude of the periodic force, and a is
the wavelength of the periodic potential. As was noted
above, the Tomlinson model correctly describes many

1 The surface of railway wheels and rails exhibit a fractal structure
in a wavelength interval from 0.3 mm to 1 cm [2].

mẋ̇ F η ẋ– N 2πx/a( ),sin–=
1063-7850/04/3002- $26.00 © 20148
significant features of the dry friction process. Indeed,
application of a sufficiently small force will lead only
to a small displacement of the body from a potential
energy minimum, after which the motion ceases. The
force of counteraction is considered as the macroscopic
static friction force. Evidently, equilibrium in a peri-
odic potential in the presence of a constant tangential
force cannot take place when this force exceeds a cer-
tain critical level that is considered as the macroscopic
kinetic friction force: exceeding this threshold leads to
macroscopic sliding of the body.2 In model (1), the crit-
ical value of the force is N.

It can be shown that the dependence of the applied
force F on the average sliding velocity, considered by a
macroscopic observer as the “law of friction” in the
system, is weakly sensitive to the period of the poten-
tial. For example, in the case of a large viscosity, the
law of friction can be analytically calculated as

(2)

As can be seen, this expression is independent of the
spatial period of the potential. Therefore, reconstruc-
tion of the microscopic potential from the stationary
friction force is principally impossible.

However, the situation changes substantially when a
rapidly oscillating force is applied to the body together
with the constant component or when a constant force
is applied to a rapidly oscillating pair of bodies. Let us
consider a model of such an oscillating tribosystem

2 By macroscopic behavior is implied the motion on a spatial scale
significantly exceeding the period of the potential, while the scale
determined by this period is referred to as microscopic.

F N2 η ẋ〈 〉( )2+ .=
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comprising two point masses coupled by a rapidly
oscillating bond of length

(3)

and moving in a random potential U = U(x) defined by
the spectral expansion

(4)

in the presence of a constant external force F (see fig-
ure). Here, ϕk is the random phase assumed to be δ-cor-
related (white noise), so that

(5)

The equation of motion for the center of mass of the
two bodies can be written as

(6)

Assuming that the bond oscillation frequency is much
greater than the characteristic frequency of natural
oscillations of the system in the potential U(x), we may
average Eq. (6) over the period of these rapid oscilla-
tions (this averaging will be indicated by the upper bar).
Upon averaging, the “slow” motion component is
described by the equation

(7)

In the absence of a macroscopic motion, this yields

(8)

This expression determines the macroscopically
observed static friction force of the oscillating couple.
Using expressions (3) and (4), we obtain

(9)

l l0 ∆l ωt( )sin+=

U x( ) c k( ) kx ϕk+( )cos kd

0

∞
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TECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      200
Averaging this equation with respect to time and taking
into account the well-known relations

(10)

(11)

where Jn(ψ) is the nth order Bessel function, we arrive
at the formula

(12)

For determining the maximum static friction force of
the oscillating couple in the random potential, note that
this force is a random function of the initial positions of
the bodies. In other words, there is a certain function of
distribution of the static friction force. This function
can be determined only numerically. On the other hand,
the average value of the static friction force is appar-
ently of the same order of magnitude as the mean-
square deviation of the force. Therefore, the main fea-
tures of the dependence of the static friction force on
the bond oscillation amplitude can be revealed by deter-
mining the average squared force acting upon the cou-
ple in the potential

(13)

where the angle brackets denote averaging over the
ensemble. Taking in to account that, according to

ψ ωtsin( )cos

=  J0 ψ( ) 2 1–( )k J2k ψ( ) 2kωt( ),cos
k 1=

∞

∑+

ψ ωcos t( )sin

=  2 1–( )k J2k 1+ ψ( ) 2k 1+( )ωt( ),cos
k 0=
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∑
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A model tribosystem of two bodies coupled by a bond of
variable length l(t) moving in a random potential.
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Eq. (5), 〈sin(kx + ϕk)sin(k'x + ϕk')〉  = Φδ(k – k'), we
obtain for the average squared force

(14)

This expression can be further simplified in the case of
a sufficiently large bond length l0. If this bond length is
“macroscopically large” (that is, exceeds any character-

istic microscopic scale), the function cos2  in the

integrand of Eq. (14) varies much faster than all other
terms and can be replaced by the average value 1/2:

(15)

Note that, in this case, the friction force is independent
of the average bond length.

Now, let us consider how to use the dependence of
the friction force on the oscillation amplitude ∆l for
reconstructing the spectral density c(k)2 of the interac-
tion potential. Here, the approach to solving this inverse
problem will be considered on a qualitative level.

Note that, for large values of the argument, the
Bessel function has the following asymptotic expres-
sion:

Substituting this asymptotic expression into formula (15),
we obtain

(16)

Multiplying this equation by ∆l and performing the
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TE
inverse Fourier transform, we obtain the relation

from which the spectral density of the interaction
potential can be determined as

(17)

Thus, we have considered modification of the law of
friction in the presence of a high-frequency excitation.
The system under consideration can be experimentally
realized as a pair of bodies coupled via a piezocrystal
performing high-frequency oscillations. It was shown
that, by measuring the static friction force as a function
of the oscillation amplitude, it is possible to determine
the spectral density of the interaction potential respon-
sible for the friction force formation and, hence, to esti-
mate the relative contributions to the friction related to
processes on various scales of the system. These results
provide a basis for the experimental determination of
the characteristic scale of friction processes from the
law of friction of oscillating tribosystems.
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Abstract—A new composite material, comprising a diamagnetic matrix (magnesium fluoride) containing
metal nanoparticles (nickel), has been synthesized in a high-vacuum laser-based universal cluster ablation
system. The structure and magnetic properties of the composite were studied by transmission electron micros-
copy (TEM) and ferromagnetic resonance (FMR). According to TEM data, the nickel nanoparticles have a
spherical shape and their dimensions are described by a narrow distribution function with an average value of
3.2 nm. An analysis of the FMR spectra reveals strong interaction between nickel nanoparticles in the
composite, which accounts for an out-of-plane magnetic anisotropy and suggests the formation of granular
magnetic films. © 2004 MAIK “Nauka/Interperiodica”.
Composite systems representing a homogeneous
diamagnetic matrix containing dispersed magnetic
nanoparticles are promising materials for magnetoelec-
tronics, data storage systems, and other applications.
The magnetic properties of such composites can be
controlled within broad limits by varying the average
nanoparticle size, distribution function, packing factor,
and composition of the magnetic inclusions and sur-
rounding diamagnetic medium. The search for new and
development of the existing technologies of obtaining
composite materials with controlled structural and
magnetic characteristics is a currently important task.

Below, we describe a new method for the synthesis
of nanostructured composite materials. The method
was used to obtain Ni/MgF2 composites comprising
nickel nanoparticles with a narrow size distribution dis-
persed in a diamagnetic matrix of magnesium fluoride.
Besides, we present preliminary data on the structure
and magnetic properties of this system.

The nanoparticles of nickel in a MgF2 matrix were
synthesized in a high-vacuum laser-based universal
cluster ablation system (LUCAS) described in detail
elsewhere [1, 2]. The vacuum chamber of LUCAS,
originally intended for the formation of cluster beams
of low-melting metals such as silver [3], was upgraded
and equipped with a pulsed Nd:YAG laser (Lumonics
JK 702H with a wavelength of 1.064 µm in the IR
range) to operate with high-melting metals. Using this
high-power laser, atomic nickel vapor was obtained by
laser ablation of a bulk chemically pure Ni target in the
working chamber filled with argon to a pressure of
0.6 bar. The target was ablated by 500 identical laser
1063-7850/04/3002- $26.00 © 20151
pulses with an energy density of ~4.7 J/cm2, a pulse
duration of 1 ms, and a repetition frequency of 80 Hz.

A mixture of the laser-generated metal vapor with
Ar molecules was ejected from a narrow (1.2 mm in
diameter) nozzle into the deposition chamber. The
beam was driven by an adiabatic pressure difference
created by a turbomolecular pump. The pressure in the
deposition chamber was maintained at a level of
~10−7 mbar, which provided for a stable flow of the
vapor–gas mixture through the nozzle. Adiabatic
expansion of the mixture led to the rapid cooling of
nickel vapor and the nucleation of Ni nanoparticles, the
beam of which could be directed to and deposited onto
substrates. In our experiments, the samples were pre-
pared on quartz substrates preliminarily covered with a
50-nm-thick layer of MgF2. The layer of deposited Ni
nanoparticles was coated with a protective film of MgF2
deposited by electron beam sputtering of a bulk target.
The magnesium fluoride film prevented nickel nanopar-
ticles from oxidation upon extraction of the samples
from vacuum chamber into the atmosphere.

For the investigation of samples by transmission
electron microscopy (TEM), the beam of nickel nano-
particles was deposited onto a thin carbon film sup-
ported on a copper grid. The TEM measurements were
performed in a Philips EM 400T instrument. The mag-
netic properties of Ni/MgF2 composites were studied
by room-temperature ferromagnetic resonance (FMR)
spectroscopy. The FMR spectra were obtained using an
X-band (9.5 GHz) EPR spectrometer (Bruker EMX).
The measurements were performed for various orienta-
tion of the sample plane relative to the direction of the
static magnetic field (H). The spectra were recorded in
004 MAIK “Nauka/Interperiodica”
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the conventional form of the first derivative of the
absorbed RF power (dP/dH) as a function of the applied
magnetic field, and the resonance field H0 was deter-
mined at the point of intersection of the dP/dH curve
with the zero line.

Figure 1 shows the typical TEM micrograph of Ni
nanoparticles (dark spots on bright background) syn-
thesized in the LUCAS setup by method of laser abla-
tion followed by adiabatic expansion of the metal
vapor. As can be seen from this figure, the proposed
method allows spherical crystalline metal nanoparticles
of nearly the same size to be deposited on various sub-
strates. A histogram of the particle size distribution (not
presented here) shows that the average particle size is
3.2 nm. The size distribution function is close to the
normal Gaussian distribution with a halfwidth of σ =

Fig. 1. TEM micrograph and the electron microdiffraction
pattern of Ni nanoparticles synthesized in the LUCAS
setup.
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Fig. 2. FMR spectra of a Ni/MgF2 composite film measured
for various polar angles θ (measured at T = 300 K; νres =
9.81 GHz).
TE
2.2 nm. It should be noted that the particle size disper-
sion σ is significantly smaller as compared to that
observed for the nickel nanoparticles formed by differ-
ent methods, for example, by the sol–gel method in
glass or by chemical deposition from a nanocolloidal
solution on various substrates [4].

The FMR measurements of Ni/MgF2 composites
revealed an intense response at room temperature. Fig-
ure 2 presents the FMR spectra measured for various
values of the polar angle θ between the normal to the
sample plane and the direction of the applied magnetic
field. As can be seen from these data, an increase in θ
leads to a monotonic shift of the resonance signal from
the high- to low-field region of the spectrum, which is
accompanied by changes in the signal width and shape.
As expected for the given geometry of deposition, the
signal parameters were independent of the azimuthal
angle; that is, thin films of Ni/MgF2 exhibit only an out-
of-plane anisotropy of the “easy plane” type.

The observed FMR spectra and the angular depen-
dences of the signal parameters (Fig. 3) are characteristic
of the FMR spectra of thin granular magnetic films [5].
Thus, the results of our magnetic measurements con-
firm the presence of magnetic Ni nanoparticles dis-
persed in a thin layer of MgF2. The angular anisotropy
is indicative of a strong dipole–dipole interaction
between the nanoparticles. The FMR data can be inter-
preted using an approximation of effective magnetic
medium [4–7]. According to this, the Ni/MgF2 compos-
ite is considered as a continuous magnetic medium with
a homogeneous “effective” magnetization (Meff) and an
“effective” g value (geff). The best fit of the theory to the
experimental resonance field values for various sample
orientations (defined by polar angle θ) was obtained
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Fig. 3. Plots of (1) the FMR field Hres and (2) peak-to-peak
FMR signal width ∆Hpp versus polar angle θ for a Ni/MgF2
composite film. Solid curve is a fit obtained in a model of
effective medium [5] with the parameters Meff = 136 G and
geff = 2.25.

2

1

CHNICAL PHYSICS LETTERS      Vol. 30      No. 2      2004



        

SYNTHESIS AND MAGNETIC PROPERTIES OF NICKEL NANOPARTICLES 153

                                       
for  a model with the parameters Meff = 136 G and
geff = 2.25.

To summarize, laser ablation of a nickel target fol-
lowed by adiabatic expansion of the metal vapor in a
narrow nozzle was used to synthesize nickel nanoparti-
cles with close dimensions and to obtain for the first
time a thin-film Ni/MgF2 composite. The FMR spectra
of this composite were measured and the room-temper-
ature effective magnetization, g-factor values, and mag-
netic anisotropy were determined.
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Abstract—The axial propagation of plasma in a current interrupter with radial injection guns has been exper-
imentally studied. In the absence of a generator current passing through the injected plasma, the plasma front
with a density of no less than 1011 cm–3 moves in the axial direction at a velocity of ~(1–1.5) × 107 cm/s. At a
distance of 20 cm from the injection plane, a plasma density of ~1013 cm–3 is attained 5–6 µs after the current
switch on in the guns; at a distance of 50 cm, the plasma density reaches ~(2–5) × 1012 cm–3. © 2004 MAIK
“Nauka/Interperiodica”.
When plasma is injected into a coaxial current inter-
rupter of the plasma-opening switch (POS) type from
the side of the outer conductor, the plasma front propa-
gates in both radial and axial directions from the site of
injection. Plasma guns of the cable type [1] produce a
high-density plasma in the central channel of the cable,
and it is the axial propagation of the plasma front that
can determine both the POS size and the plasma density
gradient in the axial direction. These parameters influ-
ence the current interrupter functioning both in the con-
duction stage and in the high-voltage state.

In order to study the axial propagation of plasma
upon radial injection, we performed experiments on the
GIT-4 generator [1] using a system with radial injection
cable guns and a cone-shaped central conductor. Cur-
rent interrupters of this type can be used both as
switches in a system with the load connected prior to
POS [2, 3] and as plasma-filled diodes for current
switching along the system axis.

Methods for monitoring plasma propagation and
evaluating the plasma density. The plasma propaga-
tion was monitored by measuring the current in the cir-
cuit of a negatively-biased collector placed in the POS
region. By applying a dc voltage, it is possible to eval-
uate the axial propagation velocity and estimate the
plasma density at the moment the plasma front reaches
the collector. A pulsed voltage applied to the collector
allows the plasma density to be determined at the given
site at an arbitrary moment by varying the delay time
between the voltage pulse application and the plasma
gun shot moment.

If the collector potential provides for the surface
screening from electrons of the plasma and there is no
emission from the collector, the current in the collector
circuit is determined only by the ion component,

(1)Ic keZnSv p,=
1063-7850/04/3002- $26.00 © 20154
where Z is the ion charge, S is the collector, v p is the
velocity of the ion flux toward the collector, and k is a
factor taking into account the ion-induced electron
emission. For approximate calculations, the ion-
induced electron emission coefficient can be taken
equal to ~1, which yields k = 2.

The interaction of plasma with the collector may
lead to the formation of cathode spots. In the approxi-
mation of unlimited emission from the collector, the
electron and ion current components in the layer obey
the Langmuir relation and the total current can be
expressed as

(2)

Relations (1) and (2) can be used for evaluation of
the plasma density from the measured current Ic ,
assuming the plasma to consist predominantly of H+

and C2+ ions.
Experimental. The experimental arrangement is

illustrated in Fig. 1. The external conductor 1 with a
diameter of 208 mm bears 32 polyethylene cable guns 2
injecting plasma in the radial direction. The central
conductor 3 has a cone shape with a diameter of 76 mm
in the plasma injection region. Collector 4 with a diam-
eter D is placed at a distance L from the gun section.
The plasma guns were power supplied from a pair of
capacitors (IK 50-3). The gun discharge current has a
periodic shape with the first half-period amplitude of
about 8 kA and a duration of ~2.3 µs. The system was
evacuated with turbomolecular pumps to a residual
pressure of ~3 × 10–5 Torr.

Measurements with a dc bias voltage on the col-
lector. In this series of experiments, a negative dc volt-
age from a capacitor with C0 = 2 µF was applied to the

Ic eZnSv p
M i

Zme
----------.≈
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collector. The bias voltage was varied from 0.5 to 4 kV
and the discharge current Ic in the shunted collector cir-
cuit was measured. In the short-circuit regime, the time
to maximum current in the circuit with a ballast resistor
R0 = 5.5 Ω was ~160 ns.

For L = 200 mm, the current in the collector circuit
appeared ~1 µs after switching on the plasma gun cur-
rent and rapidly, in ~1.5 µs, reached an amplitude cor-
responding to the short-circuit regime. When the dis-
tance L was increased to 500 mm, the collector current
Ic appeared with a 3.8 µs delay. Using the time to
appearance of the collector current Ic at a given distance
to collector, the average velocity of the axial motion of
the plasma front can be estimated as ~1.5 × 107 cm/s.
The time to appearance of the collector current
remained unchanged for an eightfold variation of the
bias voltage (0.5 to 4 kV). Therefore, the electric field
of the collector did not significantly influence the axial
motion of the plasma.

Figure 2 shows oscillograms of the collector current
Ic and the calculated curves of the collector voltage Uc
for a collector with D = 106 mm positioned at L =
500 mm and biased by the capacitor charged to 3 and
1 kV. The current oscillograms exhibit two characteris-
tic regions. The initial low-sloping portion is apparently
related to the ion component. In this region, the current
is weakly dependent on the applied voltage in the entire
range from 0.5 to 4 kV and is determined by the ion
concentration. This behavior is described by Eq. (1),
which allows the plasma density to be estimated as ~2 ×
1011 cm–3 for the hydrogen plasma and ~1011 cm–3 for
the carbon plasma.

The subsequent sharp increase in the current reflects
the emission of electrons from cathode plasma. At a
maximum current Ic , the collector voltage Uc is close to
zero and the current amplitude is determined by the bal-
last resistor in the bias circuit rather than by the ion flux
to collector. When the collector diameter was decreased
to 20 mm, the initial low-sloping portion disappeared,
but the current amplitude was still determined by the
ballast resistor. For the maximum current, Eq. (2) gives

L0

C0

R0

L

1
2

34

Lc Lv

∅
 D

∅
 7

6

∅
 2

08
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r
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Fig. 1. Experimental arrangement for the investigation of
axial propagation of plasma upon radial injection in a
plasma-opening switch (see the text for explanations).
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a plasma density at the collector of no less than ~1.5 ×
1012 cm–3 and 3 × 1011 cm–3 for the hydrogen and car-
bon plasma, respectively.

Measurements with a pulsed bias voltage on the
collector. In order to provide for the regime of ion cur-
rent saturation and completely exclude the influence of
the electric field on the plasma propagation, the collec-
tor was biased in pulsed regime using a GIT-4 genera-
tor. The generator was switched on with a certain delay
td relative to the plasma gun operation time. The param-
eters of the GIT-4 were as follows: the primary store
capacitance, C0 = 4.8 µF; the intrinsic inductance, L0 =
109 nH; the output voltage, U0 = –480 kV. The dis-
charge current was measured using the Rogovsky coil,
and the output voltage Ur was measured using an active
voltage divider. The inductance between generator and
collector was Lv ~ 120 nH. The measurements in the
pulsed bias regime were performed for a collector with
the diameter D = 160 mm, located 200 and 500 mm
from the injection plane.

For the collector at L = 200 mm and a delay time
below td = 2.8 µs, the generator almost immediately
started operating in the free-running mode and the ini-
tial portion of the current profile was virtually absent.
The current measured in this regime was ~25 kA, for

D = 106 mm, L = 500 mm p16/13,18

100 A, 500 V

Uc
250 ns

Ic

2

1

2

1

Fig. 2. Typical oscillograms of the collector current Ic and
voltage Uc measured with dc bias from a capacitor charged
to (1) 3 kV and (2) 1 kV.

100 kA, 100 kV

25 ns

Ic

td = 4.8 µs 4 × 0.34/1

Uc

Ur

Fig. 3. Typical oscillograms of the collector current Ic and
voltage Uc and the generator output voltage Ur measured
with a pulsed bias for a pulse delay time of td = 4.8 µs.
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which Eq. (2) yields a plasma density of ~1012 cm–3 at
a velocity of 5 × 106 cm/s. Therefore, we may ascertain
that, for td = 2.8 µs, the plasma density at the collector
does not exceed ~1012 cm–3. Figure 3 shows oscillo-
grams of the discharge current Ic , the output generator
voltage Ur , and the calculated collector voltage Uc =
Ur – Lv(dIc/dt) for a gun shot with td = 4.8 µs and the
collector at L = 200 mm. For this delay, the generator is
loaded on a plasma-filled diode. As the current grows to
200 kA, the ion component exhibits saturation that is
accompanied by a sharp drop of Uc . The plasma density
for C2+ ions estimated from relation (2) is ~0.7 ×

2.0 × 1013

1.8 × 1013

1.6 × 1013

1.4 × 1013

1.2 × 1013

1.0 × 1013

8.0 × 1012

6.0 × 1012
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2 3 4 5 6 7 8 9
td, µs

n, cm–3

10
0

Fig. 4. The plots of plasma density n versus pulse delay time
td calculated (for C2+ ions) using the results of measure-
ments with the collector spaced by L = (1) 200 and
(2) 500 mm from the plasma injection plane.

1

2

TE
1013 cm–3; for a plasma consisting predominantly of
hydrogen ions, the density is about five times as high.
Allowance for the intrinsic magnetic field of electrons
leads to even higher estimates of the plasma density.
Figure 4 shows the plots of plasma density versus delay
time calculated (for C2+ ions) using the results of mea-
surements with the collector spaced L = 200 and
500 mm from the injection plane. Note that removal of
the central cone-shaped conductor from the plasma
injection zone did not change the behavior of n(td).

Conclusions. The results of our experiments show
that, in the absence of the generator current through the
injected plasma, the plasma front with a density of no
less than 1011 cm–3 moves in the axial direction at a
velocity of ~(1–1.5) × 107 cm/s. The time of appearance
of the plasma with a concentration above 5 × 1012 cm–3

corresponds to an average plasma propagation velocity
of ~5 × 106 cm/s. At a distance of 20 cm from the injec-
tion plane, a plasma density of ~1013 cm–3 is attained
5−6 µs after the current switch on in the guns; at a dis-
tance of 50 cm, the plasma density reaches ~(2–5) ×
1012 cm–3.
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Abstract—A compact electron polarimeter employing the classical Mott scheme has been developed and
tested. The device has an efficiency of about 5.6 × 10–4, a maximum count rate of 5 × 105 cps, dimensions 15 cm
(diameter) × 25 cm (length), and a working voltage of 40 kV. The polarimeter can operate for a long time under
arbitrary vacuum conditions without maintenance, exhibiting no changes in the main working characteristics,
and obeys all requirements to the electron spin polarization studies on the modern level. © 2004 MAIK
“Nauka/Interperiodica”.
Introduction. The electron beam spin polarization
is most frequently measured using the phenomenon of
Mott scattering [1–9]. Below, we describe a new clas-
sical electron spin polarimeter employing this
scheme, developed by the Surface Magnetism Group at
St. Petersburg State Technical University.

Using the Mott polarimeter, the electron beam
polarization is determined by measuring the asymmetry
of electron backscattering from a gold foil,

(1)

with an absolute statistical error of

(2)

Here, NL and NR are the numbers of electrons counted
in the left and right detector channels, respectively (see
Fig. 1). The electron beam polarization is defined as

(3)

where Seff is the effective Sherman function represent-
ing the asymmetry measured for a completely polarized
beam (100% electron polarization). The absolute statis-
tical error of the polarization determination is calcu-
lated as

(4)

where N0 is the number of electrons at the polarimeter
entrance and ε is the Mott polarimeter efficiency given
by the formula

(5)

The new Mott polarimeter was designed so as to
meet the following requirements:

A NL NR–( )/ NL NR+( ),=

∆A 1/ NL NR+ .=

P A/Seff ,=

∆P 1/Seff NL NR+ 1/ εN0,= =

ε Seff
2 NL NR+( )/N0.=
1063-7850/04/3002- $26.00 © 20157
(i) The device must possess maximum possible effi-
ciency.

(ii) The measured value of polarization has to corre-
spond to the “true” electron polarization and must be
independent of the beam shape and position (i.e., of the
factors leading to the so-called spurious asymmetry).

(iii) The polarimeter has to be ready to operate
within a few minutes after switching on, requiring nei-
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100 mm

0 kV

40 kV

Fig. 1. Schematic diagram of the Mott polarimeter: (1) pri-
mary electron beam; (2) hemispheres; (3) four PIPS detec-
tors; (4) gold foil; (5) vacuum feedthrough; (6) four pream-
plifiers; (7) 100-mm flange (CF 100); (8) ceramic insulator;
(9) 63–mm flange (CF 63).
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ther start-up procedures nor any adjustments during
operation. The instrument should be capable of operat-
ing for many years under arbitrary vacuum conditions,
including ultrahigh vacuum (UHV), exhibiting no
changes in the main working characteristics.

(iv) The device has to be sufficiently compact for
mounting on a standard 100-mm flange (CF 100).

In order to satisfy all these conditions, we selected
the classical Mott polarimeter scheme. A special fea-
ture of the classical scheme is that backscattered elec-
trons travel in a field-free space, in contrast to some
other Mott polarimeters where the scattered electrons
move in a retarding potential. Previously [10], we
showed that the Mott polarimeters with retarding fields
are much more sensitive to variations in the beam
parameters and only the classical scheme provides for
the required stability and ensures that the results of
polarization measurements are independent of changes
in the beam parameters.

As is known, electrons scattered from a gold film in
the classical Mott polarimeter have to be selected by
energy-sensitive detectors. Previously used large-area
surface barrier detectors with preamplifiers were char-
acterized by a low resolution and a high noise level.
This hindered separation of the useful signal from noisy
background at an electron energy significantly below
100 keV. For this reason, the classical Mott polarime-
ters of the previous generations operated at a high volt-
age (on the order of 100 kV) and, accordingly, had large
dimensions. At present, so-called passivated implanted
planar silicon (PIPS) detectors with small reverse cur-
rents are available. Using these detectors and new low-
noise transistors, we have developed more effective
electronic circuitry that allowed the working voltage to
be reduced down to 40 keV and the whole device to be
arranged in a compact case.

Detector design. For developing the new device, a
good basis was provided by our classical Mott polarime-
ter, which was created about five years ago and proved to
be an effective, reliable, and stable instrument [11–13].
The new system design essentially reproduces the old
solution on a smaller scale with a single ceramic insu-
lator.

Figure 1 shows a schematic diagram of the new
Mott polarimeter. The main device components are two
concentric polished metal hemispheres with the radii of
30 and 50 mm. The outer hemisphere occurs at the
ground (or close) potential, while the inner hemisphere
is biased to 40 kV. The inner hemisphere is mounted on
a ceramic insulator with a rated breakdown voltage of
60 kV. An electron beam to be studied with respect to
polarization passes via a round hole in the outer elec-
trode and enters the space between hemispheres, where
electrons are accelerated in a strong electric field
between the concentric electrodes to reach the entrance
hole in the inner hemisphere. Calculations of the elec-
tron trajectories showed that the field between hemi-
spheres ensures good focusing of the primary beam.
TE
Under the inner hemisphere, there are four PIPS detec-
tors (each with a working area as large as ~1 cm2) and a
scattering foil comprising an 800-Å-thick gold film
deposited onto a thin Formvar substrate. Electrons scat-
tered from the foil move in a field-free space to strike
the PIPS detectors.

An analysis of the asymmetry of electron backscat-
tering is combined with energy selection of the second-
ary electrons, since the maximum asymmetry is known
to be reached in the case of elastic scattering. This is
related to the fact that inelastic scattering leads to the
loss of information about the electron spin and, hence,
to a decrease in the measured asymmetry. In the pro-
posed Mott polarimeter, the energy selection is per-
formed using the PIPS detectors with the output pulse
amplitude proportional to the incident electron energy.
After the amplification and discrimination of pulses on
a certain preset level, the pulse count rate can be con-
sidered as proportional to the number of electrons elas-
tically scattered per unit time.

As was noted above, special preamplifiers have been
developed for the operation with PIPS detectors so as to
provide for the high counting rate. Each preamplifier
includes a charge-sensitive circuit, a voltage amplifier,
a quasi-Gaussian signal shaper, and the output circuit
representing an active low-frequency filter with the
Bessel transmission function characteristic [14]. All
circuits occur at a high voltage (~40 kV). On the side of
atmospheric pressure, the Mott polarimeter is con-
nected to an aluminum case (also occurring at a high
voltage) containing discriminators, a transformer, and
±5- and +50-V voltage sources. These voltages are
formed from an ac signal of ~7 V amplitude supplied
via two high-voltage cables in a common sheath from
the 40-kV voltage source. The Mott polarimeter is
25 cm long and 15 cm in diameter. By means of a spe-
cial fiber-optic system, the output signals are transmit-
ted to the input of an optical signal receiver (occurring
at a ground potential) for subsequent processing.

Mott polarimeter testing. In the first stage, the new
Mott polarimeter was tested with respect to high-volt-
age breakdown. Preliminary calculations showed that
the breakdown can be expected at a voltage of ~60 kV.
During this test, the device was kept for several hours at
an applied voltage of 55 kV. No high-voltage break-
downs were observed. Subsequent working tests were
performed at a voltage of 40 kV.

In the second stage, the electronic circuitry was
tested with respect to the signal-to-noise ratio. For this
purpose, the electron count rate in each channel was
measured as a function of the discrimination level and
then this function was differentiated. The derivative
plot showed clear separation of noise from the useful
signal. Selection of the proper discrimination level
ensured a 100% efficiency of the collection of electrons
elastically scattered from gold. The intrinsic noise of
the electronic circuitry corresponded to a count rate of
about 1 count per second (cps).
CHNICAL PHYSICS LETTERS      Vol. 30      No. 2      2004
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In the third stage, the Mott polarimeter was cali-
brated so as to determine the effective Sherman func-
tion and the electron scattering coefficient (NL +
NR)/N0. Previously [11], it was shown that the classical
Mott polarimeter can be calibrated in the first approxi-
mation by extrapolating signal to a high discrimination
level. This calibration method is based on the fact that
the measured amplitude spectrum is determined by a
convolution of the real electron spectrum with the
instrumental transmission (the energy resolution of the
polarimeter–preamplifier complex). Therefore, the
asymmetry on a high discrimination level is determined
only by the elastically scattered electrons. This approach
is analogous to that used in the Mott polarimeters with
retarding field, where the extrapolation is performed to
the level of zero electron energy losses [15].

The calibration procedure requires that the source of
polarized electrons be highly stable, even at the
expense of small and unknown polarization. We
employed a polarized electron source based on the scat-
tering of a nonpolarized electron beam from the (110)
surface of an FeNi3 magnetic single crystal. According
to the scheme of this experiment described in [10], the
scattering single crystal was irradiated by a beam of
500-eV nonpolarized electrons from a gun oriented at
an angle of 90° relative to the Mott polarimeter axis,
while the scattering plane was horizontal. The crystal
had the shape of a square frame with the sides oriented
along the easy axes. Using a coil of seven turns wound
around one side, the working side of the frame was
magnetized in the vertical direction perpendicular to
the scattering plane. The secondary electrons were
directed without any energy selection to the Mott pola-
rimeter entrance with the aid of a simple two-electrode
optics.

It was found that clean FeNi3 crystal surface is sen-
sitive to contamination, but contaminated surface of the
crystal produced a beam of secondary electrons with
small but highly stable polarization, which remained
constant over a time period of several tens of hours. In
order to exclude the possible errors related to the asym-
metry caused by the spin–orbit interaction and the
instrumental asymmetry, the calibration cycle was
always performed so as to measure the hysteresis loop
(Fig. 2). The hysteresis loop with a zero coercive force
was evidence of magnetic origin of the asymmetry. The
time required for recording a loop presented in Fig. 2
(with the indicated statistical error at a count rate of
400 kHz) was about 12 min.

In order to determine the effective Sherman function
by this calibration procedure [11], we have studied the
asymmetry of scattering as a function of the discrimi-
nation level. For the working discrimination level, the
asymmetry was 0.21%. As the discrimination level was
increased, the asymmetry exhibited a growth with satu-
ration on a level of 0.45%. As was noted above, this
variation is related to a decrease in the number of
inelastically scattered electrons. At a sufficiently high
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      200
discrimination level, only elastically scattered electrons
are detected. Since the primary electron beam polariza-
tion remained unchanged, the observed variation of the
scattering asymmetry was proportional to a change in
the Sherman function. The effective Sherman function
Seff corresponding to the asymmetry of elastically scat-
tered fully polarized electron beam was calculated
using the atomic data. For the given experimental
geometry, we obtained Seff = 0.32 [16]. For the working
discrimination level, the effective Sherman function
was estimated as Seff = 0.32 × 0.21/0.45 = 0.15.

For determining the electron scattering coefficient
(NL + NR)/N0, the polarimeter unit comprising four
PIPS detectors and the gold foil was replaced by an
analogous unit containing only an electron detector
mounted on the foil site. This procedure involves air
admission but, since it only requires changing units on
the standard 63-mm flange (CF 63), the total time of
replacement and evacuation to a high vacuum (10–7 Pa)
is relatively short. This experiment was multiply
repeated and the count rates in the units with the pola-
rimeter or detector were determined for the identical
parameters of the electron gun. The value of (NL +
NR)/N0 on the working discrimination level (50 rel. units)
was ~0.025, and the polarimeter efficiency determined
by formula (5) was ε = 5.6 × 10–4. At present, this is a
record value for the Mott polarimeters.

Conclusions. A new, compact and highly effective
electron spin polarization analyzer was created based
on the classical field-free Mott polarimeter scheme.
The device meets all requirements to the electron spin
polarization studies on the modern level. The polarim-
eter can operate under arbitrary vacuum conditions and
is UHV compatible. The working parameters of the
device are stable during long-term operation, requiring
no control or maintenance. The polarimeter operates at
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–0.4 –0.2 0 0.2 0.4
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Fig. 2. Plots of the polarization P with a hysteresis loop
obtained by the spin polarization analysis of secondary
electrons scattered from an FeNi3(110) single crystal mag-
netized by the field of a coil with a current I.
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a working voltage of 40 kV and has an efficiency of
5.6 × 10–4.
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Abstract—The pattern of plastic flow macrolocalization in actively loaded zinc single crystals has been stud-
ied. The character of localization consistently varies in accordance with the stage of plastic flow. The results are
compared to the analogous data for single crystals with an fcc lattice. The common features and individual
peculiarities in evolution of the patterns of plastic flow localization in materials with different crystal structures
are revealed. © 2004 MAIK “Nauka/Interperiodica”.
Quantitative investigations of the macrolocalization
of plastic strain in single crystals of metals have been
extensively performed since the mid-1990s [1–4]. The
results of these studies allowed the spatial and kinetic
characteristics of this process to be determined and
showed that these characteristics are determined to a
considerable extent by the type of the stress–strain
curve of a given material. In was shown [1–4] that the
pattern of macrolocalization of the plastic strain always
possess an ordered character. On the yield plateau,
where the straining proceeds by propagation of Lüders
bands, a single localization front propagates at a con-
stant velocity along the loaded sample. In the stage of
easy glide, several fronts may appear and move either
in the same or in opposite directions so that every ele-
ment in the sample is passed only once. The stage of
linear hardening features synchronous motion of a
series of equidistant deformation fronts traveling over
the sample several times in both directions. In the para-
bolic stage, a system of stationary spatially periodic
localization zones appears upon chaotization of the
strain field.

The above systematic pattern was established for
single crystals of pure face-centered cubic (fcc) metals
and doped fcc alloys and then confirmed for body-cen-
tered cubic (bcc) materials. Hexagonal close packed
(hcp) single crystals were previously not studied in this
respect. It is known that, despite an apparently similar
sequence of stages on the stress–strain curves, the
microscopic mechanisms of plastic flow in hcp materi-
als are substantially different from those operative in
fcc and bcc single crystals [5–7].

The experiments were performed with single crystal
plates of zinc (99.997% Zn) with the working part
dimensions 25 × 4 × 2.5 mm. The long crystal axis

coincided with the [ ] direction, and the wide sam-1214
1063-7850/04/3002- $26.00 © 20161
ple face coincided with the ( ) crystal plane. These
crystallographic parameters ensure the basal glide in

(0001) [ ] and (0001) [ ] systems with the
Schmid factors ±0.48, respectively. These systems pro-

vide for the traces of gliding on the [ ] sample
face, making an angle of 90° with the axis of tension.

The samples were tensile tested at a rate of  = 6.7 ×
10–5 s–1 at room temperature. As expected [5], we
obtained a stress–strain curve with clearly pronounced
three stages (A, B, and C) of basal glide in hcp single
crystals. The critical shear stress was τ0 = 2.4 MPa, the
total linear strain at break was εtot = 270%, and the
lengths of stages were determined by γA = 0.48
(stage A), γB = 0.6 (stage B), and γC from 1.6 to fracture
(stage C). Stage A was preceded and stages A and B
were separated by extended transition regions: γe–A =
0.28 and γA–B = 0.24. The transition between stages B
and C was smooth. Stages A and B were described by
straight lines with the hardening coefficients θA =
3.26 MPa and θB = 3.74 MPa, respectively (θ = dτ/dγ).
In stage C, the hardening coefficient exhibited a mono-
tonic decrease indicative of the parabolic behavior.

In each stage, the sample was studied by two-expo-
sure speckle interferometry for tracing evolution of the
fields of displacement vectors of the points on the
working surface and for determining the distributions
of local elongations εxx [1, 3].

After the transition from elasticity to developed
plastic flow (the onset of stage A), the sample features
three strain localization zones in which the rate of strain
accumulation is one order of magnitude greater than the
∆εtot increment (Fig. 1a and 1b). These zones are ori-
ented perpendicularly to the axis of tension and repre-
sent the sites of preferential emergence of the basal dis-
locations. Previously, we observed this situation for the
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Fig. 1. Patterns of (a) the strain localization zones 1–3 and
(b) the motion of deformation fronts in stage A for Zn single
crystal loaded to γtot = 0.3.
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Fig. 2. Patterns of (a) the stationary strain localization
zones 1–3 and mobile local strain foci and (b) the kinetics
of local strain foci motion in the region of zones 2 and 3 in
stage B for Zn single crystal loaded to γtot = 1.168.
TE
easy glide stage in fcc single crystals, for example, in
copper and nickel [2], where the localization zones
were oriented in the direction of traces of the primary
system glide.

As can be seen from the data in Fig. 1a, the zones
under consideration are situated near the grips (1 and 3)
and in the middle of the sample (2). Note the compli-
cated structure of the middle localization zone 2. This
zone exhibits three interrelated peaks spaced slightly
more than 2 mm from each other. In the course of
straining, this central zone tends to expand due to a shift
of the peak closest to the movable grip of the test
machine. The localization zone situated at the movable
grip also exhibited a shift. We failed to detect any shift
of the strain localization zone situated at the fixed grip.

Figure 1b shows positions of the strain localization
zones plotted as functions of the loading time. Using
these data, the velocity of propagation of the localiza-
tion zones were estimated as v 3 = 2.6 × 10–6 m/s and
v 2 = 2.3 × 10–6 m/s for the zones at the movable grip (3)
and in the middle of the sample (2), respectively. This
motion cannot be simply explained as being due to
elongation of the sample, since the velocity of the mov-
able grip of the test machine was maintained constant
(vm = 1.67 × 10–6 m/s). The true velocity of propagation
of the deformation fronts can be estimated as v fr = v n –
εXn , where Xn is the position of the corresponding front
at the beginning of stage A (where the sample can be
considered as undeformed) and v n is the velocity eval-
uated from Fig. 1b. Then, the velocities of propagation
of both strain localization zones are the same: v fr =
1.5 × 10–6 m/s. Taking into account that the duration of
stage A was about 4500 s, we infer that both fronts
travel a distance of about 7 mm. This implies that, by
the end of stage A, the mobile edge of the middle
zone 2 will reach the initial position of zone 3, while
the latter zone will reach the end of the working part of
the sample.

The passage to the linear stage B changes the char-
acter of strain distribution. The pattern of sample strain-
ing in this stage comprises three distinct strain localiza-
tion zones (Fig. 2a). These zones remain stationary dur-
ing the entire stage B. However, there are intermediate
small-amplitude local elongation maxima which move
with time at an average velocity of 2.7 × 10–5 m/s
toward the three main zones (Fig. 2b). By the end of
stage B, this motion ceases, whereas the initially sta-
tionary zones lose their stability.

In the parabolic hardening stage C, the stationary
strain localization zones 1, 2, and 3 (existing in stage B)
lose their spatial periodicity and gradually shift toward
the movable grip. The greater the distance from the
zone to the grip, the higher the velocity of this motion.
The maximum velocity of accumulation of the plastic
strain was observed in zone 3. It is the maximum local
elongation in this zone that resulted in the sample frac-
ture after a 2-h loading. Small-amplitude local strain
CHNICAL PHYSICS LETTERS      Vol. 30      No. 2      2004
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localization foci appearing randomly in various parts of
the sample during the loading cycle were superimposed
on the above main trends in evolution of the strain
localization zones.

A comparative analysis of the whole body of our
experimental results and the analogous data on the plas-
tic flow localization in fcc single crystals leads to the
following conclusions. Stage A in the hcp single crys-
tals studied could be considered as analogous to stage I
of easy glide in fcc materials. Stage B is analogous to
the linear hardening stage II, and stage C, to the para-
bolic hardening stage III [5]. Should it be the case, we
might expected the evolution of the patterns of strain
macrolocalization in the corresponding stages to be sim-
ilar, the more so as there is a strict correspondence
between the strain localization type and the law of plastic
flow irrespective of the crystal structure (see, e.g., [1]).

However, there is no complete agreement between
the behavior observed in stage A and the laws estab-
lished previously. Indeed, three strain localization
zones had already been formed before the onset of stage
A (and observed during this stage) in loaded Zn single
crystal. The leading fronts of the localization zones,
rather that the whole bands, were seen to move. How-
ever, these fronts in the sample studied (as well as in
other materials) moved at the same constant velocity
and passed along the sample only once during the stage
under consideration. Large extension of stage A
accounted for very small velocities of the fronts, but a
comparable kinetics of the strain localization zones was
previously observed in single crystals of a high-manga-
nese austenite steel oriented for single twinning [4].

In stage B, peculiarities in the evolution of the pat-
terns of strain localization in Zn single crystals are even
more pronounced. This stage reveals stationary strain-
ing zones dividing the sample into three regions. How-
ever, all regions feature synchronous motion of small-
amplitude local elongation maxima at the same con-
stant velocity. This motion is restricted to within said
sample regions formed by the stationary zones. The
boundaries of these zones probably represent the stress
release bands originally observed by Regel and
Govorkov (see, e.g., [8]). The velocities of mobile
strain localization foci are comparable with those
reported in fcc single crystals [1–4].
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      200
Finally, the parabolic hardening stage C could be
expected to display stationary spatially periodic strain
localization zones [3]. In contrast, Zn single crystals
loaded in this stage show the motion of (previously sta-
tionary) localization zones toward the future fracture
site. However, as was previously demonstrated for the
parabolic hardening stage in polycrystalline hcp alloy
Zr–1% Nb [9], a stationary systems of deformation
fronts is observed only for a parabola index of n ≥ 0.5.
For n < 0.5, the strain localization maxima initially
move so as to remain equidistant. At smaller values of
the parabola index (n < 0.3), the motion loses synchro-
nism and the strain localization maxims merge in a sin-
gle focus determining the future fracture site. Appar-
ently, this behavior is not a peculiarity of hcp materials:
a similar situation controlled by the parabola index
was observed in the parabolic hardening stage in bcc
samples.

REFERENCES
1. L. B. Zuev, V. I. Danilov, and B. S. Semukhin, Usp. Fiz.

Met. 3, 237 (2002).
2. V. I. Danilov, K. V. Gonchikov, L. B. Zuev, and

S. A. Barannikova, Kristallografiya 47, 730 (2002)
[Crystallogr. Rep. 47, 672 (2002)].

3. L. B. Zuev and V. I. Danilov, Philos. Mag. A 79, 43
(1999).

4. V. I. Danilov, S. A. Barannikova, and L. B. Zuev, Zh.
Tekh. Fiz. 73 (11), 69 (2003) [Tech. Phys. 48, 1429
(2003)].

5. R. Berner and H. Kronmüller, Plastische Verformung
von Einkristallen (Springer, Berlin, 1965; Mir, Moscow,
1969), translated from German.

6. R. W. K. Honeycombe, The Plastic Deformation of Met-
als (Cambridge Univ. Press, Cambridge, 1968; Mir,
Moscow, 1972).

7. V. I. Startsev, V. Ya. Il’ichev, and V. V. Pustovalov, Low-
Temperature Plasticity and Strength of Metals and
Alloys (Metallurgiya, Moscow, 1975) [in Russian].

8. A. A. Urusovskaya, Some Problems in the Physics of
Plasticity of Crystals (Izd. Akad. Nauk SSSR, Moscow,
1960) [in Russian], pp. 75–116.

9. T. M. Poletika, V. I. Danilov, L. B. Zuev, et al., Zh. Tekh.
Fiz. 72 (9), 57 (2002) [Tech. Phys. 47, 1125 (2002)].

Translated by P. Pozdeev
4



  

Technical Physics Letters, Vol. 30, No. 2, 2004, pp. 164–167. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 30, No. 4, 2004, pp. 78–86.
Original Russian Text Copyright © 2004 by Pogrebnyak, Vasilyuk, Alontseva, Kravchenko, Ruzimov, Tyurin.

                                             
The Effect of Electron Beam Fusion on the Structure 
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Abstract—Nickel-based alloy coatings were obtained on carbon steel (steel 3) samples by means of high-
velocity pulsed plasma jet spraying of PG-10N-01 and PGAN-33 commercial powders, followed by electron
beam fusion of the coating and substrate. The coated samples were studied by methods of X-ray diffraction,
scanning electron microscopy, and electron-beam microprobe (energy-dispersive X-ray spectroscopy) and
tested for hardness, friction wear, corrosion resistance, and adhesion. It was found that the electron beam pro-
cessing leads to an almost tenfold increase in the friction wear resistance, a threefold growth in microhardness
(relative to that of the substrate), and a significant increase in the resistance to corrosion in acid media. The
observed increase in the working characteristics is related to changes in the phase composition, grain structure
refinement, and redistribution of alloy components in the substrate and film and a decrease in porosity of the
coating material. © 2004 MAIK “Nauka/Interperiodica”.
Development of the existing technologies and the
creation of new machines operating at ultrahigh speeds
under the conditions of high temperatures and pres-
sures pose increasing requirements on construction
materials. One of the modern approaches to obtaining
advanced materials meeting such requirements is based
on combined (duplex, triplex) methods of alloy pro-
cessing [1–3]. Nickel-based alloys are still among very
promising materials [4]. In recent years, the refractory
coatings of ceramics and metal–ceramic composites are
frequently deposited by means of high-velocity pulsed
plasma jet spraying [5–9].

Plasma jet spraying technology, while providing
for the formation of good coatings with high efficiency
[7–10], still encounters some problems, such as an
excess porosity (0.5–1.5%) of the deposit and the oxi-
dation of both the upper surface and the coating–sub-
strate interface. These problems can be solved, for
example, by processing coated articles with high-cur-
rent electron, ion, and plasma beams. These beams
cause fusion of the coating material and enhance mass
transfer processes that lead to healing of the pores and
modification of the elemental composition.

The aim of this study was to obtain nickel-based
coatings on a carbon steel by plasma jet spraying of
commercial powdered alloys and to study the structure
and properties of samples before and after electron-
beam-induced total fusion of the coating and substrate.
The powdered alloys were PG-10N-01 (B, 2.8–3.4; C,
0.6–1; Si, 4.0–4.5; Cr, 19–20; Fe, 4.0–4.5 wt %; Ni to
1063-7850/04/3002- $26.00 © 20164
balance) and iron-free PGAN-33 (Cr, ~24; Mo, ~4;
Si, ~2; W, 1; B ~ 1.5 wt %; Ni to balance).

The samples of a carbon steel (steel 3) with dimen-
sions 100 × 20 × 3.4 mm were sand-blasted and coated
by pulsed plasma jet spraying from both sides to a total
thickness of 45–50 µm in a single run on an Impuls-5
setup operating at a pulse duration of 3 ms and a pulse
repetition rate of 4 Hz. The eroded (evaporated) elec-
trode was made of a Mo alloy or Ta (regimes 1 and 2,
respectively). The power density per pulse reached
(5.8–6) × 106 W/cm2. Then, the coated samples were
electron beam processed on a U-212 setup (Paton Insti-
tute of Electric Welding, Kiev) operating at an acceler-
ating voltage of 30 kV, electron beam current density of
up to 30 mA/cm2, and a beam oscillation amplitude of
15 or 30 mm. The treatment was performed in a total
fusion regime, whereby an energy density is selected so
as to provide total fusion of the coating and partial
fusion of the substrate. The samples after plasma jet
spray coating and electron beam fusion were cut into
parts and studied by various analytical and testing
methods.

The samples were studied in a REMMA 102
(SELMI, Sumy, Ukraine) scanning electron micro-
scope (SEM) with a Si(Li) detector. The qualitative and
quantitative surface analyses were performed using a
WDS-2 wavelength dispersive X-ray (WDX) spec-
trometer. The phase composition of coatings was stud-
ied by X-ray diffraction in a DRON-2 diffractometer
using CoKα radiation. The hardness was tested using a
004 MAIK “Nauka/Interperiodica”
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PMT-3 device with a diamond Vickers pyramid
indenter at a 20, 50, or 100 g load. The microhardness
measurements were performed in the coating, transi-
tion layer, and substrate material in an oblique lapped
section of a sample. The wear was studied in a rod-on-
disk configuration using a friction test machine with a
5-mm rod of ShH-15 steel. The corrosion tests were
performed in a 0.5 M aqueous sulfuric acid solution at
temperatures in the 200–400°C interval [8].

Figure 1 shows a fragment of the X-ray diffraction
pattern of a sample after the double (coating plus
fusion) treatment. An analysis of this diffractogram
showed evidence of a multiphase composition of the
coating, including FeCr (weight fraction, about 15%),
surface intermetallic compounds Fe7Mo6 and FeMo (12
and 4% of the total composition, respectively), and Ni
as the base element (65%). However, the lattice of the
base component was strongly extended so that the lat-
tice parameter was 3.55 Å. The coating contained oxide
phases of Ni2O3 (9%) and, probably, NiO (about 4%).
The surface composition of the samples upon electron
beam fusion included Cr (65%), α-Fe (about 6%), and
Fe2O3 (about 9%). Note that molybdenum (absent in
the initial powdered alloy composition) appeared as a
result of erosion of the consumable electrode made of a
Mo-containing alloy.

Figure 2 shows an SEM micrograph of the coating
surface in the region of a “triple” point of a sample after
the double processing. As can be seen, the surface
roughness is decreased over the entire electron-irradi-
ated area; nevertheless, there are regions of consider-
able roughness related to the fusion. Some regions con-
tain incompletely dissolved particles of the initial pow-
der (probably, refractory elements and their carbides).
An analysis of the oblique section of a coating after the
double processing showed that the average grain size
decreased from hundreds to a few microns (hundreds of
nanometers) in a subsurface layer of at least 9–15 µm
thickness (depending on the electron beam energy
density).
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      200
Figure 3a presents a general view of the surface
morphology of a PG-10N-01 coating upon electron
beam processing (total fusion of the coating and partial
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Fig. 1. A fragment of the X-ray diffraction pattern of a
Ni-based alloy coating obtained upon plasma jet spraying
and electron beam fusion.
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Fig. 2. SEM image in the region of a “triple” point in the
oblique lapped section of a Ni-based alloy coating obtained
upon plasma jet spraying and electron beam fusion.
Table 1.  Surface elemental composition determined at various sites of a nickel alloy coating on steel after pulsed plasma jet
spraying (regime 1, Mo alloy electrode) and electron beam fusion

Site of 
analysis Al Si K Ca Cr Fe Ti Ni Mo

Obr4_1 0.000 4.510 0.000 0.000 13.551 3.924 0.000 77.807 0.207

Obr4_2 0.000 7.337 0.000 0.000 13.611 3.792 0.000 75.259 0.000

Obr4_3 0.000 14.073 0.903 2.918 8.043 45.557 0.000 22.929 5.577

Obr4_4 0.000 2.827 0.016 0.085 17.968 2.818 0.000 76.286 0.000

Obr4_5 24.076 5.576 0 0.292 6.852 32.925 1.257 21.644 7.377

Obr4_6 0.000 3.273 0.039 0.059 16.117 3.788 0.000 76.700 0.023

Obr4_7 0.458 6.153 0.089 0.102 16.538 4.998 0.000 70.905 0.758

Obr4_8 0.000 0.677 0.000 0.080 0.692 21.206 0.000 9.015 68.331

Obr4_9 0.429 4.551 0.142 0.175 14.151 10.319 0.000 60.884 9.349
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fusion of the substrate). The electron beam treatment
leads to the formation of a wavy surface relief. Some
regions of the surface exhibit shallow depressions

¥100 500 µm20 kV

100 µm¥500 20 kV

Fig. 3b

5–1

5–2

5–3

5–4

(a)

(b)

Fig. 3. SEM images of a Ni-based alloy coating obtained by
plasma jet spraying of a PG-10N-01 powder and electron
beam processing (total fusion of the coating and partial
fusion of the steel substrate): (a) general view; (b) image of
the surface relief in the region of a shallow depression
indicated in (a). Points indicate the sites of elemental anal-
yses summarized in Table 2 (one site from (a) and four
sites from (b)).
TE
(Figs. 3a and 3b), which act as the centers of accumu-
lation of small inclusions. The surface of the coating
also contains nonuniformly distributed dark regions in
which the main component is iron.

Figure 4 shows the WDX spectra of elemental com-
position measured for two inclusions of different shape
and appearance at the sites indicated on the SEM
images. As can be seen from these data, the coating is
characterized by a high content of Ni (up to 40%), Fe,
Cr, and Si and contains a small amount of Al and Ta (for
the samples processed in regime 2). Tables 1 and 2
present data on the concentrations of these elements
measured in nine and five probing sites of two samples.
It should be noted that the results of analyses are abso-
lutely different from the initial compositions of pow-
dered alloys, while Ta appears as a result of erosion
(evaporation) of the internal electrode used in regime 2.

The results of microhardness measurements on the
surface of samples before and after coating and subse-
quent electron beam processing are 150 kgf/mm2 for
the initial substrate, 750–800 kgf/mm2 for the plasma
jet sprayed coating, and 500 kgf/mm2 for the samples
after double processing (plasma spray coating and elec-
tron beam fusion). The decrease in the microhardness
after the last treatment is explained by the surface seg-
regation of iron (in some sites, up to 94%) due to the
electron-beam-induce mixing of the melt. Simulta-
neously, some elements penetrate from the coating into
the substrate (down to a depth of 35–40 µm), which
provides for improved adhesion of the coating to the
substrate. The increase in the resistance to wear could
be related to the formation of oxides (Fe2O3, Ni2O3,
NiO, etc.) and considerable changes in the coating
structure as a result of the double processing.

In conclusion, we have demonstrated that the elec-
tron beam processing of Ni-based coatings obtained by
plasma jet spraying of PG-10N-01 and PGAN-33 pow-
dered alloys leads to mixing of the coating and sub-
strate, the formation of new phases (FeCr, Fe7Mo6,
FeMo, Ni, and Ni2O3), grain refinement, and pore heal-
ing. This results in a significant increase in the working
characteristics of the coated material, such as hardness,
Table 2.  Surface elemental composition determined at various sites of a nickel alloy coating on steel after pulsed plasma jet
spraying (regime 2, Ta electrode) and electron beam fusion

Site of analysis Al Si S Ca Cr Mn Fe Ni Ta

Pogr5_1 0.980 0.000 0.132 0.202 0.822 15.042 94.601 0.822 1.677

Pogr5_2 0.325 0.000 0.139 0.020 17.779 0.000 38.655 37.122 5.961

Pogr5_3 4.097 19.371 0.331 1.820 7.932 0.000 47.504 18.943 0.000

Pogr5_4 8.266 0.000 0.000 3.876 15.763 0.000 28.459 36.134 7.502

Pogr5_5 1.980 0.000 0.211 0.365 15.042 0.000 28.459 40.415 9.107
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resistance to wear and corrosion, and the coating adhe-
sion to substrate.
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Abstract—We have studied the process of magnetization reversal in amorphous microwires under the action
of a longitudinal (axial) high-frequency magnetic field. The amplitudes of harmonics in the frequency spectrum
of the response voltage between the wire ends were measured as functions of the high-frequency field amplitude
and a dc axial magnetic field strength. For relatively large amplitudes of the high-frequency field, the first sev-
eral harmonics in the frequency spectrum of the response voltage are highly sensitive with respect to the dc
magnetic field. The experimental results are interpreted within the framework of a simple electrodynamic
model. © 2004 MAIK “Nauka/Interperiodica”.
Investigation into the high-frequency properties of
magnetically soft amorphous materials is among the
most important directions of research in the physics of
magnetic phenomena. These investigations are mostly
devoted to the phenomenon of giant magnetoimped-
ance, whereby the impedance of a magnetically soft
conductor strongly changes in a weak applied magnetic
field (see, e.g., reviews [1, 2]). The giant magne-
toimpedance effect is observed for small ac current
amplitudes, that is, when the sample magnetization is a
linear function of the exciting field.

In recent years, considerable interest of researchers
has been also devoted to nonlinear phenomena in mag-
netically soft conductors [3–12], which involve the
magnetization reversal under the action of magnetic
fields generated by ac currents of high amplitude. Use
of the nonlinear voltage response may offer more prom-
ising applications [4, 7, 9, 12] than the giant magne-
toimpedance effect.

This paper reports on the results of investigation of
the frequency spectrum of an ac voltage between the
ends of an amorphous microwire exhibiting magnetiza-
tion reversal under the action of an ac longitudinal
(axial) magnetic field.

The experiments were performed with amorphous
microwires of the composition Co68Fe4.5Si15B12.5 avail-
able from Unitika Ltd. (Japan). The samples were pre-
pared using wires with a diameter of 30 µm and a
length of 6.6 mm. A sample was exposed to a high-fre-
quency magnetic field generated by a coil oriented
along the wire axis. The ac field amplitude H0 could be
varied from 0.2 to 25 Oe, and the frequency f, from 0.5
1063-7850/04/3002- $26.00 © 20168
to 2 MHz. The measurements were performed in the
presence of a homogeneous dc axial magnetic field HDC
with a strength varying within ±4 Oe. The amplitudes
of harmonics of the ac response voltage between the
ends of the sample were measured using an HP4395A
spectrum analyzer.

For small ac excitation field amplitude H0, the main
component in the frequency spectrum of the response
voltage is the first harmonic, while the contribution of
all other harmonics is negligibly small. In this case, the
voltage between the sample ends is related to a nondi-
agonal component of the impedance tensor [13–15]. As
the ac field amplitude H0 grows, the contribution of
higher harmonics to the sample response increases.
Figure 1 shows plots of the amplitudes Vk of the kth har-
monics of the response voltage versus the dc axial mag-
netic field strength HDC measured for two values of the
ac field amplitude. The Vk(HDC) curves exhibit no hys-
teresis and are symmetric relative to H = 0 (the har-
monic amplitudes are independent of the direction of
the dc magnetic field). As can be seen, the field depen-
dences of the amplitudes of even and odd harmonics
exhibit substantially different shapes (Fig. 1): in a zero
dc field, the even harmonics are negligibly small, while
odd harmonics possess maximum amplitudes. All har-
monics exhibit additional maxima in a nonzero dc axial
field. The values of HDC corresponding to these maxima
increase as linear functions of the high-frequency axial
magnetic field amplitude H0.

The experimental data will be considered within the
framework of a simple electrodynamic model that pro-
vides adequate description of the main features of the
004 MAIK “Nauka/Interperiodica”
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observed frequency spectrum of the ac response volt-
age. For the sake of simplicity, we assume that the
microwires possess no domain structure and restrict the
consideration to frequencies at which the skin effect
can be ignored. Then, the ac axial magnetic field is
homogeneously distributed in the wire cross section.
This field induces variations in the sample magnetiza-
tion with time, thus giving rise to the response voltage
V between the sample ends that can be expressed as

(1)

where D is the wire diameter, l is the sample length, c is
the velocity of light in vacuum, and MC is the circular
magnetization component.

Let us assume that the wire possesses a helicoidal
anisotropy, with the anisotropy axis making a constant
angle ψ with the circular direction and the anisotropy
field Ha being constant over the entire sample [15]. The
variation of magnetization of the wire under the action
of the ac axial magnetic field can be determined pro-
ceeding from the condition of minimum of the free
energy of the sample [4, 6, 9, 11, 16]. Under the above
assumptions, the free energy density U is a sum of the
energy densities due to the magnetic anisotropy and the
Zeeman interaction:

(2)

where M is the saturation magnetization and θ is the
angle of deviation of the magnetization vector from the
circular direction. Minimization of the free energy
functional (2) leads to the following equations for the
longitudinal (ML = Msinθ) and circular (MC = Mcosθ)
magnetization components:

(3)

V
2πDl

c
-------------

dMC

dt
-----------,=

U MHa/2( ) θ ψ–( )sin
2

=

– M H0 2πft( ) HDC+sin{ } θ ,sin

Ha
2 2ψ( )MC

2 M2 MC
2–( )cos

2

=  M2 HDC H0 2πft( )sin+{ } MMC[

+ Ha 2ψ( ) MC
2 M2/2–( )sin ]2

,

ML
2 M2 MC

2 .–=
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Using relations (1) and (3), we obtain an expression
for the response voltage,
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Fig. 1. Experimental amplitudes of the response voltage
harmonics Vk versus dc axial magnetic field strength HDC
measured at a frequency of f = 500 kHz and an ac axial mag-
netic field amplitude of H0 = 4.6 Oe (a) and 23.2 Oe (b):
k = 1 (1), 2 (2), 3 (3), and 4 (4).
(4)V /V0 –
ML

2 H0 2πft( )cos

Ha 2ψ( ) ML
2 MC

2–( )cos 2Ha 2ψ( )sin MLMC HDC H0 2πft( )sin+{ } MML––
-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------,=
where V0 = 4π2DlfM/c and the magnetization compo-
nents ML and MC satisfy Eqs. (3). The frequency spec-
trum of the response voltage between the wire ends can
be determined by calculating the Fourier transform of
Eq. (4). The results of calculations show that, for small
amplitudes H0 of the ac axial field, the magnetization
vector performs small oscillations about the equilib-
rium position, so that the first harmonic is dominating
in the frequency spectrum [15]. When H0 exceeds a cer-
tain threshold value, the magnetization components
4
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exhibit a jumplike change in each half-cycle of the
high-frequency field. This is accompanied by the
growth of higher harmonics in the frequency spectrum
of the response signal [4, 9].

Figure 2 shows the amplitudes Vk of the response
voltage harmonics as functions of the dc magnetic field
strength HDC, calculated using Eqs. (3) and (4). The
data are presented only for the positive values of HDC,
because the harmonic amplitude in the model under
consideration are symmetric with respect to the change
of the dc field direction. The calculated curves of
Vk(HDC) behave in qualitative agreement with the
experimental data. However, estimates obtained using
a typical value of the saturation magnetization of a
cobalt-based wire, M = 600 G, show that the calculated
values of Vk are about ten times the measured ones.
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Fig. 2. The amplitudes Vk of the response voltage harmonics
as functions of the dc axial magnetic field strength HDC cal-
culated for ψ = 0.1π and H0/Ha = 1 (a) and 5 (b): k = 1 (1),
2 (2), 3 (3), and 4 (4).
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This discrepancy can be primarily related to the skin
effect ignored in the model adopted. In addition, cor-
rect quantitative description of the experimental data
requires making allowance of the domain structure of
the sample and taking into account the inhomogeneous
distribution of the anisotropy field across and along the
wire [17].

Thus, we have studied the process of magnetization
reversal in a cobalt-based amorphous microwire under
the action of a high-frequency axial magnetic field. The
sample magnetization reversal gives rise to higher har-
monics in the frequency spectrum of the response volt-
age measured between the sample ends. In contrast to
the case of a sample exposed to the field of a high-fre-
quency current studied in [4, 7, 9, 11], both even and
odd harmonics of the response voltage of our sample
magnetized in a high-frequency axial field are highly
sensitive with respect to the dc axial magnetic field
strength. In particular, for an ac field amplitude of
H0 = 23.2 Oe, the sensitivity of the response voltage to
the dc field strength amounts to about 5 mV/Oe. This
estimate coincides in the order of magnitude with the
maximum sensitivity reported for the giant magne-
toimpedance effect. The high sensitivity of the har-
monic amplitudes to the dc axial field strength and the
absence of hysteresis in this dependence allow the
nonlinear magnetization behavior to be used for the
development of sensors for monitoring weak mag-
netic field.
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of SiO2 Layers with Excess Silicon
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Abstract—We have studied the effect of annealing on the electroluminescence (EL) spectrum of Si–SiO2 struc-
tures containing excess ion-implanted silicon in the oxide layer. The implantation of 150-keV silicon ions to
doses in the range from 5 × 1016 to 3 × 1017 cm–2 leads to the appearance of an intense emission band at 2.7 eV
in the EL spectrum. The postimplantation annealing leads to a decrease in the intensity of this band and to the
appearance of a new EL band at 1.6 eV assigned to radiative transitions in defect centers formed at the bound-
aries between silicon nanoclusters and silicon dioxide. © 2004 MAIK “Nauka/Interperiodica”.
One of the main problems in modern optoelectron-
ics is related to obtaining silicon-based structures
exhibiting stable luminescence. Promising systems are
porous silicon [1–3] and Si–SiO2 structures with silicon
nanoclusters introduced into the volume of the oxide
layer [4–6]. The latter structures can be obtained by ion
implantation of silicon into a silicon oxide layer fol-
lowed by annealing [5, 6].

Below, we report on the results of investigation of
the electroluminescence (EL) of annealed Si–SiO2
structures with the oxide layer containing excess silicon
introduced by ion implantation.

The SiO2 layers with a thickness of 800 nm on p-Si
substrates were obtained by thermal oxidation in humid
oxygen atmosphere at 1100°C. Then, the oxide layer
was implanted with 150-keV silicon ions to a dose in
the range from 5 × 1016 to 3 × 1017 cm–2. This range cor-
responds to an additional silicon content from 5 to 30%
in the region of implant localization, with a maximum
of the excess silicon content occurring at a depth of
~200 nm from the oxide layer surface. The postimplan-
tation annealing of samples was performed for 16 h at
1000°C in dry nitrogen (N2).

The EL spectra were measured in the electrolyte–
dielectric–semiconductor system using a method
described in detail elsewhere [7]. An advantage of
studying the EL in this system is the ability to provide
for the electron injection and acceleration in SiO2 lay-
ers in a broad range of the electric field strength (the
field is a necessary condition for the EL excitation). The
EL spectra were measured at 273 K under the condi-
tions excluding impact ionization in the silicon oxide
volume [8].

The ion implantation of silicon into the oxide
resulted in the appearance of an intense EL band with
the maximum at ~2.7 eV. Subsequent annealing of the
implanted structures led to a decrease in the intensity of
1063-7850/04/3002- $26.00 © 20085
this band and to the appearance of a new long-wave-
length EL band in the region of 1.6 eV (Fig. 1). Figure 2
shows the EL spectra of the ion-implanted Si–SiO2
structures with various concentrations of excess silicon
in the oxide layer. The observed EL bands are well
described by the Gaussian profiles (i) centered at 2.7 ±
0.06 eV with a full width at half maximum (FWHM) of
0.32 ± 0.06 eV and (ii) centered at 1.64 ± 0.08 eV with
an FWHM of 0.16 ± 0.08 eV. It should be noted that the
EL band at 1.6 eV exhibits a small (~0.05 eV) shift
toward longer wavelengths when the excess silicon
content in the oxide layer increases from 5–10 to
20−30%.

As can be seen from Fig. 2, the EL spectra of the
samples containing 5–10% excess silicon display the
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Fig. 1. The EL spectra of a Si–SiO2 structure with 30%
excess silicon implanted into the oxide layer, measured
(1) before and (2) after annealing.
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most intense emission band at 1.6 eV, while the spectra
of the structures with 20–30% excess silicon exhibit the
maximum emission at 2.7 eV. The EL bands at 1.6 and
2.7 eV in the structures implanted with different doses
were observed for various applied voltages (i.e., vari-
ous average electric field strengths in the oxide). The
threshold field strength decreased from 7.6 MV/cm to
5.6 MV/cm as the amount of excess silicon increased
from 5 to 20% but then somewhat increased (to
6 MV/cm) for the samples with an excess silicon con-
tent of 30%. The intensities of both the 1.6 and 2.7 eV
bands increased exponentially with the electric field
strength in the oxide and exhibited a superlinear depen-
dence on the current density in the structure.

As is known, ion implantation into a silicon oxide
layer is accompanied by the intense formation of
defects, including those responsible for the EL at
2.7 eV [9]. We believe that the latter defects are the so-
called silylene centers representing oxygen atoms dou-
bly coordinated to silicon [10]. Subsequent high-tem-
perature annealing leads to a decrease in the concentra-
tion of defects, including silylene centers, which is
manifested by a decrease in intensity of the EL band at
2.7 eV. It should be noted that annealing of the Si–SiO2
structures implanted with argon ions also resulted in a
decrease in intensity of the EL band at 2.7 eV appearing
upon irradiation [11]. This effect of annealing was
attributed to the decrease in the concentration of
silylene centers in the course of restoration of silicon–
oxygen bonds broken by ion bombardment.

In the case under consideration, the decrease in the
concentration of silylene centers under the conditions
of oxygen deficiency can be related to the formation of
silicon nanoclusters during annealing. This possibility
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Fig. 2. The EL spectra of annealed Si–SiO2 structures with
the oxide layers containing various amounts of implanted
excess silicon: (1) 5; (2) 10; (3) 20; (4) 30%.
TE
was suggested in [6], where annealing of the structures
with various amounts of excess silicon led to the forma-
tion of nanoclusters of different sizes: 3, 3.8, and
5.3 nm for the samples containing 10, 20, and 30%
excess silicon.

The energy position of the EL band at 1.6 eV exhib-
its virtually no variation (to within the experimental
uncertainty) in all Si–SiO2 structures studied. This fact
does not allow this band to be attributed to radiative tran-
sitions in silicon nanoclusters, as was done in [4, 5],
where the spectral positions of the long-wavelength EL
and photoluminescence bands changed depending on
the excess silicon content and, hence, on the size of sil-
icon nanoclusters.

In our opinion, the EL band at 1.6 eV is related to
defects at the boundary between Si nanoclusters and
SiO2, appearing during the formation of nanoclusters in
the course of postimplantation annealing. These emis-
sion centers can be defects of the triply coordinated sil-
icon type (Si3= ), the particular properties of which
are determined by the local environment (i.e., by the
structure of nanoclusters) [12]. The density of such
defects depends in a rather complicated manner on the
content of excess silicon in the oxide, being influenced
both by the size and geometry (surface area) of the clus-
ters and by the number of silicon atoms per cluster.
These EL centers are excited due to interaction with hot
electrons formed when the oxide is exposed to a strong
electric field, which is suggested by the dependence of
the intensity of the EL band at 1.6 eV on the electric
field strength in the oxide and on the electric current
density in the Si–SiO2 structure.

In conclusion, the postimplantation annealing of Si–
SiO2 structures containing excess silicon implanted
into the oxide layer leads to the appearance of a new
emission band at 1.6 eV in the EL spectrum. The spec-
tral position of this band is, to the first approximation,
independent of the concentration of excess silicon. The
new EL band is attributed to the annealing-induced for-
mation of Si3=  type defects at the boundaries
between implanted silicon nanoparticles and silicon
dioxide.
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Abstract—The interface mechanism of photoluminescence (PL) in carbonized porous silicon is considered.
The model involves processes in a heterojunction between p-Si and p-SiC nanodimensional grains and the inter-
facial SiOx and SixOyC1 – x – y layers, where the radiative annihilation of charge carriers takes place. Irrespective
of the size of nanograins, the bandgap width in the interfacial layers remains constant, which accounts for the
fixed positions of red (1.8 eV) and blue-green (2.4 eV) PL bands observed in the experiment. The dimensions
of nanograins were determined using X-ray diffraction and scanning tunneling microscopy. © 2004 MAIK
“Nauka/Interperiodica”.
The unique properties of porous silicon (por-Si) are
related to a considerable extent to the presence of micro-
scopic crystalline particles and, especially, nanodimen-
sional grains with a size not exceeding 12 nm. However,
the photoluminescence (PL) of por-Si in the visible
spectral range is explained by several factors [1–7].
The most significant of these are the quantum confine-
ment effect [1] and the presence of passivating layers
of atoms and/or molecules (H, O, C, F) [2–7] or silicon
oxide [3, 4] on the surface of por-Si. Atoms adsorbed on
the surface form the centers of radiative recombination
of the electron–hole pairs. In the presence of silicon
oxide, the radiative recombination takes place in the
interfacial layer representing a thin transition region
between Si and SiO2.

It was shown [4] that oxidation of various por-Si
samples with PL bands in the 1.4–1.9 eV range leads to
fixation of the PL band peak in the region of 1.7 eV.
Kanemitsu et al. [3] obtained direct evidence for the
interface PL model by showing that, irrespective of
their dimensions, oxide-coated silicon nanograins
exhibit PL with a peak at 1.7 eV. The results of ab initio
numerical calculations confirmed that the bandgap
width in the interfacial layer of SiOx (0 < x < 2) is inde-
pendent of the size of a Si grain and has a minimum
value of 1.7 eV [3, 8]. Therefore, the position of the
emission intensity maximum in the PL spectrum of oxi-
dized por-Si samples is determined by the bandgap
width in the interfacial oxide layer.

We have experimentally studied the process of car-
bonization in por-Si that leads to the appearance of a
blue-green emission line in the PL spectrum, related to
the formation of nanograins of a cubic modification of
silicon carbide (3C-SiC) [5, 6]. This material offers
important advantages: stable PL (not degrading even
under the action of electron bombardment in the kilo-
1063-7850/04/3002- $26.00 © 20088
electronvolt energy range [5, 7]) and the possibility of
modifying the PL spectrum by changing dopants and
carbonization conditions. The results of our previous
experimental and theoretical investigations showed that
the light-emitting properties of the new material are
determined by the heterojunction between p-Si and
p-SiC nanograins [6, 9].

The aim of this experimental study was to elucidate
in more detail the interface PL mechanism in carbon-
ized por-Si.

The experiments were performed with carbonized
por-Si samples prepared from the initial (100)-oriented
n-Si wafers with a resistivity of 4.5 Ω cm. The porous
structure was formed using a standard procedure of
electrochemical etching in a mixed HF–C2H5OH (1 : 1)
electrolyte for 30 min at a current density of
20 mA/cm2. Then, the wafers with a porous layer were
placed into a reactor and subjected to carbonization by
treatment for various times (2–60 min) in a range of
temperatures from 800 to 1350°C in a mixture of car-
bon-containing (CCl4 vapor) and carrier (hydrogen)
gases. During the carbonization process, the samples
were also doped with gallium atoms to a concentration
of 5 × 1017 cm–3. The doping led to inversion of the con-
ductivity type as compared to that of the initial por-Si.

The phase structure of the carbonized por-Si sam-
ples was studied by X-ray diffraction at room tempera-
ture on a DRON-3M diffractometer using CuKα radia-
tion. The room-temperature PL spectra were measured
on a DFS-52 spectrometer at an excitation wavelength
of λ = 325 nm. The sample surface topology was stud-
ied by scanning tunneling microscopy (STM) using a
Solver P47-SPM-MDT instrument (NT-MDT Com-
pany). The surface chemical composition of the sam-
ples was studied by Auger electron spectroscopy (AES)
with an 09IOS-10-005 spectrometer (Russia). The
004 MAIK “Nauka/Interperiodica”
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depth–composition profiles were obtained using AES
in combination with etching by 4-keV argon ions. The
ion etching rate, calibrated using samples with a thin
SiO2 film obtained by thermal oxidation, was about
0.3 nm/min.

The X-ray diffraction patterns of carbonized por-Si
showed two peaks, with 2θ = 41.3° and 90.2°, corre-
sponding to the (200) and (400) reflections of the cubic
modification of silicon carbide. The STM surface pro-
file of a por-Si sample upon a short-time (4 min) car-
bonization treatment exhibits inhomogeneities having
the form of characteristic grain-like protrusions with
dimensions not exceeding 120 nm. The Raman scatter-
ing data allowed the average 3C-SiC grain size to be
estimated at 5–6 nm [5–7].

Figure 1 shows the PL spectra of gallium-doped car-
bonized por-Si samples prepared under various condi-
tions. The spectra display two emission bands: red
(1.7–1.9 eV) and blue-green (22–2.7 eV). The former
band vanishes in the samples upon carbonization for a
prolonged time or at temperatures above 900°C
(Fig. 1). This PL band is due to emission from the ini-
tial por-Si layer [5–7]. The blue-green emission band
reproduces the PL spectrum of bulk silicon carbide [10]
but is shifted by ~0.4 eV toward higher energies. The
vertical lines in Fig. 1 indicate the positions of emission
components due to LO, TO, and LA phonons and donor–
acceptor (D–A) pairs considered previously [10]. The
most remarkable fact is that carbonized por-Si samples
treated for significantly different times (from 2 to
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Fig. 1. The PL spectra of por-Si samples carbonized under
various conditions: (1, 4) 4 min at T = 800°C; (2) 60 min at
T = 1200°C; (3) 2 min at T = 1000°C; (5) 60 min at T =
1350°C. Samples 1 and 2 were preliminarily oxidized for
48 h in water.
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60 min) in a wide range of temperatures (800–1350°C)
exhibit a PL peak fixed in the region of 2.4 eV (Fig. 1).

The obtained results can be explained proceeding
from two alternative assumptions. According to the first
model, the dimensions of SiC nanograins remain
unchanged irrespective of the carbonization conditions.
The quantum confinement effect leads to an increase in
the bandgap width and to its rectification, which
accounts for the observed fixed shift of the PL band.
The second model suggests that the PL in carbonized
por-Si, as well as that in the oxidized material, is deter-
mined by emission from the interfacial layer. The
former assumption is inconsistent with the data of scan-
ning tunneling microscopy and X-ray diffraction.
Indeed, the STM profiles of a carbonized por-Si sample
surface obtained from an area of 1.6 × 1.6 µm reveal
SiC grains with various dimensions from 20 to 120 nm.
The characteristic 3C-SiC grain size, estimated from a
halfwidth of the X-ray diffraction peak, exhibited a
30% increase when the carbonization regime changed
from 4 min at T = 1200°C to 60 min at T = 1350°C.

In order to verify the second model, which implies
the existence of an interfacial layer, we performed the
Auger depth profiling of a single crystal silicon sample
carbonized for 40 min at T = 1250°C (Fig. 2). The con-
centrations of elements were calculated using the sen-
sitivity factors preliminarily determined for the stan-
dard samples of SiC [11] and SiOx [12]. The oxide sto-
ichiometry was evaluated based on an analysis of the
shape of the Auger electron peak of silicon. The region
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Fig. 2. The AES depth profiles of the atomic concentrations
of elemental silicon (Siel), oxidized silicon (Siox), carbon
(C), and oxygen (O) in a carbonized single crystal silicon
sample. In a small interfacial region, the x axis is presented
on the logarithmic scale.
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of the depth–composition profile corresponding to the
layer of adsorbed carbon and oxygen atoms is not
depicted in Fig. 2. 

As can be seen, the interfacial layer occurs at a depth
from 6 to 10 nm and is characterized by the stoichio-
metric coefficient x varying from 1.8 to 0. Our results
obtained for the carbonized single crystal silicon
confirm the assumption of Gaily et al. [13] about
SixOyC1 – x – y clusters covering silicon nanograins. An
analysis of the depth-composition profiles showed that
the coefficients x and y in the interfacial layer of
SixOyC1 – x – y vary within x = 0.1–0.7 and y = 0.6–0.1
and the stoichiometric coefficient of carbon increases
from 0.1 to 0.2.

Thus, the most adequate description of the whole
body of our experimental results is provided by a model
involving an interfacial layer between SiC and SiO2
(Fig. 3). Based on this model, the mechanism of charge
carrier generation and recombination in the system
studied is as follows. Excitation leads to the generation
of electron–hole pairs in Si and 3C-SiC nanograins.
The minority carriers can be redistributed by the built-
in electric field in the isotype heterojunction. The field

strength depends on the bandgap widths  and .
The role of the p-Si–p-SiC heterojunction, as determin-
ing the ratio of intensities of the red and blue-green PL
lines, was previously considered in [9]. Then, the non-
equilibrium carriers drift to the interfacial layer of SiOx

or SixOyC1 – x – y and exhibit radiative recombination.
The bandgap widths of 1.8 and 2.4 eV for these interfa-
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Fig. 3. The energy band diagram of a SiO2–SiOx–Si–(3C-
SiC)–SixOyC1 – x – y–SiO2 heterostructure formed upon car-

bonization of porous silicon ( , , and  are the

bandgap widths of silicon dioxide, silicon, and silicon car-
bide, respectively; EF is the Fermi energy level).

Eg
SiO2 Eg

Si
Eg

SiC
TE
cial layers correspond to the energies of maxima of the
red and blue-green emission lines (Figs. 1 and 3).

Thus, we have demonstrated that the red and blue-
green lines in the PL spectrum of carbonized porous sil-
icon are fixed at 1.8 and 2.4 eV irrespective of the car-
bonization conditions (and, hence, of the dimensions of
Si and 3C-SiC nanograins). A change in the size of
these nanograins was confirmed by X-ray diffraction
and STM data. An interface PL model for carbonized
por-Si is proposed (Fig. 3) based on the SiO2–SiOx–Si–
(3C-SiC)–SixOyC1 – x – y–SiO2 heterostructure involving
a p-Si–p-SiC heterojunction and the interfacial layers
of SiOx or SixOyC1 – x – y featuring radiative recombina-
tion of charge carriers. The stoichiometry of the
SixOyC1 – x – y interface was determined using the quan-
titative AES depth profiling of a carbonized silicon sin-
gle crystal sample.
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Abstract—An expression for the Grüneisen constants of solids is obtained involving only the velocities of
propagation of the elastic waves. The new relation is applied for determining the Grüneisen constants of metals,
ionic crystals, and ionic-molecular crystals. © 2004 MAIK “Nauka/Interperiodica”.
The elastic nonlinearity of condensed media is
related to nonlinear acoustical properties via anharmo-
nicity of interatomic (intermolecular) interactions. In
solids, a measure of the anharmonicity of interactions
between atoms and molecules is provided by the Grü-
neisen constant γ. This quantity controls a number of
important physical processes (such as thermal expan-
sion, thermal conductivity, absorption of acoustic
waves, and the temperature dependence of elastic prop-
erties), enters into the equation of state, and reflects
peculiarities of the phonon spectrum of a crystal [1].

In the Mie–Grüneisen equation of state for a crys-
tal [1],

, (1)

the microscopic Grüneisen constant γ is given by the
expression

(2)

where p is the pressure, V is the volume, νj is the fre-

quency of vibrations, E0 = U0 + , U0 is the
equilibrium potential energy of the crystal, and h is the
Planck constant.

In the Debye theory, the frequencies νj are related to
the acoustic wave velocity v  by the expression

(3)

In solids, the velocities of propagation of the longitudi-
nal and transverse waves (vL and v t , respectively) are
different and, strictly speaking, the Debye equation of
state should involve two Grüneisen constants, γL and γt .
However, one quantity, γD, can be used in practice with
sufficiently high precision by introducing the same
truncation frequency νD for both longitudinal and trans-
verse modes. The γD value is expressed via the coeffi-
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cient of thermal expansion α, specific heat cv , volume
V, and compressibility χ by the Grüneisen relation [1]

(4)

This relation is used for the experimental determina-
tion of γD , since all other values can be measured inde-
pendently. In the physical acoustics of crystals, the
most reliably measured quantity is the adiabatic bulk
modulus BS. In thermal physics, the most conveniently
determined parameter is the molar heat capacity at con-
stant pressure Cp . Using these values, the Grüneisen
relation can be rewritten as

(5)

where β is the temperature coefficient of volume expan-
sion and µ is the molar mass. The value of γD deter-
mined from relation (5) is referred to as the thermody-
namic Grüneisen constant.

The main idea in this study consists in that relation (5)
can be represented in terms of the velocities of propa-
gation of the acoustic waves, so that the Grüneisen con-
stant would be determined using the acoustical data
only. To this end, let us employ the well-known relation
between the elastic and acoustical characteristics of
crystals [2],

(6)

(where G is the shear modulus), and a relationship
between the deformation wave propagation velocity in
solids and the ratio of the heat capacity to the tempera-
ture coefficient of thermal expansion [3],

(7)

where v 1 is the root-mean-square velocity calculated as
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Grüneisen constants of solids

Chemical elements 
and compounds

Velocity of sound, m/s Grüneisen constants

υL υt γa γD

Ag 3686 1677 2.30 2.4 [1]; 2.4; 2.5 [4]
Al 6422 3235 1.98 2.34 [1]; 2.43 [5]; 2.11 [6]
Au 3361 1239 2.90 3.0 [1]; 2.80 [6]
Cu 4726 2298 2.09 2.00 [1]; 1.96; 1.9 [4]; 2.06 [6]
Ni 5894 3219 1.70 1.88; 2.2 [4]; 1.73 [6]
Pd 4954 1977 2.47 2.23; 2.4 [4]
Pb 2158 860 2.69 2.92 [6]
W 5233 2860 1.70 1.62; 1.7 [4]
Be 13003 8967 0.84 0.83 [6]
Co 5827 3049 1.85 1.87; 2.1 [4]
Mg 5898 3276 1.64 1.41 [5]
Fe 6064 3325 1.68 1.60; 1.68 [4]; 1.66 [5]
Pt 3960 1670 2.53 2.54; 3.3 [4]
Ta 4147 2039 2.06 1.73
Th 2900 1583 1.70 1.54
Y 4106 2383 1.48 1.25
Zn 4117 2350 1.54 2.00
U 3422 2105 1.29 1.62
LiF 7323 4518 1.26 1.34; 1.75 [7]
NaF 5666 3330 1.44 1.72 [7]
KF 4641 2587 1.63 1.45; 1.73 [7]
RbF 3948 2132 1.74 1.41 [7]
LiCl 5260 3058 1.48 1.52; 1.78 [7]
NaCl 4666 2755 1.42 1.62; 1.74 [7]; 1.46
KCl 4090 2312 1.58 1.60 [7]
RbCl 3077 1658 1.75 1.53 [7]
LiBr 3621 2072 1.53 1.70; 2.02 [7]
NaBr 3284 1885 1.52 1.56; 1.81 [7]
KBr 3075 1695 1.67 1.68; 1.58 [7]
RbBr 2591 1403 1.73 1.37; 1.50 [7]
LiJ 2846 1608 1.58 2.22 [7]
NaJ 2889 1639 1.56 1.90 [7]
KJ 2623 1469 1.61 1.63; 1.72 [7]
RbJ 2245 1198 1.78 1.41; 1.73 [7]
AgCl 3145 1207 2.79 2.02
AgBr 2845 1159 2.63 2.33
TlCl 2265 1153 1.94 2.60
TlBr 2133 1085 1.94 2.47
NaCn 3600 960 3.57
KCN 3340 1170 3.04
NaN3 3460 1350 2.75 4.25
NaClO3 4240 2380 1.65 1.36
NaClO4 3970 2200 1.65
NaNO2 3880 2400 1.25
NaNO3 4510 2580 1.53
KBrO3 3280 1780 1.16
NH4ClO4 3800 2130 1.61 1.81

Notes: The values of velocities were taken from [2, 8–10]. The values of γD without reference were calculated by the author using the val-

ues of β, BS, Cp, and ρ taken from [2, 11–13].
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Using formulas (6) and (7), we obtain a relation
between the Grüneisen constant and the velocities of
acoustic waves:

(8)

The Grüneisen constant γa given by expression (8)
will be referred to as acoustical. Now, let us compare
the values of the acoustical and thermodynamic Grü-
neisen constants determined under standard tempera-
ture and pressure conditions (T = 298.15 K, p = 1.013 ×
105 Pa).

As can be seen from data presented in the table,
there is a quite satisfactory agreement between γa and
γD values for the given group of substances. There are
certain points for special consideration. In particular,
the values of Grüneisen constants for sodium azide
(NaN3) may appear at first glance to be rather high.
However, it is known [14] that the standard conditions
are critical for the given compound, in which a smeared
structural transformation takes place at Tc = 292.7 K
and atmospheric pressure. This transformation is man-
ifested, in particular, by a λ peak in the Cp(T) curve. For
substances whose Grüneisen constants are reasonably
described by formula (8), this relation makes it possible
to employ purely acoustical measurements for studying
the orientational dependence of γ, the influence of
external energetic factors, and some other aspects.

On the other hand, it would be oversimplification to
believe that relation (8) can be used to determine the
Grüneisen constants for the whole variety of solids.
Preliminary investigations revealed a significant differ-
ence between γa and γD values of some substances. For
example, in rare earth elements, γa values are on the
average two times greater than γD; for some other ele-
ments, including bismuth, cadmium, and zinc, γa are
one and a half times smaller than γD . It should be noted,
however, that there are large groups of substances in

γa

9 v L
2 4v t

2/3–( )
2 v L

2 2v t
2+( )

-----------------------------------.=
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which the ratio γa/γD is constant. Rationalization of this
pattern will require additional investigation.
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Abstract—A weak constant magnetic field produces a selective action upon crystallization of a high-
molecular-mass poly(ethylene oxide) which is a model crystallizable flexible-chain polymer with polar units.
© 2004 MAIK “Nauka/Interperiodica”.
Previously [1–3], we observed changes in the kinet-
ics of crystallization of high-molecular-mass organosi-
loxanes and poly(ethylene oxide) after pretreatment of
their melts by exposure to a pulsed magnetic field. The
effect was explained by crosslinking of the polymer
chains as a result of the spin-dependent radical reac-
tions of terminal units and/or groups with weak double
bonds. It was believed that the pulsed regime of the
magnetic field action was a necessary condition for
realization of the proposed mechanisms.

In this Letter, we report on the effect of the melt pre-
treatment in a weak constant magnetic field on the crys-
tallization of flexible-chain polymers.

The linear crystallizable flexible-chain polymer was
represented by a high-molecular-mass poly(ethylene
oxide) (PEO) with an average molecular mass of M =
1 × 105 (PEO-100). The samples had the form of PEO-
100 layers inside a ring with a diameter of D = 2 cm
made of a 100-µm-thick polyimide film pressed
between copper electrodes. The temperatures of PEO-
100 crystallization (Tc) and melting (Tm) were deter-
mined indirectly as the positions of jumps in the tem-
perature dependence of the active component of the
permittivity ε'(T). The sample permittivity was mea-
sured at a frequency of ω = 104 Hz using a Tesla BM
484 bridge. The samples before and after treatment in
the magnetic field were cooled and heated at a constant
rate of β = (5.00 ± 0.02) × 10–2 K/s.

The melt of PEO-100 heated to T = 350 K prior to
crystallization was treated for 30 min in a constant
magnetic field (CMF) with the induction B varied in the
interval from 0.02 to 0.32 T. For the comparison, iden-
tical polymer samples were treated at the same temper-
ature of the melt (T = 350 K) for 30 s by a pulsed mag-
netic field (PMF) representing a series of N = 1500 tri-
angular pulses with a duration of τ = 20 µs and a
repetition rate of f = 50 Hz.

It was found that pretreatment of the melt of PEO-
100 in the CMF and PMF leads to opposite changes in
1063-7850/04/3002- $26.00 © 200094
the temperatures of crystallization and melting of the
polymer (Fig. 1). The PMF action leads to an increase
in Tc and a decrease in Tm , whereas the CMF treatment
reduced Tc and increased Tm . The behavior of changes
in the crystallization and melting temperatures of PEO-
100 as functions of the magnetic induction B was also
different for the PMF and CMF treatments.

Figure 2 shows the plots of increment of the interval
between the melting and crystallization temperatures,
∆T = (Tm – Tc) – (Tm0 – Tc0), versus the magnetic induc-
tion B. Here, Tc0, Tm0 are the values of the crystalliza-
tion and melting temperatures, respectively, before
treatment of the melt in a magnetic field and Tc , Tm are
the corresponding values after the treatment. In the case
of PMF, B refers to the pulse amplitude value B0.

As can be seen, an important peculiarity of the ∆T
behavior in the case of pulsed magnetic fields was that
the PMF effect was manifested in a narrow interval of
the magnetic induction; that is, the polymer response
was selective with respect to the field magnitude. Tak-
ing into account that the PMF-induced increase in Tc

and decrease in Tm of PEO-100 are related to the
crosslinking of polymer chains (see, e.g., [2]), we may

1'3' 2'312

2

1

0
295 300 305 310 330 335 340 345

ε × 10–3

T, K

Fig. 1. Temperature dependences of the dielectric permittiv-
ity ε' during crystallization (1–3) and melting (1'–3') of
PEO-100 samples: (1, 1') in the initial state; (2, 2') after
CMF treatment of the melt; (3. 3') after PMF treatment of
the melt.
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suggest that the opposite behavior (a decrease in Tc and
an increase in Tm) observed in the constant magnetic
field are related to a decrease in the magnitude of inter-
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–15

0.2 0.3
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1
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∆T, K

Fig. 2. The increment ∆T of the interval between the melt-
ing and crystallization temperatures as a function of the
magnetic induction for PEO-100 melt pretreated in a
(1) pulsed and (2) constant magnetic field.
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action between the polymer chains. This assumption
agrees with the notions about the CMF-induced
breakage of “physical nodes,” by which we imply the
local regions of strong nonchemical interactions
between atomic groups of the neighboring molecules
and most close-packed regions of the adjacent molec-
ular chains [4].

The mechanism of the CMF action on the intermo-
lecular forces in polymer chains is unclear. However,
the selective character of the observed effect with
respect to the magnetic field magnitude suggests that
this mechanisms differs from the usual orientation of
the polymer chain units possessing anisotropic diamag-
netic susceptibilities.
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Abstract—We have studied the kinetics of benzene combustion in an aqueous solution at supercritical temper-
atures (663 K ≤ T ≤ 1075 K) and pressures (28 MPa ≤ P ≤ 90 MPa). The oxidative combustion exhibits an explo-
sive character and can develop according to either thermal or branched-chain mechanisms. The conditions for
these mechanisms are established and the corresponding kinetic constants are determined. © 2004 MAIK
“Nauka/Interperiodica”.
In recent years, basic principles have been exten-
sively developed for use of the unique properties of
water under supercritical pressures (P > 22.1 MPa) and
temperatures (T > 647 K) in essentially new, ecologi-
cally safe technologies for the conversion of organic
matter, low-grade fuel (heavy oil residue fractions,
coals), and various wastes into valuable hydrocarbons,
fuel, and thermal energy [1–8]. In particular, it was sug-
gested [6] to use the process of combustion of a low-
grade fuel directly in supercritical water (SCW), thus
obtaining a high-enthalpy vapor-gas working body for
thermal power plants.

The unique property of SCW consists in that it is a
universal solvent for both organic matter (OM) and
oxygen (O2), while partly retaining the properties of
liquid water. For example, SCW at T = 663 K and
P = 30 MPa has a density of ρ = 0.47 g/cm3 [9] and a
static permittivity of ε = 12 [10]. The free radical mech-
anism of the OM conversion in SCW and relatively low
temperatures (T < 1000 K) required for these reactions
exclude the formation of oxygen-containing organic
compounds and harmful oxides, while heteroatoms
such as Cl, S, and P are converted into low-volatile
inorganic substances [11].

In this study, we have measured for the first time the
kinetics of the explosive oxidation (combustion) of
benzene dissolved in SCW with O2 and established the
mechanisms and determined the kinetic constants of
the oxidation process.

The experiments consisted in automated continuous
monitoring of the solution pressure in a reactor before
and after benzene injection into SCW or an SCW–O2
mixture. Benzene was injected along the reactor axis
via a plunger valve at a pressure of 90 MPa and a tem-
perature of 500 K. The reactor channel had a diameter
of 10 mm and a volume of 10.3 cm3. The pressure was
measured with a fast-response (10-kHz) membrane
strain gauge [6]. After termination of the combustion
1063-7850/04/3002- $26.00 © 20096
process, the composition of reaction products was ana-
lyzed using a quadrupole mass spectrometer [11].

In preliminary experiments, we studied the rate of
benzene dissolution after injection into the reactor with
SCW. Figure 1a shows how the solution pressure Ps
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Fig. 1. Time variation of (a) the solution pressure Ps and the
reaction mixture (b) pressure P and (c) temperature T for
benzene combustion in SCW under various conditions (see
the text). Arrows indicate the moment of cold benzene
injection into the reactor with SCW.
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varies with the time t after injection. Curves 1–4 refer
to the temperatures T = 673, 674, 654, and 651 K and
the concentrations of benzene 0.6, 0.6, 0.37, and
0.27 mol/l and water 15.1, 13.5, 15.1, and 15.1 mol/l,
respectively. As can be seen from these kinetic curves,
the pressure Ps quite rapidly reaches a stationary level.
The stationary pressure values are well described by the
Redlich–Kwong equation written assuming the classi-
cal mixing rule [12] (dashed lines in Fig. 1a). It should
be noted that the same equation adequately described
the Ps(T) curves for SCW mixtures with O2 and CO2
(oxidation product) in the range of oxidation parame-
ters studied.

The reaction products predominantly (>97%) con-
sisted of CO2 and H2O (the remainder included CH4,
CO, H2, C7H8, and C8H10). This ensured reliable deter-
mination of the heat capacity of the mixture and of the
thermal effect H(T) of the oxidation reaction based on
the tabulated data [13]. Under these conditions, the
P(T) curves measured in the course of oxidation could
be used for determining the temperature in the reactor
T(t). The P(t) and T(t) curves depicted in Figs. 1b and
1c refer to the concentrations of benzene 0.183, 0.349,
0.360, and 0.360 mol/l; oxygen 0.838, 0.691, 0.591,
and 0.607 mol/l; and water 13.49, 12.50, 8.35, and
6.79 mol/l, respectively. As can be seen, the content of
O2 corresponds to a partial oxidation of benzene.

Using the T(t) curves, we also determined the
amount of heat Q(t) corresponding to the mixture tem-
perature variations in the reactor. The heat losses Qr(T)
through the reactor wall were determined using the
right-hand branches of the T(t) curves corresponding to
cooling of the reaction mixture after termination of the
combustion process. As a result, we determined the
heat evolution with time Qc(t) = Q(t) + Qr(T(t)). Using
the Qc(t) and H(T) values, it is easy to calculate the rate
of benzene oxidation in SCW as W(t) =
(dQc(t)/dt)/H(T). An analogous approach was previ-
ously used for the analysis of the combustion of naph-
thalene and heavy oil residue in SCW [6]. In this study,
the W(t) curves were calculated for 15 sets of initial
conditions. Figure 2 presents the W(t) curves 1–4 corre-
sponding to the P(t) and T(t) kinetics depicted by
curves with the same numbers in Figs. 1b and 1c.

Analysis showed that some of the W(t) curves con-
tain break points related to the jumps in W. The posi-
tions of the first jump are indicated by black circles in
Fig. 2. These features in the behavior of W(t) are related
to a change in the mechanism of benzene oxidation in
SCW, by analogy with the changes observed for the
hydrocarbon oxidation in the gas phase [14, 15].

In the region of parameters of the reaction mixture
observed for the time before the first jump in W, the
behavior of W(t) is determined primarily by the oxida-
tion of C6H6 via the reaction with O2 (stationary oxida-
tion regime). In this regime, the oxidation rate W(t) is
described in terms of a global reaction equation in the
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 2      200
form [2] taking into account the influence of the non-
ideality of SCW on the reaction activation energy:

(1)

Here, Ea = E0 – E(ε) is the activation energy, [ni] is
the concentration of the ith reagent, and Θi is the reac-
tion order with respect to the ith reagent. The quantity
E(ε) allows for a change in the energy of the activated
complex in the reaction of C6H6 oxidation by oxygen in
SCW, which is related to manifestations of the polar
properties of water. The E(ε) value was determined by
the formula [16]

(2)

where α = µ2/r3, µ is the dipole moment of the activated
complex, and r is the effective radius of the activated
complex in solution. The coefficient α was used as a fit-
ting parameter, and the values of ε for various T and ρ
were taken from reference data [10].

The results of fitting by least squares showed that
the experimental curves of W(t) for the times corre-
sponding to oxidation in the stationary regime are most
adequately described by the following expression:

(3)

In Eqs. (1)–(3), the oxidation rate W is expressed in
[mol/(l s)], the concentrations [C6H6] and [O2] in
[mol/l], and the activation energy Ea in [kJ/mol].

The jumps in W(t) indicated by the black circles in
Fig. 2 is related to the transition to a faster, nonstation-
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Fig. 2. The kinetic curves W(t) of benzene oxidation in
SCW with oxygen under the conditions corresponding to
the P(t) and T(t) curves with the same numbers in Figs. 1b
and 1c.
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ary oxidation of C6H6 by active species in the reaction
medium. These species, formed in the reactions of oxy-
gen with intermediate oxidation products, are capable
of initiating oxidation according to the branched-chain
mechanism [14, 15]. A boundary condition for the pas-
sage from stationary to nonstationary regime of oxida-
tion is the equality of the branching rate k+ and the
chain termination rate k– [14].

Since the active species are formed in the reactions
involving O2 [15], with the excess of C6H6, we may
assume that k+ = A+exp(–E+/RT)[O2]. Then, taking into
account that quenching of the active species is an acti-
vationless process (Ea = 0) determined by the pair col-
lisions with H2O molecules, we can assume that k– =
A−[H2O]. Taking the logarithms of these expressions
and using the condition of their equality, we eventually
obtain

(4)

where A* = A+/A– and T = T* is the temperature of the
transition from stationary to nonstationary oxidation
regime. 

Applying the least squares method to the experi-
mental data corresponding to black circles on the W(t)
curves in Fig. 2, we obtained the following values of the
kinetic constants: A* = 10(6.8 ± 0.3) and E+ = 80 ±
3 kJ/mol. It should be noted that the energy E+ of the
partial oxidation of C6H6 in SCW falls within the region
of values reported previously, 90 kJ/mol [14] and
75−87 kJ/mol [15], for the gas phase oxidation of ben-
zene under the conditions corresponding to the first
jump in W(t).

Substituting the above values of A* and E+ into
Eq. (4), we may readily the dependence of T* on the
relative concentration [H2O]/[O2] for the partial oxida-
tion of benzene with oxygen in SCW. Using the kinetic
constants determined in this study, it is possible to cal-
culate the energy parameters of a stationary combustion
process and to determine conditions for the passage to
a nonstationary benzene combustion in SCW.
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Abstract—We have studied the temperature dependence of the strength of adhesion between epoxy-rubber
glues and steel 45 measured at a fixed loading rate. It is established that the adhesion strength σ exhibits a linear
decrease with increasing temperature, predicted by the kinetic theory of fracture, only in the temperature inter-
val between the characteristic values Tt and Tb. Below Tt , the adhesion strength is independent of the tempera-
ture, while at T > Tb, the slope of the σ(T) curve decreases with increasing temperature. Deviations from the
kinetic theory predictions are explained by a change in the fracture mechanism (with tunneling transitions being
involved in the fracture at low temperatures) and by variation of the parameter γ (at elevated temperatures). The
values of the activation energy and activation volume of the fracture are determined. © 2004 MAIK
“Nauka/Interperiodica”.
Introduction. The adhesion strength σ is one of the
main characteristics of glue joints. As is known [1–6],
the strength of adhesion between metals, crystals, poly-
mers, etc., is related to the temperature T and the time
to fracture (lifetime) τ by the Zhurkov equation

(1)

where τ0 ≈ 10–13 s, U0 is the activation energy for the
rupture of interatomic bonds, γ is a parameter related to
the activation volume of bond rupture, and kB is the
Boltzmann constant. Literature devoted to the analysis
of this equation for glue joints is very restricted and
contradictory [7–12]. There are numerous and consid-
erable deviations from this relationship in the range of
normal and elevated temperatures, the nature of dis-
crepancies being unknown. The lifetime of glue joints
at negative temperatures (Celsius scale) was not
studied.

According to Eq. (1), the adhesion strength at a fixed
lifetime must exhibit a linear decrease with increasing
temperature. The aim of this study was to verify this
prediction for the adhesion between epoxy-rubber glue
and steel 45.

Experimental. We have studied the temperature
dependence of the adhesion strength between steel 45
and a series of glues [13, 14]: KDS-19 (a block copol-
ymer of epoxidian resin, butadiene-nitrile carboxylated
rubber, and metha-tri(carborane sebacate)glycide);
KG-1m (a block copolymer of epoxidian resin, butadi-
ene-nitrile carboxylated rubber, and a silicon-contain-

σ
U0

γ
------

kBT
γ

--------- τ
τ0
----,ln–=
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ing oligomer); K-300 (an organosilicon resin cured
with a low-molecular-weight polymer); KVS-31 (a
block copolymer of epoxidian resin, low-molecular-
weight butadiene-nitrile rubber with terminal carboxy
groups); Cryosil (epoxy-organosilicon glue).

The samples comprised pairs of steel cylinders with
a diameter of 1 cm and a length of 2.5 cm glued
together with their edge faces. Prior to gluing, the edge
faces of the cylinders were mirror finished by polishing
with a GOI paste. Then, a layer of glue was applied and
the cylinders were placed into a special device ensuring
matching of the cylinder axes and providing for the
required pressing load. Until termination of the glue
polymerization process, the samples were kept in this
device for 24 h at room temperature and then for 5 h at
365 K. The glue layer thickness after thermal treatment
was about 1 mm.

The glued samples were tensile tested at a loading
rate of  =  ≈ 5 MPa/min in a special laboratory
lever device. The time to fracture was within 5–15 min.
No less than 5 samples were tested at each fixed tem-
perature, after which the results were averaged. The
scatter of adhesion strengths measured at each fixed
temperature did not exceed 5%.

Experimental results. The typical temperature
dependences of the adhesion strength (fracture stress)
are illustrated in the figure for the joints of steel 45 with
glues KVS-31 and K-300. The curves observed for the
joints with other glues exhibit qualitatively the same
behavior.

dσ/dt σ̇
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As can be seen from the figure, the experimental
curves can be divided into three regions. In the first
region, extending from 20 K up to the first characteris-
tic temperature Tt , the adhesion strength is independent
of the temperature. In the second region, confined
between the two characteristic temperatures Tt and Tb,
the strength decreases linearly with increasing temper-
ature. The third region, T > Tb, is characterized by the
slope of the experimental curve gradually decreasing
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Temperature dependence of the strength of adhesion of
glues (a) KVS-31 and (b) K-300 to steel 45.

Characteristic temperatures (Tt and Tb) and parameters of
fracture of the adhesion joints between steel and various
epoxy-rubber glues

Glue Tt , K Tb, K 
U0, 

kJ/mol
γt, nm3

K-300 220 360 110 1.8

KVS-31 220 295 150 1.7

Cryosil 265 >400 105 1.7

KDS-19 195 315 125 2.8

KG-1m 155 400 115
TE
with an increase in the temperature. The values of char-
acteristics temperatures Tt ad Tb for various glues are
given in the table.

Discussion of results. First, let us consider the tem-
perature interval in which the strength of glue joints lin-
early decreases with increasing temperature. This
region is of most interest for technical applications. 

The temperature dependence of the adhesion
strength under the conditions of a constant loading rate
can be described using Eq. (1) and the Baily criterion of
damage addition [5, 6]:

(2)

where tf is the time to fracture. Since exp  @ 1,
this condition can be rewritten as

(3)

where σf is the fracture stress. For  ! 1, we

have ln  < 0 and, hence, the adhesion
strength decreases with increasing temperature.

The values of γ for the samples studied amount to a
few cubic nanometers. As the temperature varies in the
range 20–400 K, the value of ln  changes
from ≈29 to ≈35, amounting on the average to ≈32 ± 3.
Therefore, under the conditions studied, relation (3) is
conveniently rewritten as

(4)

According to this formula, the adhesion strength has
to be approximately a linear function of the tempera-
ture, in agreement with what is observed in the interval
between Tt and Tb. Let us use this expression for calcu-
lating the activation energy U0 and the activation vol-
ume parameter γ.

The straight line intersects the temperature axis at
the point T* corresponding to zero strength. At this

point, Eq. (4) yields

(5)

Upon determining the slope of the straight line,
, we can calculate the parameter γ as

(6)

The values of U0 and γ determined in this way are
presented in the table. As can be seen from these data,
the activation energy for the fracture of adhesion joints
varies within 105–125 kJ/mol and the activation vol-
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ume is γ = 1.7–2.8 nm3, depending on the glue compo-
sition.

Deviations from the Zhurkov equation in the region
of low temperatures were previously reported for a
large number of polymers [15–22]. It was assumed that
the discrepancy is related to a change in the mechanism
of rupture of interatomic bonds, which are broken
under the action of thermal fluctuations at high temper-
atures and as a result of tunneling transitions in the low-
temperature range.

In order to take into account the role of tunneling
transitions in the fracture kinetics, the temperature in
Eq. (1) is replaced by the quantum function F(ϑD/T)
[15–22], which yields

(7)

However, the quantum function is virtually indepen-
dent of the temperature at T < Tt and we can assume that
F(ϑD/T) ≈ const. Then, Eq. (7) can be rewritten as

(8)

according to which the strength at low temperatures
remains constant, in agreement with the experimental
results for glue joints. Apparently, the fracture of these
adhesion joints at low temperatures takes place with the
participation of tunneling transitions.

Now, let us consider the region of temperatures
above Tb. Previously [22], we demonstrated that the
upper critical temperature approximately corresponds
to the glass transition temperature of a polymer, Tb ≈ Tg.
As is known, polymers at T > Tg exhibit a sharp increase
in the pre-fracture deformation (elongation at break), so
that the value of γ determined from fracture tests con-
tinuously decreases [23]. This is manifested by gradu-
ally decreasing slope of the temperature dependence of
the polymer strength [23].

Thus, the strength of the adhesion of epoxy-rubber
glues and steel exhibits a linear decrease with increas-
ing temperature, as predicted by the Zhurkov equation,
only in the temperature interval Tt < T < Tb. At T < Tt ,
the adhesion strength is independent of the tempera-
ture. At T > Tb, the slope of the temperature dependence
of the adhesion strength decreases with increasing tem-
perature. Deviations from the behavior described by the
Zhurkov equation can be related to a change in the frac-
ture mechanism at low temperatures and to variation of
the parameter γ at elevated temperatures.
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