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Abstract—The process of oxidation of the surface of porous silicon in the course of aqueous after-etching has
been studied by monitoring the change in the shape of the inverse self-convolution of a Si L23VV peak in the
Auger electron spectrum. It was found that the formation of SiOx in the surface layer of samples proceeds in
several stages. In the first stage, silicon suboxides composed of SiOnSi4 – n tetrahedra (n = 1–3) are formed on
the surface of silicon quantum filaments. The formation of a SiO2 phase stable with respect to external factors
begins only upon 20-h aqueous after-etching and is completed within seven days. © 2004 MAIK “Nauka/Inter-
periodica”.
The process of oxidation of porous silicon (por-Si)
has been extensively studied since 1956 [1], primarily
because this material was employed as a high-ohmic
insulator in the active elements of integrated circuits.
Then, since Canham [2] discovered the photolumines-
cence of por-Si in the visible spectral range, oxidation
of the surface of silicon quantum filaments was used as
a means of creating radiative centers in por-Si and sta-
bilizing its light-emitting properties [3]. The main
experimental method employed for studying the oxida-
tion kinetics is IR spectroscopy. However, a significant
disadvantage of this technique is that it provides only
data on the total oxygen content in the entire por-Si
layer, which is usually evaluated using the IR absorp-
tion bands related to Si–O–Si (1100 cm–1) and SiOx

(453 and 800 cm–1) vibrations [4]. However, there are
cases (e.g., rapid high-temperature oxidation [5] and
oxidation in normal and heavy water [6] or in a chlo-
rine-containing electrolyte [7]) when it is very impor-
tant to obtain information not only about variation of
the total amount of oxygen bonds but on the stoichiom-
etry of silicon oxide as well.

It was recently demonstrated [8, 9] that the process
of aqueous after-etching of por-Si is accompanied by
electrochemical dissolution of silicon at the sharp pore
apices, that is, in the region of boundaries between
pores and single crystal silicon. Although both the
thickness and stoichiometry of SiOx films formed in the
course of aqueous after-etching are important factors
determining the optical and light-emitting properties of
por-Si, no data on the kinetics and peculiarities of this
process have been reported so far.

In this context, we have used Auger electron spec-
troscopy (AES) for studying changes in the electron
structure of the surface layer of por-Si in the course of
aqueous after-etching. Based on these data, we have
1063-7850/04/3004- $26.00 © 20259
determined peculiarities in the growth of SiOx on the
surface of silicon quantum filaments.

The experiments were performed with samples pre-
pared from phosphorus-doped (111)-oriented single
crystal silicon wafers with a resistivity of 32 Ω cm, in
which a por-Si layer was formed using a standard pro-
cedure of electrochemical etching in a mixed HF–
C2H5OH (1 : 1) electrolyte. The etching was carried out
for 30 min at a current density of 20 mA/cm2 under illu-
mination with a halogen lamp. The thickness of the
porous layer determined on cleaved samples was about
20 µm. The process of aqueous after-etching was stud-
ied in a large interval of times ranging from 10 min to
168 h, whereby the porous layer thickness increased up
to 180–200 µm. Immediately after this treatment, the
samples were placed into the analytical chamber of an
Auger electron spectrometer (09IOS-10-005 type), and
their surfaces were analyzed by AES at a residual pres-
sure of p = 10–7 Pa, a modulation voltage of Um = 2 V,
and vτ = 0.6.

It should be noted that the total time of exposure of
the por-Si samples to air did not exceed 10 min. This
limitation was related to the rapid (with a characteristic
time on the order of 30 min) leak of the positive charge
localized at the pore apices, which resulted in termina-
tion of the aqueous after-etching process. In addition,
experiments showed that the aqueous after-etching pro-
cess is followed by quite rapid and effective additional
oxidation of silicon quantum filaments in air, whereby
the stoichiometric index of SiOx can change from 0.7 to
2 within three days.

The change in the SiOx stoichiometry in the porous
layer in the course of aqueous after-etching was deter-
mined using a database on the variation of the inverse
self-convolution of a Si L23VV peak in the Auger elec-
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Auger electron spectra of por-Si upon aqueous after-
etching for various periods of time: (a) 10 min (1), 15 min (2),
30 min (3), 60 min (4); (b) 24 h (1), 72 h (2), 168 h (3).
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Fig. 2. Inverse self-convolution of the Si L23VV peak in the
Auger electron spectrum of por-Si samples upon aqueous
after-etching for various periods of time: (1) 10 min;
(2) 15 min; (3) 24 h; (4) 72 h; and (5) 168 h.
TE
tron spectrum. This method, described in detail else-
where [10, 11], employs information on the electron
structure (i.e., the position of the valence band top and
the density of electron states on this level) in order to
exclude the influence of adsorbed oxygen-containing
species and determine the stoichiometric index of SiOx

with an error not exceeding ±0.05.
Figure 1 shows the Auger electron spectra of por-Si

upon aqueous after-etching for various periods of time.
An analysis of changes of the sample surface composi-
tion and the shape of the inverse self-convolution of the
density of states (Fig. 2) leads to the following conclu-
sions.

A short aqueous after-etching (10–15 min) leads to
an increase in intensity of the AES signal of oxygen.
Note that oxidized silicon is not detected (see spectra 1
and 2 in Fig. 1a) and, hence, the amount of oxygen
increases due to adsorption and the growth of subox-
ides (unsaturated oxides) composed of SiOnSi4 – n tetra-
hedra (n = 1–3). The peaks of the density of states
related to SiOSi3, SiO2Si2, and SiO3Si virtually do not
contribute to the Si L23VV peak [12]. After a 15-min
treatment, the peak of elemental silicon shifts by 3 eV
toward higher energies and the width of the ρ(E) spec-
trum increases (Fig. 2, curve 2), which is explained by
the accumulation of inhomogeneously distributed neg-
ative charge on the sample surface [13].

A 30-min aqueous after-etching makes the surface
charging evident (see spectra 3 and 4 in Fig. 1a), since
the Si L23VV line acquires a shape analogous to that
observed for a por-Si surface upon thermal annealing in
vacuum [14]. A shift of the AES peak of silicon to lower
energies suggests that a 30- to 60-min aqueous after-
etching leads to positive charging of the sample surface.
As a rule, this phenomenon takes place due to the
absence of charge transfer channels and the lack of
compensation for the formation of doubly charged pos-
itive surface ions as a result of the Auger process.

The AES signal of oxidized silicon appears upon
aqueous after-etching for a sufficiently long time. After
a 24-h treatment, the stoichiometric index of silicon
oxide is x = 0.7 ± 0.1 (spectrum 1 in Fig. 1b; curve 3 in
Fig. 2), and a 72-h after-etching increases this value to
x = 1.3 ± 0.1 (spectrum 2 in Fig. 1b; curve 4 in Fig. 2).
A nearly stoichiometric silicon dioxide on the surface
of silicon quantum filaments in por-Si is observed only
after a 168-h treatment (spectrum 3 in Fig. 1b; curve 5
in Fig. 2).

Thus, we have established that the aqueous after-
etching of por-Si proceeds through the adsorption of
oxygen atoms and the formation of suboxides. For a
period of time within 20 h, this process leads to the
appearance of a high-ohmic surface layer effectively
charged in the course of electron irradiation. As the
after-etching time increases, a SiO2 phase begins to
form, but a nearly stoichiometric silicon dioxide on the
surface of silicon quantum filaments appears only after
a sufficiently long time (about seven days).
CHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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Abstract—A fiber-optic polarization modulator based on a piezoelectric ceramic transducer is considered. The
device employs the phenomenon of photoelasticity, whereby the polarization of light in the fiber is modulated
due to the birefringence variations induced by oscillating transverse pressure applied to the fiber. An analytical
expression for the modulation efficiency is obtained. A high efficiency of the proposed modulator is confirmed
by experimental data. © 2004 MAIK “Nauka/Interperiodica”.
Using piezoelectric ceramic oscillators, it is possi-
ble to create inexpensive and effective polarization
modulators for the radiation propagating in a single-
mode fiber. These devices employ the phenomenon of
induced linear birefringence, which is usually
described in terms of orthogonal linearly polarized
modes. Such modulators can be used in Q-switched
optical cavities, amplitude modulators, and polarimet-
ric gauges [1, 2]. In many cases, it is required that a
modulator change the phase difference between eigen-
modes while keeping their amplitudes constant.

In the piezoelectric ceramic–optical fiber system,
the electric voltage applied to the transducer electrodes
can produce modulation of the phase difference
between polarized modes both via a change in the fiber
length and via the phenomenon of photoelasticity,
whereby induced internal mechanical stresses lead to
modulation of the fiber birefringence. The efficiency of
fiber-optic polarization modulators based on piezoelec-
tric ceramic oscillators can be characterized by the
quantity

(1)

where δϕ is the amplitude of the phase difference
between polarized modes in the fiber, δl is the ampli-
tude of oscillations of the ceramic transducer, and L is
the fiber length in the modulator. Being virtually inde-
pendent of the amplitude-frequency properties of the
ceramic material, this efficiency characteristic is espe-
cially convenient for modulators of the type under con-
sideration.

We have analyzed different variants of piezoelectric
polarization modulators and selected the most effective
design employing modulation of the induced birefrin-
gence by variations of the transverse pressure applied to
the fiber. According to calculations [3], the induced
birefringence as a function of the applied transverse

K
δϕ
δlL
-------- rad/(µm m)[ ] ,=
1063-7850/04/3004- $26.00 © 20262
pressure is described with good accuracy by the for-
mula

(2)

where CS is a coefficient characterizing the photoelastic
properties of the fiber (CS = 2.7 × 106 rad/m at a wave-
length of 0.633 µm), P is the applied compressive load
(force per unit length), E1 is the Young modulus of the
fiber, and r is the fiber radius. Figure 1 shows the results
of experimental verification of the validity of formula (2)
describing β(P).

According to formula (2), a change in the phase dif-
ference between polarized modes in the proposed mod-
ulator is given by the expression

(3)

where a small phase change related to the fiber length
variation is ignored. The main difficulty encountered in

β
4CSP
πrE1
-------------,=

δϕ δβL
4CSδP
πrE1
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Fig. 1. A plot of the induced birefringence β versus pressing
force P per unit length. Dotted line shows the results of cal-
culation using formula (2); open circles present the experi-
mental data.
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the determination of the efficiency of a modulator
employing the transverse pressure is related to the fact
that only the transducer oscillation amplitude δl is usu-
ally known and it is necessary to find the relationship
between this value and the applied force variation δP.

In order to establish such a relationship, we have
studied the following model problem of the theory of
elasticity. Consider a cylindrical body (fiber) of length
L confined between two plane-parallel plates and com-
pressed by a static force P applied to these plates. As
can be seen from Fig. 2, the total displacement l of this
mechanical system is a sum of displacements of the
fiber (ν1) and the plates (ν2),

(4)

Using methods of the theory of elasticity developed
for the contact of cylindrical bodies [4], we obtained
the following expressions for the total displacement
components,

(5)

(6)

where µ1, µ2 and E1, E2 are the Poisson ratios and the
Young moduli of the cylinder and plates, respectively,
and a is the halfwidth of the contact area between cyl-
inder and plate:

(7)

Expressions (5) and (6) have been derived assuming
that a is small compared to the cylinder radius r.

Differentiating l(P), we obtain the following expres-
sion for the efficiency of a modulator employing the
transverse pressure:

(8)

Here, A(P) is a dimensionless coefficient of proportion-
ality between δl and δP:

(9)

l 2ν1 2ν2.+=

ν1

2 1 µ1
2–( )P

πE1
-------------------------- r

a
--- 

 ln 2 1
2
--- 1

2 1 µ1–( )
----------------------–+ln+

 
 
 

,=

ν2

2 1 µ2
2–( )P

πE2
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a
--- 
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The above expression indicates that the modulation
efficiency K grows when the fiber stiffness decreases
and the plate stiffness increases. It can also be seen that
operation of the modulator requires a certain initial
pressure P, but the pressure dependence K(P) is rather
weak (logarithmic).

We have studied a prototype of the modulator
employing the transverse pressure mechanism (Fig. 3).
In this mechanical system, a hollow piezoelectric
ceramic cylinder with a length of 5 cm, a radius of
3.7 cm, and a wall thickness of 0.4 cm acted upon a
fiber with removed protective jacket. The static press-
ing load could be controlled. The interaction length was
L = 8 cm. Oscillations of the ceramic cylinder with an
amplitude of δl were transmitted via glass plates and
produced compression of the fiber. We have evaluated
the efficiency of this modulator using formula (9) with

l/2ν2ν1

2a

r

Fig. 2. Schematic diagram illustrating the straining of glass
plates and optical fiber in the proposed modulator (see the
text for explanations).
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Fig. 3. Schematic diagram of the polarization modulator:
(1) metal plates; (2) piezoelectric ceramic cylinder;
(3) tightening rods; (4) glass plates; (5) fiber sections with-
out protective jacket; (6) optical fiber.
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the following parameters of the modulator: r =
62.5 µm; E1 = 7.7 × 1010 N/m2; E2 ≈ 6 × 1010 N/m2; µ1 =
0.17; µ2 = 0.25; P ≈ 100 N/m. Numerical calculations
yielded K = 4600 rad/(µm m).

The results of experiments confirmed the high effi-
ciency of the proposed polarization modulator. The
experiments were performed with an isotropic fiber
(not requiring orientation in the modulator). The index
of modulation of the phase difference δϕ between
polarized modes was measured using an oscillograph.
The amplitude of oscillations of the ceramic transducer
was measured using a Michelson interferometer with
one arm incorporating the modulator with a mirror
fixed on the top glass plate.

The modulation efficiency of the prototype studied
in a broad frequency range was about 2000 rad/(µm m),
with a modulation index of 5π rad and even higher
reached for some frequencies. In addition, experiments
confirmed the weak dependence of the modulation
index δϕ on the constant component of the pressure P.

Comparative experimental values of the modulation
efficiencies of devices employing various principles of
the polarization modulation in optical fibers are pre-
sented in the table. The data taken from various sources
were reduced to the common form K = δϕ/(δlL). As can

The modulation efficiency K = δϕ/(δl L) of various polariza-
tion modulators based on piezoelectric ceramic oscillators

Modulation 
mechanism Variant Fiber length 

L, m
Efficiency K, 
rad/(µm m)

Bending with 
stretching

[1] 4.6 8 × 10–4

[5] 0.84 0.0367

Stretching of 
anisotropic fiber

[6] 0.045 1.48

[7] 0.125 0.67

Transverse 
pressure

This study 0.08 2000
TE
be seen, the proposed modulator is much more effective
than other devices employing piezoelectric ceramic
oscillators.

Using the transverse pressure, it is also possible to
increase the efficiency of modulators with fibers wound
onto the external surface of the piezoelectric ceramic
cylinder. This can be achieved, for example, with the
aid of a metal shell squeezing the fiber. In this case, the
axes of birefringence induced by bending with stretch-
ing of the fiber wound onto the cylinder coincide with
the axes of birefringence induced by the transverse
pressure. In the experiments with optical fibers in pro-
tective jackets, the modulation efficiency increased by
a factor of 15 for piezoelectric ceramic cylinders with a
radius of 1.6 cm. It should be emphasized that, in the
case of winding a fiber possessing intrinsic birefrin-
gence, the orientation of its axes should be matched
with the direction of induced birefringence in order to
avoid undesired mode coupling [8].
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Abstract—The results of analytical description and numerical simulation show that the Townsend ionization
mechanism (characterized by a constant mean electron drift velocity and energy and by exponential growth in
the number of electrons) is operative even in rather strong electric fields, for which the ionization drag of elec-
trons can be ignored. The universal function Ucr(pd) calculated for nitrogen establishes the relationship between
the critical interelectrode voltage (separating the regions of effective multiplication and significant runaway of
electrons) and the product pd of the gas pressure and interelectrode gap width. The Ucr(pd) curve has two
branches—the upper, characterizing the runaway of electrons, and the lower, describing their loss by drift. A
minimum pd value on the Ucr(pd) curve corresponds to the maximum Townsend coefficient as a function of E/p.
Using the Ucr(pd) function, an analog of the well-known Paschen curve characterizing self-sustained discharge
in nitrogen has been constructed. © 2004 MAIK “Nauka/Interperiodica”.
Introduction 

The Townsend ionization mechanism is character-
ized by exponential growth in the number of electrons as
a function of the distance from the cathode, at a constant
mean electron drift velocity and energy. Previously [1, 2],
it was demonstrated that Townsend multiplication takes
place even in rather strong fields for which the ioniza-
tion drag of electrons in the gas phase can be ignored
and a local criterion for significant electron runaway
(according to the traditional notions [3–5]) is valid.
Based on the results of numerical simulation of the pro-
cess of electron multiplication in helium [1, 2] and
xenon [2], we suggested a nonlocal criterion of the
electron runaway.

Further analysis of the mechanism of electron run-
away in a gas is presently of importance with a view to
obtaining electron beams of subnanosecond duration
and a record current amplitude (up to ~70 A in air and
~200 A in helium [6, 7]) at atmospheric pressure. In this
paper, based on simple considerations, we elucidate the
reasons for which the Townsend multiplication mecha-
nism is still valid in strong electric fields. We will also
present the results of calculations for nitrogen, analogous
to those previously reported for the other gases [1, 2].

Local Criterion of Electron Runaway 

Traditional approach. Let us briefly consider the
main factors involved in the local criterion of electron
runaway (for more detail see, e.g., [3, p. 53; 4, p. 71;
5, p. 74]). It is assumed that a steady-state electron flux
from cathode to anode is nearly monoenergetic [5]. The
1063-7850/04/3004- $26.00 © 0265
energies ε of electrons occurring in the electric field E
obey the balance equation [3–5]

(1)

where x is the distance to cathode and F(ε) is the force
of friction (drag) caused by the collisions of electrons
with atoms in the gas phase. In the nonrelativistic case,
the drag is frequently described using a simple expres-
sion obtained in the Bethe approximation,

(2)

where Z is the number of electrons in the neutral gas
species (atoms or molecules), N is the number density
of these neutral particles in the gas, and I is the mean
inelastic loss energy. Expression (2), despite the rough
character of this approximation, shows (like more pre-
cise calculations) the presence of a maximum in the
value of F as a function of the electron energy, Fmax =
F(εmax). The maximum of function (2) occurs at εmax =
2.72I/2. In particular, for helium I = 44 eV and εmax =
2.72I/2 = 60 eV, while a more exact calculation yields
εmax ≈ 100 eV. For nitrogen, I = 80 eV and εmax =
2.72I/2 = 109 eV, while a more exact calculation yields
εmax ≈ 103 eV.

According to the traditional approach [3–5], the
condition of electron runaway from a gas consists in
that the electric field has to be sufficiently strong, E >
Ecr1, where the critical field strength Ecr1 is determined
by the maximum drag as Ecr1 = Fmax/e. In particular,

dε
dx
------ eE F ε( ),–=

F ε( ) 2πe4ZN
ε

-------------------- 2ε
I

----- 
  ,ln=
2004 MAIK “Nauka/Interperiodica”



 

266

        

TKACHEV, YAKOVLENKO

                                                                                 
proceeding from formula (2), we eventually obtain an
expression for the critical field [4],

(3)

where p is the gas pressure at 300 K. For example,
Ecr1/p ≈ 140 V/(cm Torr) in helium and Ecr1/p ≈
590 V/(cm Torr) in nitrogen. The criterion E > Ecr1 is
local, which means that the critical field Ecr1 is deter-
mined only by the properties of neutral gas particles
and the gas density at a given point of the system.

Now we will demonstrate that, in contrast to the
commonly accepted notions, the through flight regime
with continuous acceleration of the main fraction of
electrons in gases is not realized even for E @ Ecr1, pro-
vided that the distance to cathode is sufficiently large.

Average electron energy limited by multiplica-
tion. It is necessary to emphasize one important cir-
cumstance: even for E > Ecr1, the mean energy of elec-
trons will not infinitely grow with the distance x. The
traditional approach outlined above does not take into
account the multiplication of electrons. In fact, the
mean electron energy ε* has to be determined proceed-
ing from an equation taking into account the change in
the number of electrons, rather than from Eq. (1).

In the simplest form, the law of energy conservation
within the approximation corresponding to Eq. (1) can
be written as

(4)

where Ne(x) is the electron density at a point with the
coordinate x. Taking into account that dNe/dx = αiNe ,
where αi is the Townsend multiplication coefficient,
and using Eq. (4), we obtain

(5)

This relation, in contrast to the balance equation (1),
contains the negative term (–αiε*) showing that the
energy supplied by the field is “smeared” over all elec-
trons, including the newborn ones. Therefore, even with
complete neglect of the drag in the gas (for F(ε) = 0),
the mean electron energy is limited from above as e* <

 = eE/αi . Accordingly, Eq. (1) cannot be consid-
ered as determining the mean electron energy, and the
electron energy distribution cannot be treated as
monoenergetic. Only when there is no ionization in the
system (αi = 0), as, for example, in fully ionized
plasma, does the traditional approach based on Eq. (1)
become valid.

Ecr1 4πe3ZN / 2.72I( ), or=

Ecr1/ p 3 103× Z/ I/eV( ) V/(cm/Torr),=

d Neε*( )
dx

-------------------- eENe F ε*( )Ne,–=

dε*
dx

--------- eE F ε*( )– α iε*.–=

εmax*
T

The above considerations imply that, for the main
fraction of electrons, the Townsend multiplication
regime (for which the fraction of permanently acceler-
ated electrons is small) is realized even in supercritical
fields (E > Ecr1), where, according to the conventional
notions, all electrons are continuously accelerated. Of
course, there is a certain fraction of fast electrons exhib-
iting continuous acceleration; moreover, these elec-
trons can even play a significant role in preionization of
the gas. However, the fraction of such electrons at a cer-
tain distance from the cathode will become small rela-
tive to the total number of electrons, since the mean
electron energy at this distance ceases to grow. In this
context, let us consider the results of numerical simu-
lation.

Electron Multiplication and Runaway in Nitrogen 

Description of the model. We have calculated the
ionization characteristics of nitrogen within the frame-
work of the model described in [1, 2, 8, 9]. According
to this model, electrons were generated on a cathode
with randomly directed initial velocities and the Pois-
son energy distribution with a mean value of ε0 =
0.2 eV. The equations of motion for all electrons were
solved within small time steps, and the elastic and
inelastic collisions were played with the probabilities
determined by cross sections of the corresponding ele-
mentary events. The cross section and inelastic energy
losses as functions of the initial electron energy are
depicted in Fig. 1. The total cross section of the interac-
tion of an electron with a nitrogen molecule was deter-
mined using data from [10–13] and the ionization cross
sections were determined using data from [14–17]. We
took into account the excitation of the ten lowest
electron states of a nitrogen molecule (using the data
from [18, 19]) and considered the eight lowest vibra-
tional levels (by data from [20–22]). The results pre-
sented below refer to the case of plane electrodes
spaced by the distance d and biased by the voltage U.
For a passage to the case of coaxial cylinders, see [9].

The Townsend ionization regime. The results of
our calculations showed that the Townsend ionization
actually takes place, while the runaway electrons are
absent, at all values of the reduced field strength E/p in
the range from 10 to 105 V/(Torr cm) and a sufficiently
large spacing d between the electrodes. This character
of ionization is confirmed by the fact that the number of
excitation and electron generation events exponentially
increases with the distance x from the cathode, while
certain constant mean velocity and energy of electrons
are established at a sufficiently large distance from the
cathode. In this range, both the mean electron energy
(ε*) and the mean velocity projection onto the x axis
(ux) cease to depend on the distance x. The maximum of
the energy distribution for electrons reaching the anode
occurs in the region of small energies ε* ! eU.
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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The Townsend multiplication coefficient αi is deter-
mined by the slope of a plot of the logarithm of the
number of ionization events versus current. The αi

value has proved to be proportional to the gas density
(pressure) and can be written in the form αi(E, p) =
pξ(E/p). For nitrogen, the function ξ(E/p) obeys the
experimentally established approximation [5]

(6)

where A = 12 (cm Torr)–1 and B = 342 V/(cm Torr) for
E/p = 100–600 V/(cm Torr) and A = 8.8 (cm Torr)–1 and
B = 275 V/(cm Torr) for E/p = 27–200 V/(cm Torr).

However, our calculations showed (Fig. 2) that this
approximation for nitrogen is valid only for relatively
small reduced field strengths E/p < (E/p)max =
1500 V/(cm Torr). As the E/p value increases above the
critical level, the multiplication coefficient αi begins to
decrease.

ξ E/ p( ) A B
p
E
--- 

 – 
  ,exp=
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Fig. 1. Plots of (a) the cross sections σ of interactions of an
electron with a nitrogen molecule (1, total; 2, ionization;
3, dissociative ionization; 4, excitation of electron states;
5, excitation of vibrational states) and (b, c) the energy
losses ∆ε for the excitation of vibrational and electron
states, respectively, versus the electron energy ε (by data
of [10–21]).
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It should be noted that the peak field strength Emax is
about 2.5 times the above estimates for Ecr1 (Ecr1/p =
590 V/(cm Torr)), but it should be recalled that for-
mula (2) was obtained in a very rough approximation.
In fact, Ecr1 determines the condition of a drop in the
Townsend multiplication coefficient for E > Ecr1 rather
than the condition of continuous acceleration of the
main fraction of electrons with increasing distance x. In
this sense, the values of Emax presented here and in [1, 2]
are merely the refined values of Ecr1.

Nonlocal Criterion of Electron Runaway 

Critical voltage. The results of our calculations
showed that the Townsend ionization regime is estab-

lished at a certain distance from the cathode x ~ ,α i
1–

100

10

1

0.1

0.01

1 × 10–3

αi/p, 1/(cm Torr)

(‡)

1 × 108

1 × 109

1 × 1010

1 × 107

(b)
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(c)

1 × 104 1 × 1051 × 103100
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ε*, eV
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1

Fig. 2. Plots of the normalized ionization and drift charac-
teristics versus reduced electron energy E/p for nitrogen:
(a) Townsend coefficient αi/p; (b) mean electron velocity
projection ux; (c) mean electron energy ε*. Open circles
show the results of simulation obtained in this study for var-
ious field strengths at p = 100 Torr (N = 3.22 × 1018 cm–3);
thick solid curve in (a) shows the approximation according
to Eq. (6); dashed curves represent the results of simulations
reported in [18].
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which corresponds to the characteristic multiplication
length. For sufficiently small interelectrode distances,

d < , the pattern of electron multiplication substan-
tially differs from that in the Townsend regime. A sig-
nificant fraction of electrons are continuously acceler-
ated with increasing distance from the cathode, so that
both the mean velocity projection ux and the mean
energy ε* increase with x. The peak of the energy dis-
tribution function for electrons reaching the anode cor-
responds to the maximum energy E = eEd acquired by
the particle upon the flight from cathode to anode.

Recently, we proposed [6, 7], in contrast to the com-
monly accepted notions [3–5], to consider the electron
runaway as predominating when the interelectrode
spacing d is comparable with the characteristic multi-
plication length, that is, with the inverse Townsend

coefficient : when αid < 1, the runaway electrons
dominate in the spectrum of electrons reaching the
anode. Accordingly, the electron runaway criterion
determining the critical electric field strength Ecr is as
follows:

(7)

For plane electrodes (Ecr = Ucr/d), we obtain

(8)

This formula implicitly takes into account the
dependence of the critical voltage Ucr (corresponding to
the onset of a significant electron runaway) on the prod-
uct pd of the gas pressure and the interelectrode spacing

α i
1–

α i
1–

α i Ecr p,( )d 1.=

pdξ Ecr/ p( ) 1 or pdξ Ucr/ pd( ) 1.= =

10
1 × 1041 × 1031000.01 0.1 1 10

1 × 105

1 × 104

1 × 103

100

pd

U

21

3

1'
3'

(pd)min

Fig. 3. Criteria of the electron runaway, Ucr(pd) (thick solid
curve), and the self-sustained discharge initiation, Ubr(pd)
for L = ln(1 + 1/γ) = 4.0 (thin solid curve), in nitrogen:
(1) electron runaway region; (1') runaway curve; (2) region
of electron multiplication and self-sustained discharge;
(3) electron drift region; (3') drift curve. Dash and dash–dot
curves show the experimental data from [5] and [22],
respectively.
TE
(Fig. 3). The Ucr(pd) curve separates the region of effec-
tive electron multiplication from that of effective run-
away, where electrons can leave the discharge gap
before being involved in the multiplication process.
This curve is universal for the given gas.

Upper and lower branches of the electron loss
curve. The Ucr(pd) curve, describing the loss of elec-
trons from the system, can be divided into lower and
upper branches (Fig. 3). The turning point, correspond-
ing to the minimum product pd = (pd)min, will be con-
sidered as the boundary between the two branches. It
can be shown that this point corresponds to the maxi-
mum of the ξ(x) function. Indeed, consider pd as a func-

tion of Ucr. For the condition  = 0, relations (8)

imply that ξ'(x) = 0, which is just the condition of max-
imum for ξ(x). Thus, the boundary point determined by
the minimum value of pd on the runaway curve Ucr(pd)
corresponds to the value of the reduced electric field
strength, E/p = (E/p)max, for which the reduced
Townsend coefficient αi/p = ξ(E/p) reaches a maximum.

The region above the upper branch of the Ucr(pd)
curve represents the situation when electrons acquire
large energies while traveling over the mean free path
and leave the discharge gap without participating in
multiplication because of a drop in the ionization cross
section with increasing energy. For this reason, the
region above this branch may be called electron run-
away (through flight) region, and this branch is natu-
rally referred to as the runaway curve.

In the region under the lower branch of the electron
loss curve, electrons traveling over the mean free path
length acquire relatively small energies, which fall
within the increasing branch of the ionization cross sec-
tion as a function of the electron energy. In this region,
electrons drift from cathode to anode without gaining
energies sufficient for the effective multiplication.
Therefore, the region below the lower branch of the
electron loss curve may be called the electron drift
region, and this branch is naturally referred to as the
drift curve.

Upper branch of the curve of self-sustained dis-
charge initiation. The curve determining the criterion
of discharge initiation is usually constructed based on
the condition that each electron must generate a number
of ions sufficiently large to provide that the secondary
emission will ensure the production of another electron
on the cathode. Accordingly, the discharge initiation
(gas breakdown) potential Ubr(pd) is determined by the
condition (see, e.g., [5])

(9)

where L = ln(1 + 1/γ) and γ is the secondary electron
emission coefficient. Comparing the criteria of dis-
charge initiation and electron runaway, we obtain the
relation Ubr(pd) = LUcr(pd/L).

d pd( )
dUcr

---------------

α i E p,( )d  = 1 1/γ+( )ln or pdξ Ubr/ pd( ) = L,
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It should be noted, however, that the character of the
discharge initiation curve Ubr(pd) is not as general as
that of the electron loss curve Ucr(pd). The latter curve
is the universal characteristic of a given gas, whereas
the Ubr(pd) curve depends on the model used to
describe the initiation of discharge. In particular, the
left branch of the Paschen curve depends on the proper-
ties of electrodes.

Conclusions 

Based on a simple equation taking into account the
multiplication of electrons, it was demonstrated that a
constant mean electron drift velocity is established at a
certain distance from the cathode even when the elec-
tric field strength E is large so that the ionization drag
of electrons can be ignored. This implies that the local
criterion of electron runaway (through flight) fails to be
valid under the conditions of electron multiplication.

These conclusions are confirmed by the results of
numerical simulation of the process of electron multi-
plication and transport in nitrogen. A universal function
characterizing the conditions of electron runaway in
nitrogen has been determined.
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Abstract—Hydrogen saturation of amorphous quasibinary alloys of the TiNi–TiCu system is accompanied by
a catastrophic decrease in their shear moduli. The effect is not related to the formation of new phases or struc-
tural components during hydrogenation. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Previously [1–3], we observed an
unusual phenomenon in iron-based amorphous alloys
oversaturated with hydrogen or deuterium, whereby the
samples reversibly lost strength and passed to the so-
called “quasi-liquid” state. A special feature of this
state is that a material, while showing a quite significant
resistance to normal stresses, exhibits a catastrophic
decrease in the resistance to shear. However, direct
measurements of the shear moduli of the alloys imme-
diately in the course of hydrogenation encountered dif-
ficulties, the main of which was related to a rapid elim-
ination of hydrogen from the samples after termination
of the saturation process.

Nickel titanium alloys, in particular–amorphous
quasibinary alloys of the TiNi–TiCu system, are char-
acterized by a rather high coefficient of hydrogen diffu-
sion at 300 K (~10–11 m2/s) and a large hydrogen sorp-
tion capacity (much greater compared to that of iron-
based amorphous alloys). Moreover, NiTi alloys are
capable of retaining hydrogen for a sufficiently long
time at 300 K, while complete elimination of hydrogen
from these alloys is observed only on heating above
700–800 K [4]. In this respect, such alloys offer a con-
venient model system for the verification of hypotheses
explaining the nature of the “quasi-liquid” state
observed in hydrogenated amorphous metals.

Experimental. The experiments were performed
with samples of rapidly quenched Ti50Ni25Cu25 alloy
ribbons with a thickness of 40–60 µm obtained by
methods of melt spinning or planar casting at a cooling
rate of 104–106 K/s. The results of X-ray diffraction
investigations [5–7] showed that the samples cooled at
a rate of 104 K possessed a crystalline structure. Cool-
ing at a rate of 106 K/s resulted in complete amorphiza-
tion, while the samples obtained at an intermediate
cooling rate about 105 K/s possessed a mixed amor-
phous-crystalline structure.
1063-7850/04/3004- $26.00 © 20270
The shear modulus was determined using the
method of torsional oscillations at a frequency on the
order of 1 Hz. The period of oscillations was measured
to within 0.01% using a system of photodiodes and the
corresponding electronics. The samples were hydroge-
nated as cathodes in a temperature-controlled electro-
chemical cell with a platinum wire anode. The cell was
mounted immediately in the system measuring the
period of oscillations. The process was conducted in an
H2SO4 based electrolyte at a cathode current density
varied in the interval from 50 to 800 A/m2.

Results and discussion. The influence of saturation
with hydrogen for various times on the shear moduli of
samples occurring in various structural states (crystal-
line, amorphous-crystalline, and amorphous) is illus-
trated in Fig. 1. The hydrogen-induced increase in the
shear modulus of a crystalline sample (Fig. 1a) was pre-
viously observed in a NiTi alloy [4], where the effect
was much less pronounced. It was established that this
phenomenon is related to the hydrogen-stimulated
phase transitions accompanied by the formation of a
high-modulus phase.

Hydrogenation of a sample in the amorphous state
(Fig. 1c) was accompanied by a significant decrease in
the shear modulus in the very first minutes of the initial
saturation stage. An analysis of the X-ray diffraction
patterns showed neither the formation of new phases
nor the transition from amorphous to crystalline state.
Thus, the observed decrease in the shear modulus can
be related only to the presence of excess hydrogen
(above the equilibrium solubility level) resulting from
the electrochemical saturation process at a cathode cur-
rent density in the indicated range.

The samples occurring in a mixed amorphous-crys-
talline state exhibited a superposition of the effects of
hydrogen on the crystalline and amorphous structural
components (Fig. 1b). Therefore, the influence of
hydrogen on the shear modulus of such samples is more
004 MAIK “Nauka/Interperiodica”
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pronounced in alloys with the structure occurring in a
less equilibrium state.

Thus, we have observed for the first time a cata-
strophic decrease in the shear modulus of amorphous
quasibinary alloys of the TiNi–TiCu system in the course
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Fig. 1. The influence of the duration of hydrogen saturation
at a cathode current density of 50 A/m2 on the shear moduli
of Ti50Ni25Cu25 alloys in different structural states:
(a) crystalline; (b) amorphous-crystalline; (c) amorphous.
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of electrochemical saturation with hydrogen. On the one
hand, this fact is the first experimental evidence in favor
of the assumptions formulated previously [1–3] con-
cerning the nature of the reversible loss of shape. On
the other hand, our observations show evidence of a
change of the interatomic interaction forces in the pres-
ence of a high concentration of hydrogen in materials
with disordered structures. This is a quite substantial
result, since virtually all theories describing the defor-
mation and fracture of alloys in the presence of hydro-
gen (see, e.g., [8, 9]) admit a priori that the shear mod-
ulus (entering into many essential relations) remains
constant. The results of our experiments show that such
assumptions have to be seriously verified.
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Abstract—The optical properties of quantum dot arrays in the MBE-grown InAs/GaAs(100) epitaxial sys-
tem with an effective InAs layer thickness of 1.9 monolayers were studied in samples exposed to the beam
of As4 for various times after switching off the In beam. The results of photoluminescence measurements
showed that the emission wavelength increased with the exposure time within certain limits. This behavior
agrees with predictions of the kinetic model of the initial stage of quantum dot formation. © 2004 MAIK
“Nauka/Interperiodica”.
In recent years, there has been rapid growth in the
number of publications devoted to the influence of het-
eroepitaxial growth conditions on the structural and
optical properties of quantum dot (QD) arrays. This is
related to the need for developing methods for obtain-
ing QD arrays with the properties required in particular
applications. For example, the size of QDs in the hetero-
structures for optoelectronic devices has to correspond to
the working wavelength, while the QD density must be
sufficient to provide for the required laser gain [1]. It was
demonstrated both experimentally [2, 3] and theoreti-
cally [4, 5] that the structural parameters of QR arrays
can be controlled by selecting the appropriate growth
conditions, such as the substrate temperature, growth
rate, effective layer thickness, and the time of exposure
to a molecular beam (e.g., of arsenic).

This study continues systematic quantitative investi-
gation [3–5] of the effect of controllable technological
parameters of epitaxial growth on the properties of QD
arrays in the InAs/GaAs(100) system. We present the
results of photoluminescence (PL) measurements for
InAs quantum dots grown by molecular beam epitaxy
(MBE) on single crystal GaAs(100) substrates. The
effective thickness of deposited InAs, the growth tem-
perature, and the rate of InAs deposition were fixed,
while the time of the final exposure to the As4 beam was
varied.

According to the results of a theoretical analysis [5]
based on the kinetic model of QD formation under the
action of elastic stresses [4], the kinetics of the average
lateral island size variation with time is described by
1063-7850/04/3004- $26.00 © 20272
the following equation in dimensionless variables:

(1)

Here, t = t0 + texp; t0 = H0/V is the time required for
depositing H0 monolayers (ML) of InAs at a given dep-
osition rate V [ML/s]; tc = Hc/V is the time required for
obtaining a wetting layer of the critical thickness Hc [1]
(for the system under consideration, Hc ~ 1.7 ML); l =
L/LR; L is the average lateral size of the islands; and LR
is the quasi-stationary lateral size upon termination of
the relaxation stage lasting for about 3tR, where tR is the
characteristic relaxation time. It should be noted that
the values of LR and tR (determined by expressions
derived in [5]) depend on the system energetics, lattice
mismatch, island geometry, effective thickness H0, sub-
strate surface temperature T, and growth rate V. Assum-
ing that the island shape in the initial growth stage
remains unchanged and the parameters H0, T, and V are
maintained constant, the values of LR and tR can also be
considered as constants determined by these parameters.

Since the right-hand part of Eq. (1) does not contain
any model parameters, the dependence of l on (t – tc)/tR
(determined through inversion of Eq. (1)) has a univer-
sal form depicted in Fig. 1. For the given values of the
effective thickness, temperature, and growth rate, the
theory predicts a monotonic increase in the average
island size with the exposure time. For large times
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  π
2 3
----------+arctan U l( ).≡
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t ~ tc + 3tR, the island size exhibits saturation and
approaches the quasi-stationary size L = LR. In the
quasi-stationary state, all substance present in the wet-
ting layer in excess of the amount corresponding to the
equilibrium layer thickness (determined by the balance
of contact and elastic forces in accordance to the
Müller–Kern criterion [6]) is distributed within the
islands. The adopted theoretical model [4] also predicts
that the relative dispersion of the distribution of islands
with respect to the lateral size decreases with increasing
exposure time.

The experiments were performed in an MBE setup
of the EP1203 type using semi-insulating single crystal
GaAs(100) substrates. In a series of four samples, the
active region was formed by depositing an InAs layer
with an effective thickness of 1.9 ML at a deposition
rate of V = 0.03 ML/s, followed by exposure to the As4
beam for texp = 0, 7.5, 15, and 22.5 s. The substrate tem-
perature during QD layer formation, exposure to
arsenic, and GaAs coating was T = 485°C (a 5-nm-thick
GaAs layer was deposited in order to avoid indium loss
by evaporation from QDs). The process of InAs QD
deposition was monitored by reflection high-energy
electron diffraction (RHEED). The observed RHEED
patterns showed that a sharp transition from linear to
point diffraction (characteristic of the three-dimen-
sional island growth) in all cases took place after depo-
sition of the InAs layer with a thickness of about
1.7 ML.

In order to eliminate the transport of nonequilibrium
carriers into a near-surface region and into the substrate
in the course of optical measurements, the active region
was bounded from both sides by short-period superlat-
tices Al0.25Ga0.75As/GaAs (5 pairs, 25 Å/25 Å). Finally,
a 5-nm-thick protective GaAs layer was deposited. The
buffer layer, superlattices, and the upper GaAs layer
were deposited at a temperature of 600°C. The partial
pressure of As4 in the growth chamber did not exceed
1.5 × 10–6 Pa. The PL spectra were excited by an Ar+

laser (λ = 514.5 nm; beam power density, ~100 W/cm2).
The emission was measured with a cooled Ge photo-
diode.

Figure 2 shows the room-temperature PL spectra of
two samples, for which the exposures to arsenic after
QD layer growth were texp = 0 and 7.5 s. The inset in
Fig. 2 presents experimental data showing variation of
the emission wavelength depending on the exposure
time. As can be seen from the PL spectra, an increase in
texp leads to narrowing (from ~80 to ~30 meV) of the
emission band corresponding to radiative recombina-
tion via the ground state in QDs. This is evidence of a
more homogeneous distribution of the QD size. Obtain-
ing QD arrays with homogeneous QD dimensions is
important in many applications. In particular, this is a
necessary requirement for the formation of “quantum
molecules” [7].
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As the exposure time increases to 15 s, the position
of the PL band maximum on the wavelength scale shifts
toward higher values, but further increase in texp leads to
a shift to shorter wavelengths. The initial increase in the
emission wavelength is explained by the QD size grow-
ing in the course of exposure to arsenic as a result of the
absorption of substance from the wetting layer. Thus,
the experimental data and theoretical predictions quali-
tatively agree for exposure times up to ~15 s. Then,
since the amount of substance in the wetting layer is
limited, the QD size and, hence, the emission wave-
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Fig. 1. Universal plot of the reduced average island size
L/LR versus dimesionless time (t – tc)/tR in the stage of QD
size relaxation.
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Fig. 2. Room-temperature PL spectra of an MBE-grown
heterostructures with 1.9-ML InAs quantum dots exposed
to arsenic beam for texp = 0 (1) and 7.5 s (2) after switching
off the In beam. The inset shows the experimental plot of the
wavelength of emission from QDs versus the exposure time.
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length could be expected to exhibit an asymptotic
behavior (Fig. 1).

However, an increase in the exposure time to texp =
22.5 s leads to a shift toward shorter wavelengths. This
behavior can be explained as follows. Because of the
initial scatter in the QD size, the QDs grow with differ-
ent rates during the exposure to arsenic: the substance
from the wetting layer is attached predominantly over a
perimeter of each island. As a result, large QDs grow to
such an extent that the accumulated elastic stresses
induce a dislocation that makes the radiative recombi-
nation mechanism inoperative. This explanation is con-
firmed by the observed decrease in the integral inten-
sity of emission. Our samples were grown at a rela-
tively low deposition rate (~0.03 ML/s), which allows
QDs of greater size to be obtained in the initial deposi-
tion stage [3] as compared to the size of QDs grown at
a usual rate of 0.1 ML/s. The wavelength of emission
from the wetting layer decreases with the time of expo-
sure, which is evidence of a decrease in the layer thick-
ness. In order to study the structure of such systems in
more detail, we are planning to use transmission elec-
tron microscopy (including high-resolution measure-
ments).

Thus, we have theoretically predicted and experi-
mentally verified two tendencies in the formation of
QDs by InAs deposition followed by exposure to the
arsenic beam: (i) an increase in the QD size when the
exposure time increases (in our experiments) to 15 s
and (ii) an increase in the homogeneity of the QD size
distribution. The latter circumstance can be used for the
TE
formation of structures in which the homogeneity of the
QD size is a necessary requirement, as in the case of
devices with “quantum molecules.”
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A Particle Energy Analyzer
of the Cylindrical Mirror Type
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Abstract—Analytical expressions for the electrostatic potential profile and the main parameters of a particle
energy analyzer of a simple design with cylindrical electrodes are obtained. The regimes of analyzer operation
with maximum energy dispersion in a wide range of the angular width of the field electrode are determined.
The proposed energy analyzer can be successfully combined with the high-dispersion mass analyzer of the
cylindrical mirror type developed previously and can be used for focusing a charged particle beam with respect
to velocity. © 2004 MAIK “Nauka/Interperiodica”.
We have analytically calculated the parameters of a
two-electrode cylindrical electrostatic particle energy
analyzer with the cross section schematically depicted
in Fig. 1a. The beam of charged particles is injected and
extracted via a slit in the grounded electrode. In a two-
dimensional approximation, the electrostatic potential
profile in this device is described by the function

(1)

where V is the field electrode potential and ξ is the
angular halfwidth of the field electrode (here and
below, all coordinates and linear parameters are
expressed in units of the cylinder radius r).

In the plane of dispersion of the analyzer (x0z), for-
mula (1) simplifies to

(2)

and expressions for the main parameters in the mirror
regime of operation can be obtained in the form of inte-
grals. In particular, a distance between the points of the
particle entrance (x = 0) and exit from the field is

(3)

Here, β = –V/Φ0 is the analyzer gain, Φ0 is the acceler-
ating potential, θ is the entrance angle of the central tra-
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jectory, and xm is the coordinate of the turning point of
the trajectory. The latter coordinate is given by the
formula

(4)

This expression indicates that the maximum beam
injection angle (for which the trajectory touches the
field electrode, so that xm = 2r) is

(5)

irrespective of the angular width of this electrode.

Now, let us determine the shortest distances from
the field boundary to the source (h) and detector (g) of
charged particles, for which the first-order focusing
with respect to the beam divergence angle α is provided
in the dispersion plane (Fig. 1b). This condition can be

xm
2

1
π θsin

2

2β
---------------- 

  ξ
2
---tancot+

---------------------------------------------------.=

θm βarcsin=

V

0 y

x

ξ ξ

x

θ
2αh

L
l g z

2r

(a) (b)

xm

Fig. 1. Schematic diagrams of a particle energy analyzer
with cylindrical electrodes: (a) cross section; (b) particle
trajectories in the plane of dispersion (see the text for expla-
nations).
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satisfied for a range of h and g values such that the sum
λ = h + g equals

(6)

where Ex is the electric field strength in the dispersion
plane of the analyzer; the functions P(x) and q(x) are
defined by the formulas

The energy analyzer base length (the distance between
the source and the detector) is

(7)

For the first-order focusing, the main aberration
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Fig. 2. Plots of the main parameters versus angular half-
width of the field electrode for a cylindrical energy analyzer
operating in the regime with maximum second-order focus-
ing with respect to the beam divergence angle: (1, 1a) cen-
tral trajectory entrance angle θ; (2, 2a) electrostatic field
strength β; (3, 3a) the sum of distances from the source
and detector to the field boundary λ; (4, 4a) analyzer base
length L.
T

term is determined by the second-order coefficient

(8)

For the analyzer under consideration (as well as for any
mirror-type analyzer featuring the first-order focusing
regime), the coefficient of linear dispersion with respect
to the energy depends only on the base length and the
entrance angle of the central trajectory [1]:

(9)

Using the above formulas, we have calculated the
working parameters in the dispersion plane of a two-
electrode cylindrical energy analyzer in a wide range of
the angular width of the field electrode (50° < ξ < 150°).
It is most interesting to determine operation regimes
ensuring the second-order focusing with respect to the
beam divergence angle. No such regimes exist for
ξ < 70°.

Figure 2 presents a diagram of the main parameters
of the energy analyzer operating in the regime with
maximum possible energy dispersion. In the first
branch (ξ = 70°–125°), each angle corresponds to a cer-
tain range of field strengths such that C2 = 0. In this
case, at a maximum possible analyzer gain, the
entrance angle of the central trajectory is maximal,
while the analyzer base length and the distances from
the source and detector to the field boundary are mini-
mal. Therefore, the linear dispersion with respect to the
energy reaches a maximum. For these reasons, at any
angular width of the field electrode, the regime of max-
imum analyzer gain in the first branch is optimum from
the standpoint of maximum dispersion (Fig. 2, solid
curves 1–4). However, the absolute value of this disper-
sion is relatively small: D = (4.8–3.5)r. Moreover, in the
region of small angular halfwidth (ξ = 70°–80°), the
analyzer dimensions are large, L = (8–6)r, and the
injection angles are small (θ = 25°–35°). In addition,
the beam focusing takes place at the field boundary,
which is inconvenient from the standpoint of arrange-
ment of the particle source and detector. Finally, the
coefficient of the third-order spherical aberration deter-
mined from the slope of the C2 = f(θ) curve at the point
where C2 = 0 is large: C3 = (65–20)r. For these reasons,
it is expedient to use analyzers with the angular half-
widths in the interval ξ = 100°–120°, where greater
injection angles and shorter base length are combined
with the residual aberrations reduced by two orders of
magnitude: C3 = (0.76–0.13)r.

In the second branch, corresponding to ξ = 125°–150°
(Fig. 2, dashed curves 1a–4a), each angle also corre-
sponds to a range of field strength in which C2 = 0 and
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the energy dispersion is maximum for a minimum ana-
lyzer gain. According to the universal formula (9), the
energy dispersion is D = (21.5–41.0)r. However, the
third-order aberrations are relatively large: C3 = (52–
142)r. Thus, in order to obtain a high energy resolution
(characterized by the ratio D/C3 for the point sources),
it is most favorable to employ analyzers with ξ =
100°−120°.

It should be noted that the parameters calculated
above for the analyzer under consideration are close to
the analogous characteristics of a two-electrode ana-
lyzer with one electrode representing a part of a cylin-
drical surface and the other electrode being flat [2].
However, the analyzer with two cylindrical electrodes
is favorably combined with the previously developed
high-dispersion mass analyzer comprising a cylinder
made of a magnetic material separated into four parts
along the cylinder generatrix. Two opposite parts are
the magnet poles with arbitrary angular widths, while
the two others are screens occurring at a zero magnetic
potential [3]. When a potential is applied to one of the
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
screens (or simultaneously to the screen and the mag-
netic poles) and a beam is injected through the other
screen, an electrostatic field of the type considered
above is formed. This combined electromagnetic field
can provide for the beam focusing with respect to
velocity. In addition, the electrostatic component can be
used to provide for a decrease (in the ideal case, full
correction) of the second-order spherical aberration
taking place in the case of a purely magnetic-field
focusing.
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Abstract—The process of grain structure formation and development in ferroelectric ceramics based on
sodium noiobate are considered. Micrographs of the grain boundary regions are described in terms of multi-
fractal parameters. Correlations between the multifractal and structural parameters of ferroelectric niobate
ceramics are found. The process of secondary interrupted recrystallization has been studied. The results have
been used for optimization of the technology of novel ferroelectric materials. © 2004 MAIK “Nauka/Interpe-
riodica”.
We have studied the formation and evolution of
grain structure in the binary system (1 – x)NaNbO3–
xCa2Nb2O7 (0 ≤ x ≤ 1.0), where NaNbO3 is an antiferro-
electric (AFE) compound with a perovskite structure [1]
and Ca2Nb2O7 is a ferroelectric (FE) compound with a
stratified perovskite-like structure [2]. The interest in
this system is related to the nonisostructural character
of the components, which makes possible the formation
of intermediate phases with unique electrical proper-
ties. The electrical and mechanical properties of ceram-
ics are determined primarily by their microstructure
(grain structure). In this context, we will consider the
process of grain structure formation, which gives rise to
the secondary interrupted recrystallization. This leads
to anomalously rapid grain growth up to giant dimen-
sions (above 100 µm), resulting in self-fracture of the
samples.

The samples were prepared using conventional
ceramic technology and by means of hot pressing. The
microstructure was studied with an optical microscope
(Neophot 21B) using specially prepared lapped sec-
tions subjected to thermal etching.

The grain structure of the samples was studied using
the method of multifractal parametrization [3, 4].
According to this, the f(α) spectra and the Dq spectra of
generalized dimensions [5, 6] were analyzed on the
approximated black-and-white images obtained for the
parts of micrographs of the sample grain structure. The
calculations were performed for the cells coinciding
with the grain boundaries revealed by thermal etching,
which were assigned unit weights. Only the canonical
spectra [3] obeying the condition Dq1 ≥ Dq2 for q1 ≤ q2
were processed, so that f(α(q = 0)) = maximum = D0;
f(α(q = 1)) = α(q = 1) = D1; and f(α(q1) ≤ f(α(q2)) and
1063-7850/04/3004- $26.00 © 20278
α(q1) ≤ α(q2) for q1 ≥ q2 ≥ 0. Here, q is a parameter
appearing as the power in an expression for the cell
weight used for the calculation of the generating func-
tion of measure [3–6].

The most informative variables for the quantitative
description [3, 4] were the following parameters of the
canonical spectra:

(i) Homogeneity parameter [3] f∞ = f(α(q)) for q @ 1,
which is a characteristic of the distribution of unit struc-
tural elements in the Euclidean space containing a
given structure (in the calculations of f(α(q)) for q @ 1,
we used q = 40).

(ii) Order parameter [3] ∆∞ = D1 – Dq for q @ 1,
which characterizes the degree of symmetry breakage
in a given structure with respect to the multifractal
transformation [4]. Here, D1 (i.e., Dq for q = 1) is the
value of information dimension [5, 6] (in the calcula-
tions of Dq for q @ 1, we also used q = 40). In our case,
the parameter ∆∞ characterizes the degree of equilib-
rium (stability) of the grain structure, while the param-
eter f∞ reflects the level of residual mechanical stresses
arising in the course of recrystallization sintering of the
ceramic material.

It was found that the microstructure of the NaNbO3
ceramics is isometric (Fig. 1a), with a reduced diameter
of the observed cubic sections varying from ~2 to
20 µm. In Ca2Nb2O7 ceramics, the grains (with the
length varying within 20–80 µm) have acicular shapes
and are randomly oriented in space (Fig. 1b). We have
determined the interval of compositions x (0.125 ≤ x ≤
0.2) in which the microstructure of both types coexist
(quasi-morphotropic region). It should be noted that
acicular grains appear in a single phase (perovskite)
004 MAIK “Nauka/Interperiodica”
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region extending up to x = 0.2 [7]. As x varies in the
interval 0.2 ≤ x ≤ 1.0, the system exhibits sequential
crystallization of the structures corresponding to the
empirical formula AnBnO3n + 2 with n = 8–4. Therefore,
we may suggest that the perovskite region features the
formation of clusters with stratified structures, the size
and number of which increase on moving “deeper” into
the system.

A comparison of the multifractal parameters deter-
mined in the interval of 0.1 ≤ x ≤ 0.2 for selected
regions with isotropic and acicular grains showed that,
beginning with x ≥ 0.125, the acicular type becomes
more equilibrium. We have obtained nonmonotonic
dependences of the ∆∞ and f∞ values on the content of
Ca2Nb2O7. The extrema in these dependences correlate
with the boundaries of the regions of phase transforma-
tions in the system studied. Figure 2 presents the results
of the multifractal analyses together with a fragment of
the phase diagram of the (1 – x)NaNbO3–xCa2Nb2O7

system (0 ≤ x ≤ 0.2) [7], showing the following regions:
(1) AFE; (2) AFE + FE; (3) FE; (4) paraelectric. In the
phase diagram (Fig. 2), R(M4) denotes the orthorhom-
bic phase with a fourfold monoclinic perovskite sub-
cell; R(M2) is an orthorhombic phase with a double
monoclinic perovskite subcell; C2 is a cubic phase with
superstructure; and C is a cubic phase without super-
structure.

An analysis of Fig. 2 shows that the minimum of f∞
(and the maximum of ∆∞) for x ~ 0.05 corresponds to an
AFE–FE transition; the maximum of f∞ (and the inflec-
tion on the ∆∞ curve) at x ~ 0.10 reflects a transition to
the two-phase region R(M2) + C2; the inflection on the
f∞ curve (and a minimum of ∆∞) at x ~ 0.125 corre-
sponds to a transition to the C2 phase; and the mini-
mum of f∞ (and a maximum of ∆∞) at x ~ 0.175 reflects
the transition to the C phase. In the region adjacent to
Ca2Nb2O7 (0.7 ≤ x ≤ 1.0), the extrema of f∞ and ∆∞ cor-
respond to the sequential formation of stratified struc-
tures with the formula AnBnO3n + 2 with n = 6–4.

Thus, changes in the phase state of the system stud-
ied are reflected by variations of the multifractal param-
eters of homogeneity and order of the ceramic grain
structure. It was also established that mutually consis-
tent singularities in the behavior of the homogeneity
(dips) and order (peaks) parameters precede two impor-
tant states in the secondary interrupted recrystalliza-
tion: the formation of giant grains and their merging
into agglomerates. Therefore, the multifractal parame-
ters can reveal changes in the grain structure not
explicit from the standpoint of conventional character-
istics, which provides a means of predicting and avoid-
ing negative recrystallization processes, including
those leading to critical changes in the mechanical
properties of materials. Use of the multifractal
approach for evaluation of the state of the microstruc-
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
20 µm (a)

15 µm (b)

Fig. 1. Fragments of the approximated images of the grain
structure of (a) NaNbO3 and (b) Ca2Nb2O7.
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ture can be useful in simulating the properties and
atomic design of advanced ferroelectric materials.
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Abstract—We have experimentally studied the antimicrobial action of high-power pulsed discharge in model
solutions, natural water, and waste waters inoculated with E. coli 1257 and MS-2 coli-phage species. It is found
that the efficiency of the antimicrobial treatment decreases in the presence of suspended macroscopic particles. A
specific energy consumption of 0.02–0.04 kW h/m3 has been achieved. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. The energy efficiency of the antimi-
crobial treatment of water by periodic pulsed discharges
with a pulse energy of 1–20 J was studied in [1–4]. It was
established that the discharge action had a local char-
acter: the loss of test microbes upon multiply repeated
discharges was observed only in a region adjacent to
the discharge channel. According to the published
data, the specific energy consumption amounted to
0.5–1.0 kW h/m3.

The antimicrobial treatment of a significantly
greater volume of water can be provided by high-power
pulsed discharges with energies on the order of several
kilojoules per pulse. In comparison to the aforemen-
tioned periodic pulse trains, the energy consumption
may decrease because the number of discharges can be
reduced to one, while the volume of water treated in a
single cycle can be increased. In addition, a decrease in
the number of charge–discharge cycles increases the
working life of the capacitive energy store. A signifi-
cant disadvantage of the latter approach is related to a
considerable increase in the level of thermomechanical
loads upon the electric-discharge setup. Accommoda-
tion of these loads requires finding the optimum design
and technological solutions.

Experimental setup. The experiments were per-
formed in a model chamber comprising a steel cylinder
with thick walls and volume of ~10 dm3, connected to
four side channels with a 90° angle between channel
axes (Fig. 1). The channels were made of cone-shaped
parts jointed together. This design allowed the channel
length to be varied from 0.24 to 2 m and the amount of
aqueous medium to be reduced to 10–50 dm3. Since the
shock waves entered channels via holes (diaphragms),
the pattern of the shock wave propagation in the model
chamber differs from that in an infinite medium.
According to [5], the difference is most pronounced in
1063-7850/04/3004- $26.00 © 20281
the region 0.5 < r/r0 < 1.5, where r0 is the distance from
a diaphragm to the shock wave source.

The electric discharge source was introduced into
the chamber via an insulating flange on the top lid and
connected to a capacitive energy store. The capacitor
bank had a total capacitance of 72 µF, was charged to
24.6 kV, and released an energy of 21.5 kJ per pulse.
The pressure was measured by manganin sensors. The
integral pressure pulse was evaluated using crash type
devices (comprising plungers with needles and a set of
paper disks in cylindrical cases). Figure 1 shows the
results of measurements of the maximum pressure at
the shock wave front plotted in the dimensionless coor-
dinates of p/pc versus r/l, where pc is the effective pres-
sure calculated for an effective adiabate index of 1.31–
1.45 in the discharge channel [6], r is the distance from
electrode axis to the point of measurements, and l is the
interelectrode distance. To within the experimental
error, our results satisfactorily agree with the data
reported for axisymmetric chambers [6].

Results and discussion. Figure 2 presents general-
ized data on the efficiency of antimicrobial action of
high-power discharges on model aqueous media (phys-
iological solution, dechlorinated tap water, and boiled
water), natural water, and waste water inoculated with
E. coli 1257 and MS-2 coli-phage species. The results
of the antimicrobial tests are plotted in the coordinates
of microbe concentration versus specific energy con-
sumption.1 The specific energy consumption was cal-
culated as the ratio of consumed energy to the volume
of water within an ovaloid formed by the revolution of
an isobar (the line of equal pressures on the shock wave

1 Comparative microbiological analyses of the initial and treated
media were performed by the research group headed by
Dr. N.A. Rusanova at the Research Institute of Water Supply and
Purification.
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front) around the discharge axis in a hypothetical infi-
nite medium. The isobar was determined by an equa-
tion proposed in [6]; the long axis of the ovaloid was
taken equal to the distance R from the model chamber
axis to the channel end. The value of R for which a sin-
gle discharge provided for a decrease in the microbe
concentration below 103 dm–3 was about 0.6 m. For
comparison, Fig. 2 shows the data published for peri-
odic pulsed discharges [1–4].

According to the results of our measurements, the
pressure jump produced by arrival of a shock wave at
the internal wall of a blunt channel end for R ≅  0.6 m
was 102 MPa (averaged over five experiments), which
corresponded to a pressure jump of ∆p ~ 0.5 × 102 MPa
at the incident wave front [7]. It should be noted that
this value is qualitatively consistent with theoretical
predictions, according to which the pressure jump at a
shock wave front required for the microbe destruction
is ∆p > (0.6–1.35) × 102 MPa.

The obtained results indicate that the experimental
setup parameters provided for a regime in which a sin-

Fig. 1. (a) Schematic diagram of the model chamber and
(b) comparative data on the maximum pressure at the shock
wave front: (1) pressure sensors; (2) cylindrical vessel;
(3) electric discharge gap; (4) cone-shaped channels;
(m) data of this study; (n) data for axisymmetric cham-
bers [6].
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gle discharge led to the destruction of test microbes in
a sufficiently large volume of an aqueous medium. This
accounts for a significant decrease in the specific
energy consumption for the antimicrobial treatment
compared to the level achieved using the regime of low-
energy periodic pulsed discharges (see [1–4]).

In the course of experiments, we observed a
decrease in the efficiency of the antimicrobial treatment
of water containing suspended organic particles. For
example, the specific energy consumption for the disin-
fection of a waste water (containing suspended macro-
scopic particles at a weight fraction of α ~ 5 × 10–5) was
about twice that for waste water with α ≅  0. Calcula-
tions showed that the observed difference could not be
explained by the enhanced damping of shock waves of
by the screening of microbes by suspended macro-
scopic particles. However, taking into account the small
characteristic time required for the microbes to meet a
particle (estimated at ~20 min), we may suggest that
most microbes occur on or inside such particles, which
leads to an increase in the energy required for their
destruction.

Conclusions. We have experimentally studied the
efficiency of antimicrobial action of high-power pulsed
discharge in model solutions, natural (tap) water, and
waste waters inoculated with E. coli 1257 and MS-2
coli-phage species. It is established that a single dis-
charge suffices for decreasing the microbe concentra-
tion to a required level (below 103 dm–3) provided that
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Fig. 2. Data on the efficiency of disinfection by pulsed dis-
charges: (e, h, n) E. coli 1257; (r, j) MS-2 coli-phage;
(n) data from [1, 2]; (h, j) data from [3, 4]; (e, r) this
study.
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the pressure drop at the shock wave front is not less than
50 MPa. A specific energy consumption of 0.02–
0.04 kW h/m3 has been achieved.
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Abstract—The magnetic properties of vanadium films on a single crystal FeNi3 surface have been studied by
Auger electron spectroscopy with spin resolution. It is established that the films exhibit antiferromagnetic
ordering relative to the substrate. The induced magnetic moment of a two monolayer thick vanadium film is
estimated at ~0.35µB. Vanadium deposition does not lead to a decrease in magnetization of the iron sublattice
of FeNi3. © 2004 MAIK “Nauka/Interperiodica”.
In recent years, much attention has been devoted to
the magnetic properties of metal surfaces, interfacial
layers, and superlattices. Such low-dimensional struc-
tures exhibit new basic laws of magnetism and provide
a basis for the creation of novel electronic devices for
commercial applications. Of special interest are the
interfaces between ferromagnetic and nonmagnetic
metals, the properties of which account for the inter-
layer magnetic exchange interaction and determine the
magnetoresistance of multilayer structures. Convenient
model systems for the investigation of such structures
are offered by superlattices with vanadium playing the
role of a nonmagnetic metal.

By incorporating hydrogen into a thin vanadium
layer, it is possible to increase the crystal lattice param-
eter within 10% in the direction perpendicular to the
superlattice plane. In this way, we can provide condi-
tions for a reversible transition from antiferromagnetic
(AFM) to ferromagnetic (FM) exchange coupling
between layers and vice versa controlled by hydrogen
pressure [1]. Using this approach, the passage from
three-dimensional to quasi-two-dimensional magne-
tism can be realized and studied in experiment [2].
Information about the chemical and magnetic structure
of the interface is of principal significance for the
description of this transition.

Vanadium is a paramagnetic metal. However, vana-
dium atoms occurring at the interface with a ferromag-
net such as iron may acquire the induced magnetic
moment, the magnitude of which depends on the char-
acter of mixing in the boundary layer [3]. Calculations
performed for thin vanadium films on iron showed that
the induced moment can be rather significant, espe-
cially in a monolayer thick film where the d-electron
band of vanadium exhibits narrowing as a result of
decrease in the coordination number of near-surface
atoms [4]. When the film thickness exceeds two mono-
1063-7850/04/3004- $26.00 © 200284
layers, the competition between antiferromagnetic
V−V and V–Fe interactions strongly suppresses the
magnetic moments everywhere except for the interfa-
cial atomic layer. The existence of an induced magnetic
moment on vanadium atoms has been confirmed in
experiment [5].

It should be noted that most calculations of the mag-
netic structure of such systems were performed under
the assumption that the interfacial layer was one to
three monolayers thick. In experiment, such a thin
interlayer is very difficult to obtain. Additional prob-
lems are related to the control of atomic intermixing
and determination of the component concentration pro-
files formed in the course of epitaxial growth.

Below, we report on the results of using the method
of Auger electron spectroscopy (AES) with spin resolu-
tion for the investigations of thin vanadium films
deposited onto a (110) face of an FeNi3 single crystal.

The experiments were performed with a spin-polar-
ized electron spectrometer developed by the Surface
Magnetism Group at St. Petersburg State Technical
University. The instrument comprises an original elec-
tron energy analyzer of the cylindrical mirror type com-
bined with a compact electron spin polarimeter imple-
menting the classical Mott scheme [6–8].

A (110)-oriented FeNi3 single crystal had the shape
of a square frame with the sides oriented along the
[111] easy axes. The crystal was magnetized to satura-
tion by a pulse of electric current passed through a coil
of seven turns wound around one side of the frame.
Vanadium films were prepared by thermal evaporation
of the metal in vacuum followed by deposition onto a
clean surface of the single crystal substrate at room
temperature. The residual pressure in the vacuum
chamber was on the level of 5 × 10–9 Torr.
04 MAIK “Nauka/Interperiodica”



        

SPIN POLARIZED ELECTRON SPECTROSCOPY OF THIN VANADIUM FILMS 285

                                                                             
The sample films on the single crystal substrate
were studied by measuring the spectra of secondary
(Auger) electrons with spin resolution. The spin polar-
ization of electrons was determined as P = (N↑ –
N↓)/(N↑ + N↓), where N↑ (N↓) is the number of electrons
with the magnetic moments oriented parallel (antipar-
allel) to the direction of magnetization in FeNi3.

The sample film thicknesses were determined from
data on the intensities of Auger electron signals from Ni
and V measured during deposition. The experimental
AES peak intensities obeyed the exponential law,
which allowed the absolute thickness of a vanadium
film to be determined provided that the mean free path
of electrons with the energies corresponding to these
peaks are known [9]. The values of film thicknesses
determined from the analysis of intensities of the AES
peaks of Ni and V were in good quantitative agreement
(the difference not exceeding 5%).

However, the rate of decrease in the low-energy
peak amplitude of Fe and Ni in the course of vanadium
deposition did not agree with a simple model assuming
the formation of a homogeneous film of V atoms on a
flat FeNi3 substrate. Since the mean free path of low-
energy Auger electrons is about half that of the high-
energy ones, the amplitude of the former AES peaks
was expected to decrease with the thickness of the
vanadium layer at a much greater rate. The experimen-
tal fact that the amplitude of the low-energy AES sig-
nals of Fe and Ni decreased with increasing vanadium
film thickness even slower than that of the high-energy
signals of these elements indicated that either the film
thickness was inhomogeneous or a significant amount
of Fe and Ni atoms was dissolved in the vanadium
deposit. The rate of decrease of the low-energy Fe and
Ni peak intensity with increasing vanadium film thick-
ness allowed the characteristic roughness height to be
estimated at about 10 Å.

The spin-resolved AES peaks of V and Fe were mea-
sured for films with a thickness of 1, 2, and
12 monolayers (MLs). The spin polarization of the AES
signal from Ni was not studied, since it was much less
pronounced than that of the signal from Fe. For the
1-ML-thick film of vanadium, the AES peak of vana-
dium did not exhibit spin splitting (to within the exper-
imental error). Figure 1 shows the typical spin-resolved
AES peak of vanadium (upon background subtraction)
for a 2-ML-thick film. This signal corresponds to the
L3M23M45 transition involving a single 3d electron. To
the first approximation, the peak shape can be consid-
ered as determined by the density of states of d elec-
trons. Using this assumption, the effective magnetiza-
tion can be estimated from the polarization data.

Ignoring (i) the influence of a hole (2p changing to
3p) present in the V atom on the density of states in the
valence band and (ii) the contribution of Auger pro-
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
cesses with spin reversal, we can estimate the magnetic
moment on a V atom as

where S↑ and S↓ are the areas under the Auger peaks of
electrons with the corresponding spin projections, N is
the number of valence electrons per atom, and µB is the
Bohr magneton. This estimate can be refined by cor-
recting the peak shape with allowance for the electron–
electron correlations, but even in that case, quantitative
interpretation of the Auger spectra requires introducing
some fitting parameters [10, 11].

The polarization of the AES peak of vanadium
determined as described above has proved to be nega-
tive, which implies that the intensity of the Auger peak
of electrons with spin down is greater than that for spin
up. This is indicative of the AFM ordering of the vana-
dium film relative to the substrate. Estimates gave the
magnetic moment of a vanadium atom about 0.35µB.
A weak polarization was also observed for a 12-ML-
thick film, where the moment on a vanadium atom was
less than 0.1µB . The presence of induced magnetic
moment at such a long distance from the interface con-
firms the conclusion about interface roughness or the
presence of a sufficiently large amount of Fe and Ni
atoms incorporated into the vanadium film.

Figure 2 presents the Auger signal of iron (also cor-
responding to the L3M23M45 electron transition) mea-
sured after deposition of a 2-ML-thick film of vana-
dium. An analysis of the experimental data showed that
the magnetization of the iron sublattice did not decrease
(to within the experimental error) upon deposition of
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Fig. 1. The typical spin-resolved AES signal of vanadium
from a 2-ML-thick film on a (110)FeNi3 single crystal
surface.
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this vanadium layer. Thus, coating a substrate crystal
with a thin layer of vanadium does reduce the magneti-
zation of near-surface iron atoms. After deposition of a
12-ML-thick vanadium film, the total intensity of the
AES peak of Fe was small, which hindered detailed
analysis with spin resolution.
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Fig. 2. The typical spin-resolved AES peak of iron for a
(110)FeNi3 single crystal covered with 2-ML-thick vana-
dium film.
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Abstract—A model of the process of thin multicomponent film deposition by ion–plasma sputtering of amor-
phous and polycrystalline targets has been developed. Using this model, the film deposition rates and the film
thickness homogeneity over the substrate have been evaluated for thin films of high-temperature superconduc-
tors based on YBa2Cu3O7 – x (YBCO) ceramics. A comparison of the results of numerical simulations based on
the proposed model and the experimental data on the YBCO film deposition rates showed that the model pro-
vides for a sufficiently correct description of the ion–plasma sputter deposition process. The results were used
for optimization of the technology of ion–plasma sputter deposition of thin multicomponent films. The model
of the deposition process is applicable in the range of sputter ion beam energies up to 1–3 keV, which is of inter-
est for many basic problems and technological applications involving the process of ion and ion–plasma sput-
tering of multicomponent materials. © 2004 MAIK “Nauka/Interperiodica”.
Processes involved in the growth of high-tempera-
ture superconductor films have been extensively stud-
ied [1–4]. One of the most effective methods used for
obtaining thin-film structures with preset physical
properties is offered by the ion–plasma sputter deposi-
tion process [5]. A significant difficulty encountered in
the implementation of the technology of high-quality
films is related to a poor reproducibility of stoichiome-
try, phase composition, and properties depending on
the variable parameters of the deposition regime.

The process of obtaining films using the method of
ion–plasma sputter deposition can be conditionally
divided into three main stages:

(i) the interaction of ions and atoms of the gas dis-
charge plasma with a multicomponent target and the
formation of a flow of sputtered atoms in the gas phase;

(ii) the transport of sputtered atoms via the gas
phase in the drift space between the target and a sub-
strate;

(iii) the synthesis of a multicomponent material and
the film formation and growth on the substrate.

The first two stages determine the deposition rate,
the homogeneity of the film thickness, and the stoichi-
ometry of thin films of multicomponent materials. The
synthesis and film formation on a substrate are deter-
mined by the atomic composition and structure of the
substrate material and by the substrate temperature.
Therefore, statistical modeling of the process of ion
sputtering of a multicomponent target and the transport
of sputtered atoms via the gas phase in the target–sub-
strate drift space is necessary and sufficient for optimi-
zation of the deposition rate, the homogeneity of the
film thickness, and the stoichiometry of thin films of
1063-7850/04/3004- $26.00 © 20287
multicomponent materials obtained by the ion–plasma
sputter deposition technique.

Let us consider the first stage in the process of ion–
plasma sputter deposition: the interaction of ions and
atoms of the gas discharge plasma with a multicompo-
nent target and the formation of a flow of sputtered
atoms. According to modern notions of the interactions
leading to ion sputtering, each ion penetrating into the
target material gives rise to a cascade of binary elastic
collisions of displaced atoms, in which the atoms
exchange their energies and momenta. The collision
cascade may result in the transfer of a sufficiently high
energy and momentum to a surface atom, which will
allow this atom to overcome forces binding it to the tar-
get surface.

In recent years, the progress in microelectronics has
posed the problem of studying the ion and ion–plasma
sputtering of multicomponent materials. For such
materials, the sputtering process cannot be character-
ized by simple sputtering coefficients, because a
depleted near-surface layer is formed in the target. In
this case, a parameter adequately characterizing the
efficiency of sputtering of a multicomponent material is
the rate of target sputtering and its variation with depth
of the depleted near-surface layer or with the target
mass. In addition, the process of ion–plasma sputtering
of a multicomponent material alters the initial stoichi-
ometry of the near-surface layer of the target. On the
one hand, this changes the composition of the flow of
sputtered atoms. On the other hand, a change in the
composition and properties (in particular, the electron–
ion emission coefficient) of the target surface changes
the integral characteristics of the gas discharge. In the
course of sputtering, the process conditions exhibit sta-
004 MAIK “Nauka/Interperiodica”
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bilization and, provided that some technological
parameters (such as the discharge voltage and the work-
ing gas composition and pressure) are maintained con-
stant, a steady-state regime of target sputtering is estab-
lished.

Now, let us consider in more detail the form and
algorithm of the proposed regression model of the ion–
atom collision cascade [6]. Using the method of Monte
Carlo simulation adopted to the process of particle scat-
tering in the course of ion–atom collisions, we simulate
the trajectory of a bombarding ion in the target and cal-
culate the momentum transfer to target atoms as a result
of the ion–atom pair collisions. By the same token, we
simulate the trajectories of the primary target atoms of
various types displaced due to collisions with the bom-
barding ion and calculate the corresponding energy
losses in each atom–atom pair collision with the sec-
ondary displaced atoms of the target.

The trajectories of the displaced target atoms in var-
ious branches of the primary collision cascade are sim-
ulated unless either the energy reduced as a result of
sequential atom–atom pair collisions will become
lower than the binding energy of atoms of the corre-
sponding type or the trajectory will cross the target sur-
face. The ratio of the number of displaced atoms, whose
trajectories cross the target surface in a simulated
branch of the collision cascade, to the total number of
bombarding ions determines the probability for the tar-
get atoms to escape from the surface. The escape prob-
ability depends on the mass, atomic number, and initial
energy of the bombarding ion and on the masses,
atomic numbers, binding energies, and concentrations
of various component atoms of the solid target.

The possibility of simulating the trajectories of sub-
sequent branches in the cascade of displaced atoms is
limited by the computational facilities. However, the
laws established using simulations of the ion–atom and
primary atom–atom pair collision branches of the cas-
cade can be expanded by means of regression analysis
to describe the development of all subsequent atom–
atom pair collision branches in the cascade of displaced
atoms. Obviously, the branches in the cascade of pri-
mary atoms displaced under the action of bombarding
ions include a greater number of collisions and involve
greater initial energies than the subsequent branches in
the cascade of atoms displaced due to atom–atom pair
collisions. Therefore, the probability of escape from the
target surface for atoms in the subsequent branches of
the atomic collision cascade (i.e., the probability for the
atomic trajectories to cross the target surface) will be
smaller compared to the probability of escape for the
target atoms displaced in the primary collisions with
bombarding ions. The lower the initial energy (and,
hence, the number of atom–atom pair collisions) in
subsequent branches of the cascade of atomic displace-
ments, the smaller the contribution of these branches to
the yield of displaced atoms from the target surface.
TE
For multicomponent targets, variation of the selec-
tive rate of ion sputtering of the jth component in depth
of the target is determined by the relation

where Mj and ρj are the atomic mass and density of the
jth component; Na is the Avogadro number; qi is the
charge of a bombarding ion; ji is the ion current density;
and Pj is the probability for atoms of the jth component
to escape from the target surface under the action of
bombarding ions. In multicomponent targets, the total
rate of sputtering Vi is determined by the inertia of sput-
tering of a component with a minimum selective sput-
tering rate Vij . As can be seen from the above formula,
the main difficulty in determining the rate of sputtering
for multicomponent targets is related to calculation of
the escape probability Pj for atoms of the jth compo-
nent. Indeed, the parameter Mj /ρj is determined by the
experimental conditions, while the ion current density
ji can be measured directly.

Now, let us proceed to considering peculiarities of
the second stage of the ion–plasma sputter deposition
process: the transport of sputtered atoms via the gas
phase in target–substrate drift space. The existing mod-
els of this transport [7] consider the transfer process
from the standpoint of thermalization of particles and
their diffusion and do not provide a strict description of
the distribution of spatial densities, atomic flux intensi-
ties, and particle velocities in the interelectrode space.
Variations in the elastic scattering cross sections and
the scattering angles depending on the relative veloci-
ties of interacting particles complicates the description
of the transport process within the framework of the
classical theory of scattering. For this reason, the
method of Monte Carlo simulations offers the main
approach to investigation of the transport of sputtered
atoms. Simulations (numerical experiments) of the
transfer of particles describe a multistage process
involving the escape of sputtered atoms from a target,
their scattering on atoms of the working gas, and estab-
lishment of a diffusion regime [8]. The complexity of
calculations involved in numerical simulations of the
scattering processes by the Monte Carlo method
depends primarily on the choice of the atomic interac-
tion potential. It is necessary to compromise between
realistic physical description of the interaction pro-
cesses and sufficiently simple computational procedure
to be used for numerical simulations.

Previously, there were attempts to describe the pro-
cess of elastic scattering of atomic particles using a pro-
cedure of fitting of an approximate interaction potential
to the real one for a certain distance between particles
accounting for the maximum contribution to the scat-
tering process. However, practically all the proposed
approximate interaction potentials work poorly at large
aiming parameters, leading to overstated values of the

V j
dx
dt
------

M jP j

Naqiρ j

---------------- ji,= =
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energy transferred in the course of elastic scattering of
atomic particles. We have developed a model of quasi-
hard spheres [9], which allows the elastic scattering of
atomic particles to be simulated using various interac-
tion potentials, while retaining relatively high computa-
tion speeds achieved for simulations using the conven-
tional hard model of hard spheres. The procedure pro-
posed for the simulation of elastic scattering restricts
the region of large aiming parameters for thermal ener-
gies of the interacting particles to their gaskinetic
dimensions. For greater energies of colliding particles,
the region of large aiming parameters corresponds to
very small scattering angles and transferred energies
and, hence, does not significantly contribute to the scat-
tering process.

Using the proposed algorithm of simulation of the
transport of sputtered atoms via the gas phase in the tar-
get–substrate drift space [10], it is possible to evaluate
the energy characteristics and spatial distributions of
sputtered atoms and determine the density and stoichi-
ometry of particle flows in any section of the target–
substrate drift space for the given technological param-
eters of the ion–plasma sputter deposition process.

In order to check the adequacy of the proposed
model of the ion–plasma sputter deposition process, we
have used this model for optimization of the technology
of thin films of high-temperature superconductors
based on YBa2Cu3O7 – x (YBCO) ceramics [5]. For this
purpose, we have studied the film deposition rates and
the homogeneity of the film thickness as functions of
the working gas (oxygen) pressure for a given system
geometry and a preset gas discharge power. The homo-
geneity of the film thickness over the substrate is deter-
mined primarily by the flow of atoms of the heaviest
component—Ba atoms—which are thermalized at a
higher pressure than the relatively light Y and Cu
atoms. Using the results of numerical simulations, we
have compared the intensities of the flux of Ba atoms
(most difficultly sputtered component) at the center of
the substrate holder, jBa(0), and in the zone of target
sputtering, jBa(R), where R is the distance from the sub-
strate holder center to the sputtering zone center. The
sputtering zone comprised a 15-mm-wide ring with an
outer diameter of 53 mm. 

The results of numerical simulations based on the
proposed model of the ion–plasma sputter deposition
process are presented in Fig. 1, showing the intensity of
the flux of Ba atoms in the substrate plane as a function
of the working gas pressure. As can be seen, the relative
intensity of the flux of Ba atoms to the substrate surface
under the target erosion zone is virtually the same as
that at the center for a working gas pressure above
100 Pa and does not change with further increase in the
pressure. On the other hand, an increase in the working
gas pressure is accompanied by a decrease in the rate of
delivery of the component atoms to the target surface
and in the film growth velocity. These results allow the
optimum working gas pressure to be chosen so as to
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
provide for the formation of films with homogeneous
thicknesses at a sufficiently high growth rate.

Using the results of simulations, we have deter-
mined the intensities of atomic fluxes of the target com-
ponents in the substrate plane. The rates of delivery of
the sputtered material to the substrate surface are con-
veniently expressed in units of nm/min, which corre-
sponds to the film growth velocity on a substrate at an
adsorption coefficient of unity. This provides for a con-
venient comparison of the results of numerical simula-
tions of the sputtering process and experimental deter-
minations of the film growth velocity. The correspond-
ing data for various working gas pressures are
presented in Fig. 2. As can be seen from these data, the
technological process parameters were selected so that
the rates of delivery of the target material to the sub-
strate surface (determined by simulations based on the
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Fig. 1. Effect of the working gas pressure on the homogene-
ity of the flux of Ba atoms over the substrate holder radius.
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Fig. 2. A comparison of (1) the rate of delivery of a sput-
tered target material to the substrate surface (simulation
results) and (2) the YBCO film growth velocity (experimen-
tal data) as functions of the working gas pressure.
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proposed model of the ion–plasma sputter deposition
process) coincide to within 10% with the experimen-
tally measured growth velocities for YBCO films. Even
at rather high working gas pressures, there is no signif-
icant re-evaporation of deposited atoms from the sub-
strate surface. Atoms not incorporated immediately
into the crystal structure of a growing YBCO film are
involved in the secondary nucleation and thus built in
the film. An increase in the rate of material delivery to
the substrate leads to a decrease in the crystal structure
perfection of the growing film and to a reduction in the
crystal grain size. Therefore, the rate of the sputtered
material delivery to the substrate must correspond to
the rate of incorporation of atoms into the structure of
the growing film. A disbalance of these rates disturbs
the process of atomic assembly and gives rise to disor-
der in the crystal structure of the deposit.

Thus, we have demonstrated that numerical simula-
tion of the process of ion–plasma sputter deposition
using the proposed model allows optimum technologi-
cal regimes to be selected, which ensures obtaining
high-quality stoichiometric film materials of complex
compositions.
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Abstract—We consider the time required for complete synchronization of two identical one-way coupled van
der Pol–Duffing oscillators occurring in the regime of dynamic chaos. The influence of the initial phase differ-
ence between oscillators on the duration of the process of complete synchronization has been studied. At a fixed
phase of chaotic oscillations of the self-excited drive oscillator, the period of time (past the coupling onset) dur-
ing which the complete synchronization regime is established depends on the phase of the self-excited response
oscillator. © 2004 MAIK “Nauka/Interperiodica”.
The phenomenon of synchronization of self-excited
oscillatory systems attracted the attention of research-
ers for a long time and is still an important problem in
the modern theory of nonlinear oscillations and waves
(see, e.g., [1–6]). In recent years, the duration of the
synchronization process has been extensively studied
for dynamical systems exhibiting both periodic and
chaotic behavior [7–11]. The interest in this problem is
related, in particular, to the extensively developing
direction of research devoted to the use of chaotic sig-
nals for data transmission [12–14].

The time required for the complete (full) synchroni-
zation after the onset of external action can be consid-
ered as the duration of a transient process in a nonauton-
omous dynamical system. As is well known, the transient
process duration in a dynamical system depends on the
initial conditions and obeys certain laws [15–17]. In self-
excited oscillators exhibiting periodic behavior, the ini-
tial conditions can be represented by the phase of oscil-
lations. In particular, it was recently demonstrated [9]
for self-excited oscillatory dynamical systems, both
with a finite (van der Pol oscillator) and with infinite
(distributed active medium of the “helical electron
beam–backward electromagnetic wave” type) number
of degrees of freedom under an external periodic
action, that the duration of synchronization at the drive
frequency significantly depends on the initial phase dif-
ference of oscillations in the response (slave) and drive
(master) systems. Similar results were obtained for the
time of complete synchronization of one-way coupled
identical subsystems occurring in the regime of peri-
odic oscillations [11].

In cases when a response dynamical system occurs
in the regime of chaotic oscillations, the phase of these
oscillations determined by one or another method [5,
18–20] does not uniquely determine the state of the sys-
tem, although it is still a convenient characteristic. This
1063-7850/04/3004- $26.00 © 20291
study was aimed at establishing how the time of com-
plete synchronization of two identical one-way coupled
chaotic subsystems depends on the initial phase differ-
ence under otherwise variable initial conditions.

We have studied a model system comprising one-
way coupled van der Pol–Duffing oscillators [21, 22].
As is known [23, 24], one-way coupled oscillators of
this type (Fig. 1a) exhibit the phenomenon of complete
chaotic synchronization. The drive oscillator is
described by a system of dimensionless differential
equations,

(1)

and the response oscillator is described the system

(2)

Here, σ(ξ) is the Heaviside function and (x, y, z) and
(u, v, w) are the dynamical variables characterizing the
states of the drive and response oscillators, respectively.
These quantities are related to the dimensional values

by the following formulas [23, 24]: x = V1 ; y =

V2 ; z = iL ; u = U1 ; v  = U2 ; w =

.

The current–voltage characteristic of the nonlinear
element N is described by a cubic parabola

(3)

The dimensionless time in the system of Eqs. (1) and
(2) is defined as τ = t/(RC2), and the dimensionless
quantities α, β, and ν are related to the dimensionless

ẋ ν x3 αx– y–[ ] , ẏ– x y– z, ż– βy,= = =

u̇ ν u( )3 αu– v–[ ]– νε x u–( )σ τ τ 0–( ),+=

v̇ u v w, ẇ–– βv .= =

bR

bR bR3 bR bR

iL' bR3

i V( ) aV bV3.+=
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Fig. 1. A system of one-way coupled van der Pol–Duffing oscillators: (a) schematic diagram; (b) phase portrait of the drive oscil-
lator (1) in a regime of bistable chaos with double-band chaotic attractor for the control parameters α = 0.35, β = 300, and ν = 100;
(c) projection of the chaotic attractor onto the (y, z') plane for determining the phase ϕ of chaotic oscillations.
parameters of oscillators as α = –(1 + aR), β = C2R2/L,
and ν = C2/C1; the coupling parameter is ε = R/Rc .

The system of equations describing one-way cou-
pled oscillators (1) and (2) was numerically solved
using the fourth-order Runge–Kutta method with an
integration time step of ∆τ = 2 × 10–5. The control
parameters were set (by analogy with [24]) equal to α =
0.35, β = 300, and ν = 100, for which the system (1)
exhibits bistable chaotic dynamics (Fig. 1b). The cou-
pling parameter was selected equal to ε = 1.35, which
ensures settling of the regime of complete synchroniza-
tion of the two subsystems [24].

The one-way coupling of the self-excited drive and
response oscillators was switched on at a time τ0 when
the transient processes in both subsystems were accom-
plished and the imaging points in the phase spaces
(x, y, z) and (u, v, w) reached the corresponding chaotic
attractors. Prior to this moment, both oscillators
occurred in the state of autonomous self-excited oscil-
lations. The period of time Ts required for the complete
synchronization was determined as

(4)

where τs is the time corresponding to the onset of com-
plete synchronism. A criterion for the complete syn-
chronization was selected in the following form:

(5)

The phase ϕ of chaotic oscillations for each oscilla-
tor was defined as the angle of projection of the chaotic
attractor onto the plane of a new coordinate system:

Ts τ s τ0,–=

x u–( )2 y v–( )2 z w–( )2+ + 5 10 3– ,×≤
τ∀ τ s.≥
T

(y' = y, z' = –0.8192x + 0.5735z) for the drive oscillator
(Fig. 1c) and (v ' = v, w' = –0.8192u + 0.5735w) for the
response oscillator (see [5, 18, 19]).

In the course of numerical simulation of Eqs. (1) and
(2), the coupling between oscillators was always
switched on at the same moment of time τ0, when the
dynamical variables characterizing the state of the drive
system (1) were x = 0.41009, y = –0.09994, z =
0.75978, which corresponded to the phase of chaotic
oscillations in the drive (master) system ϕm = 3π/4. The
initial conditions (u, v, w) for the response oscillator (2)
at the moment of coupling onset were taken different
for each simulation, but such that the imaging point
would belong to a chaotic attractor and the initial phase
ϕs of the response (slave) system would also be fixed.

The chaotic attractor of each system has two
“bands” (x < 0 and x > 0) corresponding to bistable cha-
otic dynamics, whereby the system exhibits switching
between the two states (Fig. 1b). For this reason, the
duration of synchronization for each initial slave phase ϕs

was studied separately for the upper and lower band of
the chaotic attractor. The initial conditions for the drive
oscillator were always taken the same (see above), cor-
responding to the upper (positive) band of the chaotic
attractor.

The results of numerical simulations showed that
the time of complete synchronization for the dynamical
systems with bistable chaotic attractors depends on
whether the initial conditions in the drive and response
oscillators belong to the like or unlike bands of the cor-
responding chaotic attractor. When the initial condi-
tions are selected on different bands (e.g., the upper
band for the drive oscillator and the lower band for the
response oscillator) of the chaotic attractor, the duration
of complete synchronization depends to a significant
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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extent on the phase of chaotic oscillations in the
response subsystem (for a fixed initial phase of the
drive oscillator).

These results are illustrated in Figs. 2a and 2b,
showing the distribution of synchronization times Ts for
different initial phases ϕs of chaotic oscillations in the
response oscillator. Each distribution is constructed for
100 sets of initial conditions (with the same initial
phase) belonging to the lower band of the chaotic
attractor. As can be seen, the shape of distributions is
close to the δ function. This indicates that the time of
complete synchronization in the system described by
Eqs. (1) and (2) is determined by the phase of chaotic
oscillations. For various initial conditions (belonging to
the lower band of the chaotic attractor) corresponding
to the same initial slave phase ϕs , the time of complete
synchronization is also virtually the same.

A somewhat different pattern is observed when the
initial conditions for the response oscillator at the cou-
pling onset time τ0 are selected so that the imaging
points fall within the like (in this case, the upper) bands
of bistable chaotic attractors. If the initial phases of the
drive (ϕm) and response (ϕs) oscillators differ rather sig-
nificantly, the distribution of synchronization times,
like that observed for the initial conditions belonging to
the unlike bands, has a shape close to the δ function
(Fig. 2c). However, should the initial phases of the drive
and response oscillators be sufficiently close (for the
imaging points in the like bands of the chaotic attrac-
tors), the distribution of synchronization times “scat-
ters” (Fig. 2d). In this case, the time of complete syn-
chronization of two one-way coupled subsystems var-
ies within rather broad limits for the same initial phase
of chaotic oscillations of the response subsystem.

This phenomenon is probably explained as follows.
When the imaging points corresponding to the dynam-
ics of drive and response oscillators have close initial
phases and occur in the like bands of chaotic attractors,
the subsystems can be sufficiently close to the state of
complete synchronism. In this case, the time of com-
plete synchronization will be much shorter than that for
the same oscillators in the initial states significantly far
from synchronism. However, the fact that the imaging
points have close initial phases and belong to the like
bands by no means implies that the two subsystems are
necessarily close to synchronism, since it is known that
chaotic dynamics is characterized by exponential
expansion of the phase trajectories [25]. Therefore, the
synchronization time Ts will be comparable with that
for the other initial slave phases ϕs . For this reason, the
distribution f synchronization ties Ts acquires the form
depicted in Fig. 2d.

Thus, the time of synchronization of one-way cou-
pled van der Pol–Duffing oscillators occurring in the
regime of chaotic oscillations depends on the initial
phase ϕs of chaotic oscillations in the response oscilla-
tor (at a fixed initial phase ϕm of the drive oscillator).
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
Another important factor is whether the imaging points
corresponding to the states of the drive and response
oscillators occur in the like or unlike bands of the
bistable chaotic attractors at the time τ0 of switching on
the one-way coupling between the subsystems. When
the imaging points belong to the unlike bands, the time
Ts of complete synchronization is virtually the same for
all initial conditions corresponding to the same slave
phase ϕs . However, should the imaging points of the
two oscillators occur in the like bands of their chaotic
attractors and have not strongly different initial phases
at the moment of coupling onset, the average time of
complete synchronization decreases and the shape of
the Ts distribution becomes different from the δ func-
tion characteristic of the situations with other initial
slave phases ϕs .
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Abstract—We have studied the possibility of using an autodyne signal of a quantum-confined semiconductor
structure laser for determining the velocities of motions on a nanometer scale. It is suggested to normalize the
laser autodyne signal with respect to additional mechanical oscillations induced in the object at an amplitude
of no less than half of the laser radiation wavelength. In this case, the velocity of displacements can be deter-
mined by measuring the autodyne signal phase increment. © 2004 MAIK “Nauka/Interperiodica”.
In recent years, it has been demonstrated that lasers
based on quantum-confined semiconductor structures
can be used for determining the characteristics of vibra-
tions on a nanometer level [1–4] in various objects. The
field of such applications would be further expanded,
provided that the velocities of motions on a nanometer
scale could be measured as well. Such data are
required, for example, in the characterization of ther-
mal expansion of slowly heated or nanodimensional
objects.

In this context, we have studied the possibility of
using an autodyne signal of a quantum-confined semi-
conductor structure laser for determining the velocities
of motions on a nanometer scale.

The variable informative component of a laser auto-
dyne signal at a feedback level significantly below
unity can be written in the following form [4]:

(1)

where τ(t) is the round trip time of the laser radiation
for the distance L from laser to the external reflector and
ω0 is the resonance frequency of a laser diode without
feedback. If the external reflector (spaced from the laser
diode cavity by a distance L0 at the time t = 0) moves at
a velocity v, the laser signal travel time varies accord-
ing to the law

(2)

For normalizing the autodyne signal intensity, we
suggest the signal amplitude to be divided by a maxi-
mum value corresponding to a reflector displacement
by no less than half of the laser radiation wavelength.

P ω0τ t( )( ),cos=

τ0 t( ) 2
c
--- L0 v t'( ) t'd

0

t

∫+
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Using the normalized autodyne signal, it would be pos-
sible to determine the object velocity v(t) by measuring
P(t) and using relation (1). Unfortunately, methods for
solving such inverse problems are not yet developed.
On the other hand, there are well-developed and veri-
fied methods for solving the inverse problems in the
case of a reflector performing periodic (in particular,
harmonic) oscillations [5]. Thus, upon exciting addi-
tional mechanical oscillations in the object whose
velocity has to be determined, it will be possible to
measure τ0 and find the unknown velocity v(t) by solv-
ing the corresponding inverse problem using verified
spectral techniques.

Let harmonic oscillations to be excited in the mov-
ing object studied,

(3)

where ξ and Ω are the amplitude and frequency of
oscillations of the external reflector, respectively, and
ε is the initial phase. The autodyne signal travel time in
this system can be expressed as

(4)

where τa = 2ξ/c.

The rate of variation of the amplitude of excited
mechanical oscillations should be much greater than
the object velocity. In this case, the inverse problem can
be solved using the oscillation spectrum measured at
each particular time with neglect of the τ0 increment
related to the slow motion. Thus, the oscillatory system
comprises a “fast” subsystem, involving the induced
additional oscillations, and a “slow” subsystem per-
forming displacements on a nanometer scale. In deter-

f t( ) ξ Ω t ε+( ),sin=

τ t( ) τ0 t( ) τa Ωt ε+( ),sin+=
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mining τ for each particular time interval, the value
of τ0 can be considered as constant, entering as a
parameter into the total variable τ. Then, the autodyne
signal can be written in the following form:

(5)

where θ(t) = ω0τ0(t) is the autodyne signal phase incre-
ment, σ = 4πξ/λ, and λ is the laser radiation wave-
length.

Let us represent P(t) in the form of expansion with
respect to the Bessel functions,

(6)

where Jn are the nth order Bessel functions (n is the
number of the spectral component of the autodyne sig-
nal detected). Let us also expand the autodyne signal
into Fourier series,

(7)

where an and bn are the expansion coefficients. Equat-
ing the two expansions, we obtain relations for calcula-
tion of the amplitude of longitudinal oscillations of the
object studied: 

(8)

where cn are the coefficients proportional to the spectral
components of the signal (these coefficients can be
determined as described, e.g., in [6]).

Using the expansions of P(t) into series with respect
to the Bessel functions and Fourier harmonics, we can

P t( ) θ t( ) σ Ωt ε+( )sin+( ),cos=

P t( ) θJ0 σ( ) 2 θ J2n σ( ) 2nΩt ε+[ ]cos
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Fig. 1. Autodyne signal spectrum measured within a time
window equal to five periods of oscillations of the object.
TE
calculate the autodyne phase increment using coeffi-
cients cn with four sequential numbers n:

(9)

or 

(10)

Formulas (9) and (10) are used when the phase
increment is determined using four sequential cn coeffi-
cients beginning with an even and odd number, respec-
tively.

By moving the “window” (i.e., the time interval in
which the measured signal is analyzed) along the time
axis and calculating the corresponding phase incre-
ments of the laser autodyne signal, we obtain a slowly
varying function θ(t). Using this dependence, we can
determine the object velocity averaged over the given
time window ∆t:

(11)

The experimental investigation was performed
using an autodyne measuring system employing a laser
diode of the RLD-650 type based on a quantum-con-
fined semiconductor structure operating on a diffrac-
tion-limited solitary spatial mode. The laser parameters
were as follows: output power, 5 mW; working wave-
length, 652 nm; threshold current 20 mA. 

The output radiation of the semiconductor laser
struck a reflector mounted on a sample. The sample
with reflector was driven by a BaTiO3 piezoceramic
transducer excited with a signal of an audio-frequency
generator. Part of the radiation reflected from the object
returned to the semiconductor laser cavity. The change
in the laser output power was measured with a photode-
tector. The photodetector signal, passed via an ac filter
and amplified by a broadband amplifier, was processed
by an analog-to-digital converter and fed into a com-
puter for data processing, storage, and display.

For determining the object velocity, it is necessary
to determine the frequency Ω , the oscillation ampli-
tude ξ, and the phase increment θ of the autodyne sig-
nal. These values were calculated from the measured
autodyne signal components using formulas (8)–(10).
Taking into account that the window ∆t used for the sig-
nal processing has to be, on the one hand, sufficiently
small to provide for the constancy of the phase incre-
ment (θ = const) within this time interval and, on the
other hand, sufficiently large to provide for a good
spectral resolution, we selected ∆t equal to five periods
of the object oscillations (0.05 s).

θ2n
2n 1+( )
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Figure 1 shows the spectrum of the autodyne signal
measured within a time window equal to five periods of
the object oscillations. Using this spectrum, the fre-
quency Ω , oscillation amplitude ξ, and phase incre-
ment θ of the autodyne signal were determined. Then,
the initial phase was calculated and the autodyne signal
was reconstructed assuming that θ = const within a ∆t
interval.

Figure 2 presents the autodyne signal reconstructed
as described above in comparison with the measured
waveform. The autodyne signal was separated into
0.05-s-long portions by increasing the forming interval
with a 0.01 s step. The mutual overlap of processed
intervals favors an increase in the accuracy of calcula-
tions. An analysis of all such regions gave the time vari-
ation of the autodyne signal phase increment θ(t),
which had the shape of a sloped straight line. A compar-
ison of the theoretical dependence of the phase incre-
ment with the plot constructed by the experimental data
allowed the rate of the thermal expansion of the object
studied to be estimated at 50 nm/s. 

1

0

–1
0 0.01 0.02 0.03 0.04

1
2

t, s

P, a.u.

Fig. 2. Waveforms of the (1) experimental (initial) and
(2) reconstructed autodyne signals (rms deviation, 0.1).
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Thus, we have demonstrated that a quantum-con-
fined semiconductor structure laser operating in the
autodyne regime allows the motion of objects moving
with small velocities to be studied on a nanometer
scale, provided that additional mechanical oscillations
are induced in the object at an amplitude of no less than
half of the probing laser radiation wavelength.
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Local Enhanced Evaporation of Carbon Pellets
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Abstract—Experiments with second-harmonic electron cyclotron resonance plasma heating performed on a
Wendelstein 7-AS stellarator revealed a new regime of the carbon pellet evaporation, whereby sharp peaks with
the characteristic spatial width of a few millimeters appeared on the evaporation rate profile. The peaks were
observed in a peripheral region of the plasma column for an electron density in the central region below and the
heating power above the threshold values. The appearance of these peaks is correlated with the observation of
a superthermal emission in the low-frequency part of the cyclotron radiation spectrum. The observed effect is
related to the excitation of superthermal electrons by the cyclotron radiation of gyrotrons. The energy and
density of the superthermal electron population are estimated at 30–50 keV and 1011–109 cm–3, respectively.
© 2004 MAIK “Nauka/Interperiodica”.
Superthermal electrons can significantly influence
the properties of a high-temperature plasma in toka-
maks and stellarators [1, 2]. The appearance of such
groups of electrons was detected using cyclotron radia-
tion detectors in the plasma of a Wendelstein 7-AS stel-
larator (W7-AS) operating in the regimes of high-
power (~1 MW) microwave second-harmonic electron
cyclotron resonance heating (ECRH) and a low elec-
tron density (~1013 cm–3) of the plasma [2, 3]. Investi-
gations of the process of carbon pellet evaporation in
such regimes (see [4, 5]) revealed the zones of
enhanced evaporation on a centimeter scale in the
peripheral regions of the plasma column. The effect was
related to an increase in the energy flux to the pellet sur-
face caused by the superthermal electron population.

Below, we describe a qualitatively new regime of
pellet evaporation characterized by sharp cyclotron
radiation emissions from spatial regions on a millimeter
scale and suggest a mechanism describing this phe-
nomenon.

In the experiments under consideration, spherical
carbon pellets with a diameter of 0.40 ± 0.01 mm were
accelerated using a DIM-6 injector [6] to a velocity
from 150 to 350 m/s toward the plasma column center.
The pattern of pellet evaporation was monitored from
two directions by several high-speed CCD cameras and
a wide-aperture photodetector. The optical filters with a
transmission band at 720 ± 5 nm were used to separate
the dominating CII line emission, the intensity of which
was assumed to be proportion al to the pellet evapora-
tion rate [7]. The scheme of experiments has been
described in more detail elsewhere [5, 7].

Figure 1 shows the typical evaporation rate profiles
measured along the pellet trajectory (see [7]) for vari-
1063-7850/04/3004- $26.00 © 20298
ous ECRH powers (a) and plasma densities (b). The
coordinate along the pellet trajectory is measured rela-
tive to the center of the vacuum chamber, the positive
direction being toward the center of the W7-AS setup.
Each pellet crossed the separatrix in the region of 16–
14 cm along the trajectory, depending on the discharge
and injection parameters.

As can be seen from Fig. 1a, the electron density in
the central region ne(0) = 4.5 × 1013 cm–3 at PECRH =
400 kW (shot 50055) corresponds to a smooth profile

of the evaporation rate . As PECRH increases to
700 kW (shot 50058), the characteristic local enhanced
evaporation zone appears in the peripheral region of the
plasma column. This zone contains two narrow
(FWHM, ~0.1 cm) peaks with the evaporation rate

more than five times the average  value in the smooth
profile. When the PECRH value is increased to 900 kW
(shot 49966), the zone of enhanced evaporation
expands to 2 cm and the number of peaks increases to
seven.

Figure 1b shows the (r) profiles for the pellets
evaporated in a plasma with PECRH = 900 kW for ne(0) =
(1.8, 4.5, 6.0) × 1013 cm–3. As can be seen from these
data, a decrease in the charge density leads to expansion
of the enhanced evaporation zone and to an increase in
the number of peaks in the evaporation rate profile. The
threshold of disappearance of the zone of local
enhanced evaporation at this power occurs above 6.0 ×
1013 cm–3 (the maximum value in the experiments
reported here). Thus, the phenomenon of local
enhanced evaporation was observed under all discharge
conditions studied in this series.

Ṅ

Ṅ

Ṅ

004 MAIK “Nauka/Interperiodica”



        

LOCAL ENHANCED EVAPORATION OF CARBON PELLETS 299

                                                                                                                                          
4

2
50055 (a)

ne(0) = 4.5 × 1013 cm–3

4

2
49963 (b)

PECRH = 900 kW

4

2
50058

4

2
49966

4

2
49966

4

2
49968

–14 –10 –6 –6–10–14
cm

4

1

130 140 150

3

2

S

T e
, k

eV

4

1

130 140 150

3

2

S

1
2
3

4
5
6

f, GHz

×1
022

 c
m

–3

(c) (d)

Fig. 1. (a, b) Profiles of the carbon pellet evaporation rate and (c, d) the corresponding cyclotron radiation spectra (S indicates the
position of plasma column separatrix) for discharges with fixed (a, c) electron densities and (b, d) ECRH power: (1) shot 50055
(PECRH = 400 kW); (2) shot 50058 (PECRH = 700 kW); (3) shot 49966 (PECRH = 900 kW); (4) shot 49963 (ne = 6.0 × 1013 cm–3);

(5) shot 49966 (ne = 4.5 × 1013 cm–3); (6) shot 49968 (ne = 1.8 × 1013 cm–3).
Figures 1c and 1d show the cyclotron radiation
spectra of discharges corresponding to the evaporation

rate profiles (r) depicted in Figs. 1a and 1b, respec-
tively. As can be seen, an increase in PECRH and a
decrease in the ne(0) leads to a growth in the intensity
of emission in the frequency interval 130–133 GHz cor-
responding to the electron cyclotron resonance region
beyond the plasma column separatrix [2, 3]. Superther-
mal electrons are generated in the cross section of
ECRH power deposition and spread over the whole
magnetic field surface with partial thermalization due
to collisions. In this way, superthermal electrons reach
the injection cross section outside the tore and induce

the effects manifested in the (r) profiles. Therefore,
pellets produce effective “backlight” of the groups of
superthermal electrons and allow their exact location in
the plasma to be determined (which is impossible by
means of cyclotron radiation diagnostics).

Having determined the positions of peaks on the

(r) profile and assuming that the low-frequency part

Ṅ

Ṅ

Ṅ
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of the cyclotron radiation spectrum is related to super-
thermal electrons, we can estimate their energies (Est)
by measuring the relativistic shift of the frequency of
emission toward lower values. These estimates yield
Est ~ 3–20 keV. By measuring the ratio of the evapora-
tion rates inside and outside the peak, it is possible to
evaluate the ratio of energy fluxes toward the pellet sur-
face due to thermal and superthermal electrons. Then,
once the Est value is known, it is possible to estimate the
corresponding electron density as nst ∝  ne(Te/Est)3/2,
where ne and Te are the electron density and tempera-
ture in the background plasma. Using this approach, the
superthermal electron densities responsible for the fea-

tures observed in the (r) profiles were estimated
within nst ~ 1011–1012 cm–3. This accounts for 1% (for
Est = 20 keV) to 10% (for Est = 3 keV) of the back-
ground plasma density.

An alternative estimate can be obtained by assuming
that superthermal electrons are generated at the cross
section of ECRH power deposition from the side of

Ṅ
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strong field on the same magnetic field surfaces that

correspond to peaks in the (r) profiles in the injection
cross section. According to calculations of the magnetic
field configuration of W7-AS, the zone of these mag-
netic field surfaces is displaced ~10 cm from the mag-
netic axis toward the strong field region. Using the res-
onance condition in this region and taking into account
the relativistic mass shift ωce = eB/m0cγ = 140 GHz, we
estimate the energy of the superthermal electron popu-
lation as 30–50 keV (e is the electron charge, B is the
magnetic induction in the zone of superthermal elec-
tron production, m0 is the rest mass of electron, c is the
speed of light, and γ is the relativistic factor). In this
case, the estimated superthermal electron density
decreases to nst ~ 109–1011, which accounts for 0.001–1%
of the background plasma density.

Thus, the regimes of high-power microwave sec-
ond-harmonic ECRH revealed local enhanced evapora-
tion of carbon pellets in the plasma of a W7-AS stellar-
ator. Behavior of the local enhanced evaporation zones
depending on the plasma parameters and its correlation
with the low-frequency part of the cyclotron radiation
spectrum indicate that the observed phenomenon is
related to superthermal electrons. Estimates based on
the relativistic frequency shift indicate that the
observed effects can be produced by a population of
superthermal electrons with energies in the interval of
30–50 keV and a density ranging within 109–1011 cm–3.
The cyclotron radiation spectra and the positions of

peaks in the (r) curves show that the plasma under

Ṅ

Ṅ

T

local enhanced evaporation may contain superthermal
electrons with the energies within 3–20 keV. Therefore,
it would be expedient to perform additional measure-
ments in the low-frequency part of the cyclotron radia-
tion spectrum (up to 120 GHz), where the emission of
electrons with energies on the order of 50 keV should
be manifested.
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Abstract—We present the results of numerical solution of the Boltzmann equation in a two-term approxima-
tion taking into account both elastic and inelastic electron collisions in Xe–H2 gas mixtures. Using the obtained
electron energy distribution functions, the electron transport properties (drift velocities, mobilities, mean and
characteristic energies, diffusion coefficients) are calculated for the E/N parameter (the electric field strength to
gas density ratio) ranging within several townsends. A similarity rule is derived for the properties of Xe–H2
mixtures of various densities, which allows the electron transport coefficients to be determined for the mixtures
with small (below 4%) hydrogen content. © 2004 MAIK “Nauka/Interperiodica”.
A promising direction of development of gamma-
radiation spectrometry is related to the creation of new
detectors based on high-pressures ionization chambers
filled with xenon [1]. The main task of gamma spec-
trometry measurements is to determine the intensities of
discrete emission lines from various sources and to iden-
tify these sources. This determines the requirements to
instruments, which should possess a high energy resolu-
tion, high operation speed, high efficiency of the total
absorption measurements, good working parameters
(simple maintenance, reliability, long working life),
resistance to environmental factors, and low cost.

The performance characteristics of detectors based
on gas-filled ionization chambers depend on the trans-
port properties of electrons generated by gamma quanta
in the working gas. The energy resolution, spatial reso-
lution, and operation speed are determined by the abil-
ity of electrons to drift in the working gas at a maxi-
mum velocity and a minimum diffusion blurring. For
optimizing the parameters of working gases (pressure,
temperature, molecular additives) for ionization cham-
bers, it is necessary to study the transport properties of
electrons injected into such media.

Adding molecular hydrogen to inert gases (Ar, Kr,
Xe) is widely used as a means of increasing the electron
drift velocity in gas-filled radiation detectors [2]. This
paper presents the results of calculations of the electron
transport coefficients for Xe–H2 mixtures, based on
numerical solution of the Boltzmann equation for the
electron energy distribution function. The results of cal-
culations are compared to the published experimental
data on the drift velocities and the characteristic trans-
verse energies in Xe–H2 mixtures [3, 4] and in pure
hydrogen [5]. The electron transport properties are
determined in a broad range of electric field strengths
and molecular admixture concentrations.
1063-7850/04/3004- $26.00 © 20301
The kinetics of electrons moving in molecular and
atomic gases are significantly different. In atomic
gases, electrons with the kinetic energies below 10 eV
exhibit only the elastic collisions with atoms and lose a
small energy fraction proportional to δ ~ 2m/M ! 1,
where m and M are the masses of electron and atom,
respectively. The smallness of parameter δ allows the
integral of elastic collisions between electrons and
atoms to be written in a divergent form, thus reducing
the Boltzmann equation to a second-order differential
equation for the symmetric part of the electron energy
distribution function f0(ε). Note that the energy losses
during elastic collisions take place for any electron
energies.

The situation is substantially different in molecular
gases, where electrons may exhibit inelastic collisions
with molecules, leading to the excitation of their vibra-
tional and/or rotational degrees of freedom. In these
processes (inelastic collisions of type I), electrons lose
a considerable fraction of their energies, which is equal
to the quantum εi of the corresponding vibrational and
rotational excitation energy. Another characteristic fea-
ture of such inelastic processes is the existence of a cer-
tain threshold, whereby electrons with energies below
the excitation quantum (ε < εi) are not involved in
inelastic collisions with energy losses. An exception is
the inelastic collision process of type II, whereby an
electron collides with a molecule in an excited state and
gains the energy equal to that of the corresponding
excitation quantum. The main property of such inelas-
tic processes, which are possible for electrons with any
energy, is that colliding electrons gain a considerable
energy quantum. Inelastic collisions do not lead to dif-
fusion blurring in the energy space (which is the main
condition for writing the collision integral in a diver-
gent form) and are manifested by the passage of an
004 MAIK “Nauka/Interperiodica”
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electron from the phase volume dε at the energy ε to
that near the energy ε – εi  (for the inelastic collision of
type I) or near ε + εi  (for the inelastic collision of
type II).

We have solved the stationary Boltzmann equation
for the isotropic part of the electron energy distribution
function f0(ε) in a homogeneous (or weakly varying)
electric field E taking into account both elastic and
inelastic collisions of electrons with gas molecules. The
heating of electrons in the field will be described in a
two-term approximation [6] with neglect of the influ-
ence of the electron density gradient on the distribution
function. This is acceptable for calculations of the elec-
tron mobility µ(E/N) and the coefficient of diffusion
DT(E/N) across the electric field. The considerations
below refer to a mixture of atomic and molecular gases
with the fraction of molecules χ = NM/N, where N =
NA + NM is the total concentration and NA and NM are
the partial concentrations of atoms and molecules in the
gas phase. 

The frequency of elastic collisions will include the
interactions of electrons both with atoms and with mol-
ecules. The frequency of energy transfer during elastic
scattering will also take into account the elastic colli-
sions with both atoms and molecules. The integral of
inelastic collisions on the right-hand side of the equation
is proportional to the concentration of molecules NM. In
rarefied gases, the electron transport coefficients
depend on the electric field strength and the gas density
in the form of the ratio E/N. Thus, the Boltzmann equa-
tion can be written in the following form:

(1)

where qA(ε) and qM(ε) are the known transport cross
sections for the elastic scattering of electrons on Xe
atoms and H2 molecules, respectively [7]; MA and MM
are the masses of atoms and molecules, respectively;
qi(ε) is the cross section of inelastic collisions of type I
in which electrons lose the energy εi; and q–i(ε) is the
cross section of inelastic collisions of type II in which
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electrons gain the energy εi . We will take into account
the following inelastic processes: (i) excitation of the
rotational levels of H2 molecules with the rotational
quantum numbers J: 0  2, 1  3, 2  4, and
3  5; (ii) type II impacts with J: 2  0, 3  1,
4  3, and 5  3; and (iii) excitation of the vibra-
tional level with the vibrational quantum number V:
0  1.

The cross sections for the excitation of molecular
rotations and for type II impacts are given by the Ger-
juoy–Stein formula [8]. Threshold energies for the rota-
tional transitions were as follows: ε02 = 0.0434 eV, ε13 =
0.0727 eV, ε24 = 0.107 eV, and ε35 = 0.138 eV. The sta-
tistical factor Si determining populations of the rotational
states J of hydrogen molecules can be written as [9]

where pJ = (2t + 1)(t + a)(2J + 1) are the statistical
weights, t is the nuclear spin (t = 1/2 for H2), and a = 0
and 1 for the even and odd J, respectively. The electron
impact excitation of the vibrational degrees of freedom
is characterized by a much higher threshold: εv =
0.52 eV. These cross sections are tabulated [7] as func-
tions of the electron energies and cannot be approxi-
mated in terms of elementary functions.

Equation (1) was numerically solved using an algo-
rithm proposed by Dyatko et al. [10]. The obtained
electron energy distribution functions f0(ε) were used to
calculate the electron drift velocities, mobilities, and
transverse diffusion coefficients for E/N ≤ 4 Td and any
hydrogen concentration in Xe–H2 mixtures. Figure 1
shows calculated plots of the drift velocity versus E/N
in comparison with the available experimental data. As
can be seen, even small (a fraction of a percent) hydro-
gen additives lead to a severalfold increase in the drift
velocity of hot electrons. We have performed calcula-
tions for very small molecular impurity concentrations
in order to estimate the minimum amount of H2 influ-
encing the electron transport properties in gaseous
xenon. The estimated minimum amount of the molecu-
lar additive is χmin = 0.01%.

An analysis of the results of numerical calculations
and the structure of the Boltzmann equation (1) showed
that the electron transport characteristics (mobilities,
mean and characteristic energies, diffusion coeffi-
cients) in gas mixtures with small fractions of the
molecular impurity obey a similarity rule with respect

to the parameter E/(Nχ ) [11]. This implies that
the values of transport coefficients (varying with the
impurity content χ for a fixed E/N) fit to the same curve
plotted as a function of the similarity parameter

E/(Nχ ). This rule is illustrated in Fig. 2, where
the calculated electron mobilities and transverse diffu-
sion coefficients in Xe–H2 mixtures with various hydro-

SJ

pJ EJ/kT–( )exp

pJ EJ/kT–( )exp
J

 

∑
----------------------------------------------,=
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gen concentrations are plotted in comparison with the
available experimental data. As can be seen, the values

of Nµ(E/(Nχ )) and NDT(E/(Nχ )) con-
centrate at the universal curves. Deviations from the
similarity curves are observed for χ > 0.04 (4%). This
upper boundary is determined by the ratio of cross sec-
tions of the elastic electron scattering on atoms and
molecules.

In concluding, it should be noted that the results of
our investigation allow the values of the electron trans-
port coefficients to be determined with sufficiently high
accuracy in a broad range of conditions (gas density N,
field strength E, molecular admixture fraction χ) for
which experimental data are not available. These data
are very important for developing gamma spectrome-
ters based on high-pressure ionization chambers filled
with xenon.
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Abstract—A new intense band of photoelectron emission peaked at a wavelength of 490 nm has been observed
in granular silver films with a nanoparticle size of 10–50 nm. Coinciding with an optical reflection band, the
new photoelectron emission peak is related to the excitation of surface plasmons in silver nanoparticles. The
quantum yield of photoemission (0.25%) for the new band is approximately equal to that for a longwave band
of the classical silver–oxygen–cesium photocathode. It is demonstrated that the photoelectron emission from
both photoemitters has a common nature and a time constant on the order of several femtoseconds can be
obtained. © 2004 MAIK “Nauka/Interperiodica”.
As is known [1], a maximum of the band of photo-
electron emission (PEE) from thin silver (Ag) films
activated in cesium (Cs) vapor falls within the ultravio-
let spectral region (λ ≈ 350 nm) and the intensity of this
band strongly depends on the Ag film thickness and
structure. It was demonstrated [2] that the PEE intensity
in this band increases approximately by one order in
magnitude when the Ag film activated in Cs has a gran-
ular (rather than continuous) structure, consisting of Ag
nanoparticles with a grain size from 10 to 50 nm. This
increase is explained by the fact that the PEE process at
λ ≈ 350 nm is related to the excitation of surface plas-
mons, which sharply increases in nanoparticles due to
the dimensional effects [3]. The plasma resonance fre-
quency in solids is proportional to the charge carrier
density N and inversely proportional to the dielectric
permittivity ε and the effective mass m* of carriers:
ωp = (4πNq2/m*ε)1/2. Metal nanoparticles may feature
enhanced plasma resonance at the main frequency and
exhibit additional resonances at lower frequencies
caused by a change in the dielectric permittivity of a
finely dispersed medium. The low-frequency reso-
nances can be related, for example, to an oblate shape
of Ag nanoparticles (as manifested in their absorption
spectra [4]) or to the presence of two populations of
nanoparticles of different size (manifested in the reflec-
tion spectra [2]).

This paper reports on the PEE caused by a low-fre-
quency plasma resonance due to the size effects in sil-
ver nanoparticles.

The preparation of thin granular Ag films, their acti-
vation with Cs and oxygen (O), the measurements of
the PEE quantum yield and optical reflection spectra,
and the surface composition analysis were performed in
an ultrahigh vacuum (10–10 Torr) setup (Riber, France)
with Auger electron spectroscopy (AES) and X-ray
1063-7850/04/3004- $26.00 © 20304
photoelectron spectroscopy (XPS) facilities. Granular
Ag films were prepared on thin amorphous underlayers
of aluminum oxide, which provided electric contact
with Ag nanoparticles by means of the tunneling effect.
First, thick (100 nm) aluminum layers were deposited
onto glass substrates and then kept in air for one day,
which resulted in the formation of an approximately
3-nm-thick amorphous aluminum oxide film. Then,
thin (7 nm) Ag films were deposited onto the surface of
aluminum oxide in the Riber setup and the samples
were heated in vacuum for 20 min at T ≈ 300°C.
According to [2], this treatment leads to the formation
of a granular Ag film with nanoparticle dimensions
from 10 to 50 nm. Finally, the granular Ag films were
activated with Cs and O by a conventional method
developed for the negative electron affinity semicon-
ductor photocathodes [5]. The activation procedure
consists in Cs deposition followed by repeated cycles of
O deposition without switching off the Cs source. This
treatment, ensuring a more pronounced decrease in the
vacuum energy level compared to that achieved by the
activation with Cs alone [2], allowed us to observed the
PEE related to a low-frequency plasma resonance.

The measurements of PEE and the reflection spectra
were performed using an unpolarized light beam inci-
dent at 45° onto the sample surface. In the wavelength
range studied (400–800 nm), the PEE quantum yield
Q(λ) of Cs-activated continuous 20-nm-thick Ag films
increased with decreasing λ (Fig. 1, curve 4). In the
region of λ < 430 nm, the Q value exhibited a sharp
growth related [2] to the PEE due to the main plasma
resonance with a maximum at λ ≈ 350 nm. A single
admission of oxygen after Cs activation led to a
decrease in the Q value. In contrast, repeated switching
of the oxygen source on and off after the initial Cs treat-
ment allowed the maximum PEE quantum yield to be
reached. After such a cyclic treatment with oxygen, the
004 MAIK “Nauka/Interperiodica”



        

PHOTOELECTRON EMISSION CAUSED BY SURFACE PLASMONS 305

                                                                                             
value of Q increased one to three orders of magnitude
compared to that upon the initial Cs activation (Fig. 2).

The PEE quantum yield spectrum of granular Ag
films exhibited a new PEE band with a maximum at λ =
490 nm (Fig. 1, curve 3). This peak was situated in the
region of the minimum of a longwave reflection band
(Fig. 1, curve 2) observed for granular Ag films and
absent in the reflection spectra of continuous films
(curve 1). The full width at half maximum of the PEE
band was about ∆ = 1 eV. The reflection spectra of gran-
ular Ag films also revealed the beginning of a band
related to the enhanced main plasma resonance at λ <
450 nm. The PEE spectra of such films did not show the
beginning of the band due to the main plasma reso-
nance because the deposition of oxygen in the course of
activation of continuous films decreases the intensity of
this PEE band. As was shown in [6], this is explained by
dissipation of the energy of photoelectrons emerging
into vacuum by tunneling via a potential barrier formed
by the activation layer, the thickness of which increases
in the course of cyclic oxygen deposition. As a result,
the shortwave PEE decreases, while the longwave PEE
from the states of lower energy increases as a result of
decrease in the electron work function ϕ. The PEE
quantum yield from granular Ag films at λ = 490 nm
reaches Q = 0.25%, which is more than ten times the Q
value for continuous films.

The appearance of a new intense PEE band in the
granular Ag films activated with Cs and O, which is
peaked at λ = 490 nm and coincides with a band of
longwave plasma resonance reflection, indicates that
this PEE is related to the excitation of surface plasmons
in Ag nanoparticles. It should be noted that the spectral
position of this band coincides with that of a band in the
absorption spectrum [4] of plasmons excited in oblate
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Fig. 1. The spectra of (1, 2) reflection coefficient R and
(3, 4) PEE quantum yield Q of (2, 3) granular Ag films acti-
vated with Cs and O and (1, 4) continuous Ag films acti-
vated with Cs.
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spheroidal Ag nanoparticles prepared by a method
analogous to that used in this study. Investigation of the
reflection spectra [2] showed that the position of the
longwave plasma resonance band depends on the tem-
perature of annealing of thin Ag films upon deposition.
As the annealing temperature (influencing the size of
Ag nanoparticles) decreases, the plasma resonance
band shifts toward longer wavelength and approaches
λ = 700–800 nm, corresponding to the maximum PEE
quantum yield of Q ≈ 0.3% observed for a silver–oxy-
gen–cesium (Ar–O–Cs) photocathode [1].

We have studied by AES and XPS the surface com-
positions of the granular Ag films activated with Cs and
O, Ag–O–Cs photocathodes, and negative electron
affinity photocathodes with Schottky barriers. The
results of this investigation showed that the surface
compositions of these photoemitters are identical. In
the negative electron affinity photocathodes, a decrease
in the electron work function ϕ upon the activation with
Cs and O is caused to the formation of a thin (~1 nm)
dipole layer involving dipoles of Cs+ ions and Cs–O–
Cs. Therefore, a decrease in the ϕ value in the case of
granular Ag films can also be related to the appearance
of an analogous layer upon activation.

The PEE from granular Ag films activated with Cs
and O can be considered as the photoemission from a
two-dimensional Ag–O–Cs photocathode. In such a
photocathode, the surface of Ag nanoparticles with
dimensions about 10–50 nm occurring on a thin Al2O3

substrate is surrounded by a layer of Cs+ ion dipoles
decreasing the electron work function to ϕ ≈ 2 eV and
by a thicker layer of Cs–O–Cs dipoles further reducing
this value to ϕ ≈ 1 eV. The results of investigations
show that the longwave PEE band in such photocath-
odes is related to the excitation of surface plasmons in
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Fig. 2. A plot of the photosensitivity S of a granulated Ag
film versus the time of activation with Cs and O. Symbols |
and ∨  indicate the moments of oxygen source switching on
and off.
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Ag nanoparticles, while the spectral position of this
band apparently depends on the size, shape, and distri-
bution of these nanoparticles. In the known photocath-
odes, the PEE is due to a bulk three-stage external pho-
toelectric process involving photoelectron generation,
transport to the surface, and escape into vacuum. The
characteristic time constant of such photocathodes is
determined by the transport of photoelectrons to the
emitter surface [1, 5]. 

In our two-dimensional photoemitter, we deal with
a surface photoelectric process determined by the exci-
tation of surface plasmons and, hence, the stage of pho-
toelectron transport is missing. Therefore, the time con-
stant t can be significantly smaller compared to that in
the conventional photocathodes. In the two-dimen-
sional photoemitter studied, the t value is determined
by the time of plasma wave propagation through a
nanoparticle. For Ag nanoparticles with an average size
of d ≈ 10 nm, this time can be estimated as t = d/2vF ≈
5 fs, where vF ≈ 106 m/s is the electron velocity on the
Fermi surface. The small relaxation time of the plasma
TE
wave is confirmed by a large width of the surface plas-
mon band reaching ∆ ≈ 1 eV (Fig. 1).
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Abstract—The efficiency of thermophotovoltaic converters employing indium nitride (InN) has been evalu-
ated. The results of calculations show that InN based converters are advantageous over the conventional GaSb
devices under the conditions of operation at elevated temperatures. © 2004 MAIK “Nauka/Interperiodica”.
A true value reported quite recently [1, 2] for the
bandgap width of indium nitride, which had been pre-
viously considered as a typical wide-bandgap semicon-
ductor, allowed the revision of the possible fields of
application of this material. Since the bandgap width of
InN has proved to be much lower (Eg ≈ 0.7 eV at 300 K)
than that accepted previously, we may expect that this
material can be used in effective radiation detectors for
the IR range.

This Letter is devoted to evaluation of the efficiency
of InN based thermophotovoltaic (TPV) converters. It
should be noted that experimental data available on the
optical and electric properties of InN refer mostly to
that period when this material was treated as a wide-
bandgap semiconductor. For this reason, our calcula-
tions were performed within the framework of a general
thermodynamic approach successfully used for evalua-
tion of the limiting efficiency of solar cells [3].

The efficiency of a TPV converter was defined by
the formula

where

and Uid is the idle duty voltage. A model source of IR
radiation was the blackbody with the ideal selective fil-
ter reflecting all photons with hv  < Eg. The total surface
radiation density Ec and the photocurrent Iph were deter-
mined from the spectral density of photons dnph/d(hv)

η
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qEc
-----------------,=

Emax q U id
AkT

q
----------
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AkT
----------- 1+ln– AkT

q
----------– 
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U id
AkT

q
----------

Iph

I0
------ 

 ln≈
1063-7850/04/3004- $26.00 © 20307
of the model source (Fig. 1, curve 1). The saturation
current I0 was determined as [4]

It was assumed that the absorption of each photon
with an energy in the interval Eg ≤ hv  ≤ Eg + 0.1 eV
leads to the production of a conduction electron, while
photons with the energies hv  > Eg + 0.1 eV are
absorbed by the crystal lattice with an increase in the
semiconductor temperature. For comparison, we have
used the same model to perform calculations for a con-
verter based on GaSb, a material widely and success-
fully used in TPV converters. The curves of relative
thermal losses in TPV converters versus blackbody
temperature for InN and GaSb are presented in Fig. 1
(curves 3 and 2, respectively).
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Fig. 1. The spectral distribution of the photon flux density
for a model source with Ts = 1973 K (1); the fraction of the
source radiation spent for thermal losses versus blackbody
temperature for TPV converters based on (2) GaSb and
(3) InN.
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The operation of TPV converters under real condi-
tions involves increased energy flux densities analo-
gous to those encountered in solar cells—converters of
concentrated solar radiation. For this reason, we
adopted the approach to determining the contributions
of various parameters to the temperature dependence of
the TPV conversion efficiency developed in [5].
According to this, the temperature dependence of η is,
in the first approximation, fully determined by the char-
acter of variation of the function dUid/dt = (Eg – Uid)/T.
It was also assumed that the values of Eg(T) for both
GaSb and InN are constant in the temperature interval
from 300 to 400 K (no data on Eg(T) of InN are avail-
able at present). This assumption does not influence the
character of η(T): a decrease in the semiconductor
bandgap width with increasing TPV temperature leads
to an insignificant change in the photocurrent Iph, which
is almost completely compensated by the correspond-
ing growth of I0. The calculations were performed for

the following parameters: A = 1.5;  = 0.70 eV;

 = 0.72 eV; nGaSb = 3.79 [6]; nInN = 2.0 [7].

Figure 2 shows the temperature dependences of the
conversion efficiency (normalized to that at 300 K) cal-
culated using the above model with a source tempera-
ture of Ts = 1973 K for TPV converters based on InN
and GaSb. As can be seen, the η(T) value for InN does
not vary as strongly with the temperature as does that
for GaSb. This is an important result, since an increase
in Ts gives rise to the fraction of photons absorbed in the
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Fig. 2. Plots of (1, 2) the efficiency A (normalized to the
value at 300 K) of TPV converters based on InN and GaSb,
respectively, and (3) the Tt value versus source tempera-
ture Ts .
TE
TPV crystal without the production of charge carriers
participating in the photocurrent (this fraction is always
greater for GaSb than for InN: cf. curves 2 and 3 in
Fig. 1). A TPV converter based on GaSb will be heated
to a greater extent, since the thermal conductivity of this
material is lower than that of InN (κ = 0.35 W/(cm K) [5]
versus 0.45 W/(cm K) [7], respectively). The thermal
conductivity of sapphire (usual substrate material for the
epitaxial growth of InN) amounts to ~1.0 W/(cm K) [8].
By comparing of the efficiencies of TPV converters
based on InN and GaSb at various temperatures, we
determined the temperatures Tt above which the abso-
lute efficiency of the InN based converter exceed that of
the GaSb based device in the temperature interval stud-
ied. The plot of Tt = f(Ts) is also presented in Fig. 2.

In conclusion, it should be noted that the observed
behavior of η(T) qualitatively agrees with the results of
other researchers (see, e.g., [9]) and does not contradict
published experimental data [10]. On the whole, the
results of our calculations show that TPV converters
based on InN are advantageous at elevated temperatures.
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Abstract—Relations determining the laws of reflection and refraction of a plane wave in the defect field at an
interface between two viscoplastic media are obtained based on the dynamic equations of the continuum theory
of defects. The reflection and transmission coefficients relating the amplitudes of reflected and transmitted
waves to the incident wave amplitude are determined. The obtained relations are applied to a particular case of
media with weakly decaying waves. © 2004 MAIK “Nauka/Interperiodica”.
Previously [1, 2] the laws of propagation of plane
defect waves and the structure of these waves in a vis-
coplastic medium were considered based on defect
field theory. In a continuation of that analysis, let us
take into account processes at an interface between two
such media. Numerous results [3–5] show evidence of
a special role of interfaces in the process of deforma-
tion. Hence, studying the behavior of loaded materials
in the presence of interfaces is an important problem of
the mechanics of deformed bodies.

As was demonstrated in [1, 2], the field of defects in
a viscoplastic medium obeying the relation

(1)

satisfies the following system of dynamic equations of
the defect field theory,

(2)

written in terms of the line vectors  = [Iix, Iiy, Iiz],  =

[αix, αiy, αiz], and  = [σix, σiy, σiz] of the corresponding
tensors. Here, η is the tensor of viscosity coefficients, α
is the defect density tensor, I is the defect flux density
tensor, and σ is the effective stress tensor; B and S are
constant quantities; and signs (·) and (×) denote the sca-
lar and vector product, respectively.

In order to uniquely determine characteristics of the
defect field proceeding from preset initial values, the
above equations have to be supplemented by the bound-
ary conditions formulated in the usual way [6]. We

assume that the normal ( , ) and tangential ( , )

σ ηI=

∇ Î⋅ 0, ∇ αˆ⋅ 0,= =

∂α̂
∂t
------- ∇ Î , S ∇ αˆ×( )× B

∂ Î
∂t
-----– σ̂,–= =

Î i α̂ i

σ̂i

În α̂n Ît α̂ t
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components of characteristics of the defect field at the
interface satisfy the following conditions:

(3)

Let the interface between two homogeneous media
to coincide with the plane z = 0 in the Cartesian coordi-
nate system. Media occupying the upper (z > 0) and
lower (z < 0) half-spaces are characterized by the sets
of parameters B1, S1, η1 and B2, S2, η2, respectively.
Consider a plane wave with frequency ω and the wave
vector K0 = k1m0 (k1 = ω/V1 (where m0 is the unit vector
of the normal to the wave front) incident from the first
(upper) medium onto the interface at an angle of θ0 rel-
ative to the z axis (Fig. 1). Let the plane of incidence
containing vector K0 and the z axis coincide with the xz
plane. Denoting the wave vectors of the reflected and

În
1

În
2

– 0, α̂n
1 α̂n

2– 0,= =

Î t
1

Î t
2

– 0, S1α̂ t
1 S2α̂ t

2– 0.= =

z

θ2

m1θ1
θ0

z0

m2

m0

IV

IVT

IVR

x
1

2

Fig. 1. The geometry of reflection and transmission of a
plane wave at the interface between two media.
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transmitted waves by K1 = k1m1 and K2 = k2m2, respec-
tively, and introducing the unit vector z0 of the normal
to the interface, the defect field can be written as fol-
lows [1, 2]. For the incident wave,

(4)

for the reflected wave,

(5)

and for the transmitted wave,

(6)

Here, Z1 = 1/V1, Z2 = 1/V2, and V1, V2 are the wave prop-
agation velocities given by the formulas (subscripts are
omitted)

where n and χ are the coefficients of refraction and
absorption, respectively;  = η/Bω is the loss tan-

gent; and C = .
Writing boundary conditions (3) for the tangential

components of the total wave field  and  as

(7)

we find that the phase factors must obey the relations

or

From this it follows that the angle of reflection θ1 is
equal to the angle of incidence θ0 (the law of reflection),

(8)

and the angles of refraction and incidence are related as
(the law of refraction) 

(9)

In order to determine the amplitudes of the reflected
and transmitted waves, let us return to Eqs. (7) and con-

Î Î0 iωt– ik1m0r+( ),exp=

α̂ m0 Î0 Z1 iωt– ik1m0r+( ),exp=

ÎR Î1 iωt– ik1m1r+( )exp ,=

α̂ R m1 Î1 Z1 iωt– ik1m1r+( ),exp=

ÎT Î2 iωt– ik2m2r+( ),exp=

α̂T m2 Î2 Z2 iωt– ik2m2r+( ).exp=

V
S
B
---/ 1 iη

Bω
--------+ 

  C/ 1 i δtan+ C/ n iχ+( ),= = =

δtan

S/B

α̂ Î

z0I0[ ] iK0r( )exp z0I1[ ] iK1r( )exp+  = z0I2[ ] iK2r( ),exp

z0 m0I0[ ][ ] iK0r( )exp z0 m1I1[ ][ ] iK1r( )exp+

=  
S2Z2

S1Z1
----------- z0 m2I2[ ][ ] iK2r( ),exp

k1m0r z 0= k1m1r z 0= k2m2r z 0== =

k1 θ0sin k1 θ1sin k2 θ2.sin= =

θ0 θ1,=

θ2sin
θ0sin

-------------
k1

k2
----

V2

V1
------.= =
TE
sider waves having two different linear polarizations: a

horizontally polarized wave with the vector  having
nonzero components perpendicular to the plane of inci-
dence (Ixi = Izi = 0, Iyi ≠ 0) and a vertically polarized

wave with the vector  having nonzero components in
the plane of incidence (Iyi = 0, Ixi ≠ 0, Izi ≠ 0). In the first
case, the unknown amplitudes I1, I2 satisfy the equa-
tions

(10)

Solving these equations, we obtain the coefficients
relating the amplitudes of reflected and transmitted
waves to that of the incident wave,

(11)

where Rg = I1/I0 and Tg = I2/I0. For the vertically polar-
ized wave, the system of equations (7) yields

(12)

and the coefficients relating the amplitudes of three
waves (known in electrodynamics as the Fresnel coeffi-
cients [7]) appear as

(13)

Using relation (9), expressions (11) and (13) can be
rewritten as functions of the angle of incidence. In par-
ticular, for the normal incidence (θ0 = 0),

Let us apply the general expressions (11) and (13) to
analysis of a particular case of the interface between
two media with weakly decaying waves,  ! 1 and

 ! 1, whereby the ratio

is real. The coefficients of reflection and refraction
given by formulas (11)–(13) for V2/V1 < 1 are also real,
so the phase shift between the incident and reflected
waves is either zero or π. Figures 2a and 2b show the

Î

Î

I0 I1+  = I2,   S 1 Z 1 I 0 I 1 – ( ) θ 0 cos  =  S 2 Z 2 I 2 θ 2 .cos

Rg R⊥
S1Z1 θ0cos S2Z2 θ2cos–
S1Z1 θ0cos S2Z2 θ2cos+
---------------------------------------------------------,= =

Tg T ⊥
2S1Z1 θ0cos

S1Z1 θ0cos S2Z2 θ2cos+
---------------------------------------------------------,= =

I0 I1–( ) θ0cos I2 θ2,cos=

S1Z1 I0 I1+( ) S2Z2I2=

Rv RII

S2Z2 θ0cos S1Z1 θ2cos–
S2Z2 θ0cos S1Z1 θ2cos+
---------------------------------------------------------,= =

Tv T II

2S1Z1 θ0cos
S2Z2 θ0cos S1Z1 θ2cos+
---------------------------------------------------------.= =

Rg

S1Z1 S2Z2–
S1Z1 S2Z2+
---------------------------- Rv .–= =

δ1tan

δ2tan

V2

V1
------

C2

C1
------

1 i δ1tan+
1 i δ2tan+
------------------------

C2

C1
------≅

S2B1

S1B2
-----------= =
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reflection coefficients Rg(θ0) and Rv(θ0) for various
ratios of the model parameters (such that V2/V1 < 1): (I)
S1/S2 > V2/V1; (II) S1/S2 = 1; and (III) S1/S2 < V2/V1. The
curves of Rg(θ0) exhibit no singularities and cross zero
only for V2/V1 = 1 and S1/S2 = 1, that is, for the two
media with identical properties, whereby the interface
disappears and reflection vanishes. The coefficient
Rv(θ0) can be alternatively expressed as

Besides the points where V2/V1 = 1 and S1/S2 = 1, this
expression exhibits an additional singularity at

(14)

By jointly solving equations (9) and (14), we determine
the angle of incidence

for which this singularity takes place. The angle 
corresponds to the total polarization, whereby an arbi-
trarily polarized wave incident at this angle will be
reflected horizontally polarized.

Now, let the reflection take place at an interface
between two media obeying the condition V2/V1 > 1,
which, according to relation (9), implies that θ2 > θ0.
Then, for sinθ0 > V1/V2, the quantity

(15)

is imaginary. This case corresponds to the total internal
reflection from the interface between two viscous
media. The angle θ0 satisfying the condition

(16)

is called the total internal reflection angle. In this case,
sinθ2 = 1 and the transmitted wave propagates parallel
to the interface. Let us consider in more detail the struc-
ture of this wave for the angles equal to or greater than
the limiting value. Using relation (15), the transmitted
wave (6) can be expressed as

This expression describes a plane inhomogeneous wave

Rv

S2 θ0 θ0cossin S1 θ2 θ2cossin–
S2 θ0 θ0cossin S1 θ2 θ2cossin+
------------------------------------------------------------------------

θ0 ϕ–( )tan
θ0 ϕ+( )tan

----------------------------.= =

θ0 ϕ+  = 
π
2
---,   where   ϕ  = 

1
2
--- S 1 / S 2 2 θ 2 sin ( ) .arcsin

θ0* = V2/V1( )2 S2/S1( )2–[ ] / V2/V1( )4 S2/S1( )2–[ ] ,arcsin

θ0*

θ2cos 1 V2/V1( )2 θ0sin
2

–=

=  i V2/V1( )2 θ0sin
2

1–±

θ0sin
V1

V2
------=

ÎT Î2 i ωt k1 θ0xsin–( )–[exp=

– z k2 V2/V1( )2 θ0sin
2

1– ] .
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with the phase varying along the 
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 axis and the ampli-
tude exponentially decaying along the 
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 axis.
In Figs. 2a and 2b, curves
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seen from formulas (11) and (13), the case of total inter-
nal reflection corresponds to 
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 = 1, whereby the
intensity of the reflected wave is equal to that of the
incident wave for each component with horizontal or
vertical polarization. The same formulas allow the
phase change between the reflected and incident waves
to be readily calculated as

In conclusion, the main results can be formulated as
follows. We have established the relations describing
the laws of propagation of plane waves of a defect field

δg

2
-----tan

V2/V1( )2 θ0sin
2

1––
S1V2/S2V1 θ0cos

-----------------------------------------------------,=

δv

2
-----tan

V2/V1( )2 θ0sin
2

1––
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Fig. 2. Plots of the reflection coefficients (a) Rg and (b) Rv
versus angle of incidence for (I–III) V2/V1 = 0.6 < 1 and
(1−3) V2/V1 = 1.033 > 1: (I, 1) S1/S2 = 1.43; (II, 2) S1/S2 = 1;
(III, 3) S1/S2 = 0.43.
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across the interface between two viscoplastic media
(i.e., the laws of reflection and refraction of defect
waves) and determined the corresponding reflection
and transmission coefficients. It was demonstrated that
certain relations between the characteristics of two
media in contact makes possible the phenomena of total
internal reflection and total polarization of the reflected
wave. In the former case, the wave of the defect field
and, hence, the plastic strain propagate along the inter-
face and do not penetrate into the second medium. In
the latter case, a wave incident at the angle  and pos-
sessing arbitrary nonzero components is reflected with
horizontal polarization, that is, has a nonzero compo-
nent perpendicular to the plane of incidence.
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Abstract—A method of the flow field velocity monitoring has been developed based on the laser Doppler
imaging with chromatic selection of the velocity vector components in an orthogonal coordinate basis set.
© 2004 MAIK “Nauka/Interperiodica”.
Most important problems in the optical diagnostics
of flows are related to the imaging and measurement of
the flow velocity field. Laser Doppler anemometry
techniques [1] are most suited for the measurement of a
local flow velocity. The known methods of particle
image velocimetry (PIV) [2] involve basic limitations
related to the dependence of the results of measure-
ments on the spatial and temporal frequencies of a
probing set and, hence, on the concentration of cali-
brated particles introduced into the medium studied.
There are many unresolved problems encountered in
the processing and identification of particle tracks.
These methodological and technical limitations cast
doubt on the very possibility of using traditional PIV
techniques for real-time imaging and measurement of
flow velocity fields.

Previously [3], we developed a method for the on-
line laser Doppler imaging and measurement of the
flow velocity field. Based on the optical frequency
demodulation of a light field, the proposed method was
later called global laser velocimetry (GLV) [4]. Laser
Doppler imaging of the velocity field of a swirling flow
in the Rank–Hilsh vortex tube was reported for the first
time in [5], where this technique confirmed the exist-
ence of double-helix vortices previously revealed by
the method of Gilbert optics [6].

Recently [7], we proposed a possible solution to the
problem of imaging and measurement of the flow
velocity field in a three-dimensional coordinate basis
set, based on a temporal selection of the velocity vector
components and a linear transformation of the cross-
sectional image frequency-demodulated in a coherent
light. In this method, the frequency of switching of a
light field forming the “laser sheet” is restricted to the
Nyquist frequency related to the upper boundary of the
power spectrum of the process studied. This Letter
reports on the method of real-time imaging and mea-
surement of a flow velocity field, which is free of the
above limitation.

Figure 1 shows a schematic diagram of the experi-
mental setup comprising a hydrodynamic device form-
1063-7850/04/3004- $26.00 © 20313
ing a swirling flow in a cylindrical channel and a laser
Doppler system imaging the velocity flow field with
chromatic selection of the velocity vector components
in an orthogonal coordinate basis set. The measuring
system employs an argon laser generating blue and
green spectral lines. A dispersion prism splits the laser
radiation into the blue and green beams. Past mirrors
M1 and M2, anamorphic optical system (AOS), and mir-
ror M3, the blue beam is transformed into a blue laser
sheet selecting an axial probed cross section in the
transparent cylindrical channel with a water flow per-
turbed by the vortexer. By the same token, the green
beam is transformed by an analogous anamorphic opti-
cal system and mirrors M4–M6 into a green laser sheet
adjusted so as to coincide with the blue sheet. The light
fields in the blue and green planes are oriented in the
opposite directions,

where kb and kg are the wave vectors of the blue and
green light fields, respectively. The laser sheets illumi-
nate the selected cross section of the flow.

A bichromatic Doppler processor (BDP) with a
coherent feedback is based on a semiconfocal optical
cavity with a mode structure matched with that of the
probing laser in the blue and green spectral regions. The
transmission function of BDP for the blue and green
laser emission lines has a resonance shape. A linear
portion of the corresponding chromatic amplitude–fre-
quency characteristic of BDP is used as the discrimina-
tion curve. The optical axis of BDP is orthogonal to the
laser sheet. In the output plane, BDP forms an image of
the selected cross section of the flow in a frequency-
demodulated coherent light. The frequency-demodu-
lated image is monitored by a CCD camera. After sep-
aration of the signal into RGB components, the G and
B images are normalized to the corresponding chro-

kb

kb
-----

kg

kg
-----,=
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Fig. 1. Schematic diagram of the experimental setup: (1) laser; (2) prism; (3) objective lens; (4) optical processor; (5) personal com-
puter; (6) anamorphic optical system.
matic images not subjected to frequency demodulation.
The images are processed in a personal computer.

The light field intensity at each point of the image is
a single-valued function of the projection of the veloc-
ity vector onto the direction of the sensitivity vector K
equal to the difference of wave vectors of the scattered
(ks) and incident (ki) light beams (K = Ks – ki). The
two-dimensional (2D) coordinate basis set is formed by
the vectors Kx and Ky ,

where Kb = kbs – kb, Kg = kgs – kg; kbs and kgs are the
wave vectors of the blue and green scattered beams,
respectively; kb and kg are the wave vectors of the blue
and green laser sheet fields forming the spatially coin-
ciding oppositely directed laser sheets; and β = kb/kg.

Indeed, the cross section probed by a light field with
the wave vector kb is imaged at the BDP output by a set
of images of the scattering optical inhomogeneities
ϕ(ξ, η)δ(x – ξ, y – η), where (ξ, η) are the coordinates
of the optical inhomogeneities in the (x, y) plane of the
cross section. Therefore, a frequency-demodulated
image of the cross section selected by the blue laser
sheet can be described as

where the integral is taken over the whole selected cross
section, ωD1(x, y) is the Doppler frequency shift of the

Kx Kb βKg;–=

Ky Kb βKg,–=

ωD1 x y,( ) = γ Kbv ξ η,( )ϕ ξ η,( )δ x ξ– y η–,( ) ξd ηd∫∫
=  γKbv x y,( )ϕ x y,( ),
T

blue light beam forming the point (x, y) in the image at
the BDP output, v(x, y) is the velocity vector at the
point (x, y), and γ is the slope of the BDP discrimination
curve. The factor ϕ(x, y) corresponds to the scattering
function in the direction Kb, which describes the pri-
mary image of the selected cross section (not subjected
to frequency demodulation). Then, the function

describes a distribution of the relative intensity of the
frequency-demodulated image. From this it follows
that (x, y) is a single-valued function of the velocity
field component in the direction Kb:

(1)

By the same token, the velocity field component in the
direction of the sensitivity vector Kg corresponding to
the green spectral range of the probing laser is

(2)

Equations (1) and (2) describe the fields of the color-
selected velocity vector components in the orthogonal
basis set formed by the sensitivity vectors Kb and Kg.
In order to pass to a 2D basis set with the x axis lying in
the plane of the laser sheet and the z axis perpendicular
to this plane, it is sufficient to apply a linear transforma-

ω̃Db x y,( )
ωD1 x y,( )
γϕ x y,( )
----------------------- Kbv x y,( )= =

ω̃Db

v b x y,( ) 1
Kb
------v x y,( )Kb.=

v g x y,( ) 1
Kg
------v x y,( )Kg.=
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004



LASER DOPPLER CHROMATIC IMAGING OF ROTATING STRUCTURES 315
tion to the images v b(x, y) and v g(x, y). Subtracting and
adding Eqs. (1) and (2) yields

(3)

(4)

Figure 2a shows an example of the optical image of a
2D velocity field in the flow cross section selected by

v b x y,( )   v g –  x y ,( ) 
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Fig. 2. Laser Doppler imaging of the velocity field of a
swirling water flow: (a, b) images in the (Kb, Kg) and
(Kx, Kz) coordinate basis sets in the (1) green and (2) blue
laser sheet channels; (c) stereoscopic reconstruction of the
2D flow vector velocity field (for 3D perception, eyes
should be accommodated to the infinity).
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the laser sheet plane, constructed in the orthogonal
coordinate basis set (

 

K

 

b

 

, 

 

K

 

g

 

). Figure 2b presents the 2D
velocity field of the swirling flow in the coordinate
basis set (

 

K

 

x

 

, 

 

K

 

z

 

). Figure 2c shows a stereo image of the
reconstructed 2D velocity field (for 3D perception, eyes
should be accommodated to the infinity). 

For velocity field imaging with chromatic selection
of the velocity vector components in a 3D orthogonal
coordinate basis set, it is sufficient to form the third
laser sheet plane using, for example, the radiation of a
laser operating in the red spectral range. The wave vec-
tor 

 

k

 

r

 

 of the red laser sheet field should be perpendicu-
lar to the wave vectors of the blue (

 

k

 

b

 

) and green (

 

k

 

g

 

)
laser sheets. The RGB signal separation into compo-
nents and their processing are performed as described
above.

The proposed method is the first technique capable
of imaging the dynamic fields of flow velocity vectors
in the orthogonal coordinate basis set, which consider-
ably expands the possibilities of optical diagnostics in
basic hydrodynamics and gasdynamics as well as in
commercial technologies encountering the problem of
nonperturbative monitoring and control of flows in flu-
ids and condensed media.
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Abstract—We consider one-dimensional symmetric fractal walk of a particle with free path lengths distributed
according to an asymptotic power law (∝ x–α – 1) modeling the transport in a strongly inhomogeneous fractal
media. The spatial distribution of particles is determined, which is a Gaussian distribution for α > 2, a stable
Lévy distribution for 1 < α < 2, and is confined within a finite segment for α < 1, exhibiting a minimum in the
middle and integrable singularities at the ends. Qualitative differences between these distributions are
explained by the predominance of one of the two competitive processes: diffusion (α > 1) and ballistic (α < 1).
© 2004 MAIK “Nauka/Interperiodica”.
The transport theory and its numerous applications
(see, e.g., [1]) are based on a simple model of randomly
walking particles, with their trajectories representing
broken lines consisting of independent random straight
segments called free paths. The distribution of free path
lengths in a homogeneous medium obeys an exponen-
tial law. In inhomogeneous media, an exponential law
describes the distribution of the optical path length
defined as the integral of the interaction cross section
along the path. In the case of a self-similar inhomoge-
neous (fractal) medium modeling porous and some
other media (see, e.g., review [2] and monograph [3]),
the concept of cross section is inapplicable and the dis-
tributions acquire unusual forms. This Letter considers
the simplest problem of this kind.

The one-dimensional symmetric walk of a particle
at a finite free motion velocity v is characterized by a
density of the distribution of the particle coordinate x at
a time t,

(1)

where P(x) = (x)dx, p(x) is the distribution density

of the random free path lengths at the end of which the
direction of motion can change with a probability
of 1/2 and f(x, t) is the density of collisions (the average
number of collisions on a unit length interval per unit
time). If a particle starts walking from the origin at

p x t,( )

=  
1
2
--- f x v τ– t τ–,( ) f x v τ+ t τ–,( )+[ ] P v τ( ) τ ,d

0

t

∫

p
x

∞∫
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t = 0, the density of collisions f(x, t) satisfies an integral
equation [4]

(2)

In a homogeneous medium with exponential distri-
bution of free path lengths, Eq. (2) converts into a dif-
ferential equation in partial derivatives of second order
(telegraph equation) [5]. The automodel solution of this
equation is expressed in terms of modified Bessel func-
tions and transforms into the normal (Gaussian) distri-
bution in the asymptotic case of large times. For an
arbitrary distribution density function p(x) with a finite
second-order moment, the telegraphy equation is satis-
fied with the asymptotic part of the solution.

Previously [4, 6, 7], it was demonstrated that asymp-
totic automodel solutions exist in the case of fractal

walk with p(x) ~ α x–α – 1, where 0 < α < 2. Below, we
present the results of calculations for such distribution.

Using the Fourier–Laplace transform

integral equations (1) and (2) can be transformed into
algebraic relations of the type

f x t,( ) 1
2
--- f x v τ– t τ–,( )[

0

t

∫=

+ f x v τ+ t τ–,( ) ] p v τ( ) τd δ x( )δ t( ).+

ε0
α

p̃ k λ,( ) t x ikx λ t–( )p x t,( ),expd

∞–

+∞

∫d

0

∞

∫=

p̃ k λ,( ) 1
v
----W k λ,( ) f̃ k λ,( ),=
004 MAIK “Nauka/Interperiodica”



        

ONE-DIMENSIONAL FRACTAL WALK AT A FINITE FREE MOTION VELOCITY 317

              
which can be solved with respect to the transform of the
unknown distribution to yield

(3)

Here,

f̃ k λ,( ) 1 w k λ,( ) f̃ k λ,( ),+=

p̃ k λ,( ) W k λ,( )
v 1 w k λ,( )–[ ]
------------------------------------.=

w k λ,( ) e λ /v( )x– kx( )p x( )cos xd

0

∞

∫=

=  1/2( ) p̃ λ /v ik–( ) p̃ λ /v ik+( )+[ ] ,
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and

is the Laplace transform of the free path length distribu-
tion density. Substituting these expressions into (3), we
obtain

W k λ,( ) e λ /v( )x– kx( )cos p ξ( ) ξd

x

∞

∫ xd

0

∞

∫=

=  
λ /v

λ /v( )2 k2+
--------------------------- 1 w k λ,( )–[ ]

+
k

λ /v( )2 k2+
--------------------------- 1/2i( ) p̃ λ /v ik–( ) p̃ λ /v ik+( )–[ ] ,

p̃ λ( ) e λx– p x( ) xd

0

∞

∫=
(4)p̃ k λ,( ) 2 λ /v( ) λ /v ik+( )p̃ λ /v ik–( )– λ /v ik–( )p̃ λ /v ik+( )–

v k2 λ /v( )2+[ ] 2 p̃ λ /v ik–( ) p̃ λ /v ik+( )––[ ]
---------------------------------------------------------------------------------------------------------------------------------.=
According to the Tauber theorem [8], the asymptotic
(t  ∞) behavior of the density p(x, t) is determined
by the asymptotic (λ  0) behavior of the transform

(k, λ). In the case of fractal walks, we have the fol-
lowing expansions:

where mk are the moments of the free path length distri-
bution.

In the first case (0 < α < 1), we obtain the expression

In particular, for α = 1/2, the transform

is readily inverted to yield

(5)

p̃

p̃ λ( ) 1 cλα , c– A/α( )Γ 1 α–( ), 0 α 1,< <= =

p̃ λ( ) 1 m1λ– c1λ
α , c1+ A/α( )Γ 2 α–( )

α 1–
---------------------,= =

1 α 2,< <

p̃ λ( ) 1 m1λ– m2/2( )λ2 c2λ
α ,–+=

c2 A/α( ) Γ 3 α–( )
α 1–( ) α 2–( )

-----------------------------------, α 2,>=

p̃ k λ,( ) λ /v ik–( )α 1– λ /v ik+( )α 1–
+

v λ /v ik–( )α λ /v ik+( )α+[ ]
------------------------------------------------------------------------.=

p̃ k λ,( ) 1

v λ /v( )2 k2+
----------------------------------=

p x t; 1/2,( ) 1

π v t( )2 x2–
------------------------------.=
For 1 < α < 2, the asymptotics of |λ/vk|  0 yields
the transform

where

In this case, the inverse Laplace transform leads to a
characteristic function of the random coordinate of the
walking particle that is related to the characteristic
function (k; α) = exp(–|k|α) of the stable distribution
density g(x; α) as

Reconstructing p(x, t), we obtain

where g(x; α, 0) is the symmetric stable density [9].

p̃ k λ,( )

=  
2m1 c1 λ /v ik–( )α 1– c1 λ /v ik+( )α 1–––

v 2m1 λ /v( ) c1 λ /v ik–( )α– c1 λ /v ik+( )α–[ ]
-------------------------------------------------------------------------------------------------------------

∼ 1

v λ /v( ) R k α+[ ]
----------------------------------------,

R c1/m1( ) απ/2( )cos=

=  Γ 2 α–( )/ε1 α–[ ] απ/2( )cos .

g̃

p̃ k t,( ) e Rv t k
α– g̃ Rv t( )1/αk( ).= =

p x t,( ) = 
1

2π
------ p̃ k t,( )e ikx– kd

∞–

+∞

∫  = 
1

2π
------ e Rv t( )1/α

k
α

– e ikx– kd

∞–

+∞

∫
=  Rv t( ) 1/α– g x Rv t( ) 1/α– ; α 0,( ),
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Finally, for α > 2 we obtain

p̃ k λ,( )
2m1 m2 λ /v( ) c2 λ /v ik–( )α 1– c2 λ /v ik+( )α 1–++–

v 2m1 λ /v( ) m2 λ /v( )2 k2–( )– c2 λ /v ik–( )α c2 λ /v ik+( )α+ +[ ]
-------------------------------------------------------------------------------------------------------------------------------------------------=

∼ 1

v λ /v( ) m2/2m1( )k2+[ ]
---------------------------------------------------------,

0.0020

0.0015

0.0010

0.0005

1000500–500–1000 0
x

p(x, t)

Fig. 1. Distribution density p(x, t) for t = 103, v  = 1, and
α = 1/2. Solid curve shows the results of calculations by
formula (5); points present the results of Monte Carlo sim-
ulation.

0.004

0.001

4002000
x

p(x, t)

600–200–400–600

Fig. 2. Distribution density p(x, t) for t = 103, v  = 1, and
α = 3/2. Solid curve is constructed using data from the table
of stable distribution densities; points present the results of
Monte Carlo simulation.
which yields

where g(x; 2, 0) is the Gaussian distribution density.

Figures 1 and 2 show the results of numerical calcu-
lations for α = 1/2 and 3/2 in comparison to the results
of direct simulation using the Monte Carlo method. The
qualitative difference between the distributions can be
explained in terms of the competition between two pro-
cesses: diffusion, corresponding to the expansion ∝ t1/α

in the absence of limitations, and ballistic, restricting
the particle position to the [–v t, v t] segment. For α > 1
and large times, the former process is predominating
(rapidly expanding interval [–v t, v t] ceases to influ-
ence the diffusion). For α < 1, the role of kinematic lim-
itations increases and the distribution concentrates in
the regions adjacent to the boundaries. Originally, a dis-
tribution of this kind was obtained by Monte Carlo
method in [10].
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p x t,( ) 1/ v tm2/2m1( )g x/ v tm2/2m1; 2 0,( ),=
T
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Abstract—An approximate analytical solution of the system of Takagi equations for the amplitudes of dif-
fracted and transmitted waves is obtained for the backscattering of a plane X-ray wave from an elastically bent
crystal. In the case of diffraction in the reverse direction (strict backscattering), the obtained solution is exact.
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This Letter reports on an analytical solution of the
system of Takagi equations describing the amplitudes
of diffracted and transmitted waves in the case of a
monochromatic X-ray wave backscattering from a bent
ideal crystal.

Consider a plane X-ray wave E0(r, t) =
E0(r, ω)e0exp(ik0r – iωt) outgoing from a point source
S (Fig. 1), passing through a monochromator separating
the frequency ω, and incident onto a cylindrically bent
crystal at an angle of ϕ0 with respect to the normal to
the crystal surface at its center. Here, ω is the wave fre-
quency, e0 is the polarization vector, and k0 is the wave
vector of the incident wave. Expanding the X-ray polar-
izability χ(r) of the crystal into a Fourier series and
restricting the expansion to the first three terms, we
obtain

(1)

Here, χh = χhr + iχhi are the Fourier components of the
X-ray polarizability of the ideal crystal and r(x, y) is the
radius vector of an atom in the unbent crystal. Let us
consider the case of ϕ0 ≤ |χhr|1/2, which corresponds to
the incident wave fully reflected from the crystal in the
reverse direction. When ϕ0 @ |χhr|1/2, we may assume
that θB ≠ π/2. For this case, an analytical solution of the
system of Takagi equations was obtained by
Chukhovskii et al. [1–3]. The diffraction reflection in
the direction of the wave vector kh is elastic and coher-

ent, so that  =  = κ2.

Let us consider backscattering from a crystal with
one-dimensional bending, whereby hu = κ(x2/Rx +
z2/Rz). Here, h is the reciprocal lattice vector of the ideal
unbent crystal, u is the vector of elastic displacement of
atoms in the crystal lattice upon elastic bending of the

χ r( ) χh ih r u r( )–[ ]{ } .exp
0 h±,
∑=

kh
2 k0

2
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crystal, Rx is the radius of crystal bending in the diffrac-
tion plane determined by the k0 and n vectors, and Rz is
the radius expressed via components of the reciprocal
tensor of elastic moduli [4, 5].

Previously [6], the system of Takagi equations [7, 8]
was reduced to a second-order differential equation for
the diffracted wave amplitude Eh ,

(2)

where

and θ is the sliding angle for the incident plane har-
monic wave. Equation (2) was obtained for an (x, z)
region inside the crystal such that x @ z , where

(according to the above assumption)  ~ |χhr|1/2

(Fig. 2). In the case of diffraction in the reverse direc-
tion (strict backscattering), whereby ϕ0 = 0, Eq. (2) is
valid for any x, z.

A solution to Eq. (2) has the form of a Fourier
integral,

(3)

d2Eh/dz2 A z( )dEh/dz B z( )Eh z( )+ + 0,=

A z( ) A1 A2z, A1+ 2i ∆θ( )2, A2 2iκ /Rz,= = =

B z( ) B1 B2z,+=

B1 κ2 χ0 χ0 α+( ) χhχ h––{ } /4,=

B2 κ2 χ0 α–( )/Rz,–=

α 4 ∆θ( )2, ∆θ– θ π/2,–= =

ϕ0tan

ϕ0tan

Eh 2( ) 2π( ) 1– kGh k( ) ikz( ),expd

∞–

+∞

∫=
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where

(4)

(5)

As can be readily seen, the Gh(k) function for the
ideal unbent crystal (A2  0, B2  0) is propor-
tional to the delta function δ(k – ε1, 2), where ε1, 2 are the
excitation errors for the ideal crystal:

(6)

Gh k( ) ik2/2A2– A1k/A2– B2k/A2
2+( )exp=

× 1 ikA2/B2+( )3
A– iB2( ) 1– ,

A3 A1A2B2 B2
2– B1A2

2– A2
3–( )/A2

3.=

ε1 2, iA1 A1
2– 4B1+( )1/2±{ } /2.=

ϕ0

O

A B
Z

X

Fig. 2. Schematic diagram illustrating the boundaries of
applicability of Eqs. (2) and (10). Lines OB and OA corre-
spond to the equation |x| = 10 z. Takagi equations in

the form (2) and (10) and, hence, the obtained solutions are
valid to the left of OA and to the right of OB.

ϕ0tan

S

k0

kh
ϕ0

n

Z

X

Fig. 1. The geometry of backscattering of a plane mono-
chromatic X-ray wave emitted from source S, incident at an
angle ϕ0 onto a cylindrically bent crystal (n is the unit vec-
tor of normal to the crystal surface; k0 and kh are the wave
vectors of the incident and diffracted waves, respectively).
T

The amplitude Eh of the diffracted wave can be pre-
sented both in the integral form (3) and in the form of
an infinite Laurent series. Indeed, expanding the func-

tion (1 + ikA2/B2  into series,

(7)

where Γ(x) is the gamma function, the integral in solu-
tion (3) can be written as

(8)

Taking in to account that cosx = (πx/2)1/2J–1/2(x), where
J–1/2(x) is the (–1/2)-order Bessel function of the real
argument and using the Weber–Sonin formula [9] for
the calculation of integrals in relation (8), we obtain an
expression for the diffracted wave amplitude,

(9)

where a = A1/A2 – B2/  + z > 0 and 1F1(α; β; z) is the
degenerate hypergeometric function. The total dif-
fracted wave amplitude is Eh(r) = Eh(z)Eh(x), where
Eh(x) = exp(–iκx2/Rx).

For the transmitted wave amplitude E0(z) under the
same assumptions as those used in deriving Eq. (2), we
obtain a differential equation of the second order,

(10)

where

The final expression for E0(z) is given by formula (8)
upon substitutions A1  –A1 , A2  –A2 , and
B2  C2 .

The interval of angles ϕ0 in which Eqs. (2) and (10)
are valid is determined by the condition

sinϕ0Eh(z)dEh(x)/dx ! cosϕ0Eh(x)dEh(z)/dz.

)3
A–

1 ikA2/B2+( )3
A–

= 1 Γ n 1 A3+ +( )/Γ A3( ) n 1+( )!{ } ikA2/B2–( )n 1+ ,
n 0=

∞

∑+

Eh z( ) iπB2( ) 1– k k2/2 A2–( )expd

0

+∞

∫



=

× A1k/A2 B2k/A2
2– kz+( )cos

+ Γ n 1 A3+ +( )/Γ A3( ) n 1+( )!{ } iA2/B2–( )n 1+

n 0=

∞

∑

× k k2/2 A2–( ) A1k/A2 B2k/A2
2– kz+( )kn 1+cosexpd

0

+∞

∫ 



.

Eh z( ) iπB2( ) 1– 2πA2( )1/2 a2A2–( )exp{=

+ Γ n 1 A3+ +( )Γ 1 n/2+( )/Γ A3( ) n 1+( )!( )∑
× 2 1– n/2– A2

1– n/2–( ) iA2/B2–( )n 1+ F1 1 1 n/2+ ; 1/2; a2A2–( )} ,

A2
2

d2E0/dz2 A z( )dE0 z( )/dz– C z( )E0 z( )+ 0,=

C z( ) C1 C2z, C1+ B1, C2 κ2χ0/Rz.–= = =
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Substituting the explicit form of Eh(x), we obtain

(11)

This inequality is satisfied, in particular, in the case
of diffraction in the reverse direction (strict backscatter-
ing), whereby ϕ0 ≡ 0. For ϕ0 ≠ 0, condition (11) is reli-
ably fulfilled for  ! x/z. In the case of a slightly
bent crystal with a large curvature radius Rx, whereby the
reflection coefficient is close to that of the flat (unbent)
ideal crystal, inequality (11) reduces to  !

Rxε(2κx)–1, where ε is the excitation errors for the ideal
crystal. For the ideal crystal, this angular interval is
very broad and extends beyond the total reflection
region.

In conclusion, it should be recalled that Eqs. (2) and
(10) and, hence, the obtained solutions were derived for
a nearly normal incidence of the X-ray wave on the crys-

tal, so that γ0 = –γh ≅  (1 – )1/2 ≅  1. In the case of back-
scattering with directing cosines γ0 = –γh ! 1 – |χhr|/2
(i.e., far outside the total reflection region), the “usual”
dynamical theory of X-ray diffraction is applicable.

ϕ0tan  ! Rx 2κx( ) 1– d Eh z( )/dzln .

ϕ0tan

ϕ0tan

ϕ0
2
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Abstract—The energy barriers for hole injection in polymeric nanocomposites representing a poly(p-xylylene)
(PPX) matrix containing dispersed lead or iron nanoparticles were determined by means of photoconductivity
spectroscopy. The barriers for hole injection from metal particles in nanocomposites measured in vacuum are
3.6 eV for iron and 3.0 eV for lead; upon oxygen admission, these values decrease to ~3.2 and ~2.75 eV, respec-
tively. A shift between the vacuum energy levels of PPX and metal nanoparticles amounts to 1.0 and 0.1 eV for
iron and lead, respectively. The greater value for iron suggests the formation of a surface electric dipole, prob-
ably as a result of the chemical interaction at the metal nanoparticle–matrix interface. © 2004 MAIK
“Nauka/Interperiodica”.
The transport of charge carriers via the interphase
boundary between a metal (or semiconductor) and an
organic substance is a basic process determining the
efficiency of organic field-effect transistors, organic
light-emitting diodes, and organic photoelectric con-
verters [1], the conductivity of molecular wires [2], and
the functioning of single-electron transistors [3, 4]. In
recent years, much attention has been devoted to
metal(semiconductor)–polymer nanocomposites [5].
Because of the very large area of the interphase bound-
aries between nanoparticles and the polymer matrix in
such materials, the electron properties of this interface
determine the conductivity of polymeric nanocompos-
ites. Examples are offered by the photoconductivity of
systems such as CdSe–polymer [6], CdS–poly(N-vinyl-
carbazole) [7], and CdS–polystyrene [8] and by the
sensor properties of metal(semiconductor)–poly(para-
xylylene) nanocomposites [9].

The electron structure of an interphase boundary is
determined by chemical interactions at the interface
and strongly depends on the chemical nature of this
contact, the technological conditions of its formation,
and the gas atmosphere. Numerous investigations (see,
e.g., [10]) showed that the condition of equal vacuum
energy levels in the contact of an organic solid matrix
and a metal (semiconductor) accepted in the Mott–
Schottky model [11] is usually not satisfied. A shift
between the vacuum energy levels is evidence of the
formation of a surface electric dipole. The presence of
such surface dipoles must influence the magnitude of
the energy barrier for charge carrier injection. If the sur-
face dipole is oriented with its negative pole toward the
organic solid, the barrier ϕh for hole injection will
1063-7850/04/3004- $26.00 © 20322
decrease as compared to the value corresponding to the
Mott–Schottky model,

(1)

where Iorg is the ionization potential of the organic com-
pound, WM is the electron work function of the metal
(semiconductor), and ∆ is the shift between energy lev-
els related to the surface electric dipole formation. The
opposite orientation of the surface dipole will increase
the barrier for hole injection. Factors favoring the for-
mation of surface dipoles (leading to significant shifts
between the vacuum energy levels, amounting up to
∆ ~ 1 eV) as a result of adsorption of various organic
substances and polymers on metals were considered
in [10, 12, 13].

This Letter reports on the results of investigation of
the electron structure of the metal nanoparticle–poly-
mer matrix interface in nanocomposites representing a
poly(p-xylylene) (PPX) matrix containing dispersed
lead or iron nanoparticles. For this purpose, we have
measured the photocurrent in nanocomposites as a
function of the wavelength and determined the mag-
nitude of the energy barrier for hole injection at the
interface.

The samples were synthesized by co-deposition of
the monomers (p-xylylene) and metal vapors onto a
cooled (77 K) substrate in vacuum. The monomer vapor
was obtained by pyrolysis of paracyclophane at 600°C.
Metal vapors were produced by thermal (for lead) or
electron-beam (for iron) evaporation of bulk sub-
stances. Subsequent heating of the co-deposited mix-
ture to room temperature led to polymerization of
p-xylylene molecules and aggregation of metal atoms,

ϕh Iorg WM– ∆,–=
004 MAIK “Nauka/Interperiodica”



        

SURFACE STATES AT THE NANOPARTICLE–POLYMER MATRIX INTERFACE 323

                                                              
resulting in the formation of a PPX film containing dis-
persed metal nanoparticles. The average size of metal
nanoparticles estimated by means of wide- and small-
angle X-ray scattering was ~10 nm. The preparation
and structural characterization of nanocomposites were
described in more detail elsewhere [14]. The conductiv-
ity and photoconductivity of nanocomposites were
measured as described in [15].

It was found that the dependence of the relative
magnitude of photocurrent J on the photon energy E in
the exciting light beam (λ > 300 nm) obeys the Fowler
law J ~ (E – ϕh)2 (Fig. 1) [16]. The energy barrier for
hole injection from metal nanoparticles was ~3.6 eV for
iron and ~3.0 eV for lead when the measurements were
performed in vacuum; upon oxygen admission, these
values decrease to ~3.2 and ~2.75 eV, respectively. The
value of the barrier for hole injection from lead agrees
well with the published data [16]. Assuming the ioniza-
tion threshold of PPX to be 6.9 eV [16] and setting the
electron work function from both iron and lead equal to
4.3 eV [17], we estimate the shifts between the vacuum
energy levels of PPX and the metal as ∆ = –1.0 and
−0.1 eV for iron and lead, respectively.

The chemical potential of PPX calculated according
to [18] is –4.2 eV, which is greater than the chemical
potential of iron. In this case, there should be a partial
transfer of electron density from PPX to iron, in agree-
ment with the observed direction of a chemical dipole.
No such agreement is observed for lead, but the value
of the shift between vacuum energy levels for this metal
is small and falls within the error limits (±0.1 eV) of
determination of the barrier for hole injection.

One possible factor accounting for the surface
dipole formation is the chemical interaction (e.g., via
chemisorption or bond formation) between the organic
compound and the metal surface [10]. In our case, the
interaction between PPX and the surface of metal nano-
particles may lead to the formation of arene complexes.
The possibility of a chemical interaction between PPX
and iron surface is also confirmed by the results
obtained in [19].

Another possible factor is related to the surface
states of polymer. The density of surface states esti-
mated from the shift of the vacuum energy levels as
described in [20] amounts to Ns ~ 1.1 × 1013 cm–2 eV–1.
A decrease in the barrier for hole injection upon oxygen
admission can be related to the acceptor surface states.
The density of additional charged surface states related
to the adsorption of oxygen on the polymer surface is
Ns–O2 ≈ 9 × 1012 cm–2. These estimates agree with the
published data for PPX [21]. However, we believe that
the main factor accounting for the decrease in the
energy barrier for hole injection is an increase in the
electron work function of the metal nanoparticle upon
oxygen adsorption.

Using published data on the electron structure of
PPX [16, 22] and the results of measurements of the
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
energy barrier for hole injection in nanocomposites, it
is possible to construct a diagram of the electron struc-
ture of the interphase boundary between metal nano-
particles and the polymer matrix (Fig. 2).
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Fig. 1. Plots of the photocurrent versus photon energy of
exciting light in PPX nanocomposites with (1) lead and
(2) iron. The energy barrier for hole injection was deter-
mined by the Fowler formula.
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Thus, we have shown that a chemical interaction
(e.g., the formation of arene complexes) at the bound-
ary between PPX matrix and iron nanoparticles leads to
the formation of an electric dipole resulting in a shift of
the vacuum energy levels between the matrix and
metal. The presence of this dipole at the interface has to
be taken into account in consideration of the transport
properties of polymeric nanocomposites.
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Abstract—We have studied the effect of irradiation with hydrogen and helium ions on the photoluminescence
(PL) of phosphate films doped with ytterbium and erbium. The irradiation with hydrogen ions leads to more
effective quenching of the PL from erbium ions and, for the ion doses Φ ≥ 5 × 1016 cm–2, to a more significant
decrease in the PL lifetime as compared to that in the films irradiated with helium ions. The results are
interpreted within the framework of a model assuming the formation of OH groups in ion-irradiated glasses,
which offer an effective channel of nonradiative recombination of the electron excitations in the material stud-
ied. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Highly concentrated phosphate
glasses doped with ytterbium and erbium are promising
materials for planar amplifiers operating in a wave-
length range of 1.5–1.6 µm, which is most important
for optical communications. In order to provide for a
maximum use of the pump radiation at a small length of
the active element and a relatively low erbium concen-
tration (about 1–2 wt %), the crystal is pumped by a
semiconductor laser at 0.96–0.98 µm in the absorption
band of ytterbium, after which erbium is excited due to
a nonradiative energy transfer from ytterbium. One of
the main problems encountered in the development of
such media is to ensure the maximum quantum yield of
luminescence from the activator (erbium), because
glasses with maximum quantum yields possess mini-
mum lasing thresholds.

As is known, the luminescent properties of erbium
ions depend to a considerable degree both on the matrix
type and on the presence of defects (nonstoichiometry,
broken bonds) and technological impurities (in particu-
lar, OH groups [1]) effectively quenching the lumines-
cence of erbium as a result of the nonradiative energy
transfer via the induced resonance mechanism. Experi-
ments on the samples irradiated with electrons and γ
quanta [2] showed that the role of impurity centers pro-
ducing effective luminescence quenching can be played
by the radiation-induced color centers, especially in the
case of activators emitting in the short-wavelength
range. However, the influence of radiation defects and
impurities incorporated by means of ion implantation
into glasses activated by ytterbium and erbium, as well
1063-7850/04/3004- $26.00 © 20325
as in planar structures based on such glasses, is still
almost unstudied.

This Letter presents experimental data on the influ-
ence of irradiation with hydrogen and helium ions on
the photoluminescence (PL) of films of highly concen-
trated phosphate glasses doped with ytterbium and
erbium.

Experimental. The sample films were prepared on
fused quartz and soda-ash glass substrates by RF mag-
netron sputtering [3] of the target made of a phosphate
glass containing 6.5 mol % Yb2O3 and 1 mol % Er2O3.
The structure of deposited films before and after
annealing was studied by X-ray diffraction on a
DRON-3 diffractometer. All as-deposited films and
those annealed in a temperature range below 650°C
were X-ray amorphous.

The thicknesses and refractive indices of the films
were determined by ellipsometry on an LEF-3M
instrument with a He–Ne laser source (λ = 632.8 nm).
The PL spectra were measured using a setup based on
a single-grating monochromator MDR-23 (LOMO
Company, St. Petersburg). The emission was detected
by an InGaAs detector (DILAS Company). The PL
was excited by a 1-W semiconductor laser operating at
0.98 µm. The PL lifetime τ of erbium, defined as the time
for which the maximum PL peak intensity decreases by
one order of magnitude, was determined using a conven-
tional method employing pulsed pumping.

In order to increase the quantum yield of lumines-
cence from erbium, the films were annealed in dry oxy-
gen in a temperature interval from 400 to 650°C. The
004 MAIK “Nauka/Interperiodica”
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samples annealed at low temperatures (400–450°C)
had a lower lifetime of the excited state of erbium com-
pared to that in the initial glass and exhibited nonexpo-
nential decay of the PL intensity, which was character-
istic of the static mechanism of quenching described by
the Furster–Dexter–Galanin theory [2]. After the
annealing at 500–650°C, the luminescence lifetime
increased 5–10 times to reach τ0 ≅  5 ms, which was
close to the value in the initial glass used as the target
for the sample film deposition. The PL intensity (I) per
unit volume of these films was also close to that for bulk
glasses of the corresponding composition, which was
evidence of completed synthesis of the given com-
pound.

The samples of phosphate glass films were irradi-
ated with helium and hydrogen ions. The irradiation
doses ranged from  = 2 × 1014 to 1 × 1017 cm–2 for

helium ions and from  = 5 × 1015 to 3 × 1017 cm–2

for hydrogen ions. The ion energies were E(He+) =
100 keV (projected ion range, Rp = 645.8 nm; ∆Rp =
148.1 nm) and E(H+) = 70 keV (Rp = 642.5 nm; ∆Rp =
98.4 nm). The incident ion beam energies were selected
so as to provide that the projected ion range would be
approximately equal and not exceeding the film thick-
ness. The ion irradiation regimes were selected based
on the results of calculations using the TRIM-91 com-
puter program package. These conditions allowed us to
compare changes in the PL parameters of samples with
equal (i) elastic energy losses of the incident ions, (ii)
inelastic energy losses, and (iii) total energy losses for
helium and hydrogen. Equal total amounts of vacancies
produced in the matrix as a result of elastic collisions

Φ
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Φ
H+

1.4

1.2

1.0

0.8

0.6

0.4
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0
1014 1015 1016 1017

τ/τ0

Φ, cm–2

Fig. 1. A plot of the ratio τ/τ0 versus irradiation dose for
phosphate films irradiated with (j) helium and (n) hydro-
gen ions (τ0 and τ are the PL lifetimes in the initial and irra-
diated films, respectively). Dashed line shows the character
of decrease in the PL lifetime with increasing dose of
hydrogen ions.
T

with incident helium and hydrogen ions were observed
for the ion dose ratio ΦH/ΦHe = 17 : 1; equal inelastic
losses correspond to ΦH/ΦHe = 1.35 : 1; and equal total
losses, to ΦH/ΦHe = 1.43 : 1.

Results and discussion. The PL spectra of the ini-
tial films measured in a wavelength interval from 1.2 to
1.65 µm had the shape characteristic of the emission
from erbium centers in an oxygen environment and
exhibited no significant differences from the PL spectra
of the initial glasses. The PL intensity maximum at λ =
1.534 µm corresponds to the transition 4I13/2  4I15/2

in Er3+ ions [1, 4].

The results of our experiments showed that the PL
intensity I of samples irradiated with helium ions
monotonically decreased with increasing ion dose; for

 = 1 × 1017 cm–2, the PL intensity amounted to

approximately half of the initial value. In the dose range
indicated above, the PL lifetime τ as well as the shape
of the PL spectrum remained virtually unchanged
(Fig. 1).

It should be noted that the intensity of PL from
erbium centers in the glasses doped with ytterbium and
erbium is proportional to the initial donor (ytterbium)
concentration, the probability of energy transfer from
ytterbium to erbium, and the quantum yield of lumines-
cence from erbium. The probability of energy transfer
depends on the presence of additional absorption centers,
such as the radiation-induced color centers [2]. Since the
absorption bands of these centers in phosphate glasses
fall within the UV and visible spectral intervals [5] and
the energy of the radiative transition in Yb3+ (2F7/2 
2F5/2) is approximately 1.5 times that of the transition in
Er3+ (4I13/2  4I15/2), we may expect that the influence
of the radiation-induced color centers on the lumines-
cence is more pronounced for ytterbium than for
erbium. Thus, a decrease in the PL intensity at a con-
stant PL lifetime observed for erbium-doped glass films
irradiated with helium ions can be explained by a
decrease in the probability of nonradiative energy
transfer from ytterbium to erbium. In addition, there is
a direct channel for the quenching of PL from erbium
by the radiative breakage of emitting ytterbium and
erbium centers, for example, as a result of the displace-
ment of oxygen atoms from equilibrium positions.

The character of variation of the PL parameters in
the course of hydrogen bombardment was substantially
different from that observed for the irradiation with
helium ions. In particular, there was more (about ten-
fold) effective PL quenching at a hydrogen ion dose of

 = 1017 cm–2 and complete suppression for  ≥
3 × 1017 cm–2. The dose dependence of the PL lifetime
in the films irradiated with hydrogen ions to doses
below  = 5 × 1016 cm–2 was close to the behavior

observed for the samples irradiated with helium ions.
This fact indicates that the PL lifetime in this dose

Φ
He+

Φ
H+ Φ

H+

Φ
H+
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range is weakly controlled by the elastic and inelastic
radiative processes. However, an increase in the dose
above this level led to a rapid decrease in the PL life-
time (Fig. 1), which can be related to switching of an
additional channel of the PL quenching. This is con-
firmed by the experimental data presented in Fig. 2. As
can be seen, the PL decay time for  ≥ 5 × 1016 cm–2

significantly decreases and the PL decay curve exhibits
a substantially nonexponential character.

An analysis of the experimental data suggests that
the films irradiated with H+ ions to doses above 5 ×
1016 cm–2 show evidence of a chemical interaction of
the matrix with incorporated hydrogen. Calculations
indicated that the ion bombardment leads predomi-
nantly to the displacement of oxygen atoms from equi-
librium positions. This oxygen can react with hydrogen
ions to form OH groups offering an effective channel
for the nonradiative relaxation of electron excitations in
the material studied [1]. This conclusion agrees with
the results of calculations devoted to the influence of
hydroxy groups on the PL lifetime in bulk phosphate
glasses [4]. For the level of erbium doping NEr > 5 ×
1019 cm–3, the presence of OH groups introduced into
the matrix under equilibrium conditions is significantly
manifested at a concentration of about NOH = 5.2 ×
1019 cm–3. In our case, the content of erbium ion irradi-
ated films amounted to NEr = 2 × 1020 cm–3 and the aver-
age concentration of hydrogen over the implanted layer
thickness (Rp + ∆Rp) was 5 × 1020 cm–3 (for a hydrogen
ion dose of 4 × 1016 cm–2), 1.1 × 1021 cm–3 (for an ion
dose of 8 × 1016 cm–2), and 4 × 1021 cm–3 (for an ion
dose of 3 × 1017 cm–2). Thus, all hydrogen ion doses
provide for the conditions of OH group formation in a
concentration of no less than 5 × 1020 cm–3. However, it
was pointed out that the influence of such groups was
manifested only beginning with doses above 5 ×
1016 cm–2. This circumstance suggests that, under our
experimental conditions, only a part (~1%) of incorpo-
rated H+ ions form OH groups in the implanted layers.

The above results show that the irradiation of oxy-
gen-containing phosphate films with hydrogen ions
leads to a more effective PL quenching compared to

Φ
H+
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
that provided by helium ions. This effect can be related
to the formation of OH groups by analogy with the pro-
cess taking place in bulk phosphate glasses [1].
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Abstract—We have studied the electrical and galvanomagnetic properties of p-PbSe single crystals irradiated
with fast neutrons. Changes in the temperature dependence of the resistivity and the Hall constant show evi-
dence of the metal–semiconductor electron transition. Subsequent annealing at 350–390 K leads to a partial
recovery of the initial properties and the reverse electron transition. © 2004 MAIK “Nauka/Interperiodica”.
The irradiation of semiconductors with high-energy
particles (electrons, neutrons, protons) leads to the
appearance of new energy levels in the electron spec-
trum, which are related to the formation of structural
defects [1]. The redistribution of electrons between the
main energy bands and the levels related to these
defects may result in a significant variation of the
chemical potential ξ, leading to a change in the density
of charge carriers, the type of conductivity, and some-
times to the metal–semiconductor electron transitions
[1–3]. In contrast to the case of chemical doping, which
may lead to the same manifestations, the effects of irra-
diation can be eliminated by low-temperature anneal-
ing [3]. Thus, the irradiation with high-energy particles
offers an effective method of modification and probing
of the electron structure of narrow-bandgap semicon-
ductor materials [3, 4].

This paper reports on the results of investigation of
the effect of fast neutron bombardment on the electrical
properties of lead selenide (p-PbSe). Lead chalco-
genides are narrow-bandgap direct-band semiconduc-
tors widely used in photodetectors, lasers, and light-
emitting diodes operating in the middle and far IR spec-
tral range, offering the best thermoelectric properties in
the intermediate temperature interval of 600–1000 K [1].
Recent investigations showed that the elements of high-
sensitivity far IR (20–200 µm) detectors based on
doped lead chalcogenides can successfully compete
with the analogues based on the classical materials—
germanium and silicon [5]. In advantage to the latter
materials, lead chalcogenides possess a much higher
radiation resistance, which is related to a high density
of states stabilizing the Fermi level [5]. PbSe is charac-
terized by a minimum bandgap width (Eg ≈ 0.27 eV) in
comparison to the other lead chalcogenides [1].
1063-7850/04/3004- $26.00 © 20328
The experiments were performed on p-PbSe single
crystals with a hole density of p = 2 × 1018 cm–3. The
samples were irradiated with fast neutrons possessing
energies above 1 MeV to a fluence of Φ = 1 × 1019 cm–2

at a temperature of T = 320 ± 5 K. After irradiation, the
electrical contacts were ultrasonically applied to the
samples with an indium-based solder. The resistivity ρ
and the Hall constant R were measured by the conven-
tional Montgomery technique (representing a modifica-
tion of the Van der Pauw method) in a broad range of
temperatures T = 1.7–390 K and stationary magnetic
fields B = 0–13.6 T in a special setup (Oxford Instru-
ments) [3]. The neutron-irradiated samples were sub-
jected to sequential annealings at temperatures up to
T ≈ 390 K. Treatments at higher temperatures were not
performed because of the possible diffusion of indium
from contacts into the sample bulk.

The irradiation of p-PbSe single crystals with fast
neutrons led to an increase in ρ and to reversal of the
sign of the temperature coefficient of resistance, which
is evidence of a transition of the metal–semiconductor
type (Fig. 1). The transition was accompanied by a
sharp growth of the Hall constant R and a change in its
temperature dependence, which acquired a nonmono-
tonic character (these data are not presented here). Sub-
sequent annealing showed a tendency to restoration of
the initial properties (Figs. 1, 2). The temperature
dependences of the resistance of two neutron-irradiated
samples exhibited a local minimum at T ≈ 80 K, which
shifted toward higher temperatures in the course of
annealing (Fig. 1b).

For a qualitative description of the observed kinetic
effects, we used simple expressions valid within the
004 MAIK “Nauka/Interperiodica”
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framework of a single-band model for weak magnetic
fields [6, 7],

(1)

(2)

where R is the Hall constant, ar and Ar are constant
quantities depending on the scattering parameter r,
∆ρ/ρ is the magnetoresistance, p is the hole density, and
µ is the hole mobility.

Using formulas (1) and (2), we estimated the hole
mobility from the results of measurements of the Hall
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Fig. 1. The temperature dependence of the resistivity of
p-PbSe (sample N1) (a) before neutron irradiation and
(b) after the irradiation and annealing at T = 360 K:
(1) B = 0; (2) B = 13.6 T. The inset to Fig. 1a shows semi-
logarithmic plots of the resistivity versus temperature after
20-min annealings: (1) before irradiation; (2) after irradia-
tion with fast neutrons to Φ = 1 × 1019 cm–2; (3–6) after sub-
sequent annealings at T = 350 (3), 360 (4), 370 (5), and
380 K (6). The inset to Fig. 1b shows the relative variation
of resistivity in a magnetic field at T = 4.2 K.
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effect µH = R/ρ and the magnetoresistance ∆ρ/ρ
(Fig. 2). In the initial state, holes are degenerate and
obey the Fermi–Dirac statistics. For this reason, the
Hall factor ar in formula (2) tends to unity and the coef-
ficient Ar = (π2/3)(kT/ξ)2r2 is inversely proportional to the
square of the degree of degeneracy ξ/kT, where k is the
Boltzmann constant and ξ is the chemical potential [6].
The values of mobility estimated using formula (2)
from the temperature dependence of ρ in the magnetic
fields B = 0 and 13.6 T (Fig. 1a) were about two orders
of magnitude lower than the Hall mobilities µH , which
is explained by the smallness of the ignored coefficient
Ar ! 1. The temperature dependence of µ evaluated
from data on the Hall effect (Fig. 2) and the magnetore-
sistance (not presented) are mutually consistent if the
variation of Ar with increasing temperature T is taken
into account. In the region of T ≥ 50 K, the µ(T) curves
(Fig. 2) correspond to the case of scattering on acoustic
phonons (r = –1/2) [1].

The magnetoresistance of irradiated samples exhib-
ited a quadratic dependence on the magnetic field B
(see the inset in Fig. 1b). For this reason, it was possible
to determine the hole mobility with sufficiently high
accuracy using formula (2) and the ρ(T) curves mea-
sured at B = 0 and 13.6 T (Fig. 1b). The mobilities µ
evaluated from the magnetoresistance data and the Hall
effect (for Ar = 0.61 and ar = 1.18 corresponding to the
scattering on acoustic phonons) exhibited identical
temperature variation at high (T > 200 K) temperatures
(Fig. 2). At the same time, their behavior in the region
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Fig. 2. The temperature dependence of the hole mobility in
p-PbSe (sample N1) determined from (1) the Hall effect and
(2) the magnetoresistance measurements after irradiation
and annealing (see the text): (1) before irradiation; (2) after
irradiation with fast neutrons to Φ = 1 × 1019 cm–2 and sub-
sequent annealing for 20 min at T = 360 K. The inset shows
the temperature dependences of the Hall mobility in p-PbSe
(sample N2): (1) after irradiation to Φ = 1 × 1019 cm–2;
(3−6) after subsequent annealings for 120 min at T =
340 (2), 355 (3), 370 (4), and 385 K (5).
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of T ≈ 100 K significantly differed, which was indicative
of the possible contribution due to charge carriers of
another type [6] not taken into account by formula (1).
We believe that charge carriers of the second type in the
irradiated samples are electrons at the defect levels.

After the neutron irradiation, the hole mobility
exhibited a decrease (Fig. 2). The temperature depen-
dence of the hole mobility in irradiated samples, esti-
mated from the results of magnetoresistance measure-
ments, can be approximated by a curve calculated with
allowance of a mixed mechanism of scattering on
acoustic phonons (at high temperatures) and charged
centers (at low temperatures) [6]. The hole mobility
increased with the annealing temperature (Fig. 2),
which reflected a decrease in the density of defects.

The main features of the metal–semiconductor tran-
sition in p-PbSe revealed by our experiments coincide
with those of the analogous transitions observed previ-
ously under the action of irradiation or chemical substi-
tution in other narrow-bandgap materials, such as
HgTe1 – xSx [7] and Bi2Te3 [3], with different crystal and
electron structures. The metal–semiconductor transi-
tions in these substances are reversible and the temper-
ature dependence of resistance is displayed by a series
of like curves with variable slopes (see the inset in
Fig. 1a) [3, 7]. The curves of R(T) and ρ(T) usually
exhibit local maxima reflecting the two-band character
of the conductivity [3, 7, 8]. Differences between the
experimental curves of R(T) for these materials are
mostly related to the different values of Eg .

The temperature dependences of the resistance and
the Hall constant of p-PbSe single crystals can be ade-
quately described, especially in the range of T > 100 K,
in terms of the model of a two-band semiconductor
with impurities, where the densities of electrons (n) and
holes (p) are given by the expressions [8, 9]

(3)

Here, n0 is the difference between the concentrations of
donor and acceptor impurities; Eg is the thermal semi-
conductor bandgap width; and Ac and Av are the densi-
ties of states in the electron (conduction) and hole
(valence) bands depending on the temperature as
Ac, v ~ T3/2 for a simple parabolic dispersion law. Rela-
tions (3) explain the decrease in ρ and R with increasing
temperature even for Eg = 0 (zero-bandgap semicon-
ductors [7]). In HgSe1 – xSx , where the conduction and
valence bands overlap, the irradiation cannot reduce the
electron density below the limiting level of ~2 ×
1017 cm–3 [8]. In Bi2Te3 possessing a small semicon-
ductor bandgap width Eg = 0.145 eV, the irradiation
with fast electrons changes the conductivity type from
p to n, whereby the chemical potential level ξ raises
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from the valence band to the conduction band, and
alters the sign of n0 in formulas (3) [3]. In p-PbSe,
where the semiconductor bandgap width is twice as
large, the chemical potential ξ level remains at the
valence band top and the hole conductivity type is
retained.

It was established [4, 10–16] that the irradiation of
narrow-bandgap semiconductors with high-energy par-
ticles (electrons, protons, α particles) allows the charge
carrier density to be varied within broad limits and even
the conductivity type to be changed (from p to n). The
positions of energy states related to the radiation
defects produced by the electron bombardment of PbSe
were studied using galvanomagnetic measurements at a
high hydrostatic pressure [16]. In lead selenide and lead
alloys, the irradiation with electrons, protons, or α par-
ticles produces defects related to vacancies in the sele-
nium sublattice and possessing donor properties. For
this reason, the irradiation leads to an increase in the
electron density and to inversion of the conductivity
type [4]. However, the inversion p  n does not take
place in materials with a high density of holes (p ≥ 5 ×
1017 cm–3) [14], which suggests that there exists a lim-
iting density of donors (n ~ 1017 cm–3) that can be cre-
ated by such irradiation [4].

Since our single crystals of p-PbSe possessed a
higher density of holes (2 × 1018 cm–3), it becomes clear
why the neutron irradiation did not change the type of
conductivity. The high density of charge carriers in lead
chalcogenides is usually related to deviations from sto-
ichiometry [1, 4, 13], which provide for a large value of
n0 in formulas (3). As can be seen from Figs. 1 and 2,
the hole density p decreases upon neutron irradiation
but still remains positive because the amount of intro-
duced donors is significantly lower than n0.

The gradual recovery of the initial properties in the
course of annealing of the irradiated lead chalcogenide
observed in our experiments agrees with the data
reported previously by other researchers (see, e.g., [4])
for the same temperature interval (360–400 K). A
decrease in the mobility of holes (especially pro-
nounced at low temperature) in p-PbSe in the course of
the metal–semiconductor transition upon irradiation
and during subsequent annealing reflects a high density
of radiation defects. A similar decrease in µ was
observed for HgSe1 – xSx during a transition from zero-
bandgap semiconductor to semimetal with increasing
concentration of sulfur atoms playing the role of addi-
tional structural defects [7]. Variations (usually not
greater than twofold) in the carrier mobility in PbSe
crystals were also observed for the other types of radi-
ation (electrons, protons, α particles) [4]. In our exper-
iments, a decrease in µ upon the irradiation was much
more pronounced (Fig. 2). This fact indicates that the
conductivity of irradiated samples is related to the
states in disordered regions of the crystal. However, the
absolute values of µ after the neutron irradiation are
still high (Fig. 2). Based on the observed µ(T) curves,
CHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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we may suggest that the thermoelectric quality and effi-
ciency of p-PbSe in the working temperature range
T > 600 K will also not be significantly decreased by
irradiation.

The results of our experiments model changes in the
electron structure and charge carrier parameters taking
place in PbSe upon the introduction of various concen-
trations of impurities and radiation defects (including
those for the radiation of other types) [4]. These data
can be used for the development of the technology of
production of thermoelectric and optoelectronic
devices based on this material.
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Abstract—A fully planar element for selective excitation and detection of various modes in a multimode chan-
nel waveguide has been manufactured and tested. A mode multiplexer/demultiplexer based on this element will
provide for the mode data compression in fiber-optic communication lines employing multimode fibers. © 2004
MAIK “Nauka/Interperiodica”.
This paper addresses the problem of increasing
informative capacity of the fiber-optic communication
lines employing multimode fibers. In recent years,
research has been directed to selective excitation of and
data transmission via a single mode of a multimode
fiber (see, e.g., [1–4]). However, using selective excita-
tion of modes, it is possible to provide for an additional
increase in the informative capacity of a communica-
tion line. This can be achieved by application of the
method of mode data compression, whereby groups of
selected modes are used as independent data transmis-
sion channels.

Unfortunately, the development of this method is
hindered by the lack of effective means of selectively
exciting modes in a multimode fiber. The available
devices are mostly intended for excitation of the lowest
modes, while selective excitation of the other modes
leads to significant complication and the loss of effi-
ciency of such systems [1–6]. Moreover, most of the
known devices cannot simultaneously and indepen-
dently excite the modes of various orders. Some
devices are rather sophisticated and their implementa-
tion is still in the stage of calculation of the design
parameters and working characteristics [6, 7].

Recently [8], a new approach to the selective excita-
tion of modes in optical fibers has been proposed based
on a passive integrated optics device called the mode
multiplexer/demultiplexer. According to this, the selec-
tive excitation of modes in a multimode fiber is
achieved through the excitation of desired modes in a
multimode channel waveguide optically matched with
the fiber. The device comprises a multimode channel
waveguide, a planar selective coupling element, and a
set of single-mode channel waveguides acting as sepa-
rate input/output data channels. The selective element
provides for the optical coupling of each preset mode of
the multimode channel waveguide to the corresponding
separate single-mode channel waveguide, thus ensuring
1063-7850/04/3004- $26.00 © 20332
selective excitation and detection of separate modes of
a multimode channel waveguide.

This Letter presents the results of experiments with
the first prototypes of the new planar selective coupling
element.

Figure 1 presents a schematic diagram of the selec-
tive element and shows the ray tracing in the regime of
detecting modes of a multimode channel fiber. The
selective coupling element is a passive, fully planar
device designed as a longitudinal coupling element.
The principle of operation is essentially the same as that
of an input/output prism widely used in integrated
optics. The function of a bulk prism in this device is
performed by a single-mode planar waveguide region
with a refractive index increased relative to that of the
channel waveguide. In this scheme, each mode of the
channel waveguide forms a directed beam in the plane
of the planar element, the beams of different modes
being directed at various angles relative to the channel

Mijαij

M11

C B A

1

2

Fig. 1. Schematic diagram illustrating operation of the
selective coupling element in the regime of detecting modes
of a channel waveguide: (1) single-mode planar prism;
(2) multimode channel waveguide (see the text for explana-
tions).
004 MAIK “Nauka/Interperiodica”
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waveguide axis. The angle of deviation αij for each
beam is determined from a simple relation cos(αij) =
Nij/Np , where Nij and Np are the effective refractive indi-
ces of the given mode Mij of the channel waveguide and
the mode propagating in the single-mode planar region,
respectively. The higher the mode order of the channel
waveguide (i.e., the lower the Nij value), the greater the
sloping angle αij . Thus, the selective coupling element
provides for the spatial separation of converted modes
of the channel waveguide depending on the mode order.
This allows the proposed element to be used as a mode
demultiplexer for separating the mode data channels.

Owing to the principle of reversibility of passive
optical elements, the proposed selective coupling ele-
ment can also be used as the mode multiplexer. In this
case, the optical excitation in the reverse direction is
performed by planar beams propagating at the angles
αij relative to the channel waveguide axis. Arriving at
the tunneling region of the planar prism, each beam
excites a mode of the corresponding order in the multi-
mode channel waveguide. By independently exciting
the modes of various orders, it is possible to obtain sev-
eral independent mode data channels in the same chan-
nel waveguide, thus providing for the mode compres-
sion of data.

The samples were prepared by means of ion
exchange in the substrates of commercial glass K8.
Multimode channel waveguides were formed in a
KNO3 melt. Single-mode planar prisms were obtained
using melts containing 0.2–0.5% AgNO3. The proto-
type operation in the regime of mode detection was
studied by focusing a light beam on the edge of a mul-
timode channel waveguide, which simultaneously
excited a set of modes of various orders. The mode
composition was checked with the aid of a usual
input/output coupling prism. The patterns of modes
extracted from the waveguide structure were observed
on a transverse screen and monitored by photodetector
array. By sequentially placing the control prism in var-
ious sites (indicated by arrows A–C in Fig. 1) along the
selective element, it was possible to observe gradual
passage of the radiation power from modes of the chan-
nel waveguide to the corresponding planar beams.

These observations showed that the selective cou-
pling element operates as a longitudinal distributed
optical coupling device. Measurements performed at
the end of the coupling element confirmed complete
conversion of the channel waveguide modes into the
corresponding planar beams. Figure 2 shows the typical
oscillogram of an output signal of the photodetector
array registering a series of spatially separated planar
beams outcoupled by the control prism located at site C
(Fig. 1). Each peak displays the transverse intensity
profile of the corresponding planar beam representing a
solitary mode of the channel waveguide. As can be
seen, the beams are quite well spatially resolved and
can be readily selected. The rightmost peak in Fig. 2
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
corresponds to the fundamental mode of the channel
waveguide. The beam divergence in the planar
waveguide was estimated by the results of measure-
ments of the divergence of the beams extracted from the
waveguide taking into account the experimentally
determined values of Np . For various samples, the
angles of divergence of separate planar beams fell
within 5′–10′ at a total angular width of the set of beams
(including five to eight beams) reaching 2°. The angular
spacing of beams corresponding to the low-order chan-
nel modes coupled to the planar waveguide was within
15′–30′.

Thus, the proposed device provides for the effective
spatial selection of modes of the channel waveguide
with respect to the mode order. Note that, by analogy
with traditional prism couplers, the angular width of the
set of beams and the angular spacing of beams can be
increased by decreasing the difference between Np and
Nij . In practice, the difference Np – N11 for the lowest-
order mode should be reduced to a minimum level reli-
ably reproduced by the available technology used for
the fabrication of planar elements.

In order to check for operation of the coupling ele-
ment in the regime of selective mode excitation in the
channel waveguide, a planar light beam was fed into the
planar prism by means of a usual input/output prism
coupler in position C (Fig. 1). The pattern of modes
excited in the channel waveguide was observed using
another control prism located in position A. By varying
the angle of incidence of the planar beam relative to the
channel waveguide axis, it was possible to provide for
the conditions of matching (αij) of the given planar
mode and the modes of various orders in the channel
waveguide. The planar selective coupling element has
proved to be capable of sequentially exciting separate
modes in the multimode channel waveguide.

In conclusion, the experimental samples of a new,
fully planar selective coupling element based on a pla-
nar prism showed performance in the regimes of selec-

Fig. 2. The typical pattern of intensity distribution for sev-
eral planar beams separated by the selective coupling ele-
ment and measured using a photodetector array.
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tive excitation and detection of modes of a multimode
channel waveguide. Using such elements in the scheme
of mode multiplexer/demultiplexer will provide for the
effective mode data compression in fiber-optic commu-
nication lines.
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Abstract—We have studied the effect of the magnitude of the voltage applied to a gas-filled diode on the for-
mation of a subnanosecond pulsed electron beam at atmospheric pressure. It is theoretically demonstrated that
an increase in the interelectrode voltage leads to a decrease in the charge transferred by the beam. This may
result in a decrease in the amplitude of the beam current at a pulse duration below the time resolution of the
detection system. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Recently [1–6], we demonstrated
that subnanosecond electron beams with current ampli-
tudes reaching tens and hundreds of amperes and ener-
gies of up to several tens or hundreds of kiloelectron-
volts can be obtained in gas diodes filled with helium,
air, nitrogen, or CO2–N2–He mixtures at atmospheric
pressure driven by voltage pulses with short leading
fronts. It should be noted that the beam current ampli-
tudes obtained previously in gas-filled diodes at atmo-
spheric pressure (see review [9]) did not exceed a frac-
tion of an ampere. It was theoretically shown [7, 8] that
the criterion of electron runaway in gas discharge
exhibits a substantially nonlocal character and corre-
sponds to a situation when the electron multiplication
length (equal to the inverse Townsend coefficient [10])
is comparable with the interelectrode distance. It was
established [3] that, as the pulse generator voltage
amplitude and the voltage drop across the gap increase,
the electron beam current behind the foil first increases
but then begins to decrease.

This study was aimed at elucidating the effect of the
magnitude of the voltage applied to a gas-filled diode
on the beam current amplitude and at establishing fac-
tors responsible for a decrease in the beam current with
increasing electric field in the discharge gap.

Experimental setup. The experiments were per-
formed with the nanosecond pulse generator RADAN-303
[11] having an output wave impedance of 45 Ω , which
produced voltage pulses with an amplitude from 50 to
170 kV in a matched load (in the open circuit regime,
the amplitude reached 340 kV). The voltage pulses had
a full width at half maximum (FWHM) of ~5 ns and a
front width of ~1 ns. With this generator, the voltage
applied to the discharge gap could be smoothly
controlled by varying the gap width. The gas-filled
diode design was similar to that described in detail else-
where [1–4, 6]. The electron beam was extracted from
1063-7850/04/3004- $26.00 © 20335
the diode via a ~40-µm-thick AlBe foil or via a grid
with a geometric transparency of ~20%. The cathode–
anode spacing in this system could be set within 13–
20 mm. The diode was filled with air at atmospheric
pressure. Signals from a capacitive voltage divider, the
electron beam collectors, and shunts were measured
using a digital oscillograph of the TDS-684B type with
a bandwidth of 1 GHz and a sensitivity of 5 G/s (which
corresponds to 5 points/ns). The discharge was photo-
graphed using a digital camera.

Experimental results. Similar to what was reported
in [1–6], an electron beam with a current amplitude of
several tens of amperes was obtained at atmospheric
pressure within a short front of a voltage pulse generat-
ing an inhomogeneous electric field in the air-filled
diode with small-size cathode. The discharge in the gap
had the form of volume columns based on bright cath-
ode spots. The discharge current amplitude reached
several kiloamperes and was dependent on the drive
generator voltage. The electron beam arose at the volt-
age pulse front and had an FWHM not exceeding 0.3 ns
(Fig. 1).

We have thoroughly studied the dependence of the
beam current on the generator voltage for the diodes
with foil and grid anodes. In both series of measure-
ments, the beam current exhibited a decrease when the
generator voltage exceeded 210 kV. Figure 2 shows
plots of the beam current behind the foil or grid versus
open-circuit voltage of the generator. Under the condi-
tions studied in this work (as well as in the experiments
described in [3]), both the voltage drop on the discharge
gap and the discharge current initially increased in pro-
portion to the open-circuit voltage of the generator.
Photographs of the discharge gap showed that the shape
of discharge did not significantly change when the gen-
erator voltage was varied. Thus, for a given interelec-
trode distance and the same cathode, the electron beam
004 MAIK “Nauka/Interperiodica”
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current started decreasing when the voltage applied to
the discharge gap exceeded a certain threshold.

It should be noted that, when the beam current
reached the maximum, the voltage drop on the gas
diode ceased to change significantly and the beam cur-
rent rapidly vanished. This fact indicates that the opti-
mum conditions for the electron beam formation are
retained only during a very short period time, within
fractions of a nanosecond.

Theoretical model and results. According to the
experimental data reported previously [3], ionization in
the discharge gap is inhomogeneous, whereby the ion-
ization regions appears as jets. Such a jet can be mod-
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Ch 1  200 mV Ω  Ch 2 1.0 V Ω M 1.00 ns Ch 1 –80 mV

Fig. 1. Oscillograms of (1) the voltage and (2) the electron
beam current in a gas-filled diode (voltage amplitude scale,
45 kV/div; current amplitude scale, 20 A/div; time scale,
1 ns/div).
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Fig. 2. Plots of the electron beam current Ieb behind
(1) a 40-µm-thick AlBe foil and (2) a grid with a geometric
transparency of 20% versus the open-circuit voltage U0 of
the generator.
TE
eled by a circular sector of the cylindrical geometry. In
order to elucidate the mechanism of breakdown in the
discharge gap, we used a one-dimensional diffusion–
drift model described in detail in [12]. According to this
model, ionization takes place between coaxial cylindri-
cal electrodes with r0 < r < r1, where r0 and r1 are the
radii of the internal and external electrodes, respec-
tively. The plasma formation and the electric field
screening were described in terms of the equations of
momentum transfer, the equations of continuity for
electrons and ions, and the Poisson equation for the
electric field strength. The field dependences of various
quantities entering into the model equations (ionization
frequencies, drift velocities, diffusion coefficients)
were described using approximated relations obtained
in [13].

The results of calculations showed that, in the case
of almost flat electrodes (d = r1 – r0 ! r1), the ionization
wave propagation is possible only for sufficiently low
voltages and, hence, small Townsend multiplication
coefficients αi (αid < 1). For such electrodes, propaga-
tion of the ionization wave from cathode to anode
appears only when an initial excess ionization takes
place in a certain region near the cathode. Indeed, bright
plasma formations were experimentally observed near
the cathode in all regimes. The condition of appearance
of the ionization wave corresponds to a situation when
electrons leave the discharge gap without significant
multiplication. Otherwise (αid @ 1), the rate of bulk
ionization exceeds the rate of electron drift and the
wave does not travel over a significant distance during
the ionization period.

In the case of electrodes having the shape of coaxial
cylinders with a small radius of the cathode (d = r1 –
r0 @ r0), the ionization wave is formed for both small
and large voltages and propagates due to the field inho-
mogeneity rather than the electron drift: the greater the
field strength, the higher the ionization rate. In such
regions, the plasma density rapidly grows to a level cor-
responding to the field screening, after which the ion-
ization rate ceases to increase.

The wave of ionization in an inhomogeneous field is
illustrated in Fig. 3. Note that the wave of increasing
plasma density is preceded by the wave of increased
electric field strength at the anode. An analogous calcu-
lation was carried out for the same conditions and the
voltage U(t) doubled for the times t > 1 ns. The results
were qualitatively similar to those presented in Fig. 3
for the lower voltage. Despite a twofold increase in the
voltage, the field strength near the anode at the time of
arrival of the ionization wave did not change substan-
tially. However, the time of the ionization wave travel
to anode significantly decreased.

The results of model calculations allow the mecha-
nism of the electron beam formation to be outlined as
follows. Following [3], we assume that electrons
involved in the beam are formed within a near-anode
layer with a thickness of ~1/αi . This take place when
CHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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the ionization wave reaches the anode and the field
strength in this layer increases. However, arrival of the
ionization wave to the anode leads to a sharp drop in the
field strength in this region, although the voltage
between electrodes remains unchanged. Obviously, this
breaks the conditions of beam generation.

As for a decrease in the beam current with increas-
ing peak voltage applied to the electrodes (Fig. 2), it
would apparently be more correct to speak of a
decrease in the amount of charge transferred by the
beam rather than in the current as such. Indeed, it was
experimentally impossible to determine current pulse
durations below 0.3 ns. Therefore, even if the beam cur-
rent is greater, while the transferred charge is smaller
because of a short pulse duration (below 0.3 ns), the
result will appear as a decrease in the beam current
because of the finite time resolution of the detection
system. A decrease in the charge transferred by the
beam with an increase in the applied voltage can be
explained by a decrease in the time required for the ion-
ization wave to travel over the region of electron beam
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Fig. 3. Radial profiles of (a) the electron density Ne and
(b) electric field strength E at the moments of time when the
ionization wave approaches the anode: t = 1.3 (1), 1.4 (2)
and 1.5 ns (3); curve (4) shows the field strength profile in
the empty space calculated by the formula E(r) =
−U/(rln(r0/r1)) for U = 100 kV, r0 = 0.25 mm, and r1 =
8 mm. The voltage applied to electrodes U(t) varies with
time as depicted in Fig. 1.
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generation within a near-anode layer having a thickness
of ~1/αi . This possibility is qualitatively confirmed by
the results of model calculations.

Conclusions. The results of our experiments con-
firmed that, as the electric field strength in the discharge
gap grows, the electron beam current in the gas-filled
diode initially increases, reaches a maximum, and
begins to decrease. An analysis of the theoretical model
adopted shows that an increase in the voltage applied to
the electrodes leads to a decrease in the charge trans-
ferred by the beam. This may appear as a decrease in
the current amplitude if the current pulse duration is
smaller than the time resolution of the detection system
(0.3 ns in this study). Thus, by varying the voltage
applied to a gas diode, it is possible in principle to con-
trol the duration of subnanosecond current pulses.
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Abstract—The main laws of the macroscopic localization of plastic straining in a bcc alloy Fe–3% Si on the
stage of linear strain hardening are considered. It is established that the strain localization exhibits a wave char-
acter and the velocity of propagation of the strain localization wave is determined. The law of dispersion of the
waves of localized plastic straining is found for polycrystalline aluminum and for iron-based alloys in both sin-
gle crystal and polycrystalline states. © 2004 MAIK “Nauka/Interperiodica”.
As is known [1], the process of plastic straining in
metals and alloys exhibits a localized character in all
stages of plastic flow. In recent years, it was established
that different forms of the macroscopic inhomogeneity
of plastic straining are sequentially manifested on the
passage along the σ(ε) (stress–strain) curve [2, 3].
Experiments performed for a sufficiently broad class of
pure metals and alloys in both single crystal and poly-
crystalline states showed that there exists a unique rela-
tionship between the character of plastic strain localiza-
tion and the law of strain hardening θ = dσ/dε = θ(ε).
According to this, each stage of plastic flow corre-
sponds to a definite pattern of strain localization. A
change in the law of strain hardening leads to the
appearance of a new form of localized straining. The
above findings indicate that the development of plastic
flow is accompanied by a spontaneous localization of
straining, the form of which is closely related to the law
of plastic flow operative in the corresponding stage of
strain hardening. The observed forms of strain localiza-
tion spontaneously appear in the course of tension at a
constant rate, that is, result from self-organization of
the plastic flow process [4].

A very interesting pattern of strain localization is
observed in the stage of linear strain hardening, where
θ = const. In this case, the spatiotemporal pattern of
inhomogeneous plastic flow acquires the form of an
autowave propagating along the sample characterized
by the velocity Vaw and by the wavelength λ. These val-
ues were previously measured in the experiments per-
formed on single crystals of γ-Fe [5–7], single crystals
of Cu and Ni [8], and polycrystalline samples of Al [9]
and Zr [10]. The results of these experiments showed
that the wave propagation velocity in the linear harden-
ing stage is inversely proportional to the coefficient of
strain hardening,

(1)V aw
G
θ
----,=
1063-7850/04/3004- $26.00 © 20338
with the proportionality factor G = 6.3 × 10–7 m/s.
The aforementioned materials do not include metals

or alloys with body-centered cubic (bcc) crystal lat-
tices. For this reason, the main attention in this study
was concentrated on the laws of wave processes accom-
panying the plastic flow in a bcc Fe–3% Si alloy in sin-
gle crystal and polycrystalline states.

The samples were tensile tested in an Instron 1185
machine at 300 K and a constant straining rate of  =
1.2 × 10–4 s–1. The strain localization was analyzed by
methods described in [11, 12]. According to this, the
field of displacement vectors r(x, y) on the front surface
of a sample was monitored by the method of two-expo-
sure speckle interferometry [11] with a 15-s step (0.2%
of the overall strain) beginning with a yield point and
up to the sample breakage. Then, the distributions of
longitudinal, transverse, shear, and rotation compo-
nents of the plastic distortion tensor βij at all points of
the sample surface were determined by numerical dif-
ferentiation with respect to coordinates. Finally, the
local strain distributions over the whole sample or
along the axial line were constructed for various
moments of time or various levels of deformation. The
most convenient component of the βij tensor was the
local elongation in the direction of tension (x axis),
εxx = du/dx, where u is the r vector component along the
x axis. By constructing and analyzing the spatial ε(x, y)
and spatiotemporal εxx(x, t) patterns, it is possible to
determine positions of the strain localization zones, trace
their evolution with time, and compare this behavior to
the sequence of stages in the plastic flow curve σ(ε).

In both single crystal and polycrystalline samples of
the Fe–3% Si alloy studied, the plastic flow was local-
ized in certain active zones (plastic strain foci) occupy-
ing regular positions along the sample, while virtually
no straining was developed in the regions between such
foci. In the stage of linear strain hardening, the active
zones move along the axis of the sample. By monitor-

ε̇
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ing the spatial positions X of the local peaks of εxx on
the axis of tension at various times t, the autowave
propagation velocity Vaw can be determined as the slope
of the X(t) plot [6, 8].

It was found that the experimental points for booth
single crystal and polycrystalline bcc Fe–3% Si sam-
ples fall rather close to the general relation Vaw(θ), as
shown in Fig. 1. This provides additional evidence for
the validity of Eq. (1). The possible origin of the Vaw ~
θ–1 relation in the stage of linear strain hardening was
described in [6, 8]. Considering the nature of wave pro-
cesses involved in the plastic straining of solids, it is
natural to compare this behavior to the thoroughly stud-
ied phenomenon of plasticity waves [13]. However, the
shape of the Vaw(θ) relation is indicative of the basic dif-
ference between the two wave processes, since the plas-

tic wave velocity behaves as Vpw ≈  ~ θ1/2, where
ρ0 is the material density [13]. The difference between
the laws Vaw ~ θ–1 and Vpw ~ θ1/2 suggests that our exper-
iments have revealed a new type of wave processes
involved in the plastic straining, which are referred to
as the plastic strain localization waves.

The experimental method used for determining the
velocity of motion of the plastic strain foci allows both
the wavelength λ (or the wavenumber k = 2π/λ) and the
time period T (or the frequency ω = 2π/T) of the wave
process to be simultaneously determined [6]. For the
materials under consideration, a dispersion relation
between the wavenumber k and the circular frequency
ω (see Fig. 2) has the following form,

(2)

where a, b, and c are constants characteristic of the par-
ticular groups of materials (see table). Relation (2)

θ/ρ0

ω ak2 bk c,+ +=

20

15

10

5

350300250200150100500

G/θ

Vaw × 105, m/s

Fig. 1. The general relationship (1) between the autowave
velocity and strain hardening coefficient in the stage of lin-
ear strain hardening [5–8] and the experimental points for
single crystal and polycrystalline samples of a bcc alloy Fe–
3% Si.
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describes the dispersion law for the wave process
accompanying localized plastic flow in the stage of lin-
ear strain hardening, which can be reduced to the
canonical form ω = 1 + k2 [14]. The quadratic form of
relation (2) is characteristic of the so-called nonlinear
Schrödinger equation [15] frequently used for the
description of self-organization processes in nonlinear
systems.

The above laws allow the observed spatiotemporal
regularities of inhomogeneous plastic flow to be identi-
fied neither with elastic waves nor with plasticity
waves. Therefore, it is most probable that the observed
behavior is related to the autowave phenomena in the
form of self-organization or self-ordering spontane-
ously arising in a deformed medium [16].

Description of the spontaneous generation of struc-
tures (including deformation structures) in open sys-
tems featuring propagation of an energy flow is among
the central problems in modern physics. The localiza-
tion of plastic straining can be (and has to be) consid-
ered as an autowave process of the new type spontane-
ously arising in a strained medium featuring an energy
flow. The laws of self-organization processes of such
type have been studied in physical, chemical, and bio-
logical systems. A comparison shows that the auto-

0.15

0.10

0.05

0 2500200015001000500

k, m–1

ω, s–1

1 2

Fig. 2. Experimental points and generalized dispersion rela-
tions for strain localization waves in the stage of linear
strain hardening (1) polycrystalline Al; (2) Fe–18% Cr–
13% Ni single crystals (containing 0.35 and 0.5% N), Fe–
13% Mn (containing 0.93 and 1.03% C), and Fe–3% Si.

Parameters of the dispersion relation (2) for the bcc materials
studied

Metal/alloy Lattice 
type a, m2/s b, m/s c, s–1

Polycrystalline Al 
(Fig. 2, curve 1)

fcc 7.9 × 10–7 –1.7 × 10–3 1.05

Fe-based alloys 
(Fig. 2, curve 2)

bcc/fcc 2.2 × 10–8 –5.6 × 10–6 0.01
4
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waves of localized straining are generally analogous to
the dissipative structures—the basic concept of syner-
getics introduced by Nicolis and Prigogine [4].

In the course of continuous stretching of a sample at
a constant rate, several types of such wave processes
can take place one after another, with a unique relation
between the character of a wave pattern and the law of
strain hardening operative in each particular stage of
this process. The change in the macroscopic patterns of
plastic strain localization can be considered as a result
of transformation of the autowave pattern. This transfor-
mation is based on processes occurring on a lower-scale
(dislocation) structural level of a strained material.
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Abstract—Giant Maxwell–Wagner relaxation of the magnetoelectric susceptibility and the magnetoelectric
voltage coefficient was observed in a ferrite–piezoelectric composite. The relaxation frequency of the magne-
toelectric susceptibility of this material can be controlled within broad limits by varying the volume fractions
of the components and by modifying their properties. The maximum value of the magnetoelectric susceptibility
of the composite studied exceeds the values known in other materials. © 2004 MAIK “Nauka/Interperiodica”.
Ferrite–piezoelectric composites are capable of
exhibiting properties that are absent in the initial com-
ponents—in particular, the magnetoelectric (ME) effect
caused by the interaction of magnetic and electric sub-
systems via elastic deformations [1, 2]. When such a
material is exposed to a magnetic field, magnetostric-
tion of the magnetic phase gives rise to the induced
polarization via piezoelectric effect in the electric sub-
system, while exposure to an external electric field
leads to induced magnetization. The accumulation of
free charges at the interfaces between components
gives rise to dielectric dispersion and losses in alternat-
ing electric fields, which is known as Maxwell–Wagner
relaxation. Recently, Rodchenko and Turik [3] consid-
ered the dielectric and piezoelectric relaxations in lay-
ered composites of the ferroelectric–polymer type,
while relaxation of the elastic constants in layered polar
dielectrics was analyzed in [4].

This paper is devoted to the Maxwell–Wagner relax-
ation of parameters of the ME effects in ferrite–piezo-
electric composites. We will consider this relaxation
process in a multilayer composite of connectivity type
2–2 [5] comprising magnetostrictive and piezoelectric
components.

Deformation, electric polarization, and magnetic
induction in the magnetostrictive and piezoelectric
phases can be described by the following system of
equations,

(1)

Sp
i sp

ij Tp
j dp

ki Ep
k,+=

Sm
i sm

ij Tm
j qm

ki Hm
k,+=

Dp
k dp

ki Tp
i εp

kn Ep
n,+=

Dm
k εm

kn Em
n,=
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where pSi , pTj , pEk , pDk , pHk , pBk and mSi , mTj , mEk , mDk ,
pHk , mBk are the components of strain, stress, electric
field, electric induction, magnetic field, and magnetic
induction in the piezoelectric and magnetostrictive
phases, respectively; psij , pdki , pεkn , pµkn are the compli-
ance coefficients, piezoelectric moduli, dielectric per-
mittivities, and magnetic permeabilities of the piezo-
electric phase; and msij , mqki , mεkn , mµkn are the compli-
ance coefficients, piezomagnetic moduli, dielectric
permittivities, and magnetic permeabilities of the mag-
netostrictive phase. Taking into account the finite elec-
tric conductivity of both components, pε33 = pε – ipγ/ω
and mε33 = mε – imγ/ω, where pγ and mγ are the conduc-
tivities of piezoelectric and magnetostrictive phases,
respectively, and ω is a circular frequency of the elec-
tric field, which is much smaller than the electrome-
chanical resonance frequency.

General formulas for determining the effective
parameters of a composite can be obtained by averag-
ing expressions for the components of strain and the
electric and magnetic induction. In the absence of
applied mechanical stresses, we obtain

(2)

where En = v pEn + (1 – v)mEn , Hn = v pHn + (1 – v)mHn ,
Si = v pSi + (1 – v)mSi , Dk = v pDk + (1 – v)mDk , Bk =

Bp
k µp

kn Hp
n,=

Bm
k qm

ki Tm
i µm

kn Hm
n,+=

Si dkiEk qkiHk,+=

Dk εknEn α knHn,+=

Bk µknHn α knEn,+=
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v pBk + (1 – v)mBk; v  is the volume fraction of the
piezoelectric component; dki and qki are the effective
piezoelectric and piezomagnetic moduli, respectively;
εkn and µkn are the effective dielectric permittivities and
magnetic permeabilities, respectively; and αkn is the
ME susceptibility of the composite.

We assume that the composite consists of thin
piezoelectric and magnetostrictive layers parallel to the
OX1X2 plane. The piezoelectric phase is polarized along
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Fig. 1. The frequency dependence of the (1, 3) real and
(2, 4) imaginary parts of the ME susceptibility of the NFO–
PZT composites with v  = 0.001 (1, 2) and 0.9 (3, 4).
TE
the OX3 axis, which is parallel to the direction of the
alternating electric field with the circular frequency ω.
The biasing and alternating magnetic fields are oriented
along the OX1 axis. The boundary conditions are as fol-
lows [2]:

(3)

The general character of the frequency dependence
of the ME susceptibility is determined by the Debye
formulas

(4)

where ∆α13 = α130 – α13∞ is the relaxation strength; α130
and α13∞ are the static (for ωτα ! 1) and high-frequency
(for ωτα @ 1) ME susceptibilities, respectively; and τα
is the relaxation time.

The static and high-frequency ME susceptibilities
and the relaxation time can be determined by solving
Eqs. (1) and (2) with the boundary conditions (3).
Assuming that the piezoelectric phase possesses the
symmetry ∞m, while the magnetostrictive phase pos-
sesses a cubic symmetry, we obtain the following final
expressions:

Dp
3 Dm

3, Bp
3 Bm

3, Sp
1 Sm

1, Sp
2 Sm

2,= = = =

v pT1 1 v–( ) Tm
1, v Tp

2 1 v–( ) Tm
2.= =

α13 α13' iα13'' ,–=

α13' α13∞ ∆α13/ 1 ω2τα
2+( );+=

α13'' ∆α13ωτα / 1 ω2τα
2+( ),=
(5)
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γm
v γp 1 v–( )+
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v sm
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---------------------------------------------------------------------------------------------------------------------------------------.–=
For example, let us consider a composite consisting of
polarized ferroelectric ceramic based on lead zirconate
titanate (PZT) and a nickel ferrospinel (NFO). The values
of parameters of the material components are as follows:
ps11 = 15.3 × 10–12 m2/N, ps12 = –5 × 10–12 m2/N,
ps13 = −7.22 × 10–12 m2/N, ps33 = 17.3 × 10–12 m2/N,
ms11 = 15.3 × 10–12 m2/N, ms12 = –5 × 10–12 m2/N,
mq33 = –1880 × 10–12 m/A, mq31 = 556 × 10–12 m/A,
pd31 = −175 × 10–12 m/V, pd33 = –400 × 10–12 m/V,
mµ33/µ0 = 3, pε/ε0 = 1750, mε/ε0 = 10, mγ = 10–5 (Ω m)–1,
and pγ = 10−13 (Ω m)–1.
Figure 1 illustrates the giant relaxation of the ME
susceptibility. The large relaxation depth is typical of a
composite with the piezoelectric component character-
ized by a high permittivity and the magnetostrictive
component possessing a high conductivity. In the case
of mε/pε ! 1 and pγ/mγ ! 1, the maximum relaxation
depth is observed for a volume fraction of the piezo-
electric phase v 1 ≈ [(ps11 + ps12)/(ms11 + ms12)]1/2(pγ/mγ)1/2.
Assuming that the components possess equal compli-
ances, we obtain v 1 ≈ (pγ/mγ)1/2. For pγ/mγ ! v  ! 1, the
static ME susceptibility approaches the maximum pos-
CHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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sible value equal to (mq12 + mq11)pd31/(ps11 + ps12). For a
composite with the given volume fraction v 1 =
(ph/mh)1/2 ≈ 10–4 (where ph and mh are the thicknesses of
the piezoelectric and ferrite components) and the limit-
ing ME susceptibility is 0.94 × 10–8 s/m. The large
value of the static ME susceptibility is related to the
high electric field strength in the piezoelectric compo-
nent at a small thickness of PZT layers, to the consider-
able conductivity of the ferrite layer, and to high inter-
nal mechanical stresses pTj and mTj (j = 1, 2). These
stresses are induced by the electric field in the piezo-
electric component. The maximum ME susceptibility
for the composite under consideration exceeds the val-
ues known for other materials (for example, the ME
susceptibility of chromium oxide is 1.1 × 10–11 s/m).

In the case of a weak piezoelectric effect ( /[(ps11 +
ps12)pε] ! 1), the relaxation time according to (5) for
pγ/mγ ! v /(1 – v) is determined primarily by the time
required for charging the capacitance of the piezoelec-
tric layer via the resistance of the ferrite layer: τα ≈
(pε/mγ)(1 – v)/v. As the volume fraction of the piezo-
electric phase increases, the relaxation time rapidly
decreases. An increase in the piezoelectric effect gives
rise to the second term in the expression for τ in Eqs. (5)
describing the contribution of the piezoelectric compo-
nent. The mechanical stresses pT1 and pT2 lead to the
appearance of an additional charge on the capacitance
of the PZT layer due to the transverse piezoelectric
effect. This results in a decrease in the time required for
charging this capacitance and, hence, in the ME suscep-
tibility relaxation time. According to formulas (5), the
relaxation time and the relaxation frequency ωr = 1/τα
corresponding to the maximum value of the imagi-
nary part of the ME susceptibility can be controlled
within broad limits by varying the volume fractions of
the material components and by modifying their pro-
perties.

The frequency dependence of the ME voltage coef-
ficient αE, T = E3/H1 is determined by the Debye formu-
las analogous to expressions (4),

(6)

where

dp 2
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In contrast to the case of ME susceptibility, the real
part of the ME voltage coefficient increases with the
frequency, which corresponds to the inverse relaxation
(Fig. 2). The relaxation depth is maximum for v  ≈ 0.5.

In the case of a weak piezoelectric effect ( /[(ps11 +
ps11 + ps12)pε] ! 1), the relaxation time is determined
primarily by the time required for discharge of the
capacitance of the piezoelectric layer via its own resis-
tance, ταT ≈ pε/pγ (ταT @ τα), and is independent of the
volume fraction of components. As the piezoelectric
effect grows, the relaxation time according to (6) drops.
This is favored by a decrease in charging of the capaci-
tance of the piezoelectric layer under the action of
mechanical stresses pT1 and pT2 arising due to the
applied magnetic field. As the conductivity of the
piezoelectric layer increases to 10–5 (Ω m)–1, the relax-
ation frequency grows up to 100 Hz.

Thus, the layered ferrite–piezoelectric composite
exhibits giant relaxation of the ME susceptibility and
the ME voltage coefficient, which is normal in the
former case and inverse in the latter case. The relax-
ation time and the relaxation frequency of the ME sus-
ceptibility can be controlled within broad limits by
varying the volume fractions of the material compo-
nents and by modifying their properties. The maximum
value of the magnetoelectric susceptibility of the com-
posite studied exceeds the values known in other mate-
rials. The obtained results can be used for selecting the
working frequency range in which the ME susceptibil-
ity and the ME voltage coefficient reach maximum
values.

τaT
εp

γp
-----

2 1 v–( ) dp 2
31

γp
v sm

12 sm
11+( ) sp

12 sp
11+( ) 1 v–( )+[ ]

------------------------------------------------------------------------------------------------.–=

d31
2

300

200

100

0
0.1 10.01

f, 10–5 Hz

α'E, T,  – α''E, T, mV/A

1

2

3

4

Fig. 2. The frequency dependence of the (1, 3) real and
(2, 4) imaginary parts of the ME voltage coefficient of the
NFO–PZT composites with v  = 0.1 (1, 2) and 0.5 (3, 4).
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Abstract—Freon 22 (CF2HCl) clusters have been found upon gasdynamic cooling of these molecules in a
pulsed supersonic beam. A method for diagnostics of the cluster beams of freon 22 has been developed based
on the phenomenon of UV multiphoton ionization in combination with the time-of-flight mass spectrometry
and the IR photodissociation of clusters. The velocities of directed motion and the longitudinal and transverse
velocity components of the thermal motion of (CF2HCl)n clusters in a beam of freon 22 were measured for var-
ious stagnation pressures P0. The degree of beam clusterization was estimated. © 2004 MAIK “Nauka/Inter-
periodica”.
The method of carbon isotope separation (13C/12C)
based on the IR multiphoton dissociation of freon 22
(chlorodifluoromethane, CF2HCl) under the action of a
CO2 laser has been implemented in practice [1]. Inves-
tigations aimed at increasing the efficiency and selec-
tivity of the laser isotope separation technology are
continued. One possible way to higher selectivity is via
narrowing of the IR absorption spectra of molecules
upon their gasdynamic cooling in a pulsed supersonic
beam [2–5]. However, deep cooling may give rise to
clusterization accompanied by a significant change in
parameters of the molecular beam [6], which results in
the loss of isotopic selectivity of the laser isotope sepa-
ration process.

In connection with this, it is important to develop
methods for determining the parameters of supersonic
beams of freon 22 molecules and studying their charac-
teristics under the conditions of possible clusterization.
This paper presents one of the possible methods
employing photoionization time-of-flight (TOF) mass
spectrometry.

The measurements were performed using a setup
described in detail elsewhere [7]. The geometry of mea-
surements is illustrated in Fig. 1a. A supersonic beam
was generated by a pulsed electromagnetic nozzle PN
(General Valve) with an orifice diameter of d = 0.8 mm
and a pulse width (FWHM) ∆T = 200 µs. The beam was
passed via a skimmer with a diameter of dS = 0.66 mm
(situated at a distance of ∆ZNS = 38.5 mm from the noz-
zle output) and directed to the ionization chamber of the
mass spectrometer. At a distance of ∆ZSD = 96.5 mm
from the skimmer input cross section, the beam inter-
sected with the mutually perpendicular axes of the mass
spectrometer (0Y) and the beam of focused (f = 12 cm)
pulsed (7 ns) UV laser radiation (λ ≈ 232 nm) used for
1063-7850/04/3004- $26.00 © 20345
the photoionization. The vibrational excitation of mol-
ecules was produced by IR radiation of a pulsed
(150 ns) CO2 laser. By changing the delay between the
nozzle triggering and the UV laser pulse, it was possi-
ble to measure the TOF spectrum S(t, y = 0) of the
molecular beam (i.e., the density of particles in the
beam passing through the detection zone). By shifting
the detection zone along the 0Y axis at a fixed delay
time, it was possible to measure the particle density
profile S(y) in the transverse direction (across the
beam).

The presence of clusters in the molecular beam was
manifested by their dissociation under the action of IR
radiation at an energy flux density much lower than the IR
multiphoton dissociation (MPD) threshold for freon 22
(see below). In addition, the experiments showed that
the main products of UV multiphonon ionization (MPI)
are ions with the mass-to-charge ratios M/e = 31 (CF+)
and 51 (CF2H+). While the former signal S(31) may
contain contributions from both monomers and clus-
ters, the latter signal S(51) at EUV ≈ 100–270 µJ (ΦUV ≈
10–27 J/cm2) for λ ≈ 232 nm is entirely due to the
monomers. This fact allows the behavior of monomers
and clusters in the beam to be traced separately.

The velocity U of directed motion of clusters in the
beam was determined by measuring the delay between
the time (tD) of appearance of the front of a step pertur-
bation “mark” in the detection zone ZD and the moment
(tIR) of this perturbation induction at the skimmer input
(ZS): U = ∆ZSD/(tD – tIR) (Figs. 1b and 1c). The pertur-
bation mark was produced by IR photodissociation of
clusters under the action of CO2 laser radiation in a sta-
tionary beam flow in the skimmer region. The IR radi-
ation energy density (ΦIR ≈ 0.4 J/cm2) was much lower
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Schematic diagram of the experimental arrange-
ment: PN, pulsed nozzle; Sk, skimmer; IR and UV, pulsed
infrared and ultraviolet laser beams, respectively; 0Y, the
axis of TOF mass spectrometer; (b) TOF spectrum simula-
tion: F(t, ZS) source function at the skimmer input pulse-
modulated at t = tIR; S(t, ZD), TOF signals in the detection
zone calculated for two values V|| = 10 and 30 m/s of the lon-
gitudinal thermal velocity component; (c) experimental
TOF signal (black points) measured for P0 = 245 kPa,

EUV = 340 µJ, λUV = 231.5 nm, ΦIR = 0.4 J/cm2, νIR =

1037.4 cm–1, and tIR = 604 µs (tD = 797.2 µs corresponds
to U = 500 ± 1.5 m/s) in comparison to the results of model
calculations for V|| = 17 (1), 9.8 (2), and 5.4 m/s (3).
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Fig. 2. Particle density profiles across the beam in the detec-
tion zone: experimental distributions of the cluster signal
component intensity (in relative units) for two values of the
stagnant pressure P0 (symbols) and the results of model cal-
culations for various values of the transverse thermal veloc-
ity components V⊥  (curves).
T

than the threshold of dissociation of CF2HCl molecules
(≈3 J/cm2) [5].

The longitudinal (V||) and transverse (V⊥ ) compo-
nents of the thermal velocity of clusters in a beam of
freon 22 were determined by comparing experimental
data to the results of numerical simulations: V|| was
evaluated from smearing of the S(t, y = 0) step along the
0Z axis (Fig. 1b) and V⊥ , from the shape of the beam
density profiles S(y) in the transverse direction (Fig. 2).
The calculations were performed assuming that the dis-
tribution of particle drift velocities in front of the
skimmer was described by an elliptical Maxwell dis-
tribution [6]. For description of the transverse profile,
the beam was considered as expanding (with the radius
R0 in the detection zone determined from the experi-
mental geometry) and additionally broadened by the
transverse thermal motion (Fig. 2).

Figure 1c shows the experimental (P0 = 245 kPa)
and calculated TOF spectra of clusters. As can be seen,
the experimental spectrum is described quite well by a
model curve with V|| = 9.8 m/s. Figure 2 presents exper-
imental transverse distributions of the cluster signal
component measured for two values of the stagnation
pressure, P0 = 196 and 294 kPa, in comparison to the
profiles calculated for various V⊥  values. As can be
seen, the experimental curves are well described by the
model distributions with V⊥  = 10 and 2 m/s, respec-
tively.

The results of measurements performed for the
beams obtained using various stagnation pressures are
presented in the table. In addition to the values of clus-
ter velocities (U, V||V⊥ ), the table gives data on the gas
consumption per pulse (∆Q), the cluster signal intensity
(SC) and its ratio to the monomer signal intensity
(SC/SM)D at the beam center (paraxial region) in the
detection zone, and the fraction of condensed mole-
cules at the skimmer input (the degree of clusterization)
estimated as kS = (SC/(SC + SM))S.

As can be seen from data in the table, the average
drift velocity in a beam formed under the conditions of
developed clusterization (P0 ≥ 190 kPa) falls within U =
501 ± 5 m/s and rather weakly depends on the stagna-
tion pressure varied in the interval of P0 = 190–380 kPa.
A weak dependence on P0 is also observed for V|| (the
average value being about 10 m/s). In contrast, the
transverse velocity component V⊥  of the thermal
motion in this pressure interval exhibits a more than
tenfold variation. The V⊥  value determines the drop in
the particle density at the beam center in the detection
zone caused by the thermal transverse beam blurring
(blurring factor). According to the results of calcula-
tions, the influence of this factor in the experimental
geometry adopted becomes significant for V⊥  > 2 m/s
and is negligibly small for lower transverse velocities.
It is this factor that accounts for the rapid growth in the
cluster signal component intensity SC (see table) with
ECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      2004
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Table

P0, kPa ∆Q, Pa m3 SC, a.u. U, m/s V||, m/s V⊥ , m/s (SC/SM)D kS

392 130.26 × 10–6 9300 14.5

343 114.66 × 10–6 7300 505 10 ≤1 13.8 0.22

294 99.99 × 10–6 6000 506 10 2 10.7

245 97.33 × 10–6 3700 500 9.8 5.5 9.3

196 85.33 × 10–6 1500 497 14 10 4.4

147 73.33 × 10–6 550 2.0
the pressure up to P0 = 290 kPa (the latter correspond-
ing to V⊥ C = 2 m/s). At P0 = 343 kPa, the clusters have
V⊥ C ≈ 1 m/s and the blurring factor is insignificant.

In contrast, monomers at the same pressure exhibit
a broad transverse profile (not depicted in Fig. 2), from
which their average transverse velocity can be esti-
mated as V⊥ M ≥ 30 m/s. With this transverse velocity
component, the blurring of monomers results approxi-
mately in a 50-fold decrease in their density at the beam
center in the detection zone. This factor accounts for the
measured value of (SC/SM)D. Taking this into account, it
is possible to estimate the degree of beam clusterization
at the skimmer input. For example, at P0 = 343 kPa, the
central part of the beam at the skimmer input contains
22% cluster molecules. Because of the difference
between V⊥ C and V⊥ M (and, hence, between the corre-
sponding blurring factors), these molecules provide for
a 14-fold greater contribution than monomers in the
detection zone. One of the factors responsible for the
difference between V⊥ C and V⊥ M is the difference in
masses of the monomers and clusters. Assuming that
the transverse temperatures of both components in front
of the skimmer are the same, we can roughly estimate
the average number of molecules in a cluster as nC =
(V⊥ M/V⊥ C)2. As the stagnation pressure is varied in the
range from 190 to 340 kPa, nC changes approximately
from 10 to 90.

Thus, using the proposed method based on the UV
MPI and IR photodissociation in combination with
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 4      200
TOF mass spectrometry, we revealed clusterization of a
molecular beam of freon 22 and determined the main
parameters of the cluster beam.
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