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Variations in the Very-High-Energy Gamma-Ray Radiation
from the Blazar H 1426+++428

V. V. Fidelis, Yu. I. Neshpor, V. S. Eliseev, N. A. Zhogolev, E. M. Nekhaı̆, and Z. N. Skiruta
Crimean Astrophysical Observatory, Nauchnyı̆, Crimea, Ukraine

Received January 15, 2005; in final form, May 18, 2005

Abstract—Observations of the blazar H 1426+428 were carried with on the GT-48 Cerenkov telescope of
the Crimean Astrophysical Observatory from April 15 to April 25, 2004. Analysis of the observational data
shows an excess of very-high-energy photons (≥1 TeV) in the direction of the source, with a statistical
confidence of 5.8σ. A flash lasting no more than seven days was detected. c© 2005 Pleiades Publish-
ing, Inc.
1. INTRODUCTION

Blazars are objects of special interest in very-
high-energy (VHE) astrophysics. Their radiation,
which extends over more than 15 decades in energy,
can be studied on various time scales. The infrared
to X-ray emission is dominated by synchrotron
radiation from the magnetized plasma associated
with the relativistic jets that are ejected from the
central regions of these objects and oriented roughly
toward the observer (in the case of blazars). The
radiation at higher energies, reaching the GeV and
TeV ranges, may be due to the inverse Compton
effect. The preferred model involves the scattering of
the synchrotron photons on the same electrons that
generated them [1].

It was discovered by the EGRET detector oper-
ating at high energies from 30 MeV to ≈20 GeV at
the Compton Gamma-ray Observatory [2] that most
extragalactic sources of high-energy gamma-rays are
blazars—a discovery which has stimulated interest
in studies of these objects. The gamma-ray radiation
of blazars often dominates the remaining spectrum
and is emitted by relatively small regions, consis-
tent with the observed rapid variations of blazars
(on time scales of less than an hour at TeV energies
for Mrk 421 [3]). Therefore, long-continued obser-
vations of blazars at VHE can reveal characteristic
time scales for their variability and the corresponding
dimensions of emitting regions, and can also be used
to identify mechanisms for the acceleration of charged
particles (electrons, positrons, and protons) and the
transfer of this energy into gamma-ray photons [4].

VHE gamma-rays can be detected only on
ground-based instruments designed to detect the
Cerenkov radiation associated with extensive air
showers (EAS) generated by the gamma-rays as
they travel through the atmosphere. The Cerenkov
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radiation from BAS initiated by VHE gamma-rays
lasts for several nanoseconds and propagates in a
narrow cone with an opening angle of about 1◦, whose
axis coincides with the direction of propagation of the
primary gamma-ray. The intensity of this emission is
proportional to the energy of the primary gamma-ray.

If the energy of the primary gamma-ray is 1 TeV,
the Cerenkov light covers an area on the Earth’s
surface of about 104 m2 and has a typical flux
of 50–100 optical photons per square meter [5].
Once the radiation is measured using ground-based
Cerenkov telescopes, its properties can be used to
derive the direction of arrival and energy of the
generating gamma-ray.

The first extragalactic objects for which fluxes of
VHE gamma-rays were detected were the blazars
Mrk 421 (z = 0.031) [6] and Mrk 501 (z = 0.033) [7].
These objects, as well as most other extragalactic
sources of VHE gamma-rays, belong to the subclass
of blazars known as BL Lac objects, which are char-
acterized by weak or absent optical line emission. The
blazar H 1426+428 (z = 0.129) is at a far greater
distance than the two other objects indicated above,
making observations of it interesting, especially for
studies of the absorption of VHE gamma-rays in
intergalactic space [8].

Analysis of observations of H 1426+428 using the
HEGRACerenkov telescope in 1999, 2000, and 2002
showed the presence of fluxes of VHE gamma-rays
at the 6.6σ level [9]. We present here the results of
observations of this object carried out at the Crimean
Astrophysical Observatory on theGT-48 gamma-ray
telescope in 2004.

2. THE CERENKOV TELESCOPE
The GT-48 Cerenkov telescope is located 600 m

above sea level, and consists of two identical sections
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic representation of the main parameters
of an image of a flash. The letter S marks the position of
the source and the O the center of the flash brightness
distribution. The segment OS corresponds to the param-
eter DIST.

separated by a distance of 20 m. Each section is
equipped with four chambers (light receivers) con-
taining 37 photomultipliers, which together with their
conical light guides form 37 cells (channels) [10]. The
Cerenkov flashes are recorded at visible wavelengths.
The field of view of each cell is 0.4◦, while the field of
view of each chamber is 2.6◦.

Each multielement camera is located in the focal
plane of four parabolic mirrors 1.2 m in diameters and
records an image of the Cerenkov flash. The signals
from the cells of the four cameras in each section are
summed channel by channel. Only flashes that coin-
cide in both sections and exceed a specified threshold
in any two of the 37 cells in each section are recorded.

The total surface area of the mirrors on both sec-
tions of the telescope is 36 m2. The sections can
be pointed with accuracy to within ±0.05◦ using a
guiding system. The effective energy threshold for the
detection of gamma-rays is 1 TeV. A more detailed
description of the facility can be found in [11].

3. OBSERVATIONS AND ANALYSIS

The blazar H 1426+428 (epoch 2004 coordinates:
α = 14h28m39s and δ = 42◦39′42′′) was observed at
the Crimean Astrophysical Observatory fromApril 15
to April 25, 2004.

Observations were carried out in a tracking (ON)
regime with a duration of 45 min, followed by a
recording of the background at a position shifted
by 50m in α with the same duration (the OFF
regime). The observations in these two modes were
carried out at the same zenith distance. During the
observations in the ONmode, the source was located
at the center of the field of view of the recording
cameras. In all, 12 pairs of complete sessions were
carried out. We excluded sessions carried out during
distorted weather from our analysis. After excluding
three pairs of sessions due to their large dispersions of
the count rates during observations of the source or
background, there remained nine pairs of observing
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Fig. 2. Stereo imaging “maps” of the distribution of ar-
rival directions of the gamma-rays. ∆α is the deviation
from the source position in right ascension and ∆δ the
corresponding deviation in declination (in degrees). The
center of the map coincides with the coordinates of
H 1426+428 (the gamma-ray source). Nγ is the number
of gamma-rays detected.

sessions with total exposure times for the source and
background of 405 min each.

These data were subject to a preliminary pro-
cessing that excluded events observed with distorted
guiding (deviation of the telescope direction from the
specified coordinates by more than 0.05◦), introduced
a calibration coefficients, excluded flashes whose
maximum amplitude was at the outer ring of the
receivers, and excluded events in which the charge–
digital transformer in at least one channel was sat-
urated. After this preliminary data selection, there
remained 5569 Cerenkov flashes during observations
of the source and 5373 during observations of the
background.

The detection of the Cerenkov radiation from EAS
generated by VHE gamma-rays (gamma-ray show-
ers) occurs against the dominant background of EAS
generated by cosmic rays, primarily protons and nu-
clei of light elements (p-showers). The angular di-
mensions of the two types of showers, and accord-
ingly of the Cerenkov flashes they generate, can easily
be distinguished due to the properties they acquire
when they are generated in the atmosphere. Flashes
from gamma-ray showers have smaller angular sizes
and more compact images that are extended in the
direction toward the source, while flashes associated
with p-showers have relatively large sizes and frag-
mented images without any well-defined direction.
Consequently, gamma-ray showers can be distin-
guished from p-showers based on their angular di-
mensions and the shape and orientation of flash im-
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 3. Contours of the arrival directions of the gamma-
rays. The outer contour corresponds to 40 events and the
step between contour levels is 10 events.

ages. Since the parameters of low-energy flashes are
determined with large uncertainties, restrictions on
the amplitude of the detected signal are also imposed.
After preliminary processing of the data, the sizes
of the flash images along their major axes (A) and
the perpendicular direction (B) axes were calculated.
In addition to the dimensions of the flash images,
we also used a parameter specifying their elliptic-
ity, E = 1 −B/A. The selection of the flash images
according to their shape was carried out using the
Imaging Pattern Radio (IPR), which characterizes
their degree of fragmentation. This parameter is as-
signed numerical values from zero to seven. A simple
(ordered) flash corresponds to a value of zero, while
increasingly less ordered flashes with growing de-
grees of fragmentation are assigned values from one
to seven.

Parameters characterizing the energy (amplitude)
of the flash and the dimensions, ellipticity, and shape
of the images that do not depend on the position of
the flash in the field of view of the camera are said to be
“coordinate independent.” The orientation of the flash
images relative to the direction toward the source of
the gamma-rays was derived from the deviation of the
major axis of the flash image from the position of the
source in the field of view (the angle ALPHA). The
angular distance of the center of gravity of the flash
image to the position of the source in the field of view
was specified by the parameter DIST [12]. The pa-
rameters ALPHA and DIST depend on the position
of the image in the field of view of the chamber, and
are accordingly said to be “coordinate dependent.”

The selection parameters are depicted schemati-
cally in Fig. 1.

The ranges of variation of the selection parameters
were specified for each section of the telescope sep-
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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Fig. 4. Time run of the flux of gamma-rays with energies
≥1 TeV (mean nightly values). The statistical errors are
shown.

arately. Events having selection parameters that did
not fall into the specified ranges were excluded from
further consideration. The limiting values of the se-
lection parameters were chosen such that the magni-
tude of the quantity Q = (Ns −Nb)/

√
Ns +Nb was

maximum, Ns and Nb denote the numbers of events
for the observations of the source and background,
respectively. The numerator is the number of gamma-
ray events Nγ , while the denominator represents the
error in this number.

The results of our selection according to the pa-
rameters indicated above are presented in the table.
We also carried out a selection based on the coordi-
nate dependent parameters ALPHA and DIST. The
mean gamma-ray count rate over the observing in-
terval was 0.215 ± 0.037 min−1. A three-dimensional
histogram of the number of selected gamma-rays over
the field of view of the receiver constructed using the
method of trial sources [13, 14] is shown in Fig. 2, and
a contour “map” of this distribution in Fig. 3.

The maximum value of Nγ = 87 ± 15 (the 5.8σ
confidence level) is present at the coordinates
∆α = 0.0◦, ∆δ = 0.1◦ (Fig. 3), and coincides with
the coordinates of H 1426+428 within the uncertain-
ties in the coordinates (≈0.1◦).

Selection results

Selection method Ns Nb Ns −Nb Q

With no selection 5564 5374 190 1.82

Based on coordinate
independent parameters

300 211 89 3.94

Based on coordinate
dependent parameters

156 69 87 5.80
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4. VARIATIONS IN THE EMISSION

Figure 4 presents a light curve of the mean nightly
fluxes at energies ≥1 TeV for the blazar H 1426+428
over the observing interval. The left part of the light
curve shows a smooth growth in the intensity of the
TeV emission from the object.

A gamma-ray flux at a level of 3.9σ was detected
on the third observing night, April 19 (MJD 53115).

The intensity of the gamma-ray emission fell on
April 22, reaching a minimum on the following ob-
serving night, April 25. Based on the observed fluxes
on April 16 (MJD 53112), April 19 (MJD 53115),
and April 21 (MJD 53117), it appears that the maxi-
mumVHE gamma-ray flux occurred sometime in the
interval MJD 53112–53117. We conclude from our
analysis of this light curve that the gamma-ray flare
lasted no more than seven days.

5. CONCLUSION

We have identified a source of gamma-rays
with energies exceeding 1 TeV with the blazar
H 1426+428. A flux of gamma-rays from this source
was detected at the 5.8σ confidence level. A de-
tected flare indicates the presence of variability in the
gamma-ray emission of this object on time scales of
a week.
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Abstract—The sequence of events determining the initial stages of star formation is analyzed in framework
of the self-enrichment scenario. The computations are based on a single-zone chemo-dynamical model. It
is shown that the first episode of star formation was characterized by an initial mass function shifted toward
massive stars (M ≥ 8M�). We argue that the transition to a star formation with a normal (Salpeter)
initial mass function was due to more efficient radiative cooling of the proto-globular cluster gas after
its enrichment to a metallicity of Z ∼ 0.02Z� in agreement with those observed in globular clusters.
c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The chemical evolution of globular clusters is
by no means a trivial problem. Indeed, the binding
energy of a globular cluster is EG ∼ GM2/R ∼
1051−1052 erg for M ∼ 3 × 105−106 M� and R ∼
10 pc, and the explosion of one or several super-
novae could be sufficient to completely destroy the
gaseous cloud that could have produced the globular
cluster [1]. This leads us to conclude that globular
clusters formed from gas that was already enriched
in heavy elements, implying that the formation of
globular clusters must have been preceded by a
preliminary stage of stellar nucleosynthesis in the
Galaxy [2]. There is, however, some evidence of
a mass–metallicity correlation for the old globular
clusters [3], which clearly indicates that the enrich-
ment is connected with the process of nucleosyn-
thesis in clusters themselves—the so-called “self-
enrichment” hypothesis.

From this viewpoint, the above estimate of the
binding energy of a proto-globular cluster may in-
dicate that the initial mass of the proto-globular-
cluster clouds exceeded the observed masses of glob-
ular clusters by two to three orders of magnitude and
that the star-formation efficiency (SFE) was about
0.001−0.03 [4–6], so that the observed globular clus-
ters contain only a small fraction of the initial mass. If
the initial gaseous cloud had a shallow density distri-
bution, most of its mass should have been lost from
the periphery of the cloud without this loss affecting
the gravitational binding of the central part, where
active star formation took place. On the other hand, it
cannot be ruled out that, if the proto-globular cluster
has a sufficiently steep density distribution and su-
pernova explosions occur mostly outside the central
core, the remnant of an individual explosion might
1063-7729/05/4911-0863$26.00
rapidly escape to infinity towards the sharp density
decrease. In this case, only a small fraction of the
supernova energy would contribute to the (thermal or
mechanical) heating of the bulk of the mass of gas [6].

It is obvious that these scenarios differ from each
other in their chemical evolution and the degree of
homogeneity of the distribution of chemical elements.
A complete analysis of these features clearly must be
based on numerical modeling of a joint set of dynami-
cal equations for the stellar and gaseous components
and the equations of chemical evolution. However,
even much simpler single-zone models for the chem-
ical evolution of globular clusters (or models that can
be reduced to single-zone models) yield fairly positive
qualitative conclusions [6–8].

In this paper, we use a single-zone chemical–
dynamical model to qualitatively describe the initial
sequence of events determining the chemical evolu-
tion of globular clusters. Our model is based on the
scheme suggested by Firmani and Tutukov [9], Shus-
tov et al. [10], and Wiebe et al. [11] for modeling the
evolution of spiral galaxies. The next section presents
arguments supporting bimodal star formation and
discusses its possible origins. Section 3 describes
a simple single-zone chemo-dynamical model and
the results of numerical simulations of chemical
evolution of globular clusters and Section 4 gives our
conclusions.

2. BIMODAL STAR FORMATION

2.1. Star-Formation Rate

The hypothesis that the chemical composition of
globular clusters is determined by self enrichment
naturally leads to the idea that globular clusters
begin their evolution from gaseous clouds, i.e., proto-
globular clusters. The star-formation rate (SFR) in
c© 2005 Pleiades Publishing, Inc.
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the initial state can be estimated using the quadratic
Schmidt law usually assumed for galaxies—ψ =
fρ2V , where ρ and V are the gas density and volume
of the system [10]. The star-formation efficiency f
is adopted for spiral galaxies to be equal to f =
2 × 107 cm3 g−1 s−1, implying that the total present-
day SFR for our Galaxy is ψ ∼ 16M� yr−1, which is
a factor of three higher than the observed value. The
SFE f in the Schmidt law is determined by specific
mechanisms that lead to a quadratic dependence of
SFR on density, ψ ∝ ρ2, and to the assumption that
this efficiency is, in general, a separate problem.

Cox [12] assumed that the star formation in our
Galaxy is governed by the ionization of gas by ultra-
violet photons produced by massive stars. He inferred
a SFE of f = 5 × 107q−1 cm3 g−1 s−1, where q � 1
is a factor characterizing the nonuniform distribu-
tion of gas. Assuming q ≤ 0.1 for the cloud compo-
nent of the interstellar medium, we obtain f ≥ 5 ×
108 cm3 g−1 s−1, which implies a too high SFR
for our Galaxy: ψ ≥ 100M� yr−1 [12]. The actual
SFR is determined not only by the ability of the
gas to recombine, but also by mechanisms that can
lead to its fragmentation: gravitational and thermal
instability. Therefore Cox’s [12] value for f can be
viewed only as an upper limit. The value of f = 2 ×
107 cm3 g−1 s−1 adopted by Shustov et al. [10] and
Wiebe et al. [11] seems to be a good approximation
for the SFE in the Schmidt law irrespective of the
mechanisms that are responsible for this law. Note
that the corresponding SFR in our Galaxy is close
to the estimate ψ ∼ εMg/tJ , where ε = 0.05 is the
fraction of gas converted into stars in the process of
gravitational instability, Mg the mass of the gaseous
component of the Galaxy, and tJ the Jeans time scale.
For ρ ∼ 10−21 g cm−3 and a proto-globular cluster
size of 20 pc, the Schmidt law yields an SFR of ψ =
1.28M� yr−1.

2.2. Evolution of the Initial Mass Function

After tSN ∼ 3 Myr, the first, most massive super-
novae (SN II) begin to explode and enrich matter that
has not yet been converted into stars. However, the
number of stars formed by this time in the case of
a Salpeter or a close-to-Salpeter initial mass func-
tion (IMF) is ∼3 × 105−106. In other words, un-
der these assumptions, a considerable if not over-
whelming fraction of stars in globular clusters should
have metallicities equal to their initial metallicity. The
situation appears even more serious if we take into
account the late enrichment of matter of the proto-
globular clusters due to type Ia supernovae, with time
scales of tSNIa 	 tSN. In this connection, Zhang and
Ma [13] concluded that the chemical evolution of
globular clusters cannot be described in terms of a
single episode of star formation.

Thus, the assumption that themeasuredmetallici-
ties of globular clusters represent the bulk of the clus-
ter stars inevitably implies that the formation of low-
mass stars lags behind the formation ofmassive stars,
which are responsible for enriching the globular clus-
ters in metals. In other words, the star-formation pro-
cess must depend on the masses of stars, with low-
mass stars being born only after the gas of the cluster
has been enriched in metals. Parmentier et al. [7] and
Jehin et al. [14, 15] have reached a similar conclusion
expressed in a somewhat different form: they assumed
that the initial stage of star formation in globular
clusters involves type II supernovae, which can later
trigger the birth of low-mass stars. In this paper,
we report the main results of our studies of a star-
formation model in which the IMF in the initial stage
of star formation is shifted toward higher masses.
More specifically, the first stage of star formation is
characterized by a Salpeter IMF with Mmin = 8M�,
whereas the distribution of stellar masses during the
subsequent stages, starting from a time tSN + ∆t, is
described by a Salpeter IMF with Mmin = 0.1M�.
This assumption is quite compatible with modern
views that stars forming from primordial matter are,
as a whole, more massive than present-day stars [16].
In this case, to prevent an overproduction of heavy
elements, we set the SFE in the initial stage equal
to f1 = 2.6 × 105 cm3 g−1 s−1, more than two orders
of magnitude lower than the value adopted for our
Galaxy. Note that we did not link f1 to the production
of ionizing photons by massive stars, but treat this
as a parameter of the model, which determines the
total mass of metals produced in the initial stages of
star formation. The corresponding SFR in the initial
stages is ψ1 = 0.008M� yr−1.

Our assumption about the evolution of the IMF
corresponds to a sequence of events resembling that
predicted by the concept of star formation triggered
by the first supernovae [7, 14, 15]: the initial episode
of the formation ofmassive stars is converted to a nor-
mal star formation covering the entire interval of stel-
lar masses. However, the underlying physical mech-
anisms for this change in the star formation regime
in our model differs qualitatively from those supposed
in the models of Parmentier [7] and Jehin et al. [14,
15]. Unlike these authors, we associate the transfor-
mation of the IMF with a change in thermal regime
of the gas of the proto-globular cluster due to heavy-
element enrichment of the cluster, so that the param-
eter ∆t is set equal to the gas-cooling time scale (see
Section 2.4). Moreover, we report below estimates
showing that the idea of triggered star formation in
globular cluster is, in certain ways, misleading.
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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In order for the evolution of the IMF to be inter-
nally consistent, the mixing of the metal-rich matter
ejected by supernovae must be sufficiently rapid, or,
more specifically, it must occur on time scales much
shorter that the time scale for the radiative cooling of
the ejected envelope, tsp ∼ 4 × 103 yr, and the time
scale for the formation of low-mass stars from the
enriched matter. It is obvious that ∆tmust be greater
than the mixing time scale.

As far as mixing in an individual supernova rem-
nant is concerned, it is quite slow there—the mixing
time scale is of the order of the dynamical age of the
remnant [17] (see below). Therefore, the change in the
behavior of the star formation in a globular cluster,
i.e., the evolution of the IMF toward its current form,
could be due tomultiple supernovae: themixing in the
resulting remnants is much more efficient, since the
remnants of different supernovae intersect, providing
strong turbulent motions that lead to faster mixing.

2.3. Mixing of Metals

The hypothesis that the IMF is shifted toward
massive stars in the initial stage of star formation
implies a type-II supernova rate of the order of νSN ∼
10−3 yr−1 for an initial SFR of ψ ∼ 0.01M� yr−1.
When the shock velocities of the supernova remnants
reach v0 
 4 × 107 cm s−1 (which corresponds to
a temperature of T0 
 106 K behind the front), the
radiative expansion phase starts, which is governed
by the expansion law R ∝ t1/4—the so-called Oort’s
snow-plow phase (note that the exact expansion law
R ∝ t0.286 [18] differs insignificantly from the Oort
law that we use in this paper). The volume filling
factor of the hot supernova remnants reaches unity if

R3νSNt ∼ R3
c , (1)

where R = R(t) is the characteristic radius of the
supernova remnants, t is their age, and Rc is the
radius of the proto-globular cluster. The total number
of supernovae that explode during this time interval is

NSN = νSNt1 

(

5
2
ρ0

E0
v0νSN

)3/7

R
12/7
c , (2)

where

t1 =
(

5ρ0v0

2E0

)3/7( R3
c

νSN

)4/7

∼ 2 × 104 yr (3)

is determined by (1). For ρ = 103mH g cm−1,
E0 = 1051 erg, and Rc = 10 pc, this relation yields
NSN 
 30. This number of supernovae is clearly
insufficient to enrich the matter of the globular cluster
to the observed metallicity of Z ∼ 0.01−0.03Z�. At
the same time, it is clear that the system undergoes
ASTRONOMYREPORTS Vol. 49 No. 11 2005
sufficiently efficient heavy-element mixing over a
time interval of the order of several t1, since several
supernova shocks pass through each particular gas
element during this time, providing sufficient mix-
ing [19].

The change in the IMF, i.e., the transition of the
star formation process to a new regime that enables
the formation of low-mass stars, appears to result
from a fundamental change in the thermal regime of
the proto-globular cluster’s gas. This change, in turn,
is due to the ability of the already metal-enriched gas
to cool to low temperatures (T � 102 K). The transi-
tion to this regime begins when t 	 t1 (see below),
so that the matter of the proto-globular cluster can
be expected to be well mixed by the time formation of
low-mass stars becomes possible. This may explain
the high degree of homogeneity of the chemical com-
positions of globular clusters [7].

Note, in this connection, that this homogeneity of
the chemical composition indicates that the effects of
triggered star formation did not play an important role
in globular clusters. Indeed, during triggered star for-
mation, the passage of a supernova-produced shock
through the molecular cloud is accompanied by the
fragmentation of the shock-compressed matter, and
the fragments formed in different layers behind the
shock front have different chemical compositions, if
the efficiency of mixing in the individual supernova
remnants is low [17].

The inefficiency of metal mixing during the prop-
agation of the ejected supernova shell through the
interstellar medium becomes obvious from the follow-
ing simple arguments. Mixing under these conditions
can be provided primarily by the Rayleigh–Taylor in-
stability [20]. The Rayleigh–Taylor instability incre-
ment of the shock-compressed gas layer is always
positive only in a medium with rapidly decreasing
density, where the shock front moves with accelera-
tion [21]. However, this is possible only if the density
decreases more rapidly than ρ ∝ r−3. Within a limited
interval of shock Mach numbers and wavelengths of
nonradial front perturbations, the instability incre-
ment can also be positive for decelerated fronts, such,
as, for example, the radiative front in a constant-
density medium [22].

However, in all these cases, the development of
the instability is slow. Indeed, the Rayleigh–Taylor
instability increment is of the order of

γRT ∼
√
k|a|, (4)

where a = R̈ is the acceleration of the front and k the
wavenumber of the cross-front perturbation. In the
case of decelerated fronts, unstable perturbations
are with wavenumbers k < 1/6∆R ∼ 10/R, where
∆R is the thickness of the compressed gas layer
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behind the front and R the radius of the front [22,
23]. Since R ∝ t1/4 during the radiation stage of
the shock, we have γRTt <

√
2. It follows that, even

under the most favorable conditions, the perturbation
amplitude cannot increase by more than e

√
2 over the

dynamical time scale of the supernova remnant.
Moreover, the very possibility of star formation

triggered by supernova-induced shocks cannot be
considered to be indubitable from the dynamical
viewpoint. Indeed, the gravitational instability of
a shock-compressed layer usually develops more
slowly than its dynamical instability, except when the
unperturbed ambient gas is gravitationally unstable
on length scales smaller than the size of the superno-
va remnant [23]. The compressed layer can fragment
under the action of thermal instability during the
transition of the expansion from the Sedov phase
to the radiative phase. However, the sizes of the
fragments in this case are much smaller than the
thickness of the shell [23], so that these fragments
have different chemical compositions in a chemically
nonuniform layer.

2.4. Change of the Thermal Regime of Gas

During the stages when the volume-filling factor
of the supernova remnants reaches unity, the charac-
teristic velocities of the shocks from supernovae can
easily be shown to be a few times the virial velocity for
the globular cluster:

v1 
 0.15
(

E0

ρ0v0

)4/7

ν
3/7
SNR

−9/7
c 
 2 × 106 cm/s.

(5)

The temperature behind the front will settle at T ∼
104 K, since the radiative cooling of the gas behind
the shock front in a hydrogen and helium medium
is determined by recombination radiation and the
Lyα radiation of hydrogen atoms. Further cooling
of the shock-compressed matter can be only due to
heavy elements. Cooling on hydrogen molecules un-
der the conditions considered is less efficient due to
the dissociation of H2 and H− ions by stellar ultravio-
let radiation. For the above parameters, the time scale
for the cooling of the matter behind the shock front is
equal to

tc ∼
kT

Λnx
∼ 3 × 1012

Znx
s, (6)

where Λ is the cooling function, which we set equal
to Λ ∼ 5 × 10−25Z erg cm3 s−1 at T ∼ 104 K; Z the
relative abundance of heavy elements in units of the
solar metallicity; n the number density of the gas
behind the front; and x the degree of ionization of the
gas. This value of Λ corresponds to cooling in lines of
the fine structure of atomic and singly ionized carbon
at T ∼ 104 K [24, 25]. In the absence of external
sources of gas ionization, such as cosmic rays or soft
X-ray radiation, the degree of ionization is determined
by freezing of recombination at T ∼ 104 K; i.e., by the
condition tr ∼ 1013/nx ∼ t, where t is the dynamical
age of the supernova remnant. We adopt t ∼ 3t1 to
find x ∼ 5/n, which yields a cooling time of tc ∼
6 × 1011Z−1 s.

Strictly speaking, the chemical evolution of glob-
ular clusters depends on the yield of heavy elements in
supernovae. Supernova model A in the classification
of Woosley and Weaver [26] is commonly used in
chemical-evolution models. In this model, stars with
the primordial composition exploding as supernovae
eject no heavy elements into the ambient medium if
their masses exceed 30M�. Thus, in model A [26],
the first supernovae that are capable of enriching the
metallicities of globular cluster are stars with masses
M < 30M�, which explode beginning from time t =
tSN = 3 Myr. The total number of supernovae that
have exploded in a proto-globular cluster during the
cooling time tc after this time is equal to NSN =
tcνSN ∼ 4Z−1. Here, we have specified the superno-
va rate at time t = tSN to be equal to the estimate
νSN 
 2 × 10−4 yr−1 implied by the numerical model
with a SFE of f = 2.6 × 105 cm3 g−1 s−1.

The mass of metals ejected during a supernovae
depends on the mass of the supernova. In model A
of Woosley and Weaver [26], this mass is small for
primordial-composition supernovae—the mean value
averaged over the pre-supernova IMF in the mass
interval M = 15−30M� is only 〈∆MZ〉 = 0.9M�.
The implied metal abundance in the gas of the
proto-globular cluster by the time t + tc is Z =
MZ/MZ� = NSN〈∆MZ〉/MZ� ∼ 2 × 10−4 Z−1 ∼
0.014, which is close to the metal abundance typ-
ically observed in globular clusters. Note that this
result depends only slightly on the adopted model
for the ejection of mass by supernovae. In model B
of Woosley and Weaver [26], the mass of ejected
metals is appreciably higher over the entire interval of
pre-supernova masses, including for the primordial-
composition pre-supernovae: ∆MZ = 0.3M − 3.5,
where M is the mass of the pre-supernovae [7].
This model yields the value 〈∆MZ〉 = 7M� in the
interval of pre-supernova masses M = 20−100M�,
almost an order of magnitude higher. At the same
time, in this case, the initial contribution to the metal
enrichment of globular cluster is provided by more
massive stars (we restricted our computations to
model B pre-supernova massesM ≤ 45M�), so that
the supernova rate at the onset of enrichment is equal
to 4× 10−5 yr−1, and the corresponding metallicity of
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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the gas a time tc after the onset of the supernovae is
equal to Z ∼ 0.017 in solar units.

This leads us to conclude that the transition of
the star formation to a regime with a Salpeter IMF
may, indeed, be associated with the time when the
shock-heated gas is cooled by heavy elements to
lower temperatures, such that the Jeans mass de-
creases compared to the mass in the gas with the
primordial composition. Note that the dependence of
the resulting metallicity estimate on the mass of the
proto-globular cluster is, to a large degree, deter-
mined by the star-formation law. Indeed, in the case of
a power-law/star-formation law, the supernova rate
is equal to νSN ∝ MnV −n+1. We now assume that
the gaseous cloud of the proto-globular cluster is in a
state of virial equilibrium at a temperature T ∼ 104 K.
Since M ∝ ρ−1/2 and V ∝ ρ−3/2 in equilibrium, we
obtain in this case Z ∝ νSNtc/M ∝ M−2n+2/Z, or
Z ∝ M−n+1. Since n = 2 for the Schmidt law, the
above relation yields Z ∝ M−1. We note in this con-
nection that the observed globular-cluster metallic-
ities are bounded from above by just such a depen-
dence [3]. This may indicate that star formation in
globular clusters obeyed a Schmidt law during the
early stages of the evolution of these objects.

2.5. Late Enrichment

Type Ia pre-supernovae have long lifetimes
(1–3 Gyr), and therefore can have a significant effect
on the dynamics and heavy-element enrichment of
the matter of proto-globular clusters only if a con-
siderable fraction of the cluster stars formed during
late stages, when the gaseous matter could have
been enriched by the ejecta of type-Ia supernovae.
Star formation in globular cluster is unlikely to have
followed this scenario, since all the dynamical time
scales in the gaseous proto-globular cluster are much
shorter—td ∼ tJ ∼ 1 Myr. We would apparently have
to assume that the presence of iron-peak elements
in globular cluster stars is due to the accretion of
enriched matter carried to the surfaces of stars during
type-Ia supernovae [7]. This process is, in principle,
possible if the ejecta of type-Ia supernovae are con-
fined within the globular cluster and if the velocities
(and the corresponding temperatures) of these ejecta
are sufficiently low for accretion to be efficient. At the
same time, simple estimates of the accretion rate onto
the surface of a star with a nearly solar mass yield
Ṁ ∼ 10−14nc−3

s10M� yr−1, where cs10 is the sound
speed of the accreting gas in units of 10 km s−1 (see,
e.g., [27]). This accretion rate can be comparable to
the mass-loss rate for solar-type stars, if n � 1 cm−3

and cs � 10 km s−1. The same conclusion can be
reached for s-element enrichment determined by
ASTRONOMYREPORTS Vol. 49 No. 11 2005
stars on the asymptotic giant branch. Thismeans that
globular clustersmust have contained fairly dense gas
(n ≥ 1 cm−3) during late stages of their evolution, at
t ≥ 100 Myr.

3. A SIMPLE SINGLE-ZONE
CHEMO-DYNAMICAL MODEL

3.1. Basic Equations

We describe here the chemo-dynamical evolution
of globular clusters using equations similar to those
presented by Firmani and Tutukov [9], Shustov
et al. [10], andWiebe et al. [11] to describe the evolu-
tion of disk galaxies. Our approach differs from that of
Harris and Pudritz [5], who used equations describing
the chemo-dynamical evolution of elliptical galaxies
with well developed winds. The regime acting in
disk galaxies appears to be more economical from
the viewpoint of the chemical evolution of globular
clusters during the initial stages of their lifetimes. The
gaseous component of the proto-globular clusters
can be described by the mass-conservation condition

dMg

dt
= −Ψ(t) (7)

+

Mmax∫
Mmin

Ψ(t− τM )(M −Mr)φ(M)dM − Ṁ ej
g ,

the energy-conservation equation [9]

dr

dt
=

1
4π

Mg

GM0

γfεR3

r4
− 1

6
r

τd
, (8)

and an equation describing the variation of the mass
of chemical element Zi

dZiMg

dt
= −ZiΨ(t) (9)

+

Mmax∫
Mmin

Ψ(t− τM )[Zi(t− τM )(M −Mr)

+ Pi(M)]φ(M)dM − Ṁ
ej
i + PSNIa

i ,

where log τM = 9.9 − 3.8 logM + log2 M is the
main-sequence lifetime of a star (in years), Ψ(t) the
SFR, φ(M) the IMF, Mmin and Mmax the limiting
masses of the IMF, Ṁ ej

g the mass of gas lost by the
globular cluster, M0 the total mass of the globular
cluster, R the radius of the stellar component, and
r the radius of the gaseous component.
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Fig. 1. Distribution of stellar metallicities in a model
with a bimodal star-formation law with an initial
episode with a Salpeter IMF and Mmin = 8M�, fol-
lowed by a change of the IMF to the standard law
with Mmin = 0.1 M�, Mmax = 100 M� for ∆t = tc, f1 =
2.6 × 105 cm3 g−1 s−1, and f2 = 2 × 107 cm3 g−1 s−1.

3.2. Dissipation Time

One of the important parameters of the dynamical
equation (8) is the dissipation time scale τd, which
describes the loss rate of the supernova-shock en-
ergy [9–11]. For a shock propagating through a uni-
formmedium, the dissipation time scale is determined
by the time scale for radiative energy losses. We now
assume that most of the thermal energy behind the
shock front is radiated during the radiative stage.
In this case, the dissipation time scale can be esti-
mated as

τd ∼ E

2πR2ρu3
, (10)

where R and u are the typical size and velocity of
a supernova remnant. By the time when the volume
filling factor reaches unity, these quantities are equal
to (see above) R ∼ 3 pc and u ∼ 20 km s−1, implying
a dissipation time scale of τd ∼ 3 × 106 yr in the gas
of a proto-globular cluster with n ∼ 103 cm−3. If
the remnants of individual supernovae overlap, their
shocks collide inelastically, and the time scale for the
dissipation of their energy can be estimated as the
ratio of the size per an individual supernovae (R ∼
3 pc) to the characteristic velocity at the time of inter-
section (u ∼ 20 km s−1), or τd ∼ 105 yr. This means
that the destructive efficiency of the supernovae can
be appreciably lower than the values calculated based
on the dynamics of individual remnants in a homo-
geneous medium. We adopt here for definiteness the
value τd = 106 yr.
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Fig. 2.Same as Fig. 1, but with the gaseousmass ejected
at t = 2tSN.

3.3. Metallicity Function

We now assume that the IMFφ(M) is given by the
Salpeter relation. This inevitably yields a metallicity
distribution with an overwhelming majority of stars
with zero metallicity. This is due to the fact that,
according to this description, all stars—including
low-mass stars—are born simultaneously and have
the same (primordial) chemical composition; the gas
is appreciably depleted by the time the metals are
ejected by the first supernovae (t ∼ 3Myr), so that the
total mass of stars with nonzero metallicities should
be substantially smaller than the mass (and number)
of stars with the primordial composition.

To avoid this conflict, we assume, based on
the above arguments, that the first star-formation
episode, which lasts t ∼ tSN + tc, is characterized
by a “top-heavy” IMF with Mmin ≥ 8M�. As we
pointed out above, this is consistent with modern
concepts suggesting that the stars born from pri-
mordial matter were massive. The birth of low-mass
stars becomes possible only after the time interval
necessary for the gaseous medium to be enriched in
metals to Z ∼ 0.01−0.02, when the thermal regime
of the gas changes. For specificity, we assume that
the lower boundary of the spectrum of stellar masses
becomes equal to 0.1M� after t = tSN + tc. Figure 1
shows the distribution of stellar metallicities in a
model with such a bimodal IMF and with an SFE of
f1 = 2.6 × 105 and f2 = 2 × 107 cm3 g−1 s−1 during
the first and subsequent stages. We can easily see
that about half of all the stars are concentrated near
a metallicity of Z ∼ 0.02. At the same time, it is
immediately obvious that an appreciable fraction of
stars have metallicities comparable to or even higher
than the solar value—this corresponds to the second
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 3. Same as Fig. 1, but with the SFE in the second
stage equal to f2 = 2 × 108 cm3 g−1 s−1.

peak in N(M) distribution. This is due to the fact
that, under the above assumptions, the mass Mg of
the gas remaining in the proto-globular cluster by a
certain time becomes too low, Mg < MZ/Z�, where
MZ is the total mass of metals ejected by type-II
supernovae.

Such an overproduction of metals can be avoided
if we allow the outer envelope and the overwhelming
fraction of the mass in the region of active star forma-
tion to be ejected, so that the products of supernovae
can freely escape from the globular cluster. This time
obviously corresponds to the end of the formation of
the globular cluster. The realization of this possibility
may, in turn, be a natural result of the transition of the
star formation to a regime with a Salpeter IMF after
an initial stage of enrichment in metals. Indeed, as-
suming that the star formation in this regime involves
fairly large masses and results in the birth of stars
with a total mass comparable to the observed masses
of globular cluster (M ∼ 106 M�), this implies that
about ∼4 × 103 type-II supernovae must explode in
the globular cluster after t ∼ 2tSN ∼ 6 Myr, with a
total energy of 4× 1054 erg, which exceeds the cluster
binding energy even if the mass of the proto-globular
cluster is equal to 107 M�. Figure 2 shows the dis-
tribution of stellar metallicities in a model globular
cluster with a mass ejection at t = 2tSN. In this case,
the maximum metallicity is Z 
 0.2Z� and the peak
of the distribution is located at Z ∼ 0.01Z�, as in the
case considered above.

However, we cannot rule out another possibility. If
the SFR in the second stage (i.e., after the transition
to a star-formation regime with the normal IMF) is
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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Fig. 4. Dependence of the metallicity of the first- and
second-generation stars on the SFE f2. The triangles
and circles show the dependences for stars of the first and
second peaks at Z � 0.02 Z� and Z � Z�, respectively.

sufficiently high that there remains little gas avail-
able for the formation of new stars by the time of
the next episode of ejection of metals by supernovae,
the fraction of high-metallicity stars should also be
small proportional to the amount of remaining gas.
Figure 3 illustrates this situation for the case when
the SFE in the second stage is equal to f2 = 2 ×
108 cm3 g−1 s−1. Figure 4 shows the dependence
of the fraction of high-metallicity stars in the peak
of the distribution on the SFE (the coefficient f2).
We can easily see that, for sufficiently high f2, the
fraction of high-metallicity stars is negligible. Note,
however, that a high SFE f2 implies triggered star
formation. Indeed, for f2 = 2 × 108 cm3 g−1 s−1,
ρ ∼ 10−21 g/cm3, and Rc 
 20 pc we have ψ2 ∼
2.6M� yr−1, which exceeds ψ ∼ M/tJ ∼ 1M� yr−1

by almost half an order of magnitude.

4. CONCLUSIONS

We have used a simple single-zone model to
analyze the chemical evolution of globular cluster in
framework of the self-enrichment scenario. We have
shown that the star formation in globular clusters
must involve two main episodes: an initial stage of
star formation characterized by an IMF that is shifted
toward massive stars (M ≥ 8M�)—in agreement
with modern concepts suggesting that stars born
from matter with the primordial composition should
be massive—and a second stage of star formation in
which the IMF transforms to its normal form with a
predominance of low-mass stars.

We argue that the transition of the star forma-
tion to a regime with a normal IMF is associated
with radiative cooling of the matter of the proto-
globular cluster after its enrichment in heavy ele-
ments. This transition occurs when the abundance of
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metals in the proto-globular cluster becomes equal to
Z 
 0.02Z�, which is close to the observed metallic-
ities of globular clusters. It turns out that the metal-
licity of a globular cluster decreases with increas-
ing mass as Z ∝ M−1 in the case of Schmidt star-
formation law. This law agrees with the observed
dependence.
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Abstract—We model the Galactic ensemble of helium stars using population synthesis techniques,
assuming that all helium stars are formed in binaries. In this picture, single helium stars are produced
by mergers of helium remnants of the components of close binaries (mainly, the merging of helium white
dwarfs) or in the disruption of binaries with helium components during supernova explosions. The estimated
total birthrate of helium stars in the Galaxy is 0.043 yr−1; the total number is 4 × 106; and the binarity
rate is 76%. We construct a subsample of low-mass (MHe � 2M�) helium stars defined by observational
selection effects: the limiting magnitude (VHe ≤ 16), ratio of the magnitudes of the components in binaries
(VHe ≤ Vcomp), and lower limit for the semiamplitude of the radial velocity required for detecting binarity
(Kmin = 30 km s−1). The parameters of this subsample are in satisfactory agreement with observations
of helium subdwarfs. In particular, the binarity rate in the selection-limited sample is 58%. We analyze
the relations between the orbital periods and masses of helium subdwarfs and their companions in
systems with various combinations of components. We predict that the overwhelming majority (∼97%) of
unobserved companions to helium stars will be white dwarfs, predominantly, carbon–oxygen white dwarfs.
c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

This study focuses on nondegenerate helium stars.
The observed objects include representatives of two
groups—helium subdwarfs and Wolf–Rayet (WR)
stars. Interest in helium stars is enhanced by the
fact that they are related to other groups of stars,
such as AM CVn stars, RCrB stars, and double-
degenerates (possible progenitors of type Ia super-
novae). The most massive helium stars are the pro-
genitors of type Ib and Ic supernovae. The optical
component of Cyg X-3, one of the most remarkable
X-ray sources, is a helium star. The most massive of
stars with spectroscopically determined masses is the
close binaryWR 20a; both components of this system
are helium stars with massesM ∼ 80M� [1, 2].

Helium subdwarfs are subdivided into three
groups: sdB stars with hydrogen-rich atmospheres,
sdO stars with atmospheres dominated by helium,
and an intermediate group of sdOB stars. The masses
of helium subdwarfs derived from their locations in a
diagram of effective temperature log Teff vs. effective
gravity log g are usually close to 0.5M� [3, 4]. These
estimates are consistent with the masses determined
for the components of eclipsing systems, which range
from 0.48 to 0.54M� (see [5] and references therein),
and masses obtained from asteroseismological data:
0.49 ± 0.02M� for PG0014+067 [6] and 0.47M�
for Feige 48 [7]. However, the evolutionary tracks
1063-7729/05/4911-0871$26.00
of numerous low-mass (MWD/M� � 0.3) helium
white dwarfs with contracting hydrogen envelopes
also cross the region of the log Teff− log g diagram
populated by helium subdwarfs. Thus, some of the
stars that are classified as subdwarfs may actually
be relatively hot, helium white dwarfs rather than
helium stars. For instance, the mass of HD 188112,
which is classified as sdB, is 0.24M�; i.e., it is
a precursor of a helium white dwarf [8]. Another
example is HS 2333+3927: the position of this star
in the log Teff− log g diagram is consistent with the
tracks of both a 0.29M� white dwarf and a 0.47M�
helium star with a thin hydrogen envelope [9].

The lower limit to the masses of WR stars is
�7M� [10]. However, according to modern theory on
the evolution of close binary stars, the mass spectrum
of helium stars should be continuous. It is possible
that the WR phenomenon is observed only for stars
with masses �7M�, because the radial pulsations
that are required to generate the shock waves that
produce the dense radiative stellar winds of WR stars
are not excited in lower mass stars, according to the
mass-luminosity relationship typical for such stars
(see, e.g., [11]).

There are several channels for the production of
helium stars. Stars with zero-age main sequence
(ZAMS) masses exceeding ∼50M� become
WR stars due to mass loss via their stellar winds [12].
It is possible that single stars and the components of
c© 2005 Pleiades Publishing, Inc.
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moderate-mass wide binaries may almost completely
lose their hydrogen envelopes immediately before or
during the helium flash [13, 14]. In close binaries,
stars with helium cores and thin hydrogen envelopes
form due to a mass loss from Roche lobe overflow [15,
16]. Single nondegenerate helium stars can form due
to the merger of helium white dwarfs or nondegener-
ate helium stars in close binaries [17–19].

The main scenarios for the formation of low-mass
helium stars in close binaries are considered [17,
18, 20–22]. In particular, it was shown that the
locations of helium remnants of the components
of close binaries, the products of the mergers of
such remnants, and their evolutionary tracks in the
Hertzsprung–Russell and log Teff− log g diagrams
are in good agreement with observations [18, 21, 22].
Detailed study of the efficiencies of various channels
for the formation of low-mass helium stars led Han
et al. [21, 22] to conclude that it is possible to explain
the main parameters of observed helium subdwarfs
when selection effects are taken into account.

In the present paper, we use a population-
synthesis approach to construct a model for the
ensemble of Galactic helium stars, and analyze the
properties of the low-mass subsystem of this group
of stars (i.e., of helium subdwarfs). We used the same
population-synthesis code as in [23]. In contrast to
Han et al. [21, 22], we compare our results with
observations of a magnitude-limited subsample of
model stars, since such a limit exists for the Palomar–
Green catalog [24], which is the main catalog of hot
subdwarfs. We are particularly interested in some
aspects of the binarity of hot subdwarfs, especially the
orbital-period distribution for subdwarfs in binaries
with various companions.

Massive helium stars and the products of their
evolution will be considered in a future paper in this
series.

Section 2 describes the basic assumptions used in
the population-synthesis code that are directly rele-
vant to modeling the formation of helium stars. The
main results are presented in Section 3, and a discus-
sion follows in Section 4.

2. POPULATION SYNTHESIS
FOR BINARY STARS

Both high- and low-mass helium stars are formed
when one component of a close binary system over-
flows its Roche lobe in the hydrogen shell-burning
stage [15, 16] (in so-called “case B” mass exchange).
The population-synthesis code uses the following as-
sumptions relevant to case B mass exchange.

Components of close binaries with ZAMSmasses
Mi < 2.8M� form degenerate helium dwarfs. Com-
ponents of close binaries that initially had masses
higher than 2.8M� (or accumulated that much mass
as a result of mass exchange) produce nondegenerate
helium stars. According to evolutionary computa-
tions [20, 25], the mass of these stars is

MHe/M� ≈ max(0.066(Mi/M�)1.54, (1)

0.082(Mi/M�)1.4). (2)

Equation (1) gives a minimum mass for helium stars
close to 0.35M�, which is in reasonable agreement
with the results of more detailed evolutionary compu-
tations [26]. We neglect the dependence of the mass
of the helium remnant on the moment of Roche lobe
overflow, which is not very important in case B mass
exchange.

Based on the evolutionary computations of [20,
25], we approximated the lifetimes of stars in the re-
gion of the Hertzsprung–Russell diagram populated
by helium stars as

log THe =




7.15 − 3.7 log(MHe/M�)
ifMHe ≤ 1M�,

7.15 − 3.7 log(MHe/M�)
+ 2.23[log(MHe/M�)]1.37

ifMHe > 1M�.

(3)

Stellar-wind mass loss in the main-sequence
stage is described by the difference between the initial
and final masses [27]:

Mf =

{
Mi − 0.00128M2.5

i ifMi ≤ 30M�,

1.77M0.763
i ifMi > 30M�.

(4)

It is assumed that stars with ZAMS masses in
excess of 50M� lose so much matter via their stellar
winds in the core hydrogen-burning stage that they
become helium stars immediately after the comple-
tion of the main-sequence stage, and never fill their
Roche lobes. Thus, only helium stars with masses
exceeding �27M� can be products of the evolution
of single stars or of the components of wide binaries.

Mass loss by helium stars withmassesM ≥ 5M�
is described by the following approximation to the
observed mass-loss rates of WR stars (see [10]):

ṀHe = min(1.38 × 10−8(MHe/M�)2.87, (5)

10−4)M�/yr. (6)

The analytical expression in (4) was suggested by
Nelemans and van den Heuvel [28]. The slope of the
ṀHe(MHe) relation changes atMHe ≈ 22.1M�.

Some signs of the presence of a stellar wind are
suspected only for a few hot subdwarfs [29]; numerical
estimates of the mass-loss rates in a radiative stellar
wind model yield Ṁ ∼ 10−11M�/yr [30]. Given the
lifetimes of helium stars, the only effect that such
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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mass loss should have on the evolution of a hot
subdwarf is the loss of the remnant of its hydrogen
envelope, as well as, possibly, changes in the chemical
composition of the subdwarf atmosphere.

Helium stars with progenitor masses Mi =
(2.8−5)M� do not expand after the depletion of
the helium in their cores, and become compact
carbon–oxygen white dwarfs. Helium stars with
Mi = (5−11.6)M� finish their evolution as carbon–
oxygen white dwarfs after their expansion in the
helium shell-burning stage and second Roche lobe
overflow, which is accompanied by only an insignifi-
cant mass loss.

Stars with ZAMS masses Mi = (11.6−30)M�
produce neutron stars with MNS = 1.4M�. Initially
more massive stars end up as black holes. The
formation of black holes is accompanied by the loss
of 20% of the presupernova mass. It is assumed that
supernovae explosions are spherically symmetric;
i.e., nascent neutron stars and black holes do not
acquire a kick velocity (see the detailed discussion
on this topic in the following paper of this series).

Stars with masses below 11.6M� that overflow
their Roche lobes in the AGB stage (case C mass
exchange) produce white dwarfs, whose masses de-
pend on the moment of Roche-lobe overflow. More
massive stars produce neutron stars or black holes,
as in case B mass exchange.

The relation between the initial mass of a star,
its mass at the end of the main-sequence stage, the
mass of the helium star it produces, and the masses
of the final products of the star’s evolution is plotted
in Fig. 1.

We made the following assumptions about the
mass-exchange process, based on the results of
numerical modeling [31]. If both the donor and
accretor are main-sequence stars, the donor has
a radiative envelope, and accretor-to-donor mass
ratio is q ≥ 0.8, mass exchange is conservative and
proceeds on the time scale for the nuclear evolution
of the donor. If 0.5 ≤ q < 0.8, the donor loses mass
on the thermal time scale tth1, but accretion by
the main-sequence star is limited to the rate Ṁth2,
which corresponds to the thermal time scale for
the secondary. The mass that can be accreted by
the companion is limited to ∆M = Ṁth2tth1. The
variation of the component separation a is calculated
assuming that a mass ∆M is accreted conservatively,
and that the rest of the donor envelope, with mass
∆Mt = Mi −Mf − ∆M , is lost by the system; this
latter process is described by the angular-momentum
balance equation

∆J
J

= γ
∆Mt

Mt
, (7)
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Fig. 1. Relation between the ZAMS mass of stars Mi,
their mass at the end of the main-sequence stage (solid
curve), the mass of helium stars produced by these stars
(dashed curve), and the mass of the final products of
their evolution: helium white dwarfs (dash-dotted curve),
carbon–oxygen and oxygen–neon white dwarfs, neutron
stars, and black holes (dotted curve). For stars with
Mi � 5M�, the upper limit of the white dwarf mass
attained in case C mass exchange is shown.

where J is the angular momentum of the binary,
Mt = M1 +M2, and γ = 1.5. The validity of (5) with
γ = 1.5 is based on the reconstruction of the mass-
exchange history in observed close binaries contain-
ing white dwarfs and helium subdwarfs [32, 33].

When the mass ratio of components q < 0.5 or the
donor has a convective envelope that extends down to
more than 50% of the stellar radius, mass loss occurs
on the dynamical time scale, and a common envelope
is formed. Variation of the component separation is
computed based on the balance of the orbital energy
of the binary and the binding energy of the donor
envelope [34]:

(Mi +m)(Mi −Mf)
ai

= αce

(
Mfm

af
− Mim

ai

)
. (8)

The subscripts i and f in (6) refer to the initial and final
component masses and separations; m is the accre-
tor mass, and αce the so-called “common-envelope
parameter” describing the efficiency with which the
released energy is deposited in the common envelope.
Trial computations indicate that the observations are
best fit if αce = 2, independent of the evolutionary
state of the donor.

Equation (6) is always used if the accretor is a
white dwarf, neutron star, or a black hole.
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Birthrate and number of helium stars

Type of star Birth rate, yr−1 Total number Subsample with V ≤ 16

Single star 0.67 × 10−2 0.96 × 106 0.64 × 104

MS companion 0.21 × 10−1 0.13 × 107 0.24 × 103

He white-dwarf companion 0.50 × 10−2 0.29 × 106 0.18 × 104

CO white-dwarf companion 0.66 × 10−2 0.13 × 107 0.64 × 104

ONe white-dwarf companion 0.80 × 10−3 0.31 × 105 0.15 × 103

Neutron-star companion 0.19 × 10−2 0.31 × 105 0.21 × 103

Black-hole companion 0.14 × 10−3 0.96 × 104 0.66 × 102

Binary helium star 0.34 × 10−3 0.61 × 104 0.58 × 102
Nondegenerate single helium stars can be pro-
duced by close binaries. We considered three chan-
nels for the formation of single helium stars: the
merger of two helium white dwarfs, of a helium white
dwarf and a carbon–oxygen one, or of a helium
white dwarf and a nondegenerate helium star. In the
first two cases, the merger results from the loss of
systemic angular momentum via gravitational-wave
radiation. A helium star and helium white dwarf can
merge due to momentum loss either via gravitational-
wave radiation or in the common envelope that
forms after the depletion of helium in the core of
the nondegenerate star and its expansion (if MHe ≈
0.8−2.8M�). In a merging pair of white dwarfs,
the less massive component fills its Roche lobe first
and, if M2/M1 < 2/3, the donor is disrupted on the
dynamical time scale, probably forming a disk around
its companion [35, 36]. Accretion in such systems
has not been studied, but we expect that the rate
of accretion from the disk is determined primarily
by the viscosity of the disk material. The outcome
of the accretion depends on the accretor mass and
temperature, and the accretion rate. The minimum
total massMmin

He for the formation of a nondegenerate
helium star via the merger of two white dwarfs is,
essentially, still a free parameter. It is clear only that
it must exceed the minimum mass of nondegenerate
helium stars ∼0.3M� (see, for instance, [18]). Our
computations assumed Mmin

He = 0.4M�, which is in
good agreement with the results of computations [18,
21]; see also the discussion in Section 3. The lifetimes
of the products of mergers of two helium white dwarfs
or a helium star and helium dwarf were also calculated
using (2), although this equation may overestimate
somewhat the lifetimes of the merger products as
helium stars (by �20%, depending on the mass of
the merger product, as follows from a comparison
with Eq. (1) in [18]. The lifetimes of the products
of mergers of helium and carbon-oxygen dwarfs are
determined by a “competition” of two processes: shell
helium burning and stellar-wind mass loss. Note that
mergers of helium dwarfs account for the formation of
about 90% of single helium stars in our model.

Based on studies of eclipsing, spectroscopic, and
visual binaries [37–41], we assumed that all stars are
born in binaries with orbital separations a ranging
from 6(M1/M�)1/3R� to 106 R�. The binary birth
rate was taken to be [38]:

dN

dt
= 0.2d(log a)

dM1

M2.5
1

f(q)dq, (9)

where M1 is the mass of the initially more massive
component of the system, and f(q) is the distribu-
tion of the mass ratio of components q = M2/M1

normalized to unity. We assumed that f(q) = 1 for
close binaries. The normalization of (7) assumes that
one binary system with M1 ≥ 0.8M� is born per
year in the Galaxy. According to (7), about 40% of
all binaries are “close.” The star-formation rate was
specified to be constant over 13.5 Gyr. Obviously, this
assumption does not influence the results for helium
stars in binary systems, since the lifetimes of even
the least massive helium stars do not exceed ∼1 Gyr.
However, taking into account that mergers of binary
white dwarfs due tomomentum loss via gravitational-
wave radiation occurs in the Hubble time scale, the
increased star formation rate can influence formation
of single helium stars at early stages of Galaxy life.

Since our model assumes that all stars are formed
in binaries, we did not consider the possible forma-
tion of low-mass helium stars during the evolution
of single stars or of the components of wide binaries
(see, e.g., [14]). In the latter case, it is supposed that
the precursors of helium stars are red giants who lost
nearly their entire hydrogen envelopes just before or
during the helium flash. The mass-loss mechanism is
unknown, and the mass-loss rate is treated like a free
parameter. The real binarity rate for hot subdwarfs is
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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difficult to determine, since, with commonly applied
observational methods, selection effects preclude the
detection of binary subdwarfs with orbital periods
longer than 200 to 300 days [42, 43]. It is obvious that
we cannot exclude a priori the possible formation of
low-mass helium stars from single stars or the com-
ponents of wide binaries, but, as we shall show below,
mergers of helium white dwarfs and/or nondegener-
ate helium stars are able to explain the formation of a
sufficiently large number of single helium stars.

3. MAIN RESULTS

3.1. General Properties of the Population
of Low-Mass Helium Stars

The main aim of our study is to model the pop-
ulation of helium stars and the distributions of their
main observational parameters—the masses and or-
bital periods of the binaries—as well as to study re-
lations between the parameters of close binaries with
helium-star components.

As was noted in Section 2, helium stars in binaries
form after Roche-lobe overflow by stars that are in
the hydrogen shell-burning stage. These stars can
be either the primary or secondary components of
the systems. In the first case, the companions to the
nascent helium stars are main-sequence stars, while,
in the second case, they are white dwarfs, neutron
stars, black holes, or, on very rare occasions, also
helium stars. The table lists the total birth rate and
current number of helium stars in the Galaxy for
the assumptions described in Section 2. The dom-
inant constituents of the population of helium stars
are binaries with main-sequence and carbon–oxygen
white-dwarf companions. The number of objects in
the third main group, i.e., single stars, depends on
assumptions about the minimum mass necessary for
helium ignition in the product of the merger of two
helium white dwarfs: if this critical mass Mmin

He is
reduced from 0.4 to 0.35M�, the number of single
helium stars increases by approximately 8%. About
0.8% of all helium stars have neutron-star compan-
ions. The number of such binaries may be overesti-
mated by an order of magnitude (see, e.g., [44–47]),
since the present model does not take into account
the possibility that the neutron stars acquire a “kick”
when they are born, which could result in the disrup-
tion of the system (see the more detailed discussion in
our next paper in this series).

The total model Galactic birth rate of helium
stars is 0.043 yr−1, and the total number of helium
stars is 4 × 106. The binarity rate for helium stars is
76%. Since the progenitors of helium stars descend
from moderate- and high-mass main-sequence stars
(M ≥ 2.8M�), the semithickness of the Galactic
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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Fig. 2. Mass distribution of the helium stars (a) in the
total sample and (b) in the sample limited by selection ef-
fects. The bold solid line shows the distribution for helium
stars withmain-sequence companions; the thin solid line,
the distribution for stars with white-dwarf companions;
and the dotted line, the distribution for single helium
stars.

disk can be taken to be 200 pc for these progenitors
(in agreement with the empirical scale height z
for the field helium subdwarfs [3, 48, 49]); then,
the volume of the disk component of the Galaxy
is 2.8 × 1011 pc3 and the spatial density of helium
stars is 1.4 × 10−5 pc−3. This latter estimate is
considerably higher than observational estimates:
2 × 10−6 pc−3 [3], 4 × 10−6 pc−3 [48]. However, as
we shall show further on, a considerable fraction
of low-mass helium stars may be “lost” from the
observations due to selection effects.

Figure 2 shows the mass distributions of he-
lium stars with various companions (for the total
population and for the subset limited by selection
effects; see below). The masses of the helium stars
are strongly concentrated toward the minimum value
(�0.4M�) in all groups. The main group of single
objects consists of products of mergers of white
dwarfs and of white dwarfs with helium stars; very
rare single stars with masses of 2.2–5.6M� are
produced by mergers of helium stars and helium
dwarfs or the former components of binaries that were
disrupted by supernova explosions. The masses of
the helium stars are limited to �0.9M� in systems
with helium-dwarf companions. This maximummass
corresponds to the case of a completely conservative
first mass exchange and completely nonconservative
second mass exchange, when the Roche lobe is
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Fig. 3. Distribution of orbital periods for helium stars.
(a) Observed subdwarfs (L. Morales-Rueda, priv. com.).
(b) Model sample for the total population. The upper bold
line shows the total distribution, and the thin solid line
and upper and lower dashed lines show the contributions
of stars with main-sequence, white-dwarf, and helium
secondaries to the total population. (c) Period distribution
in the sample is limited by selection effects; the meaning
of the lines is the same as in (b).

filled by the initially less-massive component of the
system; i.e., to the sequence of combinations of com-
ponent masses: (M1, M2) = (2.8M�, 2.8M�) →
(0.4M�, 5.2M�) → (0.4M�, 0.9M�). The upper
limit of the helium-star mass in systems with CO
or ONe companions is associated with a similar
scenario, and leads to an upper limit for the mass
of the progenitors of white dwarfs: (M1, M2) =
(11.4M�, 11.4M�) → (1.35M�, 21.45M�) →
(1.35M�, 5.7M�). In the latter systems, the white
dwarf’s companion explodes in the course of the
subsequent evolution, disrupting the system.

Figure 3b shows the orbital-period distribution for
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Fig. 4. Model mass distribution for the companions to
helium stars. (a) Total model sample. The bold line shows
the distribution for main-sequence companions, and the
thin line, the distribution of white-dwarf companions.
(b) Model sample is limited by selection effects; the
meaning of the lines is as in (a).

helium stars. The lower limit of the orbital periods
is determined by the conditions of the merger of the
components in common envelopes. For systems with
main-sequence companions, the upper limit of the
period is the maximum period that can be reached
in the course of conservative mass exchange. For
systems with white-dwarf companions, the upper
limit of the period is determined by the reduction
in orbital separation in the common envelope. The
model sample contains some systems with periods
∼0.01d. The shortest orbital period among observed
systems is P = 0.073d, for PG 1017–086. The exis-
tence of model systems with shorter orbital periods
may be due to the fact that, in the formal procedure in
the population-synthesis code that checks whether
merger of components in the common envelope is
possible, the radius of the helium star used is that
of a helium star with a mass equal to the mass
of the helium core of the donor; a more realistic
procedure would employ the much larger radius of
the inert helium core itself. It is also possible that
the common-envelope parameter αce is somewhat
larger than we have assumed. Another reason for
the presence of systems with shorter orbital periods
may be underestimation of the radii of the helium
stars, which depend on the masses of their hydrogen
envelopes. Thus, the systems with the shortest orbital
periods in Fig. 3 should, probably, be classified as
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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single helium stars. Their number should then be
lower than is shown in Fig. 3, due to the shorter
lifetimes of merger products of helium white dwarfs
and helium stars.

The mass distribution of the companions to the
helium stars is shown in Fig. 4a. The two discontinu-
ities in the distribution for stars with main-sequence
companions near 0.3 and 1.0M� are due to the loss
of angular momentum by main-sequence stars with
0.3 � M/M� � 1.0 via magnetically-coupled stellar
winds. For some systems, their lifetime until contact
is appreciably shorter than the lifetimes of helium
stars with masses ∼0.4M�. The upper limit of the
range of masses of stars that are subject to mag-
netic stellar winds is not known with certainty. If this
limit is raised to 1.5M�, the number of systems with
main-sequence companions is reduced by 10%, and
the discontinuity shifts to 1.5M� and becomes less
pronounced.

The low-mass group of white dwarfs are helium
white dwarfs, while the group of massive white dwarfs
contains carbon–oxygen and oxygen–neon white
dwarfs. The two groups of white dwarfs overlap due
to the existence of low-mass (M ≈ 0.35−0.40M�)
hybrid CO dwarfs; these stars descend from helium
stars of the same mass.

3.2. Selection Effects

In the log Teff− log g diagram, the helium rem-
nants of stars with thin hydrogen envelopes spend
their whole core helium-burning time in the region
occupied by subdwarfs, since they have log Teff =
4.4−4.5 and log g = 5.65−5.90. For comparison with
observations, we constructed a subset of model
helium stars that is limited in magnitude to V = 16,
since the main observational surveys of stars
with UV excesses are limited to B ≈ 16 [24] and
B ≈ 15.3 [48]. The SPY survey of white dwarfs [50,
51] is limited to B ≈ 16.5; this catalog also contains
a large number of hot subdwarfs due to errors in the
spectral classification in the input catalog. Since our
model is fairly primitive and depends on a number of
poorly restricted parameters, we neglected the small
color excess B−V = −0.25 ± 0.1 [3, 52–54] that
is typical for helium subdwarfs. For systems with
main-sequence companions, we applied the condition
VHe < VMS as an observational selection effect. The
use of this rather restrictive condition essentially
yields a lower limit of the number of binaries for which
detection of a companion via spectroscopic methods
is possible. The magnitude-limited sample contains
only stars with masses lower than 2M�, since only
for these was it possible to construct a bolometric-
correction scale for V , based on the computations
of Iben and Tutukov [20]. The interstellar absorption
ASTRONOMYREPORTS Vol. 49 No. 11 2005
was taken to be 1.6m/kpc [55]. For all binaries,
we assumed that velocity semiamplitude must be
Kmin ≥ 30 km s−1; this corresponds to the lower limit
ofK in known binaries with helium subdwarfs [56].

In contrast to [21, 22], we did not exclude model
systems with G and K main-sequence companions
from our study. Han et al. [21, 22] suggested that ob-
jects displaying the K CaII absorption line that were
rejected as candidates to the PG catalog [24], are,
in reality, helium subdwarfs with F, G, and K main-
sequence companions. However, a detailed analysis
of the rejected candidates [57] showed that they actu-
ally are low-metallicity sdF/sdG subdwarfs, but not
sdB/sdO subdwarfs.

Since we were interested in all helium stars, we
did not take into account the so-called “strip effect”—
the restriction of the model sample to stars with log g
and log Teff values that are typical for core helium-
burning model helium stars with thin hydrogen en-
velopes; in fact, some of the stars that are classified as
hot subdwarfs are located outside of this strip [4, 58].

The model sample of stars limited by selection ef-
fects contains 15 210 objects (including systems with
relativistic companions, see the table). This number
comprises ∼0.4% of all helium stars. The Palomar–
Green catalog [24], which is limited to B � 16 con-
tains about 700 objects classified as helium subdwarfs
distributed over a 10 714 square degree area, corre-
sponding to a total of about 2800 “observed” stars.
Bearing in mind all the uncertainties in the model,
the relatively simple treatment of selection effects,
and misclassifications in the PG catalog, we consider
the agreement in the numbers of stars in our model
and in the catalog (within ∼5) to be satisfactory.
The most uncertain parameters of the model are the
threshold mass for the helium-star progenitors and
the minimum mass for helium ignition in the single
products of white-dwarf mergers (which constitute
about a quarter of all helium stars). Increasing both
these masses may improve the agreement between
the model and observations.

Figure 2b shows the mass distribution of the
model helium stars in the sample limited by selection
effects. The reduction in the number of stars in the
sample compared to the total sample is due, in the
first instance, to the reduction of the volume of space
in which these stars might be observed (by a factor
of ∼150−200). Since we exclude systems that have
main-sequence stars brighter than their companions,
the number of helium stars with main-sequence
companions is further reduced by a factor of ∼20. As
a result, the binary rate in the selection-effect-limited
sample is reduced to 58%. Restricting the sample
based on the limiting radial-velocity semiamplitude
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necessary for detecting binarity leaves the number of
stars in the sample virtually unaffected.

Observational estimates of the fraction of helium
subdwarfs that are binary depend on the sample of
stars under examination and the observing strategy,
which determines the efficiency of detecting the bina-
ries. For example, Maxted et al. [42] estimate the bi-
nary fraction among sdB stars with periods from 0.03d

to 10.0d to be 69 ± 9%; Napiwotzki et al. [43] give
42–45%, depending on adopted assumptions about
the true period distribution in the range 0.03d to 30.0d
and the component masses; Saffer et al. [59] estimate
an upper limit for the fraction of single helium stars of
35%. Possible reasons for the discrepancies in the ob-
servational estimates of the fraction of binary helium
subdwarfs include differences in the samples of stars
that were studied (they could belong to populations
with different ages and metallicities) and differences
in the observational methods used. As was shown by
Han et al. [22], the fraction of binaries decreases with
decreasing metallicity; as Napiwotzki et al. [43] ad-
mit, their sample may contain a significant admixture
of halo and thick disk stars. The model estimate of the
fraction of “observed” binary helium stars agrees with
the range of the observational estimates.

Note that reducing the common envelope param-
eter αce to unity increases the rate of mergers in
common envelopes; this reduces the fraction of binary
helium stars to 35%, clearly contradicting the obser-
vations.

The fraction of binaries with main-sequence com-
ponents in the total sample of model helium stars
is 38%. Magnitude-selection effects reduce this frac-
tion to 3%; these binaries may have composite spec-
tra. The presence of a late-type companion may be
revealed by an infrared excess. For example, accord-
ing to [53], the fraction of systems with unresolved
late-type companions among hot subdwarfs may be
∼30−40%, close to their fraction in the total model
sample. In some cases, a main-sequence companion
may be detected via the reflection effect, due to heat-
ing by hot radiation from the subdwarf. However, this
effect can be appreciable only in the closest systems
whose companions are anM star or brown dwarf [60].
Note, however, that, for some subdwarfs with com-
posite spectra that enable estimation of the parame-
ters of their companions, the masses of the compan-
ion are confined to the range 0.8–1.2M� [52], close
to the maximum of the distribution for the sample
limited by selection effects (Fig. 4b). The remaining
subdwarfs that are classified as single stars may be
genuinely single or have white-dwarf companions.

While the total model population is dominated
by helium stars with main-sequence companions,
systems with white-dwarf companions begin to
dominate in the selection-effect-limited sample. The
maximum of the mass distribution of the helium
stars in the total “limited” sample is shifted toward
somewhat higher masses (into the range −0.40 ≤
log(M/M�) ≤ −0.35 in Fig. 2), improving the
agreement with the “canonical” mass of subdwarfs
of 0.5M�.

The distribution of 59 observed sdB/sdO sub-
dwarfs with known orbital periods (Fig. 3a, data from
L. Morales-Rueda, priv. comm.) varies within a fac-
tor of ∼2 in the interval 0.1d ≤ Porb ≤ 10.0d. In the
model “observed” sample, the number of stars like-
wise varies within a factor of about two in the pe-
riod range 0.3d ≤ Porb ≤ 3.0d. The relative decrease
in the number of model systems toward short periods
is comparable to the observed behavior. As Porb is
increased relative to the maximum of the distribution,
the number of stars in the model sample declines
muchmore rapidly than in the observed sample. There
are no stars with Porb > 10.0d in the model of ob-
served sample. This may be related to the fact that
some stars that form common envelopes in the first
episode of mass exchange in our model, in fact, evolve
stably toward possessing longer periods, for instance,
due to the loss of some of their mass prior to Roche-
lobe overflow or due to stabilization of the mass ex-
change via momentum loss [26]. This idea should
be tested via computations of grids of evolutionary
models.

The accumulation of long series of observations
will likely result in the discovery of new subdwarfs
with long orbital periods. However, we should bear
in mind that the efficiency of binarity detection de-
clines with increasing Porb: this efficiency exceeds
80% for Porb ≤ 10.0d, decreases to 50% for Porb ∼
20.0d−30.0d [42, 43], and then rapidly declines to
zero. We expect that observations with high spectral
resolution should result in the detection of subdwarfs
with relatively long orbital periods. However, for ex-
ample, among nine stars detected in the SPY survey,
seven have P � 1.0d, while only two have P = 5.87d

and 7.45d [43].

3.3. Relations between Parameters of Binaries
with Nondegenerate Helium Components

Figure 5 shows the distribution of binaries with
helium components and various companions in the
selection-limited model sample in a diagram of the
logarithm of the orbital period logPorb vs. the log-
arithm of helium star mass logMHe. As we noted
before, after taking observational selection effects
into account, systems with white-dwarf compan-
ions dominate the “observed” helium-star binaries
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 5. Relations between the orbital periods and masses of helium stars with different companions. The sample limited by
selection effects is shown. The five shades of grey scale show regions where the number density of systems is within a factor

of one-half of the corresponding maximum of
∂2N

∂log P∂log M
; or is confined to the ranges 1/4–1/2, 1/8–1/4, 1/16–1/8, and

0–1/16 of the overall maximum. Each panel is scaled separately. Binaries are absent in blank regions of the diagrams. In
the panels for binaries with white-dwarf companions, systems that have orbital periods at birth which are shorter than those
marked by the left dotted line merge during the lifetimes of the helium stars. Systems with periods at birth which are shorter
than those marked by the right dotted line merge in less than the Hubble time.
(∼90%). The masses of the helium stars in these bi-
naries must be confined between a minimum mass of
0.35M� and amaximummass of 0.5M�. Somewhat
more massive helium stars with masses reaching
0.8–1.0M� can be observed in rare systems with
main-sequence components.

The period distributions of the systems with dif-
ferent white dwarfs differ: when P � 1.0d, it is more
likely to expect the presence of a helium white dwarf
than a carbon–oxygen or oxygen–neon white dwarf.
Despite the fact that we know from observations only
the minimum masses of the white-dwarf companions
to helium stars, we note that in only 4 of 12 known
sdB + WD systems with Porb ≤ 1.0d can we ex-
clude the presence of a helium white dwarf (Mmin

WD ≥
ASTRONOMYREPORTS Vol. 49 No. 11 2005
0.4M�). In the two known systems with Porb > 1.0d,
the white dwarfs most probably belong to the carbon–
oxygen/oxygen–neon family (see Table 5 in [56]).

Figure 6 shows the distributions of systems with
helium stars and main-sequence or white-dwarf
companions in the logarithm of the orbital period
log Porb vs. logarithm of the companion mass logM2

plane for the same model sample limited by selection
effects. The figure shows the masses of the compan-
ions to helium stars known from observations, as well
as estimates of lower limits to the masses of such
companions if only the mass function fm is known:

fm =
M3

2 sin3 i

(M1 +M2)2
=
PorbK

3
1

2πG
.
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We use the data on the masses, radial-velocity semi-
amplitudes K1, and orbital periods for 52 objects
listed in [43, 56] together with unpublished data pro-
vided to us by L. Morales-Rueda. When estimat-
ingMmin

2 , we assumed thatMHe = 0.5M�, sin i = 1.
ReducingMHe to 0.35M� only weakly influences the
positions of the stars in Fig. 6. Varying the orbital
inclination from 90◦ to themost probable value,∼60◦,
increasesM2 by about a factor of two. As a rule, shift-
ing all the observed objects in Fig. 6 into the region
populated by the model systems would require us to
assign the observed systems quite probable orbital
inclinations of 20◦–30◦.

Several binary sdB stars with M companions
were discovered due to eclipses or reflection effects
in the closest systems with P � 0.25d. As we noted
above, companions with masses of 1.0 ± 0.2M� are
suspected in some systems with composite spectra,
but are absent among systems with known orbital
periods.

Since the number of model stars with white-dwarf
components is about a factor of 200 higher than the
number of systems with main-sequence companions,
we expect the overwhelmingmajority of new identified
and detected companions to helium subdwarfs to be
carbon–oxygen or helium white dwarfs. As we noted
above, the deficit of long-period model binaries may
be due to underestimation of the fraction of binaries
with stable first mass exchanges.

About 40% of the stars in the subsample of
helium stars limited by observational selection effects
are single. The mass spectrum of these stars is
shifted slightly toward higher masses compared to
the spectrum of the binary subdwarfs (Fig. 2). These
stars are probably related to sdB/sdO subdwarfs
whose atmospheres are enriched in He, and are
slightly hotter than sdB subdwarfs with hydrogen-
rich atmospheres. The location of these stars in the
log Teff− log g diagram is more similar to the tracks of
the merger products of helium dwarfs than to those
of single low-mass stars with helium cores and thin
hydrogen envelopes [61]. Note that the only sample
of 23 sdO stars that has been systematically explored
for binarity contains only one binary star [43]! The
dedicated study of binarity detection probability [43]
showed that the binary fraction in this sample is
actually close to only∼5%.

3.4. Final Evolutionary Stages of Close Binary Stars
with Low-Mass Helium Components

As we noted above, in the closest systems with
helium components, these stars may fill their Roche
lobes before the depletion of helium in their cores,
due to the loss of systemic angular momentum
via gravitational-wave radiation. The corresponding
orbital-period limits are plotted in Fig. 5 for the
typical white-dwarf masses MHe = 0.2M�, MCO =
0.6M�, and MONe = 1.3M�. If the conditions for
stable mass loss are fulfilled, AM CVn systems are
produced [62, 63]. The birth rate of such systems
in our model is �5 × 10−4 yr−1. A similar estimate
(�3 × 10−4 yr−1) was obtained in [64] for somewhat
different assumptions about the star-formation his-
tory and stellar evolution, but likewise using Eq. (5)
to describe the mass exchange in systems of main-
sequence stars with comparable component masses.
The evolution of AM CVn stars and their observed
features are considered in detail in [62–64]. If the
conditions for stable mass exchange are not fulfilled,
the merger of helium stars with carbon–oxygen or
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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oxygen–neon white dwarfs may result in the forma-
tion of R CrB stars [65].

After the depletion of the helium in their cores,
helium stars with masses �0.8M� turn into carbon–
oxygen white dwarfs of the same mass, almost
without any expansion. Close binary white dwarfs
are formed in this way (another scenario leads to
the formation of close binary white dwarfs through
case C mass exchange). If binary white dwarfs have
short enough orbital periods, they can merge due
to the loss of angular momentum via gravitational-
wave radiation on time scales less than Hubble time.
The corresponding limiting periods are shown in
Fig. 5. At present (March 2005), data on the orbital
periods of 19 close binary white dwarfs have been
published. Six of these systems (see, e.g., [66] and
Table 11 in [67]) have periods short enough for them
to merge over Hubble time, and one has a total
mass larger than the Chandrasekhar mass. If both
components of this system are carbon–oxygen white
dwarfs, the system may turn out to be a precursor
of a type Ia supernova [68–70]. Mergers of carbon–
oxygen and helium white dwarfs probably result,
not in SN Ia, but in “helium novae” [71, 72] or the
formation of R CrB stars [65]. Note that our model
predicts a merger rate for carbon–oxygen white
dwarfs with super-Chandrasekhar total masses of
0.0013 yr−1 slightly lower than the predicted Galactic
rate of SN Ia, which is equal to νSN Ia = 0.004 ±
0.002 yr−1 [73, 74] (based on the assumption that
the Milky Way has a value of νSN Ia equal to the
average for galaxies with morphological type Sb–Sbc
and a blue luminosity of LB = 2.3 × 1010LB�). The
theoretical and observational estimates of νSNIa can
be brought into better agreement by reducing αce

in (6) [23]. Of course, it is quite possible that white-
dwarf mergers are not the only mechanism for pro-
ducing SNe Ia (see, e.g., the review [75]): the numer-
ical relations between different evolutionary scenarios
that can potentially lead to SNe Ia explosions remains
a function of numerous population-synthesis param-
eters. However, our trial computations have shown
that reducing αce shifts the maximum of the distri-
bution of binary helium stars to orbital periods that
are “too low” when compared to the observational
values (Fig. 3). The situation will become clearer
when enough data on close binary helium stars and
white dwarfs have been accumulated.

4. CONCLUSION

We have modeled the population of low-mass he-
lium stars in the Galaxy assuming that all are formed
in close binary systems. We estimate their birth rate
to be 0.043 yr−1, their total number to be 4 × 106,
and the fraction that are binary to be 76%. These
ASTRONOMYREPORTS Vol. 49 No. 11 2005
estimates are in a good agreement with our analytical
estimates [17] and the estimates of Han et al. [22],
which were also obtained via a population-synthesis
analysis.

Low-mass helium stars are identified with ob-
served sdB/sdO subdwarfs. Analysis of observational
selection effects shows that the dominant factor in
formation of the observed ensemble of sdB/sdO stars
is the fact that the observed samples are limited to
relatively bright magnitudes (V � 16). The number
of helium stars with main-sequence companions ac-
cessible to observation is also limited by the fact
that the overwhelming majority of subdwarfs are far
brighter than their companions. All this reduces the
binarity rate in the model observed sample to 58%,
in agreement with observations. According to our
computations, in the observed population of binary
helium subdwarfs, the vast majority of the compan-
ions to helium stars are carbon–oxygen or helium
white dwarfs.

In our model, single low-mass helium stars are
predominantly produced by mergers of helium white
dwarfs. Since mainly low-mass dwarfs merge, single
helium subdwarfs have masses that are close to those
of the components of binaries. It is possible that some
fraction of merger products can be identified with sdO
subdwarfs, which have a very low rate of binarity,
according to the rather scarce existing data.

Our model assumes that all stars are formed in
binaries, but, despite this, we are able to explain quite
naturally the formation of helium stars as a conse-
quence of evolution in close binaries. In addition,
we can explain the binarity rate of low-mass helium
stars. That being said, Saffer et al. [59] separate
these stars into three groups based on observations
of radial velocities of subdwarfs. Features associated
with companions are absent from the spectra of stars
in the first group, and the radial velocities of these
stars are virtually constant. Features associated with
companions are also absent from the spectra of stars
in the second group, but radial-velocity variability in-
dicating orbital periods of∼1.0d is observed. Features
of cool companions are present in the spectra of stars
in the third group, with the radial velocities indicating
orbital periods of months or years. The percentages
of stars belonging to these three groups are 35, 45,
and 20%, respectively. The following phenomenolog-
ical interpretation has been proposed [59, 76]. The
stars of the first group are intrinsically single objects
that lost some of their mass not long before the
ignition of helium in their cores (see the scenario sug-
gested in [14]). The stars in the second group are bi-
naries that have passed through a common-envelope
stage and have invisible companions—M stars or
white dwarfs. The third group contains stars that have
passed through an interval of stable mass exchange
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in the red-giant stage. If the model proposed by Saffer
et al. [59, 76] obtains additional confirmation, based
on the derived orbital-period distribution of the stars,
estimated companion masses and selection effects
that define the ratios of different groups of stars, our
model for the population of low-mass helium stars
and analysis of the selection effects leading to the
observed sample of stars will require some revision.
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Abstract—The results of three-dimensional modeling of the flow structure in the classical symbiotic
system Z Andromedae are presented. Outbursts in systems of this type occur when the accretion rate
exceeds the upper limit of the steady-burning range. Therefore, in order to realize the transition from
a quiescent to an active state, it is necessary to find a mechanism capable of sufficiently increasing the
accretion rate on the time scales typical for outburst development. Our calculations provide support for a
mechanism for the transition from quiescence to outburst in classical symbiotic systems suggested earlier
based on two-dimensional calculations (Bisikalo et al., 2002). Our results show that an accretion disk
forms in the system for a wind velocity of 20 km s−1. The accretion rate for the solution with the disk is
∼22.5−25% of the mass-loss rate of the donor, which is∼4.5−5 × 10−8M� yr−1 for Z And. This value is
in agreement with the steady-burning range for the white-dwarf masses usually accepted for this system.
When the wind velocity increases from 20 to 30 km s−1, the accretion disk is destroyed and the diskmaterial
falls onto the accretor surface. This process is followed by an approximately twofold jump in the accretion
rate. The resulting growth in the accretion rate is sufficient so as to exceed the upper limit of the steady-
burning range, thus bringing the system into an active state. The time during which the accretion rate
is above the steady-burning value is in very good agreement with observations. Our analysis leads us to
conclude that small variations in the donor wind velocity can lead to the transition from disk accretion to
wind accretion and, as a consequence, to the transition from a quiescent to an active state in classical
symbiotic stars. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Symbiotic stars are characterized by peculiar
spectra in which molecular absorption bands—
features characteristic of cool giants—are present,
together with emission lines corresponding to high
excitation levels. The red and infrared spectra of
symbiotic stars are typical of cool giants, while they
are characterized by a very hot continuum in the
UV region. It is widely assumed that most symbiotic
stars are detached binaries consisting of a cool giant
and a white dwarf surrounded by a nebulosity [1].
The mass exchange in these systems is driven by the
stellar wind.
The goal of this paper is to examine classical sym-

biotic systems using of the best-studied representa-
tives of this class as an example—Z And. According
to analyses of its spectral energy distribution over
1063-7729/05/4911-0884$26.00
a wide range [2], the components of Z And have
the following characteristics. The cool M3.5III gi-
ant has a mass of ∼2M� and a radius of ∼100R�,
while the white dwarf has a mass of ∼0.6M�, a
radius of ∼0.07R�, and a temperature of ∼105 K.
The giant loses mass at a rate of∼2× 10−7M� yr−1.
The gas in the circum-binary envelope has an elec-
tron density of ∼2 × 1010 cm−3 and a temperature
of ∼1.5−8 × 104 K. The separation of the system
is 482R�, and the orbital period is 758 days. More
than 100 years of available observations demonstrate
that this star displays outbursts. The last of these
took place in 2000, and has been actively observed at
various wavelengths.
Based on the characteristics of their outbursts,

symbiotic stars can be divided into two types [3, 4].
The first includes so-called “classical symbiotics”
c© 2005 Pleiades Publishing, Inc.
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(e.g., Z And, AG Peg, AG Dra, CI Cyg, AX Per),
whose outbursts typically last a few months and have
amplitudes of 2–4m. A typical feature of such out-
bursts is the weakening of high excitation lines as
brightness increases. A detailed description of the be-
havior of these stars is given in [5, 6]. Symbiotic novae
(e.g., V1016 Cyg, V1329 Cyg, RS Oph, HM Sge)
show the second type of outburst, which are longer
and brighter; their energetics can even exceed those
of novae outbursts. The principal difference of these
outbursts from those of the first type is the increase
in ionization degree as brightness increases. The be-
havior of these stars during outburst is described
in [7–10]. Outbursts of the second type are similar to
slow classical novae outbursts [11, 12] (for differences
between symbiotic novae and slow classical novae
outbursts see [13]).
The most probable mechanism describing the ob-

servational manifestations of classical symbiotics and
symbiotic novae is thermonuclear burning on the
accretor’s surface (see, e.g., [6, 13]). It has been
shown [3, 14–17] that the process of thermonuclear
burning of hydrogen on a white-dwarf surface de-

pends strongly on the accretion rate
•
M accr [3]. Only,

in a narrow range of
•
M accr is steady hydrogen burning

possible [15, 18, 19]. The lower limit of this range is
given by the expression [16, 20]

•
M steady,min = 1.3 × 10−7

(
M

M�

)3.57

M� yr−1,

while the higher limit is given by [21, 22]
•
M steady,max = 6 × 10−7

(
M

M�
− 0.522

)
M� yr

−1.

For Z And, with M = 0.6M�, steady burning is

possible in the range 2.1 × 10−8M� yr−1 �
•
M accr �

4.7 × 10−8M� yr−1. If the accretion rate is below
this interval, thermonuclear burning depletes matter
faster than accretion can replenish it, bringing the
burning to a halt. Following this, hydrogen begins to
accumulate on the white-dwarf surface until the pres-
sure near the base of the hydrogen envelope reaches a
critical value and a hydrogen-shell flash occurs. The
bolometric luminosity increases by a factor of 10–100
over ∼1 year, and the star remains in an active state
for ∼10 years. The total duration of the outburst is
tens years, which corresponds to the nuclear time
scale. This is observed in symbiotic novae.

If for some reason
•
M accr becomes larger than

•
M steady,max, the accreted matter accumulates above
the burning shell and expands to giant dimensions.
This behavior is typical for classical symbiotic stars.
ASTRONOMYREPORTS Vol. 49 No. 11 2005
Though the bolometric luminosity stays constant, the
visual brightness increases by one to two magnitudes
and the effective temperature decreases. An optical
outburst develops on the thermal timescale. In accor-
dance with existing models for thermonuclear burn-
ing on white-dwarf surfaces [15, 20], small variations
in the accretion rate can lead to significant changes
in temperature with practically constant bolometric
luminosity. For a white dwarf with a mass of 1.2M�,
a change in the envelope mass of 4 × 10−7M� can
result in a 3m brightness increase [3]. This value
corresponds to the typical amplitude of the outbursts
in Z And.
Z And belongs to the classical symbiotics and,

in accordance with the accepted model, its accretion
rate in the quiescent state is in the steady-burning
range. For an outburst to develop, the accretion rate
must become large enough to reach a value above
the steady-burning range. Note that the time scale
for the increase in accretion rate should correspond
to the characteristic time for the development of the
outburst (∼100 days). Such behavior of the accretion
rate in a binary system is possible in the framework
of the mechanism proposed in [23] based on the re-
sults of two-dimensional (2D) gas-dynamical mod-
eling. The main idea of this mechanism is that even
small variations in donor-wind velocity can lead to
a change in the accretion regime from disk to wind
accretion. In the transition period, when the disk is
being destroyed, the accretion rate increases abruptly
and exceeds the upper limit of the steady-burning
range. The goal of our study was to attempt to realize
computations of such a mechanism using more a
realistic three-dimensional (3D) model.

2. THE MODEL

We carried out 3D numerical simulations in or-
der to study the gas-flow structure in the symbiotic
system Z And. The zero point of the coordinate sys-
tem was placed at the center of the accretor, and
the x-axis was directed along the line connecting
the centers of the components away from the mass-
losing star, the y-axis along the accretor’s orbital
motion, and the z-axis along the axis of rotation of the
binary system. The flow was described by a system of
Euler equations in the corotating coordinate frame:

∂ρ

∂t
+
∂ρu

∂x
+
∂ρv

∂y
+
∂ρw

∂z
= 0,

∂ρu

∂t
+
∂(ρu2 + P )

∂x
+
∂ρuv

∂y
+
∂ρuw

∂z

= −ρ∂Φ
∂x

+ 2Ωvρ,



886 MITSUMOTO et al.
∂ρv

∂t
+
∂ρuv

∂x
+
∂(ρv2 + P )

∂y
+
∂ρvw

∂z

= −ρ∂Φ
∂y

− 2Ωuρ,

∂ρw

∂t
+
∂ρuw

∂x
+
∂ρvw

∂y
+
∂(ρw2 + P )

∂z
= −ρ∂Φ

∂z
,

∂ρE

∂t
+
∂ρuh

∂x
+
∂ρvh

∂y
+
∂ρwh

∂z
= −ρu∂Φ

∂x

− ρv
∂Φ
∂y

− ρw
∂Φ
∂z

.

Here, u = (u, v,w) is the velocity vector, P the pres-
sure, ρ the density, h = ε+ P/ρ+ |u|2/2 the spe-
cific total enthalpy, E = ε+ |u|2/2 the specific total
energy, ε the specific internal energy, Ω the angular
velocity of binary’s rotation, and Φ(r) the force po-
tential.
In the standard definition, when only the gravita-

tional forces from point-mass components and cen-
trifugal force are taken into account, the force poten-
tial is given by

Φ(r) = − GM1

|r− r1|
− GM2

|r − r2|
− 1

2
Ω2(r− rc)2.

Here,M1 is the mass of the accretor,M2 the mass of
the donor, r1 and r2 the radius vectors of the com-
ponent centers, and rc the radius vector of the center
of mass of the system. This is the so-called “Roche
potential.” However, in our case, the additional force
responsible for accelerating the donor wind must also
be taken into account, thereby changing the form of
the potential.
Previous studies (e.g., [24–26]) have shown that

the general flow structure in a system whose com-
ponents do not fill their Roche lobes is defined pri-
marily by stellar-wind parameters. Since the gas-
acceleration mechanism is poorly known for cool gi-
ants, we imitate the radiation pressure by reducing
the gravitational attraction force of the donor by a
factor of (1 − Γ).
Thus, the modified force potential becomes

Φ(r) = −(1 − Γ)
GM2

|r − r2|
− GM1

|r− r1|

− 1
2
Ω2(r− rc)2.

We closed the system using the perfect gas equa-
tion of state:

P = (γ − 1)ρε.

The adiabatic index was taken to be γ = 1.01,
which corresponds to a value close to the isothermal
case [27–29].
We adopted the parameters of Z And for the binary
system. In our numerical simulations, all the variables
were put in dimensionless form by normalizing the
length to the separation of the two stars, A, and
the time to Ω−1, so that velocities were normalized
by AΩ. The density was normalized to the value at
the surface of the mass-losing star.
The method of computational fluid dynamics is

described in [30] and details are explained in [31,
32]. We use a simplified flux-vector splitting (SFS)
finite volume scheme to discretize the Euler equation
(the description of the SFS is given in the Appendix
of [31]).
We assumed symmetry about the orbital plane,

and therefore only computed the upper half-space
of the computational domain, which is −2 < x < 1,
−1.5 < y < 1.5, 0 < z < 1.0. The region is divided
into 253× 253× 85 cells. The inner numerical bound-
ary surrounding the mass-losing star is represented
by an equipotential surface with mean radius R2n

(we set the numerical boundary at a slightly larger
radius, R2n = 101R�, rather than R2). The radius of
the accreting star is too small to fit in our numerical
grid, and so is represented by one cell.
The cells just inside the inner numerical boundary

around the mass-losing star are assumed to be filled
by gas with dimensionless density ρ2 = 1, dimen-
sionless sound speed cs = 0.178 (corresponding to
T2 = 3200 K), and a dimensionless speed normal to
the surface V . The real normal velocity of the gas
at the numerical boundary is determined by solv-
ing the Riemann problem between the cells adja-
cent to the inner boundary surface. The cell repre-
senting the accreting star and just outside the outer
numerical boundary are filled by gas with density
ρ0 = 10−9, pressure p0 = 10−8/γ, and three veloc-
ity components u0 = v0 = w0 = 0. This assumption
does not mean that accretion onto the accreting star
or escape from the computational domain do not
occur. The velocity of the gas at the boundaries is
computed by solving Riemann problems. At the initial
stage, t = 0, apart from the region inside the inner
boundaries, the computational domain is assumed to
be filled by gas with ρ0 = 10−9, p0 = 10−8/γ, and
u0 = v0 = w0 = 0. This gas is gradually replaced by
gas supplied from themass-losing star. We computed
up to a few rotational periods, generally long enough
for the system to reach a quasi-steady state.

3. RESULTS

The velocity of the donor wind in Z And is
∼25 km s−1 [2]. It is supposed in the considered
mechanism that, an accretion disk will form in the
case of slightly lower velocities, while the disk will be
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 1.Density contours and velocity vectors in the equa-
torial plane of the system for the case Vw = 20 km s−1

and Γ = 0.94. The empty circle centered at (−1, 0) cor-
responds to the donor (radius of the circle is equal to
the donor’s radius), and the diamond at (0, 0) marks the
accretor.

destroyed and a wind-accretion type of flow will occur
for slightly higher values. To check the applicability
of the proposed mechanism, numerical simulations
for velocities of 25 ± 5 km s−1 were carried out.1)

Calculations for a wind velocity of Vw = 20 km s−1

were necessary to study the possible formation of a
disk in the system, to estimate the accretion rate, and
to check if the accretion rate was indeed within the
limits of the steady-burning range. Calculations for
Vw = 30 km s−1 were conducted in order to obtain the
parameters of the flow structure in the system without
a disk. To answer questions concerning processes
taking place after the change in wind velocity—
such as whether the disk will be destroyed, how the
accretion rate will grow, whether the accretion rate
will exceed the upper limit of the steady-burning
range—calculations with the wind-velocity jump
20 → 30 km s−1 were carried out.
The results of our numerical modeling showed

that, for a wind velocity of Vw = 20 km s−1 and values
of the parameter Γ ∈ [0.85; 0.95], a steady accretion
disk forms in the system. Figures 1 and 2 show
the flow structure for the case Vw = 20 km s−1 and
Γ = 0.94. Density contours and velocity vectors in

1)Small variations of the wind velocity within ±5 km s−1 can
be easily explained by the activity of the giant [4].
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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Fig. 2. Same as Fig. 1 in the vicinity of the accretor.

the equatorial plane of the system are presented for
the entire computational domain (Fig. 1) and for the
area near the accretor [−0.5A . . . A] × [−A . . . 0.5A]
(Fig. 2). The results of the calculations are presented
at the time t ∼ 5Porb, when a steady regime is already
established in the system. These results show that,
with this wind velocity, a bow shock and an accretion
disk with radius approximately 50−60R� form in the
system. Note that two spiral density waves are seen in
the accretion disk. In this solution, the accretion rate
is∼22.5−25% of the matter lost by the donor. Similar
values of the accretion efficiency for a solution with
an accretion disk were obtained by Mastrodemos and
Morris [33] for detached binaries. For Z And, whose
mass-loss rate is estimated to be∼2× 10−7M� yr−1,
the accretion rate will be ∼4.5−5 × 10−8 M� yr−1,
corresponding to the steady-burning range (near the
upper limit).

As we can see, due to the influence of the pres-
sure gradient and the presence of spiral shocks, the
disk structure is far from a conventional Keplerian
disk. Since we used the full set of Euler equations,
including an advection term in the energy equa-
tion, the obtained flow structure is more similar to
advection-dominated disks, as discussed by Walder
and Folini [34]. Of course, the system of Euler
equations with the adiabatic energy equation does
not incorporate viscous heating or radiative cooling,
but the numerical viscosity and the choice of an
adiabatic index γ close to unity do provide an implicit
account of these processes. Thus, we believe that our
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Fig. 3.Density contours and velocity vectors in the equa-
torial plane of the system for the case Vw = 30 km s−1

and Γ = 0.94. All notate is the same as in Fig. 1.

mathematical model adequately describes the physics
of accretion disks.
The solution with wind velocity Vw = 30 km s−1

is presented in Figs. 3 and 4. Just as in Fig. 1, den-
sity contours and velocity vectors are presented for
the entire computational domain (Fig. 3) and for the
area near the accretor [−0.5A . . . A] × [−A . . . 0.5A]
(Fig. 4). The situation presented corresponds to a
time when the steady regime has already been estab-
lished. Analysis of these results shows that, when the
wind velocity equals 30 km s−1, the conical shock is
close to the accretor, and does not leave any room
for the formation of a disk. In this solution, a wind-
accretion type of flow rather than disk accretion oc-
curs, with the accretion rate being ∼11−13% of the
matter leaving the donor surface. Similar flow struc-
tures were obtained in 3D simulations performed by
Dumm et al. [35]. According to their results, the
accretion efficiency was 6% in the case of wind ac-
cretion.
Analysis of the results presented above leads us to

conclude that even a small change in the donor-wind
velocity (within ±5 km s−1 about the observed value,
25 km s−1) leads to changes in the flow structure and
accretion regime; namely, to a transition from disk- to
wind-accretion flow. To consider the transition be-
tween these two regimes after the wind-velocity in-
crease, we took the stationary solution for the case the
velocity of 20 km s−1 after∼5Porb from the beginning
of the calculations (the situation presented in Figs. 1
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Fig. 4. Same as Fig. 3 in the vicinity of the accretor.

and 2) then raised the velocity to 30 km s−1. After
the increase in wind velocity at the inner boundary,
the flow structure changes, evolving from a state with
an accretion disk to the state with a conical shock
(presented in Figs. 3 and 4). Let us consider the
flow restructuring: at time 0.17Porb (∼133 days) after
the wind-velocity change, matter moving with the
increased velocity reaches the vicinity of the accretor,
namely, the bow shock located in front of it. The
wind then continues to move further, crushing the
accretion disk and making the matter of the disk fall
onto the accretor surface. A snapshot of this flow
rearrangement is presented in Fig. 5. The area size
and all the notations are the same as in Figs. 2
and 4. This situation corresponds to ∼180 days after
the wind-velocity increase. Note that studies of the
transition period are limited in the framework of this
model. After the accretion-rate jump, the adopted
boundary conditions at the accretor change, and the
model no longer describes the real physical situa-
tion. Accordingly, the presented calculations of the
flow-rearrangement period are correct only in the first
stages.

The behavior of the accretion rate with time is
shown in Figs. 6 and 7. The time that has passed
from the beginning of the calculations in units of t =
Porb/2π is shown on the horizontal axis. The accre-
tion rate is given in dimensionless units.2) Starting

2)In these units the donor mass-loss rate is equal to 0.355 for
the solution with a disk and 0.535 for the solution with a
conical shock.
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 5. Density contours and velocity vectors in the area
near the accretor ∼180 days after the wind-velocity in-
crease from 20 to 30 km s−1.

from the time when the matter with increased veloc-
ity reaches the vicinity of the accretor, the accretion
rate begins to grow, and reaches its maximum after
approximately 0.06Porb (∼47 days). The maximum
accretion rate is a factor of 2–2.2 higher than in the
case of disk accretion.

As is shown above, for an accretor with
mass 0.6M�, the ratio of the upper and
lower limits of the steady-burning range is
•
M steady,min/

•
M steady,max ≈ 2.2. For a white dwarf with

mass 0.55M� (the value given in [4]) an increase
of only 10% should be enough to exceed the upper
limit. Thus, the approximately twofold accretion-rate
growth obtained in our calculations is large enough
to change the system from a quiescent to active state.

Analysis of the data presented in Figs. 6 and 7
shows that the time for the full destruction of the disk
is ∼180 days. The time during which the accretion
rate exceeds the upper limit of the steady-burning
range should correspond to the time scale for the
development of the outburst. If we suppose that the
limit of the steady-burning interval is exceeded when
the accretion rate increases by a factor of 1.5, the time
during which accretion rate is above this value will be
approximately 100 days, and ∼2 × 10−8M� will be
accreted during this time.
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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4. CONCLUSIONS

Outbursts in classical symbiotic stars occur when
the accretion rate becomes greater than the upper
limit of the steady-burning range. A transition from
the quiescent to active state requires an increase in
the accretion rate over a fairly long time interval,
corresponding to the characteristic time required for
development of an outburst (∼100 days). Earlier [23],
a mechanism providing the required accretion-rate
increase in such a system was proposed based on
2D calculations. In this mechanism, even small
changes in the donor wind velocity are sufficient
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to bring about a change in the accretion regime.
During the transition from disk to wind accretion,
the accretion disk is destroyed and the wind with
increased velocity causes the disk matter to fall onto
the accretor surface. Analysis of the 2D calculations
showed that, during this process, the growth of the
accretion rate was enough for the accretion rate to
exceed the limits of steady burning, leading to the
development of an outburst.
To elucidate whether this mechanism can operate

in observed astrophysical objects, we carried out gas-
dynamical modeling of the flow structure in the clas-
sical symbiotic system Z And using a more realistic
3D model. The obtained results lead to the following
conclusions.
(1) With a donor-wind velocity of 20 km s−1 and

Γ = 0.85−0.95, an accretion disk forms in the sys-
tem. The accretion rate for the solution with a disk is
∼22.5−25% of the matter lost by the donor.

(2) If the wind velocity is 30 km s−1, the accretion
disk disappears and a conical shock forms. The accre-
tion rate for this case is ∼11−13% of the matter lost
by the donor.
(3) These two solutions show that even a small

change in the donor-wind velocity (±5 km s−1 from
the observed value 25 km s−1 [2]) leads to changes in
the flow structure and the accretion regime; namely,
to a transition from disk accretion to wind accretion.
(4) In the proposed mechanism, the solution with

an accretion disk should correspond to the quies-
cent state of the system. According to our results,
the accretion rate in this case is ∼22.5−25%. Thus,
for Z And, whose mass-loss rate is estimated to
be ∼2 × 10−7 M� yr−1, the accretion rate will be
∼4.5−5 × 10−8M� yr−1, in good agreement with
the steady-burning interval for the most probable for
Z And white-dwarf masses.
(5) In our solution where the wind velocity in-

creases from 20 to 30 km s−1, the accretion disk is
destroyed and the matter it contained falls onto the
accretor surface.
(6) A detailed study of the accretion-regime

change after the wind velocity increase indicates that
the destruction of the disk is followed by a jump in the
accretion rate. Themaximum accretion rate is a factor
of ∼2−2.2 higher than the initial value. As was noted
above, the steady-burning range is fairly narrow, and,
if the accretor mass is 0.6M�, an increase of the
accretion rate by a factor of 2.2 is, clearly, enough
for this rate to exceed the upper limit of this range.
The results of our calculations yield an accretion-
rate increase that is large enough to put the system
outside the steady-burning range and move it into the
active state.
(7) The time during which the accretion rate is
above the steady-burning range should correspond
to the outburst development time, which is approxi-
mately 100 days for Z And. According to our results,
the time for the complete destruction of the disk is ap-
proximately∼180 days. If we assume that the system
leaves the steady-burning range after the accretion
rate has increased by a factor of 1.5, the correspond-
ing time will be ∼100 days, in good agreement with
observations.
(8) The typical amplitude of the outbursts in ZAnd

is ∼3m. For a white dwarf with mass 1.2M�, such a
brightness increase is provided by an envelope mass
of ∼4 × 10−7M� [3]. The envelope mass in our cal-
culations is smaller, ∼10−8M�.3) It is obvious that
a correct comparison of the envelope masses, calcu-
lations of thermonuclear burning on the surface of a
white dwarf with a mass equal to that of the accretor
in Z And are required. Moreover, it is necessary to
take into account the asymmetry of the accretion.
Unfortunately, we are not aware of any studies where
such estimations were made, and the question of
the envelope mass remains open. Given an accretion
rate corresponding to the upper limit of the steady-
burning range and a typical time for an outburst of
∼1/3 year, the envelope mass should not significantly
exceed ∼10−8M�, in good agreement with our re-
sults.
Analysis of the results presented here leads us

to our main conclusion that the transition from the
quiescent to the active state in symbiotic stars may be
associated with a change in accretion regime (a tran-
sition from disk to wind accretion), as a result of
modest variations in the donor wind velocity.
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Abstract—We have carried out three-dimensional hydrodynamical modeling of the process of circulariza-
tion in close binary systems with fully convective components that are close to filling their Roche lobes.
The computations are based on the smooth-particle (SPH) method and were carried out for the case
of eccentricities less than 0.1 on the dynamical time scale. We find that the circularization time in such
systems should be of the order of hundreds of orbital periods. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The observations of close binary systems general-
ized and interpreted in [1, 2] provide evidence for the
following relationships.

(1) The eccentricities e of close binaries increase
in proportion to their orbital periods P and decrease
with an increase in the ratio of their equivalent radii to
semimajor axes.

(2) Close binaries consisting of low-mass stars
(with the total mass of the components lower
than 4M�) that are younger than 109 years and have
ratios of their equivalent radii and semimajor axes
∼0.2 display zero eccentricity.

(3) For all close binaries, the transition period
is Ptr ∼ 3d: a system with P < 3d has eccentricity
e = 0, while a system with P > 3d has eccentric-
ity e �= 0.

In basic studies dedicated to circularizationmech-
anisms (see, for example, [3–5]), it is suggested that
the frequency σ of the perturbation function is small
compared to the frequency associated with the free-
fall time for the star [3]. We denote the ratio of these
frequencies

KZN =
σ2R3

GM
� 1, (1)

where M is the mass, G the gravitational constant,
and R the radius of the star. Thus, errors in the
method increase in proportion to R3 (or in inverse
proportion to the average density).

Here, we derive an independent estimate for the
circularization time for close binaries with low-mass
components that are close to filling their Roche lobes
and periods close to the transition period, assuming
1063-7729/05/4911-0892$26.00
that the components are fully convective. This as-
sumption is completely justified for low-mass proto-
stars [6]. We chose the parameters of the binary so
thatKZN ∼ 0.1; in this case, calculations made with
classical methods [3–5] can yield large errors.

In the early stages of their evolution, stars display
dramatic variations in size and structure. It is obvious
that these variations should affect the parameters of
a binary, in particular, its orbital angular velocity. Let
us consider close binaries in which the mass of the
primary component is M1 = 0.80M�, the mass of
the secondary is M2 = 0.57M�, the effective radius
of the primary is R1 = 4.33R�, the effective radius
of the secondary is R2 = 3.80R�, the distance be-
tween the centers of mass of the components isAK =
11R�, and the Keplerian period is PK = 3.615d. Us-
ing this example, we will estimate the effect of small
variations of the orbital angular velocity on the sys-
tem’s evolution.

2. MATHEMATICAL TECHNIQUE

Essentially, numerical methods of hydrodynamics
may be divided into two groups, according to their
description of motions. The first group is represented
by the methods developed by Euler, and the second
group, by the method of Lagrange. Both groups
display certain advantages and disadvantages. La-
grangian methods are physical, but are not correct
in the case of large deformations. Eulerian methods
are good for large deformations, but display substan-
tial errors in mass-transfer calculations. Methods
combining elements of both the Euler and Lagrange
approaches also exist, but are very complicated due
to the need to transform the Euler parameters into
their Lagrangian equivalent. Here, we used the purely
Lagrange-type method of smoothed particle hydro-
dynamics (SPH) [7, 8], which is able to describe
c© 2005 Pleiades Publishing, Inc.
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processes involving large deformations. The SPH
method does not require any grid, which makes
it convenient for modeling asymmetrical events in
astrophysics. In some cases, the SPH method takes
a smaller computational time than other techniques.

The basic idea of the SPH method is that any
physical parameter can be expressed through a set of
its values at distributed points (particles). A parame-
ter can be specified as

As(r) =
∫

A(r′)W (r − r′, h)dr′, (2)

where the integration is carried out over the entire
volume, h is the carrier, andW (r, h) is the core, which
satisfies the conditions∫

W (r − r′, h)dr′ = 1,

lim
h→0

W (r − r′, h) = δ(r − r′).

In practice, the integral (2) is replaced by the summa-
tion [9]

As(r) =
N∑

i=1

mi
A(ri)
ρ(ri)

W (|r− ri|, h),

where mi is the mass of the ith particle and ρ(ri) is
the density at the point ri.

The basic equations of hydrodynamics for an ideal
media are the mass-conservation equation (or conti-
nuity equation)

∂ρ

∂t
+ ∇ · (ρv) = 0, (3)

the internal-energy equation

ρ
∂u

∂t
+ ρ(v · ∇)u + P∇ · v = −F, (4)

and the equation of motion

∂v
∂t

+ (v · ∇)v = −1
ρ
∇P −F, (5)

where v is velocity, P is pressure, u is internal en-
ergy, F is outer forces, and F is a function taking
into account all possible nonadiabatic processes of
absorption and energy release.

It is convenient to use the following equation of
state to complete the system (3)–(5):

P = Kργ ,

where γ is the adiabatic index and K is the entropy
constant. The energy equation can then be replaced
by the equation for the entropy constant:

ρ
∂K

∂t
+ ρ(v · ∇)K = −γ − 1

ργ
F .
ASTRONOMYREPORTS Vol. 49 No. 11 2005
Wewill assume that the only origin of variations of
the entropy constant is viscosity. Assuming that the
components are fully convective and their matter is
fully ionized, we can use the adiabatic index γ = 5/3.

Let us now present approximate forms of the hy-
drodynamical equations in the SPH method, where
the continuity equation can be written in two ways [9]:

ρ(r) =
N∑

i=1

miW (|r− ri|, h) (6)

or

dρ(r)
dt

=
N∑

i=1

mi(v − vi) · ∇W (|r− ri|, h). (7)

Here, we have used (6), since (7) does not ensure
exact conservation of mass.

The equation of motion for a particle is [9]

dvi

dt
= −

N∑
j=1

mj

(
Pi

ρ2
i

+
Pj

ρ2
j

)
·∇W (|ri − rj |, h) (8)

−G
N∑

j=1

M(rij)
r3
ij

r̂ij + Fvisc,i,

where M(rij) is the mass within a sphere with its
center at rj and with radius rij :

M(rij) = 4πmi

rij∫
0

r2W (r, h)dr,

rij = |ri − rj |, r̂ij =
ri − rj

rij
.

The third term in (8) accounts for the forces of vis-
cosity. We use the following form for the artificial
viscosity [10]:

Fvisc,i =
N∑

j=1

Πijmj∇iW (rij , h)dr,




Πij = −
αµijcij +βµ2

ij

ρij
, (vi − vj)·(ri − rj) > 0,

Πij = 0, (vi − vj) · (ri − rj) < 0,
(9)

µij =
h(vi − vj) · (ri − rj)

r2
ij + ε2h

,

cij = 0.5(ci + cj),
ρij = 0.5(ρi + ρj),

where ci is the speed of sound at point ri, and α, β,
and ε are constants matched in solutions of standard
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Fig. 1. Initial (a, b) and final (c, d) distributions for the density and particles, respectively. The distance is given in units of AK,
and the density in units of the average density; γ = 5/3, N = 500.
problems (α = 0.5, β = 1, and the parameter ε, which
is needed to prevent division by zero in (9), is usu-
ally taken to be small; in this study, ε = 0.001). We
use this expression for the artificial viscosity because
it yields zero viscosity for solid-body rotation and
ensures conservation of angular momentum. In the
SPH method, the equation for the entropy constant
can be written in the form [11]

dKi

dt
=

γ − 1

2ργ−1
i

N∑
j=1

Πijmj(vi − vj) · ∇iWij.
Using different cores in the SPH is analogous to
using various difference schemes in finite-difference
methods. We use the Gaussian core

W (r, h) =
exp(−r2/h2)

π3/2h3
,

since it provides SPH equations with a simple physi-
cal interpretation. In addition, this core makes it pos-
sible to achieve higher accuracy compared to other
cores [9].
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Thus, the system of equations to be solved is


ρi =
∑N

j=1 mjW (rij , h),
dvi

dt
= −

∑N
j=1 mj

(
Pi

ρ2
i

+
Pj

ρ2
j

)

×∇W (|ri − rj |, h)

−G
∑N

j=1

M(rij)
r2
ij

r̂ij + Fvisc,i,

dKi

dt
=

γ − 1

2ργ−1
i

∑N
j=1 Πijmj(vi − vj) · ∇iWij ,

Pi = Kiρ
γ
i .

(10)

System (10) was integrated using the scheme

ṽ1/2 = v0 +
∆t

2
f0, r̃1/2 = r0 +

∆t

2
v0,

ρ1/2 = ρ(r̃1/2),

f1/2 = f(r̃1/2, ṽ1/2, ρ1/2, . . .),

v1/2 = v0 +
∆t

2
f1/2, r1/2 = r0 +

∆t

2
v1/2,

r1 = 2r1/2 − r0, v1 = 2v1/2 − v0,

where the subscripts denote the number of the inte-
gration step; f is the total acceleration of the particle.

The time step was selected so that it was smaller
than the time needed for a sound wave to cover a
distance equal to the carrier of the core (the Currant–
Friedrichs–Levy condition):

hi

∆t
≥ ci,
ASTRONOMYREPORTS Vol. 49 No. 11 2005
where ci is the speed of sound. The optimum time step
for SPH is [9, 10]:

∆t2 = min
i

(
hi

ci + αci + β maxi |µij |

)
,

∆t1 = min
i

(hi/fi)
1/2 ,

∆t = 0.25 min(∆t1,∆t2),

where fi is the acceleration of the ith particle.

3. PREPARATION OF THE INITIAL DATA
FOR CALCULATIONS

Solution of the differential equations (10) is speci-
fied by the selection of initial conditions. We specified
all models at the initial time so that the close-binary
components have the same distance between their
centers of mass, display the same internal structure,
and are close to hydrostatic equilibrium. The only
parameter that varies from model to model is the
initial velocity of the components. A restriction on the
number of varying parameters is required due to the
complexity of the problem.

The specification of the initial conditions may be
tentatively divided into three stages.

(1) Modeling the internal structure for each com-
ponent treated as a polytropic star in equilibrium,
without taking into account rotation and tidal defor-
mations.

(2) Taking into account the intrinsic rotation and
tidal deformations for each component assuming that
the other component can be treated as a point mass.

(3) Construction of initial conditions using the
model components obtained at previous stages.
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In the first stage, we must find the mutual lo-
cations of the particles for which the conditions of
hydrostatic equilibrium are fulfilled for a specified core
carrier h, entropy constantK, massM , radiusR, and
adiabatic index γ. The entropy constant may be taken,
for example, from [12], or calculated using the well-
known expression [13]

K = NnGM2−γR3γ−4,

where R is the radius of the polytropic star (or its
effective radius if the star is a binary component).
Since the entropy constant is the same for the total
volume, the equation for the entropy constant can
be excluded from the system (10), and the viscosity
terms can be excluded from the equation of motion.
In addition, in order to model the dissipation of kinetic
energy, a damping constant should be introduced into
the equation of motion [8]. Equation (10) can then be
written in the form



ρi =
M

N

∑N
j=1 W (rij , h),

Pi = Kργ
i ,

dvi

dt
= −Γ

dri

dt
−Kγργ−2

i ∇ρ

−G
∑N

j=1

M(rij)
r2
ij

r̂ij,

(11)

where Γ is the damping constant. In this case, all
particles have the same mass and core carrier, which
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 5. Time variations of the (a) semimajor axis, (b) eccentricity, distances between the centers of mass of the components
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1.015 (V), 1.010 (VI). The vertical axes are in units of AK.
somewhat degrades approximation, but substantially
decreases calculation time.

In the first stage, calculations begin with spec-
ifying the initial conditions, which can be chosen
arbitrarily. We assumed zero initial velocities for
ASTRONOMYREPORTS Vol. 49 No. 11 2005
the particles and assigned them random positions
with the dispersion σr = 0.5 (Fig. 1). The damp-
ing parameter was selected to be in the interval
0.5 < Γ < 1. Figure 1 displays the result of integrat-
ing system (11), while Fig. 2 shows how hydrostatic
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Table 1. Eccentricity e0 and semimajor axis A0 at time
t = 0, together with the factorB in (14) and circularization
time tcirc for models from the first and second groups

kω e0 A0/AK B tcirc, days

1.050 0.088 1.092 0.0013 757

1.040 0.066 1.070 0.0017 578

1.030 0.040 1.046 0.0021 474

1.020 0.019 1.023 0.0026 379

1.015 0.009 1.011 0.0030 338

1.008 0.007 0.994 0.0072 138

1.005 0.001 0.965 0.0113 89

1.005∗ 0.001 0.965 0.0075 133
∗ Calculated parameters of the artificial viscosity (α = 0.05,
β = 0.1) are an order ofmagnitude smaller than those in the other
models (α = 0.5, β = 1).

equilibrium is reached for two different damping
parameters Γ.

In the second stage, the effects of the stellar ro-
tation and tidal deformations are taken into account.
Mutual particle positions for which the conditions of
hydrostatic equilibrium are fulfilled must be found,
taking into account external forces and rotation. We
assumed solid-body rotation and took the gravita-
tional potential of one of the components (which we
will call the companion) to be that of a point mass.

Let the coordinate origin be at the center of mass
of the distributed component M . The mass of the
companion is Mp, the distance between their centers
of mass is A, the OX axis is directed towards the
companion, and the OZ axis is directed in the di-
rection of rotation. In this case, system (10) can be
written 



ρi =
M

N

∑N
j=1 W (rij , h),

Pi = Kργ
i ,

dvi

dt
= −Γ

dri

dt
−Kγργ−2

i ∇ρ

−G
∑N

j=1

M(rij)
r2
ij

r̂ij

− Ω × (Ω × (ri − rcm))

−GMp
ri − rmp

|ri − rmp |3
,

d

dx

dv
dt

∣∣∣∣∣
(0,0,0)

= 0,

(12)
where rcm is the position vector of the system’s cen-
ter of mass and rmp is the position vector of the
companion.

The last equation of system (12) is used to de-
termine the rotational angular velocity Ω, since Ke-
pler’s third law is not valid for a distributed mass.
Figure 3 presents the ratio of the angular velocity
derived from (12) and the Keplerian angular velocity
(which wewill denoteΩK) as a function of the reduced
massM/(M +Mp) and the Roche-lobe filling factor.
We used the solution resulting from the integration
of system (11) as the initial conditions for integrating
system (12) (Fig. 1). The damping constant can be
the same as in the solution of (11). This procedure
is applied to both components. Figure 4 presents
the result of integrating system (12) for the case
considered.

In the third stage, we construct model close bi-
naries from the models of the components described
above, transforming coordinates and specifying the
initial velocity for each particle. For the secondary
component,

ri = ri + rcm1 , vi = Ω × ri,

i = 1 . . . N,

and for the primary

ri = ri + rcm2 , vi = Ω × ri,

i = N + 1 . . . 2N,

where rcm1 and rcm2 are the centers of mass of the
primary and secondary. The initial angular velocity of
rotation Ω was specified relative to ΩK:

Ω = kωΩK, (13)

where kω is a parameter specifying the initial velocity
of the components in units ofΩK. Further, we will use
the parameter kω instead of the initial angular velocity.

4. CALCULATIONS AND RESULTS

In total, we constructed 14 models, with the pa-
rameter kω varied in the interval 0.95 < kω < 1.05.
In all the models, the distance between the centers
of mass was A = 11R� at the initial time. The ratio
of the frequency of the perturbing function (using the
Keplerian period) and the frequency associated with
the free-fall time was KZN = 0.107 for the primary
andKZN = 0.104 for the secondary.

The value kω � 1.01 corresponds to initial condi-
tions for which the state of the binary components
is close to hydrostatic equilibrium, and their orbital
parameters do not vary substantially with time. This
value of kω corresponds to an angular velocity ex-
ceeding that velocity derived from the solution of sys-
tem (12) for each of the components. For the pri-
mary, the ratio of the angular velocity derived from
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 6. (a) Semimajor axis, (b) eccentricity, and distances between the centers of mass of the components at (c) apastron
and (d) periastron as functions of time for models with 1.005 ≤ kω ≤ 1.010: kω = 1.010 (curve I), 1.0075 (II), 1.005 (III).
In graph (b), the dotted curve corresponds to the limiting eccentricity obtained from observations [14]. The vertical axes are in
units of AK.
the solution of (12) and the Keplerian angular velocity
of rotation is Ω/ΩK = 1.005, while Ω/ΩK = 1.008 for
the secondary (Fig. 3). This is due to the fact that the
solution of (12) treated one of the components as a
point mass.

Models of the selected binary can be divided into
four groups, according to the characteristic varia-
tion of their basic parameters with time. Within each
group, small variations of kω result in smooth varia-
tions in the solutions of (10), providing evidence for
the correctness of the calculations.

The first group includes models with kω > 1.01,
which corresponds to the initial condition for which
the binary components move along elliptical orbits
as they pass through periastron. For all models from
the selected interval of kω, both the semimajor and
semiminor axes increase with the time, while eccen-
ASTRONOMYREPORTS Vol. 49 No. 11 2005
tricity decreases (Fig. 5). For both components, the
intrinsic angular momenta decrease, while the orbital
angular momentum increases.

Table 1 presents the approximation for the eccen-
tricity as a function of time using the formula

e = e0 exp(−Bt) (14)

The advantages of (14) are its simplicity and trans-
parency. Physically, factor B in (14) is simply the
damping coefficient. Using the definition of the cir-
cularization time [4]

1
tcirc

= −1
e

de

dt

and (14), we obtain for the circularization time

tcirc = 1/B. (15)
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Table 1 presents the circularization times calculated
from (15).

We estimated the circularization time for the con-
sidered system using [4]:

1
tcirc

= 21
λcirc
tf

q(1 + q)
(
R

A

)8

,

λcirc = 0.048

√
320

320 + (Ωtf/π)2
,

tf =
[
MR2

L

]1/3

,

(16)
where q = M/Mc is themass ratio,M the mass of the
companion (treated as a point mass), Mc the mass
of the considered component, and L the luminosity.
If the secondary is assumed to be a point mass, the
circularization time calculated from (16) is tcirc =
2.7× 106 days. When the primary is treated as a point
mass, tcirc = 1.9 × 106 days.

The second group includes models with 1.005 <
kω < 1.01, which corresponds to initial conditions for
which the binary components move along elliptical
orbits as they pass through apastron. For models
with initial conditions in this interval, the semima-
jor axis and eccentricity gradually decrease (Fig. 6).
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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The intrinsic angular momenta of both the secondary
and primary increase, as well as the orbital angular
momentum. Against the background of the general
variations of the semimajor axis, the amplitude of the
periodic variations exceeds that of the models with
kω > 1.01. This is due to the increase in the ratio
of the effective radius of the components and the
semimajor axis; i.e., to the increase of the contribution
of the asphericity of the components.

The third group contains models with 0.96 < kω <
1.005, which corresponds to initial conditions for
which the binary components move along elliptical
orbits as they pass through apastron. For these
models, the decrease in the semimajor axis results
in overflow of the secondary’s Roche lobe and mass
exchange. In the stage preceding the mass exchange,
the semimajor axis and eccentricity decrease. The
ASTRONOMYREPORTS Vol. 49 No. 11 2005
orbital angular momentum decreases, while the in-
trinsic angular momenta of the components increase.

In order to calculate the system parameters in the
stage of mass exchange, it was necessary to catego-
rize the matter according to the component to which
it belonged. To this end, at the initial time, particles
were distinguished according to the component to
which they were ascribed. For each particle, during
the integration, we calculated the number of adjacent
particles within a volume corresponding to a sphere
with radius h. If the number of particles ascribed
to the same component as the current particle was
smaller than the number of particles ascribed to the
other component, the “affiliation” of the current par-
ticle was changed.

This calculation procedure is very simple; how-
ever, as a result, the basic curves become piecewise



902 KARETNIKOV, SIROTKIN

 

–1.5

–1.5–2.0 –1.0 –0.5 0 0.5 1.0 1.5 2.0

 

X

 

–1.0

–0.5

0

0.5

1.0

1.5

2.0
(c)

 
Y

 

–1.5

–2.0

–1.0

–0.5

0

0.5

1.0

1.5

2.0
(‡)

 
Y

 

(b)

–1.5 –1.0 –0.5 0 0.5 1.0 1.5 2.0

 

X

 

(d)

–2.0
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(the distance between the centers of mass of the components is 1.52 AK, e = 4 × 10−2) and (c, d) kω = 0.95 at time t = 2.5d.
smooth. In addition, this method can be used to cor-
rectly model mass exchange with ∆M >
(M1 + M2)/2N , which restricts the range of prob-
lems that can be solved (this method was initially
suggested as a Lagrange technique making it pos-
sible to describe large deformations [9]).

We do not consider the mass transfer in detail
here; however, the results obtained can be used in
detailed studies of binaries withmass exchange on the
dynamical time scale.

The mass exchange lasts for fewer than ten initial
orbital periods. The width of the flow is comparable
to the size of the secondary (Fig. 7). The mass ex-
change results in an increase of the eccentricity and
semimajor axis (Figs. 8, 9). The intrinsic angular mo-
mentum of the secondary decreases, while that of the
primary increases, and the orbital angular momentum
decreases. The eccentricity can double relative to its
initial value in the course of the mass transfer (Fig. 8,
Table 2). After the mass exchange, the rotational an-
gular velocity of the primary exceeds the orbital angu-
lar velocity. As a result, the primary begins to trans-
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Table 2.A0,Ats, and Ate at t = 0 and at the onset of and after the mass exchange; e0 and ete at t = 0 and after the mass
exchange; the reduced mass µte at the end of the mass exchange; the onset of the mass exchange ts and the end of the
mass exchange te for the third group of models

kω A0/AK Ats/AK Ate/AK e0 ete µte ts, days te, days

1.003 0.982 0.847 1.458 0.017 0.048 0.842 167.99 184.47

1.000 0.976 0.861 1.500 0.022 0.056 0.845 118.54 130.88

0.995 0.964 0.871 1.494 0.034 0.046 0.848 48.24 62.58

0.990 0.951 0.867 1.540 0.046 0.063 0.852 24.81 37.99

0.980 0.908 0.877 1.806 0.047 0.115 0.877 2.09 18.99

0.970 0.880 0.873 2.050 − 0.132 0.899 1.65 10.58
form its energy into orbital motion, which can lead to
an increase in the eccentricity (Fig. 8, curve V). For
all models from this interval of initial conditions, after
the mass exchange, the semimajor axis increases,
the intrinsic angular momentum of the primary de-
creases, while that of the secondary increases, and the
orbital angular momentum increases.

When kω < 0.96, mass exchange occurs, result-
ing in disruption of the secondary. A disklike, rapidly
rotating structure with a spiral arm (a remnant of the
secondary) is formed (Fig. 9).

For all models, the total momentum of the system
remains constant (this is ensured by the selected form
of artificial viscosity), as well as the total mass of
the system (due to the selected form of the continu-
ity equation). For models with kω > 1.005, the total
energy E varied within ∆E = ±10−6 relative to its
initial value; for models with 0.960 < kω < 1.005, the
energy varied within ∆E = ±10−3. The increase in
the integration error for systems with mass exchange
is due to the selection of the approximation for the
constant of entropy.

5. BASIC CONCLUSIONS

Analyzing calculation results, we arrived at the
following conclusions.

(1) The presented method may be used to model
orbital circularization and synchronization of the or-
bital and axial rotations in close binaries whose com-
ponents are close to filling their Roche lobes.

(2) For the studied system, equilibrium can be
reached in the case of synchronous axial and orbital
rotation for an orbital angular velocity ofΩ � 1.01ΩK.

(3) Small deviations from equilibrium towards de-
creasing rotational angular velocity can lead to mass
exchange on the dynamical time scale.

(4) Further decrease of the initial angular velocity
results in merging of the secondary and the primary.
Rapid variations of the internal structure of the close
ASTRONOMYREPORTS Vol. 49 No. 11 2005
binaries components, which are inherent in the evolu-
tionary stage considered, can result in mass exchange
on the dynamical time scale and, provided these vari-
ations are substantial, in merging of the components.

(5) The circularization times (Table 1) derived us-
ing formula (15) are approximately three orders of
magnitude smaller than those obtained using the data
of [4]. This difference is due to the fact that for-
mula (16) was derived using approximation (1), which
is not applicable to the considered system. To illus-
trate this statement, let us subdivide a close-binary
component into spherical layers with their center at
the center of mass of the component. For each layer
with thickness r + δr, we introduce the parameter

tπ = 2πr/cs,

where cs =
√

γp/ρ is the average speed of sound in
the layer, while p and ρ are the average pressure and
density in the layer, respectively. Physically, tπ is the
time needed for the disturbance to cover a distance
equal to the circumference of a circle with radius r
moving with the speed of sound. If this time exceeds
the period of the system, tidal peaks may deviate from
the line of the centers, even if the viscosity is small
(in Fig. 4, the zone with tπ/PK > 1 is shaded). This
may provide a supplementary mechanism for orbital
circularization and synchronization of the rotational
and orbital motions.

(6) To estimate the effect of viscosity on the syn-
chronization time, we calculated a sequence of mod-
els in which the artificial-viscosity parameters were
varied, all other factors remaining the same (see (9),
the parameters α and β). When the artificial viscosity
is decreased by an order of magnitude, the circular-
ization time increases only slightly (Table 1, Fig. 10).
Thus, viscosity is not a crucial factor in circularization
for such systems.

(7) The efficiency of the supplementary circular-
ization mechanism depends strongly on the average
density of the components. Since the average density
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of the primary exceeds that of the secondary, this
mechanism should be more efficient for the secondary.
We conclude from the curves showing the ratio of
the rotational angular velocity of the components and
the orbital angular velocity (Fig. 5) that the synchro-
nization time tsync for the secondary is smaller than
that for the primary. Regardless of the type of binary,
the synchronization time obtained using the methods
of [3–5] is always smaller than (tsync ∼ (R/A)6). In
our case, the synchronization time for the secondary
is comparable to the circularization time: tsync ≈ tcirc
(Fig. 5, Table 1).

(8) Thus, for the considered close binaries and
similar systems consisting of fully convective stars
close to filling their Roche lobes, the methods of [4, 5]
may cause large errors in the estimated circulariza-
tion times. A criterion for applicability of these meth-
ods can be given as follows:

tπ/P � 1,

where the average density of the close-binary compo-
nents can be used to calculate tπ.
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Abstract—A new method for separating intensity variations of a source’s radio emission having various
physical natures is proposed. The method is based on the joint analysis of the structure function of intensity
variations and the asymmetry function, which is a generalization of the asymmetry coefficient and which
characterizes the asymmetry of the distribution function of intensity fluctuations on various scales for
inhomogeneities in the diffractive scintillation pattern. Relationships for the asymmetry function in the
cases of a logarithmic normal distribution of the intensity fluctuations and a normal distribution of the
field fluctuations are derived. Theoretical relationships and observational data on interstellar scintillations
of pulsars (refractive, diffractive, and weak scintillations) are compared. The data for PSR B0329+54,
B1133+16, B1642−03, and B1933+16 pulsars were used for comparison. Pulsar scintillations match
the behavior expected for a normal distribution of field fluctuations (diffractive scintillation) or logarithmic
normal distribution of intensity fluctuations (refractive and weak scintillation). Analysis of the asymmetry
function is a good test for distinguishing scintillations against the background of variations that have
different origins. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In analyses of interstellar scintillations of intrinsi-
cally variable radio sources, the problem of separating
variations of source emission with different origins
arises. In particular, this is true of separating intrin-
sic variations of pulsar radio emission, interstellar
scintillations, and additive and modulational noise.
A similar problem appears in the analysis of rapid
variability of extragalactic sources. In [1–5], it was
proposed that one used the asymmetry coefficient of
the distribution function of the radio-emission inten-
sity fluctuations as a test for determining the nature
of these variations. The asymmetry coefficient is a
measure of the deviation of the distribution function of
intensity fluctuations from a normal distribution, and
is defined as

γ =
〈(I − 〈I〉)3〉

[〈(I − 〈I〉)2〉]3/2
=

M3

M
3/2
2

. (1)

Here, 〈I〉 is the mean intensity of the source’s radio
emission, and M3 and M2 are the third and second
central moments of the distribution of the intensity
fluctuations. In the case of scintillations, γ is positive,
and is related to the scintillation index by a linear
relationship

γ = Am, (2)
1063-7729/05/4911-0905$26.00
where A is a numerical factor and m is the scintilla-
tion index, which is defined as

m2 =
〈(I − 〈I〉)2〉

〈I〉2 =
M2

〈I〉2 . (3)

If we are dealing with an extragalactic source con-
sisting of a compact scintillating component (core)
and an extended nonscintillating component (halo),
I corresponds to the flux from the scintillating com-
ponent. The factor A depends on the form of the
turbulence spectrum and the scintillation regime. In
particular, in the case of weak scintillations of a point-
like source in the Fraunhofer zone relative to the
outer turbulence scale (i.e., the characteristic size of
the largest inhomogeneities), the flux fluctuations are
distributed according to a Rice–Nakagami law [6, 7],
and A = 3/2. In the case of weak scintillations of a
pointlike source in the Fresnel zone relative to the
inner scale (i.e., the characteristic size of the smallest
inhomogeneities), the flux fluctuations are distributed
according to a lognormal law [8], and A = 3. As is
shown in [1], relationship (2) is a good test for iso-
lating interstellar scintillations that give rise to flux
variations of extragalactic radio sources.

However, the asymmetry coefficient is an inte-
grated parameter, which describes the summed fluc-
tuations on all scales. Interstellar scintillations can
dominate on some time scales, while intrinsic vari-
ations or noise can dominate on others. To analyze
the nature of the fluctuations on various scales, it
c© 2005 Pleiades Publishing, Inc.
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is desirable to introduce some function that would
yield the value of the asymmetry coefficient for a given
time scale in place of the asymmetry coefficient itself.
Below, we will introduce such an asymmetry function,
γ2(τ), which is a generalization of the asymmetry co-
efficient, in the same way that the structure function
is a generalization of the variance of the temporal
process. We will also investigate the application of
the asymmetry function to the analysis of interstellar
scintillations of pulsars.

2. DEFINITION
OF THE ASYMMETRY FUNCTION

Let us introduce the first and second differences

∆1(τ) = I(t+ τ) − I(t), (4)

∆2(τ) = I(t+ τ) − 2I(t) + I(t− τ),

where t is the time and τ is the time shift from in-
stant t. The structure function of the flux fluctuations
is defined as

DI(τ) = 〈[∆1(τ)]2〉 = 2[〈I2〉 − 〈I(t+ τ)I(t)〉] (5)

and the mean square of the second difference is

〈[∆2(τ)]2〉 = 〈{[I(t+ τ) − I(t)] (6)

− [I(t) − I(t− τ)]}2〉 = 〈{[I(t+ τ) − I(t)]2

+ [I(t) − I(t− τ)]2 − 2[I(t + τ) − I(t)]
× [I(t) − I(t− τ)]}〉 = 4DI(τ) −DI(2τ).

We also introduce the third moment of the second
difference ∆2(τ) using the formula

〈[∆2(τ)]3〉 = −6〈I3〉 + 6〈I2(t+ τ)I(t− τ)〉 (7)

− 12〈I(t + τ)I(t)I(t − τ)〉 + 12〈I(t+ τ)I2(t)〉
and define the second-order asymmetry function as

γ2(τ) = − 〈[∆2(τ)]3〉
〈[∆2(τ)]2〉3/2

. (8)

The definition of the function γ2(τ) formally corre-
sponds to the definition of the asymmetry coefficient
for a random quantity, ∆2(τ). Since the third moment
of ∆2(τ) is negative in the case of scintillations, we
have added a minus sign in (8), in order for the func-
tion γ2(τ) to be positive for intensity fluctuations due
to scintillation.

We also introduce a somewhat different asymme-
try function

γ2,1(τ) = −2
〈[∆2(τ)]3〉

〈[∆2(τ)]2〉〈[∆1(2τ)]2〉1/2
(9)

= −2
〈[∆2(τ)]3〉

[4DI(τ) −DI(2τ)][DI (2τ)]1/2
.

As will be shown below in Appendices A and B, in the
case of intensity fluctuations distributed according to
a Rice–Nakagami law or lognormal law, the function
γ2,1(τ) for small values of τ is related to the function
[DI(2τ)]1/2/〈I〉 by a formula of the form (2):

γ2,1(τ) =
A[DI(2τ)]1/2

〈I〉 . (10)

In general, the factor A is a function of τ , and we
introduce the function A2,1(τ):

A2,1(τ) = 〈I〉 γ2,1(τ)
[DI(2τ)]1/2

. (11)

The form of the functions γ2(τ), γ2,1(τ), and A2,1(τ)
for the two distribution laws (a normal distribution
for wave-field fluctuations and lognormal law for in-
tensity fluctuations) is determined in Appendices A
and B.

3. WEAK SCINTILLATIONS

We will consider the properties of the asymmetry
function in the case of scintillations of radio sources
on electron-density inhomogeneities of plasma with a
power-law turbulence spectrum. It is known that the
scintillation regimes are determined by the structure
function of the phase fluctuations on a scale that is
equal to the scale of the first Fresnel zone DS(bFr),
where bFr = (reff/k)

1/2, reff is the effective distance
from the observer or the source to the layer containing
the turbulent medium (in the case of a statistically
uniform medium, this is the distance from the ob-
server to the source), and k = 2π/λ is the wavenum-
ber. If

DS(bFr) � 1, (12)

the scintillations are weak, the characteristic spatial
scale giving rise to the intensity fluctuations is equal
to bFr, and the scintillation index can be found from
the formula [9]

m2 ∼= K(n)DS(bFr), (13)

whereK(n) is a numerical factor of the order of unity
that depends on the exponent n of the turbulence
spectrum.

Numerical calculations of the one-dimensional
distribution function of the flux fluctuations f(I) were
carried out in [10, 11], and the second and third
moments of the intensity fluctuations in the case of
a Kolmogorov spectrum for the inhomogeneities of
the index of refraction for various values of the inner
turbulence scale were determined. It was shown that,
in the weak scintillation regime, as well in the strong
scintillation regime with values of DS(bFr) < 3, the
distribution function f(I) is close to a lognormal
ASTRONOMY REPORTS Vol. 49 No. 11 2005



INTERSTELLAR SCINTILLATIONS OF PULSARS 907

 

0.10

B1933 + 16 
 

f
 

 = 610 MHz

0

In
te

ns
ity

, a
rb

itr
ar

y 
un

its

Time, days

0.15

0.20

0.25

0.30

0.35

500 1000 1500 2000

0

B1642 – 03 

 

f

 

 = 4.85 GHz

0
 Time, min

1

2

3

4

5

50 100 150 200

Aug. 9, 2001

2

B0329 + 54 

 

f

 

 = 4.85 GHz

0
 Time, min

4

6

8

10

50 150 250 350100 200 300 400

July 20, 1997

Fig. 1. Time variations of the emission intensity for PSR B1933+16 at 610MHz (top), PSR B1642−03 at 4.85 GHz (center),
and PSR B0329+54 at 4.85 GHz (bottom).
function. Using the results of these studies, we
find A = 2.78 for a Kolmogorov spectrum without a
turnover and A = 2.86 for a Kolmogorov spectrum
with an inner scale l equal to the scale bF of the first
Fresnel zone (l/bF = 1). Thus, with increase in the
inner scale of the turbulence spectrum, the factor A
increases and approaches three, which corresponds
to a lognormal distribution for the flux fluctuations.
The calculations show that relationship (2) is valid up
to a value ofm that approaches unity from the side of
the weak (unsaturated) scintillation regime.

Note that the one-dimensional distribution func-
tion f(I) and asymmetry coefficient γ describe the
flux fluctuations on the main scale of the spatial pat-
tern of the scintillations and, accordingly, on the main
temporal scale τ0 of the structure function of the
ASTRONOMYREPORTS Vol. 49 No. 11 2005
flux fluctuations. When τ ≥ τ0, the functions γ2(τ),
γ2,1(τ), and A2,1(τ) will be determined by asymp-
totic relationships that correspond to a lognormal
distribution law for the intensity fluctuations (see Ap-
pendix B):

γ2(τ) ∼=
3
2

DI(2τ)
[4DI(τ) −DI(2τ)]1/2〈I〉

, (14)

γ2,1(τ) ∼= 3[DI(2τ)]1/2/〈I〉, (15)

A2,1(τ) ∼= 3. (16)

Flux fluctuations with small spatial and temporal
scales are determined by the diffraction of the radio
waves on inhomogeneities in the index of refrac-
tion with sizes that are much smaller than the first
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Fig. 2. Structure function, asymmetry function, and coefficient A2,1 versus the time shift for refractive scintillations of
PSR B1933+16.
Fresnel zone. Therefore, the distribution of small-
scale flux fluctuations will more closely fit a nor-
mal distribution law, and the functions γ2(τ), γ2,1(τ),
andA2,1(τ) will better match the asymptotic relation-
ships (A.8)–(A.10) of Appendix A.

4. DIFFRACTIVE SCINTILLATIONS

For large values of the parameter DS(bFr), the
intensity fluctuations consist of two components:
small-scale (diffractive) and large-scale (refractive).
With increasing DS(bFr), the distribution function
of the field of the diffractive component tends to a
normal distribution [9], the scintillation index tends
to unity, and the characteristic spatial scale of the
diffraction pattern corresponds to the field coherence
scale 1/kθscat, where θscat is the characteristics
scattering angle. When τ ≤ τ0, the functions γ2(τ),
γ2,1(τ), andA2,1(τ) will correspond to the asymptotic
expressions (Appendix A)

γ2(τ) ∼=
3
4

DI(2τ)
[4DI(τ) −DI(2τ)]1/2〈I〉

, (17)

γ2,1(τ) ∼=
3
2

[DI(2τ)]1/2

〈I〉 , (18)

A2,1(τ) =
γ2,1(τ)

[DI(2τ)]1/2
∼= 3

2
, (19)

and, when τ � τ0, will be determined as γ2(τ) ∼=
2/
√

6, γ2,1(τ) ∼= 2
√

2, A2,1(τ) ∼= 2.

5. REFRACTIVE SCINTILLATIONS

The refractive component is determined by weak
focusing of the radiation on inhomogeneities with
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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characteristic scales of the order of the scattering
disk: reffθscat [9]. Refractive scintillations can be
treated as weak scintillations on large-scale in-
homogeneities, with sizes much larger than the
scale of the first Fresnel zone. Therefore, we expect
a lognormal distribution law for the flux fluctua-
tions. When τ ≥ τ0, the functions γ2(τ), γ2,1(τ),
and A2,1(τ) will be determined by the asymptotic
relationships (14)–(16).

6. COMPARISON WITH OBSERVATIONS

We used data on diffractive, refractive, and weak
scintillations of several pulsars to analyze the appli-
cability of the above relationships for the asymmetry
function to actual observations of interstellar scintil-
lations of pulsars.
MYREPORTS Vol. 49 No. 11 2005
Refractive and Weak Scintillations

We used the five-year monitoring data for
PSR В1933+16 and В0329+54 (1990–1995) at
610 MHz [12] (NRAO, Green Bank) to analyze
refractive scintillations. The observations were car-
ried out in a 16-MHz band; diffractive scintillations
were considerably smoothed by averaging the signal
over about an hour of observations. Figure 1 (top)
shows the time variations of the emission intensity for
PSR В1933+16. The time scale of these variations is
33 days [12]. We used relationships (5), (9), and (11)
to calculate the structure function of flux fluctuations
D(τ), asymmetry function γ2,1(τ), and coefficient
A2,1(τ) for all the types of scintillations considered
below. Before calculating these functions, we have
normalized the time series to their average values.

Figures 2 and 3 showD(τ), γ2,1(τ), andA2,1(τ) as
functions of the time shift in days for PSR В1933+16
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and В0329+54, respectively. The structure function
reaches a constant level equal to 2m2, where m is
the modulation index of the intensity variations. The
time shift at which D(τ) decreases by a factor or two
gives the time scale of these variations. In γ2,1(τ)
andA2,1(τ), this time scale corresponds to a shift that
is a factor of two smaller [see formula (10)]. We can
see from Figs. 2 and 3 that A2,1(τ) is approximately
constant for shifts of less than 40 days, and this av-
erage level is A2,1 ≈ 3 for PSR В1933+16, based on
formula (5) for refractive scintillations, and A2,1 ≈ 2
for PSR B0329+54. The difference ofA2,1 from three
for PSR B0329+54 may be due to the fact that the
index of the electron-density fluctuation spectrum
toward this pulsar differs from the Kolmogorov in-
dex [13]: it is n = 3.5. It seems reasonable to suppose
that the decrease of the spectral index will result in a
decrease in A2,1 at small time shifts.

We used observations of the pulsars
PSR В0329+54 and В1642−03 carried out at
4.85 GHz on the 100-m Effelsberg telescope for
our analysis of weak scintillations. The input data
and observing parameters are given in [13, 14].
Before recording the signal, we averaged the pulsed
emission over 10P1 for PSR В0329+54 and 39P1
for PSR В1642−03 (where P1 is the pulsar period).
The time resolutions were 7.15 and 15 s, respectively.
Figure 1 shows the time series for these pulsars
(central and bottom graphs). We used the fourth
channel (the observations were carried out in four
frequency channels of 60 MHz each), which was
the most free of interference, for PSR В0329+54.
The modulation indices for the intensity variations for
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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PSR В0329+54 and В1642−03 were 0.45 and 0.64,
respectively.

Figures 4 and 5 show D(τ), γ2,1(τ), and A2,1(τ)
as functions of the time shift in seconds. The max-
imum time shift for which these functions were
calculated was one-fourth of the total time interval
of the observations. The scintillation time scales for
PSR В0329+54 and В1642−03 are 2200 and 1170 s,
respectively (at the 1/e level of their autocorrela-
tion functions). On time scales of 1000–2000 s for
PSR В0329+54 and 400–700 s for PSR В1642−03,
the values of A2,1(τ) are 2.8 and 3.3, respectively.
These agree well with the value A2,1 = 3 predicted
by the theory for weak pulsations [formula (16)].
The constant level at the shortest time shifts in the
structure functionD(τ) is due to uncorrelated noise.

We did not correct the calculated functions for
noise, because, as was shown by analysis, their third
OMYREPORTS Vol. 49 No. 11 2005
moments are nonzero, and this correction would in-
troduce strong distortions to γ2,1(τ) and A2,1(τ).
The constant level A2,1 ≈ 2 at time shifts τ ≤ 200 s
for PSR В0329+54 is probably due to diffractive
scintillations, whose time scale at 610 MHz is td ≈
90 s [13]. For PSR В1642−03, td ≈ 130 s at the
same frequency [14]. For this pulsar there are strong
fluctuations in A2,1(τ) at shifts shorter than 200 s,
due to the effect of noise; however, the mean level
of about 1.5 is probably associated with diffractive
scintillations on small-scale inhomogeneities.

Diffractive Scintillations

We used observations of PSR B1133+16 carried
out on September 27 and 29, 2001, on the Large
Phased Array of the Lebedev Physical Institute in
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Pushchino at 111MHz to analyze the intensity varia-
tions of this pulsar using the asymmetry function. In-
dividual pulses of the pulsar were recorded in 96 chan-
nels of the receiver (the bandwidth of each channel
was 1.25 kHz) with a time resolution of 1.56 ms
during 200 s, and were stored on a computer disk.
We performed the structural analysis after removing
the dispersion shift in all frequency channels and inte-
grating the spectrum in the selected interval of pulse
longitudes. Figure 6 (top) shows the mean pulse of
PSR B1133+16, obtained by accumulating pulses
during 200 s in a 120-kHz band. The same figure
(center) presents the pulse-to-pulse intensity varia-
tions in one of the channels (1.25 kHz). The intensity
was obtained for each pulse in all the channels by
integrating the signal in the longitude interval of the
first component of the mean profile, which is denoted
in Fig. 6 with dashes. The same figure (bottom)
shows the autocorrelation function (ACF) calculated
for the intensity fluctuations I(t) in this channel. The
ACF has three time scales: the first is due to pulse-
to-pulse variations within one pulsar period (P1 =
1.188 s); the second, which is about 7 s, is due
to diffractive scintillations; and the third represents
slower variations on a time scale of ∼20 s. The fact
that the 7-s time scale is due to diffractive scintilla-
tions follows from the fact that the decorrelation of the
spectra (96 channels 1.25 kHz each) occurs precisely
on this time scale (with pulses separated by 6P1). To
reduce the effect of intrinsic rapid variations of the
pulsar, we smoothed the input I(t) data in all the
channels on a three-point interval (3P1). When cal-
culating D(τ), γ2,1(τ), and A2,1(τ), we averaged the
second and third moments of I(t) over all frequency
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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channels. Figure 7 shows the obtained functions av-
eraged over two observational days. We can see that
the different time scales are well separated in the
functions γ2,1(τ) and A2,1(τ). The value of A2,1(τ)
on scales ≤7 s is 1.4, in good agreement with the
theoretical value of 1.5, corresponding to diffractive
scintillations.

7. CONCLUSION

Our analysis of observed pulsar intensity varia-
tions using the asymmetry function γ2,1(τ) and func-
tion A2,1(τ) has shown that these variations match
the behavior expected for a normal distribution for
field fluctuations (diffractive scintillations) or a log-
normal distribution for intensity fluctuations (refrac-
tive scintillations, weak scintillations), in accordance
with the derived theoretical relationships. For all scin-
tillation regimes, there is a functional relationship
between the asymmetry function and the structure
function of the intensity fluctuations. This relation-
ship has the simplest form for the asymmetry function
γ2,1(τ) at small values of τ : γ2,1(τ) ∝

√
D2,1(2τ).

Accordingly, the function A2,1(τ) = 〈I〉 γ2,1(τ)√
DI(2τ)

is

a constant. This indicates that analysis of the function
A2,1(τ) could provide a good test for isolating scin-
tillations against the background of variations that
have other origins, and that the proposed method can
be efficiently used to study and separate out intensity
variations that have different physical natures. In par-
ticular, it can be applied to the analysis of flux varia-
tions of extragalactic sources, in order to distinguish
variations due to intrinsic variability of the source and
effects associated with the propagation of radiation in
interstellar plasma.

We note also that there are prospects for further
studies in this direction. It is necessary to study the
dependence of the form of the asymmetry function
on the spectrum of inhomogeneities in the index of
refraction, in particular, for a power-law spectrum,
and the dependence of the asymmetry function on the
spectral index. Studies of the dependence of this form
on the source structure are also required. If such the-
oretical calculations confirmed by experimental data
are available, measurements of the asymmetry func-
tion can yield additional information about both the
medium and source.
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APPENDIX A

THEORETICAL RELATIONSHIP
BETWEEN THE ASYMMETRY

FUNCTIONS γ2(τ), γ2,1(τ)
AND THE STRUCTURE FUNCTION DI(τ)

FOR A NORMAL DISTRIBUTION
FOR THE FIELD FLUCTUATIONS

Let us assume that the wave-field fluctuations
have a normal distribution and that the average value
of the field is zero:

〈E(t)〉 = 0. (A.1)

This equality implies that second-order moments of
the form 〈E2(t1)〉 are also equal to zero [9]:

〈E2(t1)〉 = 〈[E∗(t1)]2〉 = 0. (A.2)

Formulas (A.1) and (A.2) correspond to diffractive
scintillations in the saturated scintillation regime [9].
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In this case, the third moment of the intensity or
the sixth moment of the field can be represented as
a sum of products of second-order field-coherence
functions [15]:

〈I(t1)I(t2)I(t3)〉 (A.3)

= 〈E(t1)E∗(t1)E(t2)E∗(t2)E(t3)E∗(t3)〉
= 〈E(t1)E∗(t1)〉〈E(t2)E∗(t2)〉〈E(t3)E∗(t3)〉
+ 〈E(t1)E∗(t2)〉〈E(t2)E∗(t1)〉〈E(t3)E∗(t3)〉
+ 〈E(t1)E∗(t3)〉〈E(t2)E∗(t2)〉〈E(t3)E∗(t1)〉
+ 〈E(t1)E∗(t1)〉〈E(t2)E∗(t3)〉〈E(t3)E∗(t2)〉
+ 〈E(t1)E∗(t2)〉〈E(t2)E∗(t3)〉〈E(t3)E∗(t2)〉
+ 〈E(t1)E∗(t3)〉〈E(t2)E∗(t1)〉〈E(t3)E∗(t2)〉

= 〈I〉3 + 〈I〉[BI(t1 − t2) +BI(t1 − t3)
+BI(t2 − t3)] +BE(t1 − t2)BE(t2 − t3)
×BE(t3 − t2) +BE(t1 − t3)BE(t2 − t1)

×BE(t3 − t2).

Here,

BE(ti − tk) = 〈E(ti)E∗(tk)〉 (A.4)

is the field-coherence function and BI(ti − tk) =
〈[I(ti)− 〈I(ti)〉][I(tk)− 〈I(tk)〉]〉 = BE(ti − tk) ×
B∗

E(ti − tk) is the correlation function of the intensity
fluctuations. Using formula (A.3) in the calculation
in (7), we obtain a relationship for the third moment
of the second difference:

〈[∆2(τ)]3〉 = −12〈I〉3 + 12〈I〉BI (2τ) (A.5)

+ 24〈I〉BI (τ) − 24BE(2τ)BI(τ) = −6〈I〉DI(2τ)

+ 24〈I〉
{
〈I〉 −

[
〈I〉2 − 1

2
DI(2τ)

]1/2}

− 12DI(2τ)
{
〈I〉 −

[
〈I〉2 − 1

2
DI(2τ)

]1/2}
.

Let τ0 be the characteristic scale of the structure
function of the intensity fluctuationsDI(τ). For small
values, τ ≤ τ0, we obtain the asymptotic formula

〈[∆2(τ)]3〉 ∼=
3
4
DI(2τ)

4DI(τ) −DI(2τ)
〈I〉 . (A.6)

For large values, τ � τ0, using equality DI(τ) =
2〈(I − 〈I〉)2〉 = 2〈I〉2 yields

〈[∆2(τ)]3〉 ∼= −12〈I〉3. (A.7)

Using these asymptotic relationships for
〈[∆2(τ)]3〉 and formulas (6) and (8), we derive for
the function γ2(τ) the asymptotic expressions

γ2(τ) ∼=




3
4

DI(2τ)
[4DI(τ) −DI(2τ)]1/2〈I〉

, τ ≤ τ0,

2√
6
, τ � τ0.

(A.8)

Similarly, we have

γ2,1(τ) ∼=




3
2
[DI(2τ)]1/2/〈I〉, τ ≤ τ0,

2
√

2, τ � τ0.
(A.9)

We see that, for small values of τ , γ2,1(τ) is related to
[DI(2τ)]1/2/〈I〉 by the same formula as that relating
the asymmetry coefficient to the scintillation index.

We obtain for A2,1(τ)

A2,1(τ) = 〈I〉 γ2,1(τ)
[DI(2τ)]1/2

∼= 3
2
, τ ≤ τ0, (A.10)

A2,1(τ) ∼= 2, τ � τ0.

APPENDIX B

THEORETICAL RELATIONSHIP
BETWEEN THE ASYMMETRY

FUNCTIONS γ2(τ), γ2,1(τ)
AND THE STRUCTURE FUNCTION DI(τ)

FOR A LOGNORMAL DISTRIBUTION
FOR INTENSITY FLUCTUATIONS

Let us represent the intensity I(t) as

I(t) = I0 exp[χ(t)] (B.1)

and assume that the fluctuation distribution law χ(t)
is normal. For a normally distributed quantity, the
following equality is valid [8]:

I0〈exp[χ(t)]〉 = I0 exp
[
〈χ(t)〉 +

1
2
〈(δχ(t))2〉

]
.

(B.2)

Taking into account the fact that the mean intensity
does not change during the propagation of the wave
in a turbulent medium, i.e., 〈I〉 = I0, we obtain

〈χ(t)〉 = −1
2
〈(δχ(t))2〉. (B.3)

We find with (B.2) and (B.3)

〈I2〉 = 〈I2
0 exp[2χ(t)]〉 (B.4)

= I2
0 exp

[
2〈χ(t)〉 + 2〈(δχ(t))2〉

]
= I2

0 exp
[
〈(δχ(t))2〉

]
,

ASTRONOMY REPORTS Vol. 49 No. 11 2005
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〈I(t)I(t + τ)〉 = exp [〈δχ(t)δχ(t + τ)〉] (B.5)

= 〈I2〉 exp
[
−1

2
Dχ(τ)

]
,

where

Dχ(τ) = 〈[χ(t+ τ) − χ(t)]2〉 (B.6)

= 2〈[δχ(t)]2〉 − 2〈δχ(t)δχ(t + τ)〉
is the structure function of the fluctuations, χ(t).

Formulas (B.4) and (B.5) enable us to express

the quantities exp
[
〈(δχ(t))2〉

]
and exp

[
−1

2
Dχ(τ)

]

in terms of the scintillation index and the structure
function of the intensity fluctuations:

exp[〈(δχ(t))2〉] = 1 +m2, (B.7)

exp
[
−1

2
Dχ(τ)

]
= 1 − DI(τ)

2I2
0 (1 +m2)

. (B.8)

Then, using the formula

〈I(t1)I(t2)I(t3)〉 (B.9)

= I3
0 exp

[
3〈(δχ)2〉 − 1

2
Dχ(t1 − t2)

− 1
2
Dχ(t1 − t3) −

1
2
Dχ(t2 − t3)

]
= I3

0 (1 +m2)3

× exp
[
− 1

2
[Dχ(t1 − t2) +Dχ(t1 − t3)

+Dχ(t2 − t3)]
]
,

we obtain for the third moment of the second differ-
ence ∆2(τ)

〈[∆2(τ)]3〉 = −6I3
0 exp

[
3〈(δχ)2〉

]
(B.10)

×
{

1 − exp[−Dχ(2τ)] − 2 exp[−Dχ(τ)]

+ 2 exp
[
−Dχ(τ) − 1

2
Dχ(2τ)

]}
.

Using (B.4) and (B.5), we find

〈[∆2(τ)]3〉 = −6I3
0 (1 +m2)3 (B.11)

×
{

1 −
[
1 − Dχ(2τ)

2I2
0 (1 +m2)

]2

+ 2
Dχ(2τ)

I2
0 (1 +m2)

×
[
1 − Dχ(τ)

2I2
0 (1 +m2)

]2}
.
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For small m2 � 1, we obtain the asymptotic rela-
tionship

〈[∆2(τ)]3〉 ∼=
3
2
DI(2τ)

4DI (τ) −DI(2τ)
I0

. (B.12)

Substituting this asymptotic relationship into (8)–
(10) yields form2 � 1

γ2(τ) ∼=
3
2

DI(2τ)
[4DI(τ) −DI(2τ)]1/2I0

, (B.13)

γ2,1(τ) ∼= 3 [DI(2τ)]
1/2 /I0, (B.14)

A2,1(τ) ∼= 3. (B.15)
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Abstract—We present the first results of data on solar flares detected by the HEND instrument onboard
the 2001Mars Odyssey interplanetary spacecraft during its flight to Mars and in orbit around Mars. The
instruments carried by the spacecraft, which was developed at the Space Research Institute of the Russian
Academy of Sciences, included a scintillation detector with two crystals, enabling the detection of photons
with energies from tens of keV to 2.5 MeV with high time resolution. Several dozen flares were detected
on both the sides visible from the Earth and back side of the Sun, supplementing other available data
in a number of cases. A joint analysis of the HEND data together with data obtained in near-Earth orbits
enabled the detection of variations in the integrated fluxes of photons with energies exceeding 80 keV during
observations of flares near the limb from various directions. Two events were analyzed in great detail: the
setting of a region displaying frequent very short flares on May 20, 2001, and the rising of the group 10486,
which displayed numerous flare phenomena on the limb followed by extremely high activity in October–
November 2003. These variations appear in simultaneous observations of limb M flares made at angles
differing by only 8◦−10◦. Analyses of observations of rising sources obtained on two spacecraft lead to
similar results. This indicates that the vast majority of emission at energies exceeding 80 keV arises at
altitudes of no higher than seven to ten thousand kilometers. We briefly consider the powerful solar-disk
gamma-ray flare of August 25, 2001. In this case, there are some differences in the behavior of the hard
radiation in the decay phase for observations made at angles differing by 25◦, which is most likely due to
differences in the instrumental responses to radiation with this spectrum. The absence of hard radiation at
great heights in the region of the “cusp” places some constraints on our picture of the physical processes
occurring in powerful solar flares. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The high-energy radiation from solar flares con-
tains information about the main energy-release
processes and particle-acceleration mechanisms.
A review of previous studies, beginning in 1980, using
the SMM satellite, is given in [1]. Further, observa-
tions of powerful solar flares with hν ≥ 300 keV were
carried out using various instruments of the Compton
Gamma-ray Observatory, the FEBUS instrument
onboard the GRANAT observatory, the Yohkoh
BGO detector, and instruments of the GAMMA-1
observatory. For the most powerful events, the
gamma-ray emission is produced over 10 min, and
some events are accompanied by weak flares occur-
ring over a period of one to several hours. This was
found to be the case for flares in June 1991 [2], but is
most likely also true for other very powerful events.
1063-7729/05/4911-0916$26.00
This behavior of the gamma-ray emission is prob-
ably associated with the fact that the most efficient
acceleration of particles on the Sun—apparently of
protons as well as electrons—likewise occurs on time
scales of several minutes, near spots in the flash phase
of large flares; i.e., at the end of or just after impulsive
events, at the onset of the formation of coronal flare
loops. This conclusion was recently made based on
a direct identification of a source of accelerated rela-
tivistic particles in the flare of July 14, 2000, based on
multifaceted observations and a collection of indirect
evidence for other powerful flares during the three
last solar cycles [3]. This brought to the floor the
question of whether data on the high-energy radiation
of flares can be used to reach some conclusions about
the sources of the main particle acceleration—their
locations and the duration of the processes leading to
the generation of high-energy particles in flares.
c© 2005 Pleiades Publishing, Inc.



HARD X-RAY AND GAMMA-RAY FLARES ON THE SUN 917
The 2001 Mars Odyssey satellite was launched
on April 7, 2001. Onboard equipment included a
Gamma-Ray Spectrometer (GRS) with a High En-
ergy Neutron Detector (HEND). The main task of
this satellite is to study Mars. However, the GRS and
two scintillation HEND can also be used to detect
hard X-ray and gamma-ray radiation from solar flares
at various points in the solar system. Thus far, several
dozen solar flares have been detected during the flight
to Mars from April 7 to October 24, 2001, and during
the satellite’s orbiting of Mars. The HEND data sup-
plement available data on the hard radiation of solar
flares from observations in near-Earth orbits, helping
to fill gaps in these data and providing the possibility
of studying flares and the activity of groups on the side
of the Sun that is not visible from the Earth. In some
cases, the flare emission extends to 1.5–2.5 MeV,
making it possible to study the physical conditions in
high-energy flare sources on the Sun.
Indeed, these data provide a good indicator of par-

ticle acceleration on the Sun. This was facilitated by
the fact that the energy range of the HEND detector
enabled the detection of particles in the transition
region from X-ray emission by the beams of electrons
with energies of tens of keV that are often present in
flares to gamma-rays that arise as a result of interac-
tions between relativistic particles and the surround-
ing plasma. In the simplest case, the HEND detector
can be used like two photometers that detect pho-
tons with energies higher than 80 and higher than
330 keV. While the former range includes radiation
due to the large number of electrons accelerated to
energies of about 100 keV, the second range includes
only emission associated with the generation of solar
cosmic rays. In addition, in many cases, scintillation
and proportional counters enable the detection of not
only gamma-rays, but also of solar high-energy par-
ticles. This also facilitates studies of the acceleration
of particles on the Sun during their propagation in the
heliosphere.
In addition, various regions of the solar surface

have been observable by HEND at various times.
After the Mars Odyssey launch, the angle between
the Sun and the Earth and the Sun and the satel-
lite changed. For example, in 2002, the satellite was
located in a position opposite that of the Earth. The
simultaneous use of the Mars Odyssey data and
data obtained in near-Earth orbits enabled studies
of sources of high-energy radiation from different di-
rections. Such “stereoscopic” observations open new
possibilities for investigations of flares. This topic is
the main focus of the present study.
As is known, stereoscopic observations carried

out in 1978–1979, using the Pioneer Venus Orbiter
(PVO) and International Sun–Earth Explorer 3
(ISEE-3) spacecraft outside the Sun–Earth line
ASTRONOMYREPORTS Vol. 49 No. 11 2005
elucidated that 95% of the radiation with energies
exceeding 150 keV is produced at heights of less
than 2500 km above the photosphere [4]. At the same
time, analysis for three flares led to the conclusion
that the corresponding radiation arose near the bases
of flare loops. Subsequently, numerous images of
flares at energies up to 50 keV were obtained, in
which sources near the bases of loops were clearly
distinguished. However, a third site near the loop apex
is also sometimes visible at these energies, as was
first identified in [5, 6]. In several impulsive events,
the height of this site was close to 10 000 km. A high
source in the region of the so-called “cusp” is more
often observed in soft X-ray images (see below).
Unfortunately, the poor resolution of images of

flares at hard energies has prevented investigation
of the structure of the sources, in particular, their
heights. The directivity of flare gamma-rays was
widely discussed in the 1970s. The main argument
for this was the concentration toward the limb of
flares with appreciable fluxes of protons with energies
exceeding 10 MeV [7, Fig. 9]. This was interpreted
as indicating the presence of photons arising near the
apices of loops during collisions between relativistic
electrons and thermal ions, with the predominant
emission of photons in the direction of propagation
of the particle beam, i.e., parallel to the solar surface.
A softening of the spectra in the transition from limb
flares to central flares is sometimes observed at soft
X-ray energies (tens of keV) [8], taken to provide
confirmation of this view.
However, a subsequent statistical study of

28 flares detected by the SIGNE instrument onboard
the Venera-13 and Venera-14 spacecraft and the
HXRBS instrument onboard the SMM spacecraft
demonstrated a near absence of directivity of the
radiation at energies from 50 to 500 keV—the ratio
of the fluxes did not exceed a factor of 2.5 (see [9] and
references therein). This question has now again be-
come topical in connection with the need to interpret
the first results obtained by the RHESSI satellite [10].
In principle, the data analyzed here contain infor-

mation about several large events for which photons
with energies up to 2.5MeVwere detected, which can
be used to investigate the directivity of this radiation.
The high time resolution of these data is an important
factor, enabling analysis of the directivity for individ-
ual impulsive events or post-eruptive episodes.
Observations of powerful solar flares on the disk

have not revealed appreciable differences from the
results obtained with HEND and in modern obser-
vations in near-Earth orbits. However, such compar-
isons are not trivial for events near the limb, where
stereoscopic effects are most strongly manifested. In
the first stage, we aimed to estimate the heights of
sources with energies exceeding 80 keV. We then
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focused our attention on analyzing the set and rise
of two groups of spots, on May 20, 2001, and Oc-
tober 22–23, 2003. These groups were accompanied
by numerous fairly hard flares. We briefly also dis-
cuss the “typical” powerful gamma-ray flare of Au-
gust 25, 2001, for which HEND data were obtained,
together with other numerous observational material.
Interpretation of the results enables refinement of the
conditions under which hard radiation arises in solar
flares.

2. DESCRIPTION OF THE INSTRUMENT

The HEND instrument was developed and con-
structed at the Institute for Space Research of the
Russian Academy of Sciences, and was intended for
studies of neutron and gamma-ray emission from the
Martian surface. It is one element of the GRS appa-
ratus [11] of the NASA 2001Mars Odyssey project,
whose aim was a global study of the elemental com-
position of the Martian surface via gamma-ray and
neutron spectroscopy. The GRS complex includes

—the GRS with a cooled Germanium detector
operating at energies of 30–8000 keV;

—a neutron spectrometer (NS) for measuring the
flux of thermal and epithermal neutrons;

—the HEND for measuring the flux of neutrons
with energies from 0.4 eV to 15 MeV.

HEND has three 3Не proportional counters for
the detection of epithermal neutrons and one scin-
tillation block for the detection of energetic neutrons
and gamma-rays. We will consider here data obtained
using the scintillation block, whose main detecting
element is a crystal of organic scintillating material.
It is necessary to distinguish counts from recoil

protons from those made by charged cosmic-ray par-
ticles. For this, the scintillator is surrounded by an
outer detector with anticoincidence protection based
on a CsI crystal. When counts from particles in the
outer detector are recorded, the signal is processed
and used to reject the corresponding events detected
in the inner scintillator.
In addition to the charged particles detected in the

inner and outer scintillators, the instrument detects
gamma-ray photons. These photons penetrate freely
through the anticoincidence protection, so that their
counts in the inner scintillator will be mixed with
counts from recoil protons. An electronic analog di-
vision scheme is used to distinguish the counts from
neutrons and photons, based on a comparison of the
shapes of the pulses generated in the photomultiplier
by the electron produced in the case of a detected
photon or the proton produced by the detection of
a neutron. Thus, the output of the inner scintillator
block forms two independent sets of counts: protons
from neutron detections and electrons from gamma-
rays. Experimentation showed that the probability of
erroneous identification of these counts is very small,
<10−3.
Thus, two HEND signals arise during the detec-

tion of gamma-rays: photons from the outer CsI crys-
tal, which are determined as the counts from this
crystal for which there is no simultaneous signal in
the inner scintillator, and photons in the inner crystal,
which are determined as “electron” counts in this
crystal for which there is no simultaneous signal in
the outer CsI crystal. The possible energy ranges for
gamma-rays that can be registered in the inner and
outer devices are 60 keV–2MeV and 30 keV–1MeV,
respectively.
Two continuous profiles of gamma-ray measure-

ments in the inner scintillator and outer CsI crystal
are formed in the instrument, with time resolutions
of 1.0 and 0.25 s, respectively. Simultaneously with
the recording of these continuous time profiles, a
spectrum of gamma-ray counts is formed every 20 s
in 16 energy channels in each scintillator.
The data generated each 20 s are transferred to

the GRS Central Electronic Board (CEB) and then
to the onboard telemetry system, which transmits
them to the Earth during tracking sessions. When
the HEND data are written to the CEB, they are tied
to an onboard timing system with accuracy to better
than 1 ms. In turn, theMars Odyssey onboard time
system is tied to universal time (UT) with the same
accuracy. In addition, positions of the spacecraft for
both the flight from the Earth to Mars and in the
subsequent orbits around Mars are derived with an
accuracy of several tens of meters based on trajectory
measurements.
Knowledge of the precise time during the detection

of cosmic gamma-ray bursts and solar flares enables
the use of the HEND data to localize the sources
of the gamma-ray bursts and in stereoscopic obser-
vations of the Sun. Our analysis is concerned with
the latter task, based primarily on time profiles ob-
tained with the outer detector with a time resolution
of 0.25 s at energies of 80 keV–1 MeV and with the
inner detector with a resolution of 1 s at energies of
330 keV–2.5 MeV. For brevity, we will refer to these
profiles as the signals from the X-ray and gamma-ray
photometers.

3. METHODOLOGICAL COMMENTS
ON STEREOSCOPIC OBSERVATIONS

Two approaches have been used when analyzing
observations near the limb which are schematically
illustrated in Fig. 1. First, if some formation is fully
visible from one of the spacecraft at a given time and
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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is not visible from the other, its height h cannot exceed
the height given by the relation

cosα =
R0

R0 + h
,

where α is the angle between the two spacecraft
(Fig. 1a) and R0 is the radius of the Sun.
Second, in early X-ray studies of the Sun, the

heights of soft X-ray sources were estimated based on
observations of their rising and setting. This approach
can be reformulated for the case of hard X-ray obser-
vations with two spacecraft as follows. Let us suppose
that the rising of a flare is observed from a spacecraft
near Mars at a time t1 and from a spacecraft in a near-
Earth orbit at a time t2, after which a limb source is
observed from the Earth.With knowledge of the angle

β = Ω(t2 − t1),

where Ω is the angular velocity of rotation of the
region at its known heliolatitude, determination of the
angle α and estimation of the source height become
more reliable. In the case of a very low source, the an-
gle β turns out to be equal to the difference in the lon-
gitudes of the two spacecraft. High sources can begin
to be observed when they are still behind the limb
of the first spacecraft (Mars in Fig. 1b), and arrive
at the limb for observations from the Earth after the
expected time corresponding to the equality of β and
the difference of the longitudes of the two spacecraft.
In a number of cases, information from the second
spacecraft has made it possible to determine the ex-
pected time for the appearance of a flare source behind
the limb of a rising group (as was the case at the end
of October 2003) which can then be used to estimate
the height in the case of simultaneous observations
(Fig. 1a). It is obvious that this reasoning operates
well in the case of a nonvariable source or observa-
tions of similar events that repeat fairly often. Such
series of homologous events are sometimes observed,
one of which is discussed in the following section.
We calculated the longitudes of the spacecraft in

the plane of the ecliptic on the path to Mars using the
flight ephemerides; when the spacecraft was in orbit
around Mars, we took the longitude of the spacecraft
to be equal to that of Mars. As an example, Fig. 1c
presents the positions of the Earth and Mars in their
orbits on October 28, 2003, at 12h Moscow time. In
this case, when the ecliptic longitude of the Earth
exceeded that of Mars, theMars Odyssey spacecraft
was able to observe regions on the Sun beyond the
eastern limb for an Earth observer; flares in the east-
ern part of the disk were located closer to the disk
center for the HEND observations compared to their
position for an Earth observer. The cases discussed
below refer to precisely this relative position of the
spacecraft, except for the very beginning of the flight,
when the situation was reversed.
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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Fig. 1. Schematic depicting the estimation of the height
of a source with the use of two instruments: (a) the
spacecraft located in the plane of the ecliptic, separated
in longitude by an angle α; (b) observations conducted at
various times t1, t2 (the angle β = Ω(t2 − t1), whereΩ is
the rotational angular velocity of the active region during
observations from the Earth); (c) an example of the mu-
tual locations of the two spacecraft (end of October 2003).

4. SETTING OF THE FLARE ACTIVE
REGION OF MAY 20, 2001

At the beginning of the flight, HEND detected a
flare on May 20, 2001. The observations were carried
out in approximately the same direction as those from
near-Earth orbit, but, naturally, certain difficulties of
subsequent observations of the Sun from near Mars
had not yet arisen. Figure 2 shows the variations
of the signal of the outer scintillator in the flare-
detection regime (time resolution 0.25 s). A hard
X-ray flare with its maximum at 6:03 UT (times
everywhere have been recalculated to those for an
observer in near-Earth orbit) was rapidly followed by
the arrival of accelerated protons. We can see that
the amplitude of the hard X-ray flare was only slightly
smaller than the amplitude of the signal due to the ac-
celerated particles—primarily protons with energies
exceeding 60 MeV. In this case, the very rapid arrival
of the accelerated particles to both the boundary
of the magnetosphere and to the Mars Odyssey
spacecraft is due to the favorable (western) position
of the flare on the Sun and the very quiet conditions
in the interplanetary medium onMay 20, up until this
event. Protons with energies of tens of MeV moved
essentially along the force lines of the interplanetary
magnetic field connecting the flare with the IMP-8,
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Fig. 2. (a) Count rate for the outer scintillator for the flare of May 20, 2001. The time resolution is 0.25 s. We can see that the
amplitude of the hard X-ray flare does not exceed the instrumental response to solar protons with energies exceeding 60 MeV.
(b) Count rates for the outer and inner scintillators for the flare of May 20, 2001, after 6h UT. The resolution of the hard X-ray
data is 0.25 s. The gamma-ray emission is presented as the sum of the counts in all the spectral channels; the time resolution
here is 19 s.
GOES, andMars Odyssey spacecraft, and were de-
tected by instruments onboard these three spacecraft
approximately 20 min after their acceleration. The
corresponding time profiles of the accelerated protons
turned out to be similar for all three spacecraft, and
the fluxes of 10 MeV protons were close to 10 s.f.u.,
while the fluxes of protons with energies of tens
of MeV approached 1 s.f.u. Analysis of the 1100 cur-
rently known proton enhancements observed in near-
Earth orbit shows that the event of May 20 represents
one of the most widespread cases. This is associated
with the fact that precisely flares with X-ray strengths
of about M5 are related to the weakest events that
give rise to accelerated protons that arrive at the
magnetosphere [12], and such sources of accelerated
protons are the most numerous.
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 3. (a) Setting of an activity center behind the limb on May 20, 2001, and (b) rising of another flare group on October 22,
2003, based on observations in the GOES 1–8 and 0.5–4 Å bands.
Figure 2b shows the responses of the outer and
inner scintillators (i.e., the X-ray and gamma-ray
photometers) in the flare-detection regime. The high
time resolution of the X-ray flare enables the detec-
tion of structure: all the events are divided into four
to five individual “elementary” events, each of which
lasts about 10 s. Such fine structure is observed more
often in events near the limb.
When analyzing the gamma-ray emission with a
ASTRONOMYREPORTS Vol. 49 No. 11 2005
time resolution of 1 s, the useful signal was only
weakly distinguished, but became more firmly de-
tected in a 19 s integration regime, reaching approx-
imately 80 photons in the entire flare. It is surprising
that this relatively strong signal was not detected by
Yohkoh, especially in the corresponding channels of
the HXT X-ray telescope, which operated at the time
of the flare and has a sensitivity that is somewhat
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Fig. 4. Left: (a) time profile 75–872 keV in counts per second and (b) image in the Yohkoh XHT H channel (53–93 keV) for
the flare of May 20, 2001, near 6h UT. The time interval for the image is indicated on the upper axis of the flare time profile.
Right: (c) time profile in the H channel (53–93 keV) in counts per second per channel and (d) image in the Yohkoh HXT
M1 channel (23–33 keV) for the flare of May 20, 2001, near 9h UT (it was not possible to construct an image in harder
channels). The time interval for the image is indicated on the upper axis of the flare time profile.
higher than HEND (this flare was at the detection
limit of the Yohkoh gamma-ray telescope).

When analyzing this discrepancy, it became clear
that we were dealing with a very rare case of the
setting beyond the limb of a group of spots in which
rapid (or, as it has recently become popular to call
them, “compact”) flares arise with some regularity.
The analyzed flare was the first, most powerful, flare of
a series of events associated with the evolution of this
group when it was on the side of the Sun hidden from
the Earth. Instruments in near-Earth orbits operating
in the soft X-ray and ultraviolet detected photons
generated only at the apices of flare loops. This series
is also clearly manifest in the regular data taken by
the GOES satellite. All five flares visible in Fig. 3,
which began on May 20, 2001, at 6:20 UT (М6.4),
9:12 UT (М1.5), 11:35 UT (С6.1), 14:32 UT (С2.9),
and 19:30 UT (С1.3), occurred at the western limb
during the setting of group 9455.

All these flares are characterized by certain pe-
culiarities, which make them good candidates for
gamma-ray flares. For example, the duration of the
soft X-ray emission of the first flare of May 20, 2001,
was only 6 min, while the growth phase was only
3 min (excluding a precursor at 5:46 UT, which is not
shown in the figure). Note that several rapid flares oc-
curred during the passage of this same group across
the visible disk of the Sun, in particular, theM3.6 flare
of May 13, 2001, beginning at 3:00 UT. This can be
considered an example of the half of M flares that
do not give rise to proton enhancements at near-
Earth orbits and fluxes of hard radiation which are
not accessible to measurements with HEND.

Usually, such powerful, bright flare systems of
events as the flare beginning at about 6h UT on
May 20, 2001, last an hour or more. The simplest
explanation for the brief duration of the flares in this
series is that the primary energy release in these flares
was so great that the magnetic field could not confine
the forming system of loops. However, the idea that
the system was completely disrupted is not always in
agreement with the observations—often it is simply
the conditions for prolonged existence that are dis-
rupted. For example, at the end of the ejection of the
flare of May 20, when a shock (type II radio flare)
emerged into the middle corona from 6:06 to 6:26 UT,
the SOHO data display a wide front with a cavity
at its center and with strongly twisted formations at
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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the center and arcades; the large-scale streamer was
disrupted. However, the post-eruptive development of
this event that is usual for large flares did not occur.
Analogous phenomena with somewhat lower

powers were observed in the second flare, which
began at 9:12 UT and lasted only 11 min. Type-II
radio emission was already detected at large distances
at 9:28 UT. The variations of the soft X-ray flux
for the last flares in the series and analysis of the
radio data suggests that all the flares in the series
were homologous (all the characteristic properties of
the processes for the first two events were virtually
identical).
The first two flares were observed by the Yohkoh

HXT instrument (Fig. 4). The most striking thing
about them is the extreme similarity of the main prop-
erties of the time profiles for the flare of May 20, 2001,
obtained for the two instruments, which differed only
in their time resolution (Figs. 2b, 4a). The similarity
in the absolute values here is due to a chance coinci-
dence in the count rates; in reality, the absolute flux
corresponding to the HENDmeasurements is some-
what higher than the flux for the Yohkoh HXT data.
However, after the HEND and HXT X-ray photome-
ter signals were over, the gamma-ray photometer
went on to observe another maximum. This delay in
the hard emission by approximately 20 s is manifested
in the data averaged to 19 s, as can be seen by com-
paring Figs. 2b (top) and 4a with Fig. 2b (bottom).
This difference between the HEND and HXT

data can be expressed in another way. The flare of
May 20, 2001, was already powerful at about 6:00,
and involved a large number of accelerated particles.
Nevertheless, in observations carried out in near-
Earth orbit, the spectrum of photons with energies
of 50–300 keV displayed a power-law index of −4.3
(according to the HXT spectrum). Such power-
ful flares usually have harder spectra, with indices
from −3 to −2, especially in the case of limb events.
This provides additional support for the reality of the
inferred differences.
Note that this flare occurred precisely at the limb

for an observer at the Earth. This follows, for example,
from the SOHO 171 Å frames at 13h UT, which
show a large loop that is moving behind the limb in
the setting part of the active region. In other words,
the second base of the loop was probably already
located on the side of the Sun that is hidden from an
observer in near-Earth orbit; one of the flares with
energy exceeding 330 keV was detected from the
Mars Odyssey, but was not able to be observed from
near-Earth orbit.
The second flare was observed on the Yohkoh

HXT instrument to energies of about 60 keV, and
could already not be distinguished very clearly in the
standard H channel (53–93 keV). It was possible
ASTRONOMYREPORTS Vol. 49 No. 11 2005
to construct images only in two of the four energy
channels: L (14–23 keV) and M1 (23–33 keV); the
latter image is presented in Fig. 4d. The decrease in
the fluxes compared to the first flare is associated with
both its lower power and its setting behind the limb
over a time of only three hours. Note that, in this case,
there is some evidence for a hardening of the spectra
of flares near the limb at 20–100 keV, as can be noted
in a statistical analysis of hard flares. The flares of
May 20, 2001, at 9:12 UT (М1.5), 11:35 UT (С6.1),
and probably 14:32 UT (С2.9) were also observed by
the Mars Odyssey, but the detection of accelerated
particles from the western flare at this time prevents
a quantitative comparison of the time profiles for the
X-ray emission detected by the two spacecraft.

Thus, even observations carried out using a single
spacecraft contain some information about the loca-
tion of the X-ray source. Applied to the case consid-
ered of a well defined setting source of rapid flares,
these soft X-ray data (Fig. 3) enable us to estimate
the height of ordinary loops associated with weak
compact flares to be h ≤ 20 000 km. The Yohkoh
HXT data can be used to analyze not only the “ideal
setting” of the sources on May 20, 2001, but also
some set of such cases. A preliminary analysis of this
material suggests that the height of the sources of
radiation with energies exceeding 50 keV is lower
than the value of 20 000 km for the sources of softer
photons. It is clear that the main emission in this
range of energies arises near the loop bases, and the
question is what contribution is made by high sources
near the cusps of typical large prolonged flares.

The variety of geometries and other properties of
flares hinders detailed studies of the setting of sources
behind the solar limb. The presence of two spacecraft,
preferably with identical instruments, fundamentally
changes the situation, enabling simultaneous obser-
vations of a single event from different directions. The
difference in the longitudes in the ecliptic plane for the
Mars Odyssey spacecraft and the Earth was 8.3◦ at
the time of the maximum of the May 20, 2001 flare.
The flare, which was located precisely at the limb for
the near-Earth observations, was observed by HEND
on the visible disk 8.3◦ from the limb. In spite of the
small difference in the spacecraft longitudes, when
the source is located precisely at the limb for one of
the instruments, the effect of setting behind the limb
will already be manifest for the other. In our view, the
most probable explanation is that the second base of a
high loop associated with two parts of a bipolar group
was not visible in the near-Earth observations. This
testifies to a low height for the source, which can be
estimated using the method depicted in Fig. 1a to be
about 7300 km. Clearly, we are dealing here with a
part of the source that is invisible to the near-Earth
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Fig. 5. (a) X-ray flare of October 22, 2003; the time resolution is 0.25 s. (b) The same for the October 24, 2003. Time in
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observations and is localized near the base of the loop,
rather than at the loop apex.

5. EVENTS DURING THE RISING
OF GROUP 10486 IN OCTOBER 2003,

BASED ON STEREOSCOPIC
OBSERVATIONS

At the end of October 2003, in the decay phase
of the 23rd solar cycle, a period of high flare ac-
tivity began, which has been actively studied with
both ground-based observatories and spacecraft in
near-Earth orbits. At the beginning of this period,
October 23, 2003, the Mars Odyssey spacecraft in
its orbit around Mars detected nonstationary events
on the Sun, which were located 24◦ to the west of
their position for observations from the Earth. Thus,
the rising of the groups, above all group 10486, was
observed from a near-Mars orbit earlier than from the
Earth.

This case is opposite to that discussed above in
terms of both type of activity and observing con-
ditions. While the setting of a source of a series
of homologous, very short flares was observed in
May 2001, in this case, we have the appearance from
behind the limb of a source that was transformed over
one to two days into a very complex site displaying
powerful activity. A large number of weak, nonsta-
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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tionary processes were detected at the eastern limb
south of the solar equator in the soft X-ray range
by near-Earth instruments. Against the background
of the two most powerful flares, which began at
3:28 UT (М3.7) and 19:47 UT (М9.9) onOctober 22,
2003, a number of weaker events were observed,
such as those starting at 8:30 UT (М1.7), 9:37 UT
(М1.7), 15:57 UT (М1.2), and 21:56 UT (Fig. 3b).
Another difference from the case of May 2001 is
that, the observations of these nonstationary events
near the eastern limb did not reveal accelerated solar
particles traveling in the direction of the spacecraft.
Accordingly, there is no flux of particles hindering the
detection of X-rays and gamma-rays, as was the case
for the western flare of May 20, 2001.

At the end of October 2003, the activity on the
disk was determined primarily by group 484, which
preceded group 486 (here and below, we omit the 10
before the group number). The effect of a connection
between a weak flare in group 484 and the beginning
of activity in the following group, 486, can already be
seen in the structure of a powerful coronal mass ejec-
tion on October 21, 2001 at 4:28 UT at the eastern
limb 16◦ south of the equator. Our data indicate that
the enhanced level of soft X-ray emission after 18h UT
on October 21, 2001 (shown by the GOES data) is
clearly related to the activity of group 486. Indeed, a
large flare with its maximum at 18:41 UT and lasting
12 min in the hard X-ray range was observed by the
MarsOdyssey spacecraft. The count rate in the outer
scintillator reached a maximum of 300 s−1, and the
radiation in the first peak remained appreciable at
energies of 100–200 keV (see [13] for more detail).
Traces of this flare, which realistically could have
reached magnitude X but occurred far beyond the
limb for an Earth observer, are visible on the 195 Å
SOHO image obtained at 18:48 UT.

The following flare occurred at the end of the soft
X-ray enhancement that began at about 18h UT on
October 21, 2003, at about 3:30 UT on October 22.
According to the GOES data, its class reachedM3.7,
but in reality the flare was somewhat more powerful
due to the invisibility of the dense bases of the flare
loops from near-Earth orbit. This also follows from
a 195 Å SOHO film, in which the flare loops in the
southern part of the region move beyond the limb, in
the direction of the main flare site. The time profile of
the hard X-ray emission from the data obtained by
the HEND outer scintillator is presented in Fig. 5a.
There is no corresponding signal in the hard X-ray
channels, beginning with energies of about 300 keV,
or in the gamma-ray channel. In the data taken in
near-Mars orbit (Fig. 5a), two peaks separated by
4–5 s, can be distinguished. This time structure is
ASTRONOMYREPORTS Vol. 49 No. 11 2005
typical for high-energy phenomena that develop in
low loops associated with impulsive events.
This source of hard X-ray emission was located

beyond the limb for observations in near-Earth or-
bit and, thus, so was not visible. Several very weak
events associated with phenomena in both groups
were observed by HEND on October 22, 2003, but
they were softer than the similar weak events on
subsequent days. For comparison, the time profile of
one of these is also presented in Fig. 5b. The flare of
October 24 at 2:54 UT (Fig. 5b) was somewhat more
powerful than the flare of October 22 (М7.6); the two
X-ray flares were similar, but the hard radiation for the
later flare continued for more than 10 min rather than
only tens of seconds.
The X-ray emission from group 486 was first

detected firmly in near-Earth orbits was on Octo-
ber 22, 2003 at 19:45 UT at energies near 40 keV.
The CORONAS-F monitoring data testify that
the detected fluxes were lower than expected for a
M9.9 flare, suggesting that the bases of the loops
may have been located beyond the solar limb (a more
detailed comparison of CORONAS-F data for this
flare and data taken in near-Mars orbit can be found
in [13]).
Thus, the influence of group 486 began to be felt

at soft X-ray energies at the end of October 21,
2003. The situation here is analogous to the setting
of the soft source on May 20, 2001: the soft radia-
tion is observed beyond the limb far longer than the
hard radiation. In reality, the near-Earth spacecraft
CORONAS-F and RHESSI detected at hard X-ray
energies the final stage of a large flare that occurred
on October 23.
The first large X5.4 flare of a series of powerful

events from the end of October through November 4,
2003, occurred on October 23 at about 8:30 UT. Two
main maxima are observed on the X-ray light curve
(Fig. 6a), which correspond to two impulsive flare
episodes separated by approximately 15 min. These
two maxima were also observed on the radio at 10 cm
(Fig. 6c), confirming the existence of two stages of
the event. The fine time structure of the main X-ray
impulse is also well defined in recordings with the
maximum time resolution of 0.25 s when recordings
of only this radiation are separated out.
This flare was detected in the inner HEND scin-

tillator, as can be seen in Fig. 6b, which presents the
gamma-ray count rate averaged over 8 s. A compari-
son of the X-ray and gamma-ray curves shows that
radiation with energies exceeding 1 MeV is clearly
distinguished not at the time of the first, most pow-
erful X-ray impulse, but instead at the time of the
weaker X-ray impulse that occurred 2 min later. It
is most likely that this corresponds to the time when
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the flare particles were accelerated to relativistic ener-
gies. The radiation becomes softer at later times, but
there is a powerful energy release in both impulsive
events. The quasi-stationary development of giant
post-eruptive loops whose axis is directed toward
another, northeastern, group began after 9h UT. The
development of this post-eruptive phase is clearly ex-
pressed and can be traced in both out-of-atmosphere
and ground-based data from the ultraviolet to the
radio ranges. We are considering this flare in some-
what more detail only because it displayed the main
properties of phenomena that were developed in sub-
sequent flares in this series. This event is worthy of a
separate, more detailed discussion, all the moreso be-
cause other detailed observations from the Earth were
hindered by the nearness of the flare to the limb and
observations in near-Earth orbits were unsuccessful.
Returning to the main theme of the paper, we

assert, based on an analysis of all the available obser-
vations, that the activity at the eastern limb of the Sun
was first detected on the Mars Odyssey spacecraft
at photon energies exceeding 80 keV one day ear-
lier than the event was detected in near-Earth orbit.
The boundaries of this time interval can be taken to
be either the onset of visibility of the hard phenom-
ena to the near-Mars and near-Earth instruments
(18:40 UT October 21 and 19:50 UT October 22,
2003), or the movement behind the limb of the group
for the two types of spacecraft. This occurred for
the Martian spacecraft at 3:30 UT on October 22
(Fig. 5а), while activity at hard energies began to
be detected at the beginning of October 23 by the
RHESSI and CORONAS-F spacecraft.
Thus, assuming an approximately constant height

for the sources of hard radiation associated with flares
that are not very strong, we can estimate this height
based on simple reasoning (Fig. 1b). The difference in
the longitudes of the Earth and Mars at the time of
the first flare was close to 22◦. The active region shifts
by 14◦ per day in the same direction as the motion
of the two planets in their orbits (here, we use data
for the siderial rotation of the Sun for an observer on
Earth). This means that the base of the second flare
was located 8◦ beyond the limb. Given that the time
interval can somewhat exceed one day, it is reasonable
to estimate the height of the hard source to be in the
range 7000–10 000 km.

6. EVENT OF AUGUST 25, 2001,
AS AN EXAMPLE OF A POWERFUL FLARE

ON THE DISK

Hard radiation accompanied by particle acceler-
ation on the Sun was detected by both HEND and
instruments in near-Earth orbits. First and foremost,
we carried out a qualitative comparison of the time
ASTRONOMYREPORTS Vol. 49 No. 11 2005
profiles of flares occurring on the solar disk observed
simultaneously from different directions. For about a
dozen cases, such comparisons lead to a surprising
coincidence in the shapes of the flares and, most
often, fluxes of the radiation forM3–X2 flares. Several
examples are presented above. Generally speaking,
this supports the conclusion drawn earlier that the
radiation of photons with energies exceeding 70 keV
for events on the visible disk is not directed (see [9]
and references therein).
However, this is not so obvious in the case of

the largest events. As an example, let us consider a
flare detected during the flight of the Mars Odyssey
spacecraft to Mars. The powerful flare of August 25,
2001, with well-developed high-energy phenomena
occurred on the solar disk at some distance from
the southeast limb (class X5.3, onset at the Earth
at 16:23 UT, coordinates S17 E34). No flux of
accelerated protons was observed from this eastern
flare, while a sporadic high-velocity flux of plasma
arrived early, after approximately two days. Gamma-
ray emission was detected by several spacecraft. In
particular, the CORONAS-F and Yohkoh spacecraft
detected appreciable fluxes of hard photons with
energies up to 40 MeV during this flare [14]. Such
events are fairly rare, as can be seen, for example,
from an inspection of a list of events detected by
FOBOS [15].
Figure 7 presents the results of gamma-ray obser-

vations with a time resolution of 1 s. In this case, a
gamma-ray signal with a duration of about 100 s and
with its maximum at about 16:31:44 UT was firmly
detected. We can see that the entire flare represents
a superposition of several impulses with durations
of 10–30 s each. The time profile repeats the main
properties of the data obtained in the HXT Yohkoh
H channel. This suggests that we are dealing with the
acceleration of individual beams of particles and their
subsequent destruction in dense layers. The shapes
of the profiles for higher-energy nonthermal radia-
tion remain similar, reflecting the time dependence of
the particle acceleration. However, a more detailed
comparison shows that the decrease in the flux in
time shown by the HEND data occurs somewhat
more slowly than in the HXT Yohkoh H channel.
A more detailed analysis is required in order to elu-
cidate whether this is related to the effect of directivity
of the radiation for observations at angles differing
by 25◦. Competition arises from the variations in band
sensitivity for the different channel energies when
incident radiation also becomes harder.
In many respects, the analyzed event can be con-

sidered to be a source of a “typical” powerful gamma-
ray flare. Indeed, the flare arose at the point where a
bright Нα floccule passed between two large spots
in a group with opposite polarities (Fig. 8a). This
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situation is the most favorable for the development
of high-energy phenomena, most of which are pro-
duced in the penumbra of a single large spot during
the rising of small islands with opposite magnetic
polarities (i.e., in the presence of large differences in
magnetic fluxes of opposite polarity). The extent of the
3B optical flare along the magnetic-field neutral line
was modest compared to other flares with comparable
powers (for a height of the main loop at the flare
maximum of about 20 000–25 000 km; Fig. 7, lower).
The compactness of the light sections of the flare in
Figs. 8b and 8c is characteristic of gamma-ray flares.
The difference images in four lines kindly presented
to us by I.M. Chertok enable us to understand the
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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main properties of the plasma ejection, and possibly
the outflow of accelerated particles (this analysis is
analogous to that applied in [16]). Namely, there are
grounds to suppose that a perturbation cone was di-
rected to the Southeast, approximately 30◦−40◦ from
the radial direction passing through the flare.

Indeed, the development of the high-energy event
of August 25, 2001, lasted over all several minutes.
The rapid and dense coronal mass ejection that arose
ASTRONOMYREPORTS Vol. 49 No. 11 2005
at that time (Fig. 8d) led to the development of the
subsequent post-eruptive phase of the flare immedi-
ately after the high-energy event (Figs. 8b, 8c). This
is quite common, and only in certain powerful events,
such as the event of June 15, 1991, is there an interval
of 10–20 min between these two phases. As a rule,
after a powerful impulse, the system of new flare loops
propagates in two directions along the neutral line
of the longitudinal magnetic field. The structure of



930 LIVSHITS et al.
the flare begins to resemble an S shape, referred to
as a “sigmoid flare.” One peculiarity of the event of
August 25, 2001, is that the ejection was asymmetric:
it was stronger toward the Northeast than toward
the South. This was manifested via the substantial
development of the system of giant arches, which
was clearly visible on the eastern limb, as well as the
stronger dimming to the Northeast. A corresponding
darkening that arose due to the ejection of part of
the high loops is clearly visible in Fig. 8c to the
northeaster of the spots, in the location of the energy
release.
Thus, powerful phenomena accompanying large

fluxes of gamma-rays represent a combination of
compact formations and the very unusual and pro-
longed subsequent development of nonstationary
processes.

7. RESULTS AND DISCUSSION

We have presented the first results of data on solar
flares obtained using the HEND instrument onboard
the Mars Odyssey interplanetary space station dur-
ing its flight to Mars and its orbits around Mars.
The scientific instrument complex of the station in-
cludes the HEND, developed at the Space Research
Institute of the Russian Academy of Sciences. The
scintillation HEND with two independent crystals
enabled the detection of photons with energies from
tens of keV to 2.5MeV. In the first stage, we restricted
our use of these data to a regime with two “photome-
ters” operating at more than 80 keV (hard X-ray)
andmore than 330 keV (gamma-ray), with maximum
time resolutions of 0.25 and 1 s, respectively. The
instrument also detects solar cosmic rays.
Consideration of these data together with the re-

sults of measurements made in near-Earth orbits en-
able the detection of some variations in the integrated
fluxes of hard radiation from solar flares in the case of
simultaneous observations from two different direc-
tions. The most interesting observations of this type
are those near the solar limb. We have applied two
approaches to the realization of such “stereoscopic”
observations. The first consists of simultaneous ob-
servations of a source from two different directions,
and the second, in determining the moments when a
source appears at the limb at different spacecraft as a
result of the corresponding rotation of the Sun.
We analyzed two cases as examples: the setting of

a flare region on May 20, 2001, which displayed reg-
ular brief flares, and the rising of group 10486, which
displayed numerous flare phenomena at the limb and
extremely high activity in October–November 2003.
In both cases, we found that the setting of a modest
(class M) flare 8◦−10◦ behind the limb led to an
appreciable decrease in the nonthermal radiation with
energies exceeding 80 keV. The corresponding height
of formation of the bulk of this radiation is located be-
low 7000–10 000 km. This supports the idea that this
radiation is generated near the bases of flare loops,
with the flux from the loop apices being negligible.We
emphasize that this result was based on geometric
reasoning, without serious assumptions being made
about the structure of the source or the mechanism
generating the radiation.

Essentially, the instrument we have used detects
flares beginning with class M3, or more precisely,
those of them in which a fairly large quantity of par-
ticles have been accelerated. If these flares are lo-
cated in the western part of the disk, or even in
the central part, accelerated solar cosmic-ray par-
ticles that are generated there can be detected in
near-Earth orbits. The new information about these
weak sources of proton perturbations is the follow-
ing. Acceleration occurs in the impulsive or explosive
phase of these flares, and continues no more than
several minutes. If an ordinary system of high loops
forms, it exists for only a very short time. An ad-
ditional source of X-ray emission usually forms in
the post-eruptive phase, high in the region of the
cusp. RHESSI data clearly demonstrate that, in the
powerful flare of July 23, 2002, this source is located
at coronal heights, andmoved upward beginning from
a height of about 20 000 km [17]. Even in X flares, this
radiation is concentrated near energies of tens of keV.

Analysis of HEND data leads us to conclude that
the energies of photons arising in the source at high
heights near the loop apices do not exceed 80 keV.
This contradicts the picture in which the acceleration
of relativistic particles occurs during the reconnection
of magnetic-field lines in a vertical current sheet or at
the front of a large-scale shock in the corona. Strictly
speaking, this conclusion can be drawn only for M
flares. One of the main problems, therefore, becomes
the need to search for mechanisms for efficient parti-
cle acceleration at low heights in compact flares.

It is not possible to draw the same conclusion for
powerful solar flares based on currently available data.
Several examples only confirm the short durations of
typical solar gamma-ray flares. We emphasize that
comparisons of the HEND data with the results of
radio observations indicate a coincidence between
many interesting features, especially in the impulsive
phases of flares. This is associated with the good
time resolution of the HEND data. The meaning of
these coincidences is that the radiation at energies
exceeding 80 keV is nonthermal, and the appearance
of a thermal component is not noticeable, even in such
powerful gamma-ray flares as the event of August 25,
2001. Note also that, in a number of cases, HEND
data occupy gaps in observations of the hard X-ray
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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radiation of several interesting events, and joint anal-
yses could lead to new results for phenomena such as
large solar flares. Our analysis also convinced us of
the large diagnostic potential of data obtained with
even modest instruments for which regions beyond
the eastern limb of the Sun are accessible to obser-
vation.
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The Proportion of Hot and Cold Regions in the Polar Solar Corona
during 1957–2002

V. I. Makarov1 and A. G. Tlatov2
1Main (Pulkovo) Astronomical Observatory, Pulkovskoe sh. 65, St. Petersburg, 196140 Russia

2Kislovodsk Mountain Astronomy Station, P.O. Box 1, Kislovodsk, 357741 Russia
Received October 25, 2004; in final form, May 18, 2005

Abstract—Occultation observations of the intensity of the FeXIV 530.3 nm and FeX 637.4 nm forbidden
lines detected at the Kislovodsk Mountain Station during 1957–2002, indicate long-term changes in the
structure of the solar corona. The monthly average intensities of green (KI530.3) and red (KI637.4) spectral
lines are calculated for all latitudes (0◦–90◦) and for a high-latitude zone (45◦–90◦). A strong correlation
(r = 0.91) between the green KI530.3 line intensity and the Wolf numbers is found and used to fill gaps
in the observations. The ratio KI637.4/KI530.3 takes on its maximum value at the solar minimum. The
KIp637.4/KIp530.3 ratio in the high-latitude solar zone (45◦–90◦) increased by more than a factor of two during
1957–2002. This means that the fraction of cool regions in the polar corona has more than doubled over
these years. We suggest that this increase in the number of cool regions is related to an increase in the area
of the polar solar zones occupied by magnetic field of a single polarity at the solar minimum, and possibly
to an increase in the area occupied by polar coronal holes. This is associated with long-term variations in
the internal structure of the Sun. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studies of the high-temperature coronal plasma
are concerned with both heating of the upper solar
atmosphere and the dynamics of local magnetic fields.
Variations in the intensities of forbidden coronal spec-
tral lines are related to variations in the temperature
and density, which, in turn, are related to long-term
changes in the global structure of the corona, solar
wind, and terrestrial climate. Studies of the long-
term changes in the corona are important for our
understanding of both internal solar processes and
the physics of cosmic rays. It is obvious that long,
uniform series of coronal intensities in several spectral
lines are necessary for this purpose.

Observations of the solar corona during total solar
eclipses are not sufficient for studies of long-term
changes. Even if we consider every eclipse, this pro-
vides no more than one minute of observations per
year, on average. The difficulty of occultation observa-
tions of the corona is that the intensity of the coronal
luminosity is 10−5–10−6 of the intensity at the center
of the solar disk.

The green coronal line at 530.3 nm was discov-
ered during the eclipse of 1869. Seventy years later,
W. Grotrian [1] and then B. Edlēn [2] showed that
the 530.3 nm line was emitted by FeXIV. B. Lyot [3]
was the first to carry out occultation observations of
the solar corona. His work initiated the practice of
1063-7729/05/4911-0932$26.00
regular measurements at various observatories in Eu-
rope, America, and Japan: Pic du Midi (1947–1974),
Arosa (1947–1978), Climax (1947–1966), Norikura
(from 1950 to the present), Kanzelhöhe (1948–1961),
Kislovodsk (from 1952 to the present), Lomnický S̀tit
(from 1966 to the present), and Sacramento Peak
(1948–1966 and from 1977 to the present).

These observations were analyzed in [4–16]. At
present, there are three observational series of various
durations for the intensity of the FeXIV 530.3 nm
green coronal line [9, 11, 13, 16, 17] and one series
(for Kislovodsk) for the FeX 637.4 nm red coronal line
in the period 1957–2002.

We analyze here the intensities of the green FeXIV
530.3 nm (KI530.3) and red FeX 637.4 nm (KI637.4)
coronal lines observed at the Kislovodsk Station of
the Main Astronomical Observatory during the pe-
riod of 1957–2002. We use these data to determine
the proportions of hot and cold regions in the polar
corona at an altitude of 1.04R0.

2. OBSERVATIONAL DATA

Difficulties of occultation observations of the
corona are associated with the large amount of light
scattered in the terrestrial atmosphere, at the edge
of the objective, and inside the coronograph. As a
rule, the total amount of scattered light exceeds the
brightness of the corona by two orders of magnitude.
c© 2005 Pleiades Publishing, Inc.
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M.N. Gnevyshev pioneered the organization of the
first occultation observations in Russia. In 1948, he
chose a site on the Shat Zhad Mas Plateau in the
central Caucasus at an altitude of 2070 m above sea
level for a coronal station. The first photographs of
coronal lines were obtained in 1950. Regular Lyot
coronograph [3] observations of the corona in the
FeXIV 530.3 nm and FeX 637.4 nm lines were started
in 1952, and have been continued to the present [6–9,
16, 18].

When obtaining long series of coronal observa-
tions, it is important to ensure stability of the pho-
tometric system and accuracy of the measurements
when the brightness of the coronal lines becomes
equal to the brightness of the spectrum of the solar-
disk center with a spectral width of 1 Å.

An international meeting for corona researchers
proposed by M.N. Gnevyshev was held at the Pic
du Midi Observatory in 1967. The meeting approved
a research technique developed in Kislovodsk, which
was later recommended to all corona researchers at
the 12th IAU Congress in Prague. According to
the IAU recommendations, the intensities of coronal
lines should be expressed in absolute units—units of
coronal intensity (uci), which are equal to 10−6 of
the energy irradiated by the center of the solar disk
within a continuum band with a width of 1 Å near
the line. These regular observations of coronal lines
must be carried out at 5◦ intervals around the Sun,
with the intensity being detected at a height of 40′′
above the limb.

A calibration system equipped with a nine-step
photometric scale and dark filters is used to derive
the absolute intensities KI637.4 and KI530.3. The
Kislovodsk Station provides a large number of ob-
serving days and high stability of the photometric
system, making it possible to obtain a continuous
series of coronal brightnesses.

The coronal observations obtained at any observa-
tory will naturally display some gaps. Therefore, the
number of observing days is an important charac-
teristic. The table presents the numbers of observing
days per year for three main coronal stations. The
Kislovodsk Station is among the leaders in terms
of the number of observing days (120–150 days per
year), being second only to the Sacramento Peak
Observatory, whose data are beyond the conventional
coronal observations recommended by the 12th IAU
Congress.

3. KISLOVODSK DATA FOR THE GREEN
AND RED CORONAL LINES

Figures 1 (upper plot) and 2 show well developed
cyclic changes in the monthly average intensities of
ASTRONOMY REPORTS Vol. 49 No. 11 2005
Monthly average number of days of coronal observations
per year

Month Kis Nor LSt

1 10.0 5.4 6.1

2 8.4 4.0 5.5

3 8.5 6.3 4.3

4 6.7 7.2 4.0

5 7.0 6.7 4.0

6 8.2 4.7 4.2

7 10.1 4.8 5.2

8 11.8 7.3 5.8

9 12.3 7.1 6.0

10 13.5 11.1 7.3

11 10.5 9.8 5.2

12 10.1 6.8 4.8

Note: Kis: Kislovodsk Mountain Station of the Main Astronomi-
cal Observatory, data for 1952–2002;Nor:NorikuraObservatory,
data for 1950–1995; LSt: Lomnický S̀tit, data for 1966–2001.

the KI530.3 green coronal line (in erg cm−2 s−1 sr−1)
and their distribution in solar latitude during 1957–
2002. The observations indicate that the maximum
brightness of the green line in the inner corona is
detected over active regions (sunspots, faculae, and
flocculi). It is especially important that there is a
high correlation between the maximum intensity of
the KI530.3 green line and corresponding indices of
solar activity, such as the Wolf numbers W (t), for all
observed activity cycles. The maximum brightness of
the FeXIV 530.3 nm line was observed during the
19th cycle, while the 20th and 23rd cycles were less
active than others. Thus, there is a correspondence
between the intensity of the green coronal line and the
Wolf numbers, in contradiction with the conclusions
of [13, 14].

Calculations show that the correlation coefficient
between the monthly average intensity KI530.3 av-
eraged over all latitudes and the Wolf numbers W
is 0.91 for the interval 1957–2002. The correlation
function takes the form

KI530.3 = 0.228W + 12.7 uci.

Figure 3 shows that the Kislovodsk observations
of the intensity of the KI530.3 green coronal line dis-
play a high correlation between KI530.3 and W (t).
However, the coronal measurements in the FeXIV
530.3 nm line observed at the Norikura Station show
that this correlation is not always so high [17].

The FeX 637.4 nm red coronal line displays
a somewhat different relation to the Wolf
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Fig. 1. Top: monthly average intensities of the KI530.3 green coronal line (in units of 10−6 of the brightness at the center of
the solar disk) for all solar latitudes (0◦–90◦) from the Kislovodsk observations for 1957–2002. The 11-year cycles of the Wolf
numbers are also shown. Center: same as above for the KI637.4 red coronal line. Bottom: monthly average intensities of the
green (KIp530.3) and red (KIp637.4) coronal lines for latitudes 45◦–90◦ during 1957–2002.
numbers W (t). Figures 1 (middle plot) and 4
show the monthly average intensities KI637.4

(in erg cm−2 s−1 sr−1) and their distributions in
solar latitude according to the Kislovodsk obser-
vations during 1957–2002. On average, the max-
imum intensity coincides with the maximum Wolf
numbers, although the 11-year cyclicity is more
weakly expressed than for the green coronal line. The
correlation function takes the form

KI637.4 = 0.024W + 7uci,

and the correlation coefficient for the relation between
KI637.4 andW is 0.5.
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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and Southern solar Hemispheres (upper curve and a linear approximation), and the Wolf-number W cycles during 1957–2002
(lower curve).
4. LONG-TERM CHANGES
IN THE INTENSITIES

OF THE FeXIV 530.3 nm
AND FeX 637.4 nm LINES

IN THE POLAR SOLAR CORONA

The green (FeXIV 530.3 nm) and red (FeX
637.4 nm) coronal lines are most intense and visible.
The FeX and FeXIV ions originate in cool (T ≈
0.9 × 106 К) and hot (T ≈ 1.3 × 106 К) coronal
regions, respectively, and do not coincide in space.
However, correlated increases in the brightnesses of
the green and red lines are frequently observed over
active regions. This means that the magnetic field
prevents the conduction of heat, bringing about the
prolonged coexistence of cool and hot regions.

It is well known that the temperature behavior of
the ionization curves for FeXIV 530.3 nm and FeX
637.4 nm are very different [19]. This means that
the red and green lines originate at different tem-
peratures in different regions of the corona. Thus,
the ratio of intensities of these lines KI637.4/KI530.3
describes the relative contribution of regions with
different temperatures, rather than the temperature of
the corona. Consequently, the proportions of cool and
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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hot coronal regions can be determined from the ratio
FeX/FeXIV, since this quantity depends strongly on
the temperature and only slightly on variations in
density. Earlier calculations [4, 5, 20, 21] estimating
the coronal temperature from the ratio KI637.4/KI530.3

do not take into account the fact that the red and
green lines originate in different regions of the corona
with different temperatures.

Figure 1 shows that the green and red coronal-
line emission varies appreciably from solar minimum
to solar maximum, both at all latitudes (KI530.3 and
KI637.4 in the upper and middle plots) and in the polar
zone (KIp530.3 and KIp637.4 in the lower plot). The ratios
KI637.4/KI530.3 for all latitudes and KIp637.4/KIp530.3 for
the polar zones likewise vary significantly (Fig. 5).
The total set of data on the FeXIV 530.3 nm green
coronal line for the combined observations at Arosa,
Pic du Midi, Norikura, Kanzelhöhe, Wendelstein, and
Lomnický S̀tit together with the Kislovodsk series on
the FeX 637.4 nm red coronal line leads to the same
conclusion [22, 23].

In the last decade, special attention has been paid
to the polar solar activity [24, 25]. Figures 1, 2, and 4
present the cyclic variations and latitude distribu-
tions for KIp530.3 and KIp637.4 in the polar corona dur-
ing 1957–2002. The KIp530.3 and KIp637.4 intensities
at high latitudes are significantly weaker than those
expected based on the latitude distribution of the
sunspots. Some uncertainties in KIp637.4/KIp530.3 can
lead to errors in estimates of the proportion of cool
regions in the polar corona. However, the behavior
of KIp637.4/KIp530.3 in Fig. 5 (lower plot) suggests that
there is a long-term component in variations of the
structure of the polar corona.

The upper plot in Fig. 5 shows the 11-year cycles
of KI637.4/KI530.3 for latitudes 0◦–90◦. We can see
that the maximum of this ratio corresponds to the
solar minimum. According to the lower plot in Fig. 5,
the maximum of KI637.4/KI530.3 at latitudes 45◦–90◦
is also observed at the sunspot minimum.

It is well known that the most important phe-
nomena in the high-latitude corona are related to
coronal holes, which have reduced densities and
temperatures. The ratio of the intensities of the red
and green coronal lines, KIp637.4/KIp530.3, at latitudes
45◦−90◦ can be used to derive long-term changes
in the proportion of cool and hot regions in the
high-latitude corona. The ratio KIp637.4/KIp530.3 has
increased from 0.4 to 1.0 over the last 45 years. This
corresponds to a decrease in the portion of hot regions
in the high-latitude corona by approximately a factor
of two. We believe that an increase in the area of the
solar polar cap occupied by magnetic field of a single
polarity, and thus an increase in the polar magnetic
ASTRONOMY REPORTS Vol. 49 No. 11 2005
flux, results in an increase in the area of polar coronal
holes [25, 26]. This phenomenon can explain the
increase in KIp637.4/KIp530.3 at high latitudes, and,
consequently, the increase in the number of cool
regions in the polar corona during 1957–2002.

5. CONCLUSIONS

We have presented here long-term changes in the
ratio KIp637.4/KIp530.3 detected at latitudes 45◦–90◦,
and analyzed data on the green (FeXIV 530.3 nm,
KI530.3) and red (FeX 637.4 nm, KI637.4) coronal lines
observed during 1957–2002 at the Kislovodsk Sta-
tion of the Main Astronomical Observatory. Figure 5
shows the cyclic changes in KI637.4/KI530.3 for all
latitudes and the polar zones (KIp637.4/KIp530.3). The
ratio KI637.4/KI530.3 behaves similarly with the cycle
phase in both cases. Figure 5 shows that the monthly
average KIp637.4/KIp530.3 has approximately doubled
during 1957–2002. This corresponds to an approx-
imately twofold increase in the proportion of cool
regions, or a decrease in the proportion of hot regions
in the polar corona during 1957–2002. The total set
of data on the FeXIV 530.3 nm green coronal line
for the combined observations at Arosa, Pic du Midi,
Norikura, Kanzelhöhe, Wendelstein, and Lomnický
S̀tit together with the Kislovodsk series on the red
coronal line FeX 637.4 nm leads to only one conclu-
sion [22, 23].

It is likely that the increase in the proportion of
cool regions in the high-latitude solar zone is related
to an increase in the area of polar zones occupied by
magnetic field of a single polarity during the sunspot
minimum [22]. This results in an increase in the area
of coronal holes and, consequently, in an increase in
the number of cool regions in the polar corona. These
phenomena are associated with long-term changes in
the internal structure of the Sun. They are related to
the question of how solar activity can reach a state
similar to the Maunder minimum, leaving this state
within no more than 100 yrs. Such effects are also
related to global warming on the Earth [22].

ACKNOWLEDGMENTS

The authors are grateful to M.A. Livshits for his
helpful discussions and suggestions. This work was
supported by the Russian Foundation for Basic Re-
search (project nos. 05-02-16299 and 03-02-16091),
the basic research program Solar Activity and Phys-
ical Processes in the Solar–Terrestrial System of the
Presidium of the Russian Academy of Sciences, and
the basic research program Plasma Processes in the
Solar System of the Department of Physical Sciences
of the Russian Academy of Sciences.



938 MAKAROV, TLATOV
REFERENCES
1. W. Grotrian, Naturwissenschaften 34, 87 (1939).
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13. V. Rušin and M. Rybanský, Sol. Phys. 207, 47 (2002).
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Abstract—The radio brightness distribution at 5.2 cm has been obtained along the entire solar limb
down to a level of 0.01 of brightness temperature at the disk center T c

0 during the solar minimum. The
measurements are based on strip scans from the Siberian Solar Radio Telescope. Data reduction included
model fitting of an actual solar scan for each position angle. The maximum limb brightness, 1.37T c

0 , in the
derived distribution is at equatorial direction, where the radio radius exceeds the photosphere radius by 7%.
Toward the poles, the brightness peak and radio radius gradually decrease to 1.01T c

0 and 1.005R0. The
derived two-dimensional brightness distribution was used to calculate radio radius as a function of position
angle for several wavelengths from 4 to 31.6 cm. These dependences are consistent with RATAN-600
observations at position angles 0◦ and 25◦. c© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION
The distribution of radio brightness Tb over the

solar disk, especially near the limb, is determined by
the height dependence of the electron temperature
and density, and is thus connected with a fundamental
problem—heating of the corona. This explains the
interest of numerous researchers in the radial distri-
bution of Tb. The first summary of such studies at
centimeter wavelengths, which are most suitable for
studies of the corona and transition region, was made
by Swanson [1]. Measurements of Tb at the limb in
east–west or north–south directions [2–4] and of the
radio radius along the limb [5] were carried out in a
number of subsequent papers. These results yield a
fairly complicated and often contradictory pattern for
Tb distribution along the limb and its wavelength de-
pendence. The characteristic radial distribution of Tb
(uniform brightness over almost all the disk and a
sharp increase in the brightness at the limb, especially
in the equatorial direction) has not been thoroughly
explained; it is not consistent with known theoretical
and semiempirical models of the corona. Well-known
attempts to explain this as an effect of spicules [5, 6]
or small-scale, optically thick inhomogeneities in the
transition region [7] have not yielded convincing re-
sults.
Studies with high angular resolution, which en-

able accurate measurement of the strength and width
of the limb brightness peak, are of great importance
in this connection, as well as for models of the coro-
nal structure. However, Very Large Array (VLA) ob-
servations during the partial solar eclipse of Octo-
ber 12, 1997 [8], yielded an unexpectedly high peak
1063-7729/05/4911-0939$26.00
at the limb at 4.9 GHz: 80% in position angle 27.8◦.
Observations at 6 cm on the Westerbork Synthesis
Radio Telescope in 1979 [9], also led to unexpected
results: the amounts of brightening at thewestern and
southern limbs were virtually the same (40–50%);
the radio radius was greater than the optical radius
by 50′′ and 40′′, respectively. This differs from the
Bonn results [5], which, in spite of poorer angular
resolution, found a fairly strong dependence of the
radio radius on the position angle at this same wave-
length. Themost comprehensive studies in this direc-
tion have been carried out at centimeter wavelengths
on the RATAN-600 radio telescope [10]; however,
these data refer only to position angles of 0◦ and 25◦.
A number of studies with high angular resolution
were concerned with measurements of the mean solar
radio radius and the brightness enhancement near
the polar limb [11–14]. However, these works did
not consider the shape of the brightness variations
beyond the limb, which reflects the structure of the
solar atmosphere.

The aim of this study was to analyze the distri-
bution of Tb at 5.2 cm along the entire solar limb
with high angular resolution. We wished to study the
brightness distribution not only near the limb, but
also at a considerable distance from it, as such is
important for estimates of the contribution from loop
structures in the corona. Our analysis was based on
strip scans obtained with the arrays of the Siberian
Solar Radio Telescope (SSRT) [15, 16] during the
solar minimum (May–August 1995).
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. Variation of the spatial resolution of the SSRT
interferometers during the day in summertime.

2. THE INSTRUMENT USED
AND OBSERVATIONAL DATA

TheSSRT consists of two orthogonal linear arrays
operating at 5.2 cm, each of which includes 128 an-
tennas with a diameter of 2.5 m separated by 4.9 m.
The length of each array is 622.3 m. Two-dimensional
maps can be obtained every 15 min by means of
frequency scanning (using a 500-channel receiver).
The angular resolution in this mode is 22′′ × 26′′.

Simultaneously with mapping, both arrays of in-
struments observe in a strip-scan mode. These data
represent a sequence of responses to the Sun’s transit
across the interference fringes of the array’s beam.
The beam of the SSRT arrays is described by the
formula

P (θ) =




sin
(
N
πd

λ
cos θ

)

N sin
(
πd

λ
cos θ

)



2

,

whereN = 128 is the number of antennas, d = 4.9m
the antenna spacing, λ the wavelength, and cos θ the
direction cosine measured from the interferometer
baseline. The solar-disk center is crossed by the beam
peak at times given by the formula

H = arcsin
(

kλ

d cos δ

)

for the east–west (EW) array,
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Fig. 2. Position angles of the beam peaks of the SSRT
arrays on May 4 (solid), June 20 (dotted), and August 25
(dashed), 1995, with respect to the solar meridian. The
vertical axis shows the position angle in degrees and the
horizontal axis, the hour angle in degrees.

H = arccos



kλ

d
+ sin δ cosφ

cos δ sinφ




for the north–south (NS) array,

where k is the number of the interference maximum
and H , δ, and φ are the solar hour angle, solar decli-
nation, and latitude, respectively. During the day, the
scan duration, which is determined by the angular
spacing of the beam fringes, changes from 150 s at
culmination to 30 min at H ∼ 90◦ for the east–west
array and from 40 min at culmination to 3 min at
H ∼ 90◦ for the north–south array. In the summer,
we obtain daily up to 160 scans on the EW array and
up to 90 scans on the NS array.
Figure 1 shows the angular resolution ρ of the

arrays as a function of the hour angle for the summer:

ρ = 0.885
λ

Nd
√

1 − (sin θ)2
.

We can see that it is not desirable to use the data ob-
tained on the EW interferometer at large hour angles
because of the degraded angular resolution.
To study the distribution of Tb beyond the solar

limb, the instrument must have an appropriate field
of view, which can be described by the quantity pz :
the ratio of the duration of the interference period
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 3. (a) Example of a comparison of actual (solid) and calculated (dotted) scans. The dashed line shows the model radial
distribution of Tb. (b) Enlargement of the right-hand part of the actual and calculated scans.
to the duration of the solar disk’s transit across the
interference fringe of the array beam. Analysis shows
that observations on the EW interferometer are field-
restricted in the range of hour angles near culmination
and on the NS interferometer at large hour angles.
To study the distribution of Tb along the limb with

the SSRT arrays, we used the fact that the angle
between the direction of the interference maximum
and the normal to the array baseline changes continu-
ously during the day. The Sun’s position angle p0 also
changes during the observation session. As a result,
the position angle p of the kth interference maximum
with respect to the solar meridian will be

pEW(k) = arctan(sin δ(k) tanH(k)) + p0,

pNS(k)

= arctan
(
− cosφ cos δ(k)

sinφ sinH(k)−sin δ(k) cotH(k)

)
+p0,

where H(k) and δ(k) are the hour angle and declina-
tion of the kth interference maximum.
As an example, Fig. 2 presents the position angles

pEW and pNS as functions of the hour angle for three
days in spring–summer (May 4, June 20, and Au-
gust 25). As is visible from the graphs, we can scan
the solar disk in all directions if we use the May–
August observations on the EW andNS arrays, when
the Sun’s declination is within 10◦–23◦ and its own
position angle changes from−24◦ to+20◦. However,
bearing in mind with the above restrictions on the
spatial resolution and field of view, and in order to
ensure statistical reliability, a detailed analysis of the
ASTRONOMYREPORTS Vol. 49 No. 11 2005
brightness distribution along the entire limb requires
the use of a fairly large amount of observational data.

We selected for the study observations on days
when there were no active regions, filaments, or coro-
nal holes near the limb (along the scan direction).
The data were processed for observations obtained on
May 4, 11, and 12, June 1, 7, and 20, July 4, and
August 8, 10, 25, and 29, 1995.

3. DATA PROCESSING

Since we cannot estimate directly Tb for any part
of the solar disk from the strip scan data, the distri-
bution of Tb over the solar disk can be studied only
by means of modeling. This means that we must
choose a distribution of Tb over the solar disk whose
calculated response would coincide with the envelope
of the actual scan.
To model a scan whose envelope matches an ac-

tual scan, we must set the form of the radial bright-
ness distribution over the Sun in the given direction.
We used here the data of [10, 17] on the parameters of
the radial distribution of Tb in the equatorial direction
at several wavelengths as an input model. We created
a large set of models with radial distances from 0 (disk
center) to 2R0, with various values of emission peak,
radio radius, and steepness of brightness decline be-
yond the limb.

The chosen model radial distribution must then
be corrected for the effect of the beams of the SSRT
paraboloids (HPBW = 80′). In the considered range
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Fig. 4. Two-dimensional distribution of Tb at 5.2 cm
(the contours range from 0.01 to 1.3 of the brightness
temperature at the solar-disk center).

of radial distances, the beam is well described by the
formula

F (θ) = 2
J1(x)
x

, x =
πD sin θ

λ
,

where D is the mirror diameter, J1 the first-order
Bessel function, and λ the wavelength.
We then form an axially symmetric model bright-

ness distribution for the entire solar disk. For this
purpose, we filled a 512 × 512 two-dimensional array
with the brightness values for the one-dimensional
model corresponding to the distance from the center
to a given point in the array.
To take into account the smoothing effect of the

beam, the obtained model distribution of Tb is con-
volved with the interferometer beam. The model scan
yielded by this convolution is compared with the ac-
tual scan: the scans are superposed on the same
screen and adjusted in level and time position. We
then estimated the accuracy of the model based on
the extent to which the calculated scan matched the
envelope of the quiet Sun. If the model did not fit,
we corrected it or used another model. We took into
account some parameters of the radial distribution:
the magnitude and position of the brightness peak
at the limb, and the radial distance at the 0.5 and
0.1 levels. As an example, Fig. 3 presents a scan
of the Sun obtained on the EW interferometer on
June 1, 1995, together with a model scan (k = 58,
pEW = 3.6◦, pz = 1.49). This figure also shows the
model radial distribution of Tb.
We chose scans for the analysis such that the step

in position angle would not exceed, on average, 1◦.
The large set of models obtained was averaged over
3◦ intervals and then additionally smoothed over three
points. Using this set of models, we created a two-
dimensional brightness distribution model for all po-
sition angles, which was a first approximation, since
the input radial models were selected under the con-
dition of an axially symmetric brightness distribution
over the Sun. In subsequent stages, we carried out a
repeated gradual fitting of the two-dimensional model
by comparing the calculated scans with the observa-
tional data for all position angles.
The majority of the actual scans turned out to

be symmetric, and the model described equally well
both slopes of the scan. However, in some cases
pertaining to scans in the polar regions of the Sun,
this symmetry was broken. This can be explained, on
the one hand, by the presence of coronal holes in this
region and, on the other hand, by the possible effect of
inclination of the solar rotation axis to the plane of the
ecliptic.

4. RESULTS

The resulting empirical two-dimensional distri-
bution of Tb (Fig. 4) is elongated in the equatorial
direction, and its brightness varies smoothly from
the equator to the poles. The distribution of Tb over
the disk is close to elliptical; the smallest uniform-
brightness dimension is in the equatorial direction.
Figure 5 presents the magnitude of the radio

brightness peak as a function of the position angle.
The maximum values, Tmax, which reach 1.37T c

0 ,
correspond to the equatorial direction. The brightness
peak monotonically decreases from the equator to the
poles; with its magnitude in the polar zones being
slightly less than 1.01T c

0 . Note the good coincidence
of Tmax with the RATAN-600 results of [10], ac-
cording to which the peak magnitude (at 5.2 cm at
position angle 24◦–26◦) is 1.22T c

0 , while the graph of
Fig. 5 indicates 1.23T c

0 .
Figure 6 shows radial distance Rr at various levels

as functions of the position angle. At the 0.5 level, the
maximum value ofRr exceeds the photospheric radius
by 7%. With increasing position angle, the value ofRr
gradually decreases, reaching 1.005R0 in the polar
region. The radial distance in the equatorial direction
is 1.2R0 at the 0.1 level, and 1.48R0 at the 0.01 level.
In the polar zone, the radio brightnesses at the 0.1 and
0.01 levels are at heights of 1.027R0 and 1.065R0,
respectively.
Figure 7a presents the radial brightness distribu-

tion along the equator and meridian, normalized to
the brightness at the disk center. Figure 7b presents
part of the equatorial distribution beyond the limb,
as well as the corresponding part of the distribution
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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Fig. 5. Magnitude of the brightness temperature peak
(T ′ = Tmax/T c

0 − 1) as a function of the position angle.

calculated in the empirical model for quiescent re-
gions of the solar atmosphere [18]. The calculations
of Tb for the solar-disk center in this model match the
observational data well. However, like all the others,
this model does not fit the Tb observations near and—
as we can see from Fig. 7b—beyond the limb. The
largest discrepancy with the calculated curve is near
the 0.2 level; further out, this curve approaches the
observed curve. The curves nearly coincide near the
0.01 level.
One possible origin of the discrepancy between the

calculated radial distributions of Tb and the observa-
tional data is the loop structure of the corona [19].
In the above model, for the quiet regions of the Sun,
the electron density begins to increase sharply toward
the photosphere, beginning from heights of about
300 000 km. At radial distances corresponding to
these heights, the brightness at 5.2 cm is 1% of
the brightness at the solar-disk center. Thus, if we
suppose that the sharp increase in electron density is
associated with coronal loop structure, the 0.01 level
corresponds to the boundary of the loop structure.
The height of the loop structure gradually decreases
from the equator to the poles, where it is 0.07R0. The
value ofRr at the 0.5 level in the polar region, 1.005R0

(3500 km above the photosphere), testifies that the
brightness temperature here is mainly determined by
the transition zone, and that the number of coronal
loops is small.
According to results obtained with the Nobeyama

radioheliograph [12–14], the 17 GHz radio radius in
the polar region is 1.0125R0; i.e., it exceeds the value
ASTRONOMYREPORTS Vol. 49 No. 11 2005
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Fig. 6. Variation of the difference between the radial dis-
tance Rr and the photospheric radius R0 at the 0.9, 0.5,
0.1, and 0.01 levels along the solar limb.

of the radio radius we have measured at 5.2 cm. In
the first instance, this can be explained by the effect
of coronal holes, which are virtually always present
in the polar regions. While coronal holes are visible
at 5.2 cm as dips of the emission, they are usually
either not manifest or display enhanced brightness at
1.7 cm [20]. On the other hand, Selhorst et al. [14]
explain the increased radio radius in the polar zone at
17 GHz as a consequence of the effect of the radio
telescope beamwidth on the response from the limb
with enhanced brightness.
The magnitude of the Tb peak is 0.995R0. This is

consistent with the results of [10], where this value
for the equatorial zone is equal to or less than R0 at
all wavelengths from 2 to 31.6 cm. The shift of the
brightness peak from the limb toward the disk center
at centimeter wavelengths can be understood as an
effect of refraction in the transition zone.
Since the radiation mechanism for the corona

is known to be bremsstrahlung, the derived two-
dimensional map of Tb can be extrapolated to other
wavelengths for parts of the corona where the optical
depth is small. Figure 8 presents Rr at the 0.5 level
calculated as a function of position angle for 4.0, 6.0,
8.2, 11.7, 20.7, and 31.6 cm, together with the depen-
dence observed at 5.2 cm. This figure also shows the
observational data obtained by other researchers.
The value ofRr at 5.2 cm in the equatorial direction

measured from the SSRT observations of a solar
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Fig. 7. (a) Radial distribution of Tb along the equator (solid) and meridian (dotted). (b) Part of the radial distribution of Tb along
the equator beyond the limb (solid) and results of the calculations (dashed).
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Fig. 8. Variation of the radio radius along the limb at 4.0,
5.2, 6.0, 8.2, 11.7, 20.7, and 31.6 cm. The indicated points
show the observational data obtained in [10, 21].

eclipse [21] virtually coincides with the value obtained
here (1.065R0 and 1.07R0). The valueRr = 1.032R0

obtained at 4.0 cm by extrapolating at p = 25◦ is
considerably lower than the RATAN-600 value [10].
At longer wavelengths, the calculation results fit the
RATAN-600 data much better. The value obtained at
8.2 cm by extrapolating at p = 25◦ is Rr = 1.093R0,
while the observed value is 1.095R0. The calculated
11.7 cm values at p = 0◦ and 25◦ are 1.152R0 and
1.119R0, while the observed values are 1.135R0 and
1.106R0, respectively, indicating a fairly good agree-
ment. The extrapolated values at 20.7 cm are 1.18R0

and 1.141R0, while the observed values are 1.188R0
and 1.155R0, respectively. Finally, at 31.6 cm, we
have calculated values of 1.193R0 and 1.151R0 and
observed values of 1.205R0 and 1.166R0.
Thus, the values ofRr calculated based on the map

of Tb at 5.2 cm are consistent with the results of the
RATAN-600 measurements at a number of wave-
lengths. This testifies to a sufficiently high accuracy of
the derived distribution of Tb at 5.2 cm far off the limb.

5. CONCLUSION

We have obtained the brightness distribution over
the solar disk and beyond the limb to a distance of
two solar radii at wavelength of 5.2 cm at the so-
lar minimum. We used observations obtained on the
east–west and north–south arrays of the Siberian
Solar Radio Telescope carried out from May to Au-
gust 1995. The data processing consisted in fitting
a radial brightness distribution model and matching
the envelopes of actual solar scans for each position
angle.
Taking into account the bremsstrahlung nature of

the coronal radiation, we calculated the radio radius
of the Sun at several wavelengths from 4 to 31.6 cm
based on the obtained brightness map. The calculated
radio radii agree well with the RATAN-600 measure-
ments at position angles 0◦ and 25◦, as well as with
the SSRT data obtained during solar eclipse.
ASTRONOMY REPORTS Vol. 49 No. 11 2005
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The brightness temperature distribution at wave-
length of 5.2 cm displays a pronounced elongation
in the equatorial direction. The maximum radio ra-
dius is 1.07 of the photospheric radius R0. The limb
brightness at the east and west points reaches 1.37 of
the brightness temperature at the disk center T c

0 .
Toward the poles, the limb brightness peak and radio
radius gradually decrease to 1.01T c

0 and 1.005R0.
The derived brightness distribution as a whole

defines the atmosphere corresponding to quiet solar
regions, except for the polar regions, where the influ-
ence of the usually present coronal holes is manifest.
For this reason, the radio radius in the polar regions
is smaller than at 1.7 cm, where, according to [14], it
is 1.0125R0.
If we assume that the nonuniform limb brightness

distribution is due to coronal loop structure, we can
consider the limiting size of this structure visible at
5.2 cm to correspond to the radial distances at the
level 0.01T c

0 . In the equatorial direction, this bound-
ary corresponds to a height of about 300 000 km;
according to empirical models of quiet regions [18],
the electron density increases sharply beginning from
such heights. The radial distances measured at the
0.01 level change along the limb from 1.44R0 to
1.07R0.
Our studies provide hope that, in the future, we

will be able to use such results to derive statistical
parameters regarding the loop structure of the solar
corona.
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