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Abstract—An analysis of the glow discharge conditions shows that processes involved in this phenomenon
should be described in terms of the electron emission coefficients γ determined in a technical (γt) rather than in
an ultrahigh vacuum. The results of calculations of the electron beam formation efficiency η in a glow dis-
charge, performed using the γt values, agree well with the experimentally measured efficiencies. Further refine-
ment of these calculations is inexpedient because of unavoidable uncertainty of the γ values under real discharge
conditions. © 2003 MAIK “Nauka/Interperiodica”.
Data on the coefficients γ of electron emission from
cathodes bombarded with high-energy (tens to hun-
dreds electronvolts) ions (γi) and/or neutral atoms (γa)
can differ by one to two orders of magnitude depending
on the vacuum conditions of measurements: ultrahigh
(p < 10–9 Torr) [1, 2] versus technical (p @ 10–9 Torr) [3].
Atoms of such energies are present in still insufficiently
studied glow discharges featuring a potential drop within
1–10 kV near the cathode, in particular in the so-called
open discharge in systems with anode grid [4].

Therefore, a question naturally arises as to which γ
values correspond to the real discharge conditions. This
knowledge is important, in particular, for estimating the
efficiency and elucidating the mechanism of electron
beam formation in glow discharges. In this paper, the
above question is analyzed in the case of an open dis-
charge representing a kind of the glow discharge [5, 6].

1. An “anomalously high” efficiency of the electron
beam formation under the open discharge conditions
was used as a basis for the statements that open dis-
charge is essentially a new type of discharge of the pho-
toemission type and attracted attention to the mecha-
nism of this discharge. In all papers devoted to the open
discharge, the energy efficiency η of the electron beam
formation is determined as the ratio of the collector cur-
rent jc to the total current, whereas traditional electron
guns are characterized by the efficiency parameter
defined as ≈γ(γ + 1)–1 and measured with the aid of cal-
orimeters [7]. However, it was recently demonstrated
that the parameter γ depends on the fraction k of elec-
trons generated within the discharge gap volume and
reaching the collector, so that η ≈ µ(γ + k)(γ + 1)–1.
According to the results of the field measurements [9],
typical open discharge satisfies the conditions of elec-
1063-7850/03/2909- $24.00 © 20701
tron “runaway” [8] in the entire gap so that k ≈ 1 and,
hence, η is virtually independent of γ and is approxi-
mately equal to µ (the geometric transparency of the
anode grid). This conclusion breaks the basis of reason-
ing behind the photoelectron nature of the open dis-
charge [9, 10], but the question concerning the real
energy efficiency of the electron beam formation still
remains unanswered.

The presence of a sufficiently strong field over the
entire discharge gap width d can be established without
measuring the field distribution. One has only to check
that the anomalous discharge current [11]

(1)

(which is equivalent to the current in a discharge with
the cathode fall of the potential Ucf equal to the applied
voltage U) is significantly greater than the measured
value: jAD/j @ 1 (i.e., either the cathode fall region is
incompletely formed or a significant part of the applied
voltage U drops outside this region having a length
of lcf). According to the data in [10, Table 2], the condi-
tion jAD/j @ 1 is usually satisfied in the open discharge.
Nevertheless, it was suggested [10] that all the applied
voltage U can drop in the region lcf that is on the order
of the ion charge transfer length λct and, hence, the con-
dition of electron “runaway” is not satisfied outside lcf.

The results of calculations [9] of the parameter γia =
γi + Σγa for helium, performed with allowance of the
energy losses for the high-energy atoms involved in
elastic collisions, gave the γia values lower by a factor
of 2.3–3 than the coefficients [4] determined with
neglect of such losses. Note that, on taking into account

jAD 2.5 10 12– p2 Ucf( )3×=
003 MAIK “Nauka/Interperiodica”



 

702

        

SOROKIN

                                                                             
that the appearance of an electric field at the cathode
leads to an increase in γ (e.g., by a factor of 2–3 [7] for
Ec = 2 × 105 V/cm typical of the open discharge), the
discrepancy becomes significantly smaller. A still
greater discrepancy with the calculation [4] was
obtained in [10]. However, the calculations in [9] were
performed using an approximate value of the total cross
section σes for elastic scattering, rather than the trans-
port value σtr characterizing the true energy losses of
impinging particles [12]. The estimates in [10] were
obtained assuming, in particular, that lcf ~ λct for γa = 0.
The problem of applicability of the coefficients γ mea-
sured in technical and ultrahigh vacuum was also dis-
cussed in [10], but the γ values were incorrect.

Below, we will consider these questions and dis-
crepancies and determine whether the atom-bombard-
ment-induced electron emission from a cathode can
account for the electron beam formation efficiency
observed in a glow discharge of the open type.

2. Using a formula for the potential energy of inter-
action of helium atoms [13], VHe = Cr–5 (C = 3.5 ×
10−40 eV cm5). For colliding heavy particles (moving
with nonthermal velocities), the elastic scattering is
restricted to small angles θ and the corresponding dif-
ferential scattering cross section is given by the for-
mula [14]

(2)

In classical mechanics, this cross section diverges for
small θ values, while the transport cross section con-
verges to

(3)

Substituting θmax ~ 1 into expression (3), we obtain for
the atoms with Ea = 100 eV an estimate of σtr = 1.5 ×
10–17 cm2. For scattering at large angles, a rough over-
stated estimate is provided by the approximation of
hard (impermeable) spheres: σ = 8 × 10–17 cm2 (σ = πr2,
where r ≈ (C/Ea)1/5). Then, the total cross section is esti-
mated as σtr + σ = 9.5 × 10–17 cm2, which is still about
two times smaller than σes = 1.8 × 10–16 cm2 in [9]. In
addition, we have to take into account (i) the contribu-
tion to the electron emission due to atoms acquiring a
large proportion of the energy of impinging atoms scat-
tered by large angles and (ii) the presence of a strong
field on the cathode surface.

The energy efficiency determined by calorimetry
under the anomalous discharge conditions [15]
amounted to 70% for U = 2.4 kV (no data were reported
for 2.4 kV < U ( 10 kV), which exactly coincides with
the value calculated in [4]. For increasing the electron
emission, the experiments in [15] were performed with

dσes 0.2 8C/3Ea( )2/5θ 12/5– dΩ.=

σtr f 1 θcos–( ) dσes/dΩ( )dΩ=

≈ σes/ Ωdd( )θ3 θd∫ π/8( ) 8C/3Ea( )2/5 θmax( )8/5.=
T

He containing 1% O2. The results of experiments per-
formed in this study showed that adding O2 (using dur-
alumin cathode) does not enhance the electron emis-
sion (instead, the current even decreased for a given U
value). However, the presence of oxygen significantly
increases stability of the discharge, which allowed the
system to operate at higher U and j values or at several-
fold greater working gas pressures. Probably, this very
effect was implied in [15] and mentioned in [7], where
it was pointed out that attaining high E values at the
cathode surface was facilitated in thin-film structures
with high-ohmic aluminum oxide coatings (for regen-
erating these coatings, it was recommended to add O2
to the working gas [7]).

Thus, the above analysis shows that the γia values
calculated in [4] correctly characterize the energy effi-
ciency of the electron beam formation in this glow dis-
charge.

3. Let us consider the estimates of γia obtained
in [10] for j > 1 A/cm2 under the assumption that lcf ~
λct and γia ≈ γi (fast atoms do not appear). It can be
shown that the condition lcf ~ λct cannot be satisfied in
a typical open discharge with the parameters (according
to oscillograms in [10, Fig. 3]) pHe = 30 Torr, U =
5.5 kV at a maximum current of j = 35 A/cm2 (which
corresponds to an equivalent value of jAD = 370 A/cm2),
and a duration of τ ≈ 100 ns. Indeed, assuming that σct =
10–15 cm2, we obtain for the field strength at the cathode
surface Ec ≈ 2U/lcf = 2UσctNa = 107 V/cm.

Typical times of the onset of explosive emission
processes on the cathode surface in vacuum for Ec =
106 V/cm amount to a few nanoseconds [16]. As is
known [7], the vacuum breakdown takes place at Ec =
(3−5) × 105 V/cm. A discharge (τ ≈ 100 ns) in the gap
with a mechanically polished aluminum cathode con-
verts into a spark at Ec = (0.5–1) × 105 V/cm, while the
same in the gap with an electrochemically polished
cathode is observed at Ec = 4.5 × 105 V/cm [11].

It is interesting to compare the field strength Ec =
2.7 × 105 V/cm experimentally measured for pHe =
20 Torr, U = 7.8 kV, and j = 45 A/cm2 [9] to the value
calculated assuming lcf ~ λct. The latter estimate is again
on the order of 107 V/cm.

Thus, the experiments show that the condition lcf ~
λct cannot be satisfied in a typical open discharge
because of the onset of explosive emission processes on
the cathode surface. Moreover, for the photoelectron
discharge considered in [10], an additional question
arises as to the source of ions completely screening the
field in the gap beyond the limits of λct ! lcf in an anom-
alous discharge with a current one to two orders of
magnitude lower than that in the open discharge. There-
fore, a strong field is present in the entire gap featuring
the open discharge; the parameter η is independent of γ
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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and, hence, does not characterize the energy efficiency
of the open discharge (in agreement with [8]).

4. In [10], the estimates of γia were also obtained for
lcf @ λct using the γ values determined under the condi-
tions of ultrahigh and technical vacuum. Let us con-
sider the latter case, which is closer to the real discharge
conditions.

Judging by the reference cited in [10], the formula
γia ~ 0.2 × 10–3U for aluminum cathode was obtained
based on the data of [7, Fig. 4.7(b)]. For U = 6 kV, this
formula yields γia = 1.2. However, the figure in [7] is
reproduced (from the original paper [17]) with an error:
the figures indicating cathode materials at the curves
are mixed up. In fact, the aluminum cathode corre-
sponds to U = 5 kV, for which the above formula yields
γia = 4. Moreover, the data in [17] were obtained in vac-
uum (rather than in a discharge) and refer only to ions
accelerated by a voltage of U in a gap of length l", so
that we obtain an estimate for γi (rather than γia) in a
field of Ec = 2 × 103 V/cm: γi = 4. This value is signifi-
cantly greater than that for a technical vacuum [3] in the
absence of electric field (an almost tenfold smaller
value of 0.48 was obtained for eU = 6 keV in an ultra-
high vacuum [10]).

In addition, it should be noted that the conditions of
determining γ in ultrahigh vacuum are identical to those
recommended for the investigations of discharge in
vacuum [18]: (i) residual pressure not exceeding
10−9 Torr; (ii) vacuum system not employing oil diffu-
sion pumps, organic lubricants, and organic seals;
(iii) adsorption coverage on the electrode surfaces not
exceeding 1/10 monolayer; etc. Obviously, these condi-
tions cannot be satisfied under real discharge condi-
tions. According to monograph [19], experiments give
evidence that cleaner surfaces correspond to smaller γ
values, the difference in γ between clean and contami-
nated surfaces being more pronounced in the region of
low energies. In particular, γ as a function of the Li+ ion
energy for an atomically clean tungsten surface exceeds
the values for the same surface covered with O2 and N2
adlayers by one order of magnitude for energies below
350 eV and by a factor of 2–3, above 500 eV (the
increase in γi related to the kinetic emission equally
refers to γa). We can also make a recourse to monograph
[20], where γ values coinciding with those measured in
ultrahigh vacuum were obtained in a lower vacuum of
~10–7 Torr, but the target was preliminarily heated
nearly to the melting point. Then the heating was termi-
nated and the γ value was measured within a few sec-
onds after vanishing of the thermal emission (γ started
increasing immediately after that). Finally, it is neces-
sary to emphasize the coincidence of the measured
energy efficiency [15] with the results of calculations [4]
based on the γ values determined under technical vac-
uum conditions [3] (the same data were used for the
calculations in [9]). Note that a typical open discharge
is characterized by Ea & 300 eV.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
The above considerations lead to an important con-
clusion: the real discharge conditions are best described
using either the results of very early determinations
of γ [21] or the recent data obtained in technical vac-
uum [3] (the results of these measurements coincide [3]).
Such a choice eliminates the considerable uncertainty
in γ pointed out in [12].

5. While not dwelling upon all the questions consid-
ered in [10], let us discuss the results of measurements
of the current j and the efficiency η as functions of the
cathode area S involved in the discharge. In the experi-
ment [10], the S value was varied from 0.014 to 1 cm2

by partly shielding the cathode with a ring-shaped mica
plate with a thickness below d. The anode grid has the
same area S. The observed decrease on j and η with
increasing S, which was explained in [10] by changes in
the geometry of cathode illumination from the drift
space, are in fact caused by the edge effects. Near the
edge of the hole in the mica plate, the field lines exhibit
bending as in a hole cathode [7]. As a result, the cathode
area involved in the discharge decreases (as can be seen
in [8, Fig. 2]) and the current j drops with decreasing S.
The value of η decreases as a result of the electron
beam scattering on the continuous anode part, which is
caused by the same edge effects.

Conclusions. The assumption [10] that all voltage
drops in a region of λct is at variance with experiment,
since such conditions would give rise to explosive pro-
cesses on the cathode.

In addition to what was established in [8], the above
considerations confirm that, in a typical open dis-
charge, the electric field is strong over the entire gap
and the parameter η is independent of the coefficient γ.
This fact breaks the basis of reasoning for a photoelec-
tron nature of the open discharge [9, 10].

The results of γia calculations [4] correctly describe
the energy efficiency of the electron beam formation in
a glow discharge. Further refinement of such calcula-
tions is inexpedient because of unavoidable uncertainty
in the γi and γa values under real discharge conditions
with heavy particle energies from tens to hundreds of
electronvolts.

The main conclusion is that processes in a glow dis-
charge cannot be correctly evaluated using the electron
emission coefficients γ determined under the ideal
ultrahigh vacuum conditions. The best estimates are
obtained using the γ values measured in a technical
vacuum.
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Abstract—The phenomenon of negative magnetoresistance in compensated silicon doped with manganese has
been studied. The possibility of using this effect in magnetic field sensors is assessed. © 2003 MAIK
“Nauka/Interperiodica”.
Magnetic field sensors are widely used in various
fields of technology. Operation of existing semiconduc-
tor devices of this kind is based on the Hall effect lead-
ing to the positive magnetoresistance in semiconduc-
tors and related device structures [1–6]. The main dis-
advantage of these sensors is a relatively low sensitivity
(∆ρ/ρ0 ≤ 5%). We believe that the most promising way
to increase the sensitivity of magnetic field sensors is to
use the new physical phenomenon of negative magne-
toresistance discovered in compensated silicon doped
with impurities possessing incompletely filed d elec-
tron shells [7–9].

We have studied the phenomenon of negative mag-
netoresistance in compensated silicon doped with man-
ganese and assessed the possibility of using this effect
in magnetic field sensors. The samples of compensated
Si〈B,Mn〉  were obtained by manganese diffusion from
the gas phase into the initial p-type single crystal silicon
(KDB-1 grade) with a resistivity of 1 Ω cm. The tem-
perature and duration of the diffusion annealing were
varied so as to obtain compensated and overcompen-
sated samples of the p- and n-types with an initial
room-temperature zero-field resistivity ρ0 in the range
from 102 to 105 Ω cm. Homogeneity of the distribution
of electrically active Mn atoms in the volume of silicon
was ensured by using a constant source of dopant, a suf-
ficiently large diffusion time, and a high rate of cooling
(above 200 K/s).

More than 20 samples prepared under identical con-
ditions were studied for each value of the initial resis-
tivity (with a scatter in ρ0 not exceeding 25%). The
results of statistical data processing showed that the
scatter of ∆ρ/ρ0 values measured in a magnetic field for
such a group 20 of samples did not exceed 0.5% (i.e.,
the scatter in ρ0 did not significantly influence the rela-
tive magnetoresistance). The characteristics of degra-
dation on storage were determined in a series of
10 samples possessing various initial resistivities,
which were kept for one month at a temperature of
about 50°C. No changes in the resistivity or ∆ρ/ρ0 val-
ues were observed to within the experimental accuracy,
1063-7850/03/2909- $24.00 © 20705
which confirmed the stability of the parameters of
Si〈B,Mn〉  at temperatures up to 50°C.

The room-temperature magnetoresistance of com-
pensated Si〈B,Mn〉  samples was measured in both
transverse (H ⊥  J) and longitudinal (H || J) magnetic
fields. The measurements were performed in the dark
and under illumination with a total spectrum of an
incandescent lamp. The values of ∆ρ/ρ0 were deter-
mined by measuring the current in a sample at a con-
stant applied voltage (the electric field strength was
50 V/cm). The magnetic field strength was varied from
0 to 20 kOe, which corresponded to the conditions of
weak magnetic field. It was found that reversal of the
magnetic field direction (180° rotation) did not change
the ∆ρ/ρ0 values. In contrast to the case of overcompen-
sated n-Si〈B,Mn〉 , where the magnetoresistance was
always positive (irrespective of the resistivity), the sam-
ples of compensated p-Si〈B,Mn〉  exhibited a number of
very interesting phenomena.

Figure 1 shows plots of a relative change in the
resistivity versus transverse magnetic field strength H
(H ⊥  J) for a series of compensated p-Si〈B,Mn〉  sam-
ples with various resistivities. As can be seen from
these data, the samples with ρ0 ≤ 3 × 102 Ω cm exhibit
a small positive magnetoresistance (comparable with
that of the initial silicon) in the entire range of magnetic
fields (Fig. 1, curve 1). In the samples with ρ0 ≥ 5 ×
102 Ω cm, the magnetoresistance is initially positive but
then changes sign and increases in absolute value with
the magnetic field strength (curves 2 and 3). As the
resistivity of p-Si〈B,Mn〉  increases, the point of the
magnetoresistance inversion shifts toward smaller val-
ues of the magnetic field strength and the samples with
ρ0 > 5 × 103 Ω cm exhibit negative magnetoresistance
in the entire range of transverse magnetic fields.

The maximum negative magnetoresistance was
observed in the samples of p-Si〈B,Mn〉 with ρ0 ≈ (6–8) ×
103 Ω cm. It should be noted that the absolute value of
∆ρ/ρ0 in these samples is greater than that of the posi-
003 MAIK “Nauka/Interperiodica”
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tive magnetoresistance in overcompensated samples
measured under identical conditions.

As is known from published data [10, 11], strongly
compensated p-Si〈B,Mn〉  samples are characterized by
a high photosensitivity, which allows the resistivity of
this material to be controlled by varying the illumina-
tion level. Figure 2 presents a plot of the resistivity ver-
sus total light intensity for Si〈B,Mn〉  samples with ρ0 =
1.3 × 105 Ω cm measured at T = 300 K and E = 50 V/cm
in the absence of magnetic field. Estimates obtained
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Fig. 1. Plots of the dark magnetoresistance versus magnetic
field strength measured at T = 300 K and E = 50 V/cm for
Si〈B,Mn〉  samples with various initial resistivities ρ0 =

2.5 × 102 (1), 5 × 102 (2), 1.5 × 103 (3), 6 × 103 (4), and
6.5 × 104 Ω cm.
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Fig. 2. A plot of the resistivity versus total light intensity for
Si〈B,Mn〉  samples with ρ0 = 1.3 × 105 Ω cm measured at
T = 300 K and E = 50 V/cm in the absence of magnetic field.
TE
from the results of measurements of the photoelectro-
magnetic effect showed that the error of resistivity
determination related to this effect does not exceed
0.9% for H = 20 kOe and I = 50 lx and decreases with
the resistivity.

In contrast to the usual low-ohmic semiconductors,
strongly compensated silicon doped with manganese is
characterized by a very strong dependence of the mag-
netoresistance on the illumination intensity. We have
studied this dependence for strongly compensated
Si〈B,Mn〉  samples with ρ0 = 1.3 × 105 and 6.2 ×
103 Ω cm exposed to a magnetic field of H = 20 kOe
and illuminated with the light of an incandescent lamp.
Figure 3 (curve 1) shows the plot of ∆ρ/ρ0 versus I for
a sample with ρ0 = 1.3 × 105 Ω cm, possessing a maxi-
mum concentration of electrically active Mn atoms. As
can be seen, the curve has two clearly pronounced
regions. In the first region, where the illumination
intensity increases from zero to I = 50 lx, the magne-
toresistance rapidly grows and reaches a maximum
(∆ρ/ρ0)max at I = 45–50 lx. As the illumination intensity
grows further, the negative magnetoresistance decreases
in absolute value and is close to zero for a large total light
intensity (I > 100 lx). The results of these measure-
ments showed that the I values corresponding to
(∆ρ/ρ0)max shift toward higher intensities with decreasing
resistivity of the sample (Fig. 3, curve 2). It should be
noted that the negative magnetoresistance reaches an
anomalously large absolute value (up to 50%) only for
a certain total illumination intensity.

We believe that the negative magnetoresistance
strongly depends on the compensating dopant (Mn)
concentration. In order to check this hypothesis, we
prepared samples of strongly compensated p-Si〈B,Mn〉
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Fig. 3. Plots of the magnetoresistance versus total light
intensity for Si〈B,Mn〉  samples prepared from KDB-1
wafers with ρ0 = 1.3 × 105 (1) and 6.2 × 103 Ω cm (2) and
measured at T = 300 K, E = 50 V/cm, and H = 20 kOe.
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using initial wafers of KDB-1, KDB-10, and KDB-100
possessing equal resistivities, in which the density of
electrically active Mn atoms varied from 1014 to 2 ×
1016 cm–3. Figure 4 shows the plots of negative magne-
toresistance versus magnetic field strength for these
samples. As can be seen from these data, the absolute
value of magnetoresistance in Si〈B,Mn〉  with NMn = 2 ×
1016 cm–3 is 5–6 times that with NMn = 1014 cm–3 under
otherwise equal conditions (resistivity, illumination,
temperature, etc.). It was established that the points
where the linear variation of the magnetoresistance
exhibits a break shift toward greater magnetic fields
with increasing density of electrically active Mn atoms.
This behavior can be related to an increase in the den-
sity of Mn atoms with the d5s0 electron structure, that
is, in the density of magnetically sensitive centers. Note
that the very small magnetoresistance of the initial and
control (manganese-free) samples is also indicative of a
large contribution of Mn atoms to the magnetoresis-
tance of compensated silicon.

The results presented above show that, under certain
conditions, the sensitivity of magnetic field sensors
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Fig. 4. Plots of the magnetoresistance versus magnetic field
strength measured under illumination at I = 50 lx, E =
50 V/cm and T = 300 K for Si〈B,Mn〉  samples with the same
initial resistivity ρ0 = 1.3 × 105 Ω cm and different compen-
sating dopant concentrations, prepared from various initial
materials: (1) KDB-1; (2) KDB-10; (3) KDB-100.
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with negative magnetoresistance, based on a compen-
sated silicon doped with manganese, can be more than
ten times greater than the sensitivity of analogous
devices based on a material with positive magnetoresis-
tance. Thus, by controlling the illumination intensity,
selecting the initial resistivity, and controlling the con-
centration of introduced electrically active Mn atoms, it
is possible to obtain a material with maximum negative
magnetoresistance, which can serve as a basis for the
development of new, highly effective magnetic field
sensors.
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Abstract—Propagation of a monochromatic electromagnetic field in a round dielectric waveguide is consid-
ered within the framework of a quantum field approach. A Hamiltonian of the photon flux–dielectric waveguide
system is found and expressions for the system energy in the linear and nonlinear approximations are obtained.
It is shown that the energy depends on the ratio of the numbers of photons with left- and right-handed helicity.
© 2003 MAIK “Nauka/Interperiodica”.
Theoretical analysis of the electromagnetic field
propagation in dielectric waveguides is performed quite
well using methods of classical electrodynamics [1].
However, the electromagnetic field in a medium repre-
sents a flux of photons and, hence, can be considered as
a quantum object [2, p. 109]. For this reason, some fea-
tures of the field dynamics in a waveguide is more con-
veniently treated within the framework of quantum
theory.

Let us consider the propagation of a monochromatic
electromagnetic field in a round dielectric waveguide in
the linear approximation. Using the Hamiltonian gage
Φ = 0 (see [3, p. 16] and [4, p. 76]) for the potentials in
a stationary medium in the absence of free charges and
currents, the field equations in the waveguide under
consideration can be written as

(1)

where ε = ε(r) is the dielectric permittivity of the
waveguide as a function of the radial coordinate. Tak-
ing into account the axial symmetry of the problem, a
solution to Eq. (1) can be selected in the form of A =
F(r)exp[i(ωt – βz + κlϕ)] (where κ = ±1 and l = 0, 1,
2, …).The boundary conditions correspond to continu-
ity of the tangential components of the electric field
Eϕ, z = –∂Aϕ, z/c∂t and magnetic field Bϕ, z = (∇  × A)ϕ, z

on the waveguide wall with a radius of r0. Here, the
function F denotes the corresponding polynomials
(depending on the profile of permittivity ε) and the
propagation constants βl of the waveguide modes sat-
isfy a characteristic equation obtained from the bound-
ary conditions for r = r0 [1].

Expanding the field inside the waveguide into
modes with right- and left-handed circular polarization

∇ 2A
ε
c

2
----∂2A

∂t2
---------– ∇ ∇ A( ),=
1063-7850/03/2909- $24.00 © 20708
(κ = ±1), we obtain

(2)

where alκ(t) ~ exp(–iωt) are the mode amplitudes. To
pass to the quantum theory, let us transform the vari-
ables so as to write the field equations in Hamiltonian
form. To this end, we introduce the canonical coordi-
nates and momenta [5, p. 20]

(3)

which satisfy the equations  =  and  =

–  (the upper dot denotes the time derivative).
In the new variables (3), vector potential (2) takes the
form

(4)

where φlκ = βlz – κlϕ.
The system Hamiltonian can be found using a clas-

sical expression for the energy of a monochromatic
electromagnetic field in a nonmagnetic dielectric
medium:

(5)

Upon substituting expressions for the electric field E =
–∂A/c∂t and magnetic field B = ∇  × A into Eq. (5), we
integrate over a finite volume V representing a cylinder
with the radius r0 and the length Λ (proportional to the
distance between the adjacent field nodes). Replacing

A Fl r( )
κ
∑

l

∑=

× alκ t( ) i βlz κ lϕ–( )[ ]exp alκ* t( ) i βlz κ lϕ–( )–[ ]exp+{ } ,

Qlκ
1
2
--- alκ alκ*+( ), Plκ

ω
2i
----- alκ alκ*–( ),= =

Q̇lκ H∂ / Plκ∂ Ṗlκ

H/ Qlκ∂∂

A 2 Fl Qlκ φlκcos ω 1– Plκ φlκsin–( ),
κ
∑

l

∑=

ẼL
1

8π
------ V εE2 B2+( ).d

V

∫=
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the canonical variables by operators obeying the com-

mutation rules [ , ] = –i"δjj ', we transform the

expression for the energy to the Hamiltonian:  

. Introducing the annihilation and generation ope-
rators

(6)

obeying the commutation rules [alκj, ] = δjj ', we
obtain the Hamiltonian

(7)

where

Ul = r0(ω2ε/c2 – )1/2, and R = r/r0 (prime denotes a
derivative with respect to the corresponding argument).

The energy of the system can be expressed in terms
of the number of photons Nlκj ( j  r, ϕ, z) in the cor-

P̂lκ j Q̂lκ j'

ẼL

ĤL

alκ j
1

2"ω
--------------- ωQ̂lκ j iP̂lκ j+( ),=

alκ j
+ 1

2"ω
--------------- ωQ̂lκ j iP̂lκ j–( )=

alκ j'
+

ĤL "ω 1
2
--- qlj alκ jalκ j

+ alκ j
+ alκ j+( )

j 1 2 3, ,=

∑
κ 1±=

∑
l
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-----+ κ lq14 alκ zalκϕ
+ alκ z

+ alκϕ+( ) ,

ql1 Λ RR
εr0

2

c2
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2r0

2 l2/R2+

ω2
----------------------------+
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responding mode component:

(8)

In the case when the numbers of photons with the
right-handed (κ = 1) and left-handed (κ = –1) helicities
in the linearly polarized mode component are equal, the
terms with the coefficient ql4 in Eq. (8) vanish upon
summation with respect to κ. Otherwise, when the field
represents a superposition of circularly polarized
modes with l ≠ 0, the terms with ql4 are not canceled and
the energy (8) depends on the relation between the
numbers of photons (Nlκϕ, Nlκz) with the left- and right-
handed helicities in the corresponding mode compo-
nent. This can be treated as the dependence of the sys-
tem energy on the “spin–orbit interaction” [6] of the
electromagnetic field in a waveguide, provided that the
orbital moment of the field (characterized by the mode
index l) in the superposition of modes in the waveguide
is nonzero and the spin is characterized by the mode
polarization.

A classical interpretation of this phenomenon can be
provided by considering each mode with the index l > 0
as corresponding to a ray (normal to the wave front at a
given point) propagating along the left- or right-handed
helix upon reflection from the waveguide walls. If the
direction of rotation of a circularly polarized mode
coincides with (or is opposite to) that of the helical
beam trajectory, the field energy increases (or
decreases), so that the asymmetry in the cylindrical sys-
tem appears as a result of the symmetry breakage in the
case of a nonparaxial excitation of the waveguide.
Another variant of the classical interpretation of the phe-
nomenon under consideration is based on the theory of
generation of the stable circular (CV) and unstable (IV)
optical vortices with a difference in the momentum
transfer caused by the spin–orbit interaction of the cor-
responding waveguide modes [7].

The ratio of the system energies for the linear ( )

and circular ( ) mode polarizations,

depends on the number of photons in the corresponding
mode components (here, the number of photons in the

ẼL "ω qlj Nlκ j
1
2
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linearly and circularly polarized modes are equal:

 =  = Nljκ). In the particular case of l = 1, we
put N1x = N1ϕ + N1z ≡ N, q1x = q14 and obtain

/  = (N + 1/2){N + 1 + κ[  +

]}–1, where aϕ + az = 1. Thus, /
can be either smaller or greater than unity, depending
on the direction of rotation of the circularly polarized
mode (κ = ±1). For laser radiation with λ = 0.63 µm and
a power of P = 5 mW, we have N ≈ P · 1c/"ω = 2.5 ×
1015. Assuming aϕ + 10–7 = 1, we obtain /  =

0.99937 for κ = 1 and /  = 1.00063 for κ = –1.

Practical verification of the predicted effect is possi-
ble in a relatively simple experiment. If a linearly polar-
ized laser beam passes through a quartz crystal plate of
thickness d with the planes parallel to the optical axis,
there appears an optical path difference ∆d = (n0 – ne)d
between the extraordinary wave (with the refractive
index ne and the electric vector Ee parallel to the optical
axis) and ordinary wave (with the refractive index n0

and the electric vector E0 perpendicular to the optical
axis). The corresponding phase shift between the ordi-
nary and extraordinary waves is ∆φ = 2π∆d/λ. This
implies that the end of the electric vector E at the plate
output will move by a trajectory described by the equa-
tion x2/a2 + y2/b2 – 2xycos(∆φ)/ab = sin2(∆φ) [8].

For a normally incident, linearly polarized wave
with the electric vector E oriented at an angle of δ = π/4
relative to the optical axis, the amplitudes of the electric
vector oscillations along and across the axis are equal:
a = Ecosδ = Esinδ = b. In a plate of thickness d = (m +
1/4)λ/(n0 – ne), where m = 0, 1, 2, …, n0 = 1.54282, and
ne = 1.55188, the output wave acquires a circular polar-
ization. The direction of rotation (clockwise versus
anticlockwise) of the E vector in the transmitted wave
is determined by mutual orientation of the E vector and
the optical axis of the plate.

Thus, by rotating the plate in the plane (around the
normal), we obtain transmitted radiation with either
left- or right-handed circular polarization. Using a
microobjective, the output radiation possessing circular
(right- or left-handed) or linear polarization (with the
plate turned) can be fed to an optical fiber and transmit-
ted to a photodiode connected to a digital voltmeter. By
measuring a difference between the voltmeter response
to the radiation with right- or left-handed circular and
linear polarizations, one can detect the aforementioned
energy effect in the fiber waveguide.

Let us take into account the nonlinear response of
the dielectric waveguide (e.g., of fused quartz widely
used for manufacturing optical fibers). For this purpose,

Nlj
+( ) Nlj

–( )

ẼLL ẼLC azN aϕ N 1+( )

aϕ N azN 1+( ) ẼLL ẼLC

ẼLL ẼLC

ẼLL ẼLC
TE
it is necessary to introduce nonlinear terms into the field
equations and the energy expression:

(9)

(10)

Here, α3 = 4πχ3 is a coefficient characterizing the cubic
component of the permittivity as a function of the field
strength [9]. Assuming that the nonlinear response is
small (so that the general mode structure is retained),
the Hamiltonian can be represented as a sum of the lin-

ear and nonlinear parts,  =  + , where

(11)

In the nonlinear case under consideration, the energy of

the system is  =  + . The linear term  is

given by expression (8), while the nonlinear term 
is determined using Hamiltonian (11):

(12)

As can be seen from this expression, a nonlinear contri-
bution to the system energy in the given approximation
(unlike the linear system energy (8)) is independent of
the photon helicity κ.

To summarize, the energy of an electromagnetic
field propagating in a round dielectric waveguide
depends on the relative number of photons with left-
and right-handed helicity in the mode component (i.e.,
on the field polarization). For a superposition of circu-
larly polarized modes in a waveguide, the energy can be
either greater or smaller than the energy of linearly
polarized modes. This is related to the momentum
transfer from the circularly polarized field to the
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waveguide. This effect can be used in the development
of fiber sensors for the remote measurement of physical
quantities.
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Abstract—We propose a method of fabricating surface barrier diodes with overlapped metal junction, which
provides for a significant decrease in the reverse currents and an increase in the breakdown voltage. © 2003
MAIK “Nauka/Interperiodica”.
An important problem in the technology of surface
barrier diodes is related to the development of struc-
tures in which breakdown is caused by processes in the
volume charge layer rather than by surface and/or edge
effects. Various methods have been proposed to elimi-
nate the latter effects, for example, by creating a storage
ring with a p–n junction, insulating layer, or a groove,
by using a structure having the form of a truncated
cone, etc. [1].

In this context, we have studied the electrical prop-
erties of zinc selenide based surface barrier diodes with
overlapped metal junction, which are used as UV pho-
todetectors [2–4]. Elimination of the edge effect would
provide for a decrease in the reverse leak currents and a
significant increase in the shortwave sensitivity of a
photodetector operating in the photodiode regime [5].

The substrates were n-ZnSe single crystal wafers
with an uncompensated room-temperature donor con-
centration of Nd ≈ 1017 cm–3 (determined from the Hall
effect measurements to within ±10%). The rectifying
junction was created by depositing a semitransparent
nickel film. The ohmic junctions on the opposite side of
the substrate were created by fusing indium at 350°C.
The diode fabrication technology has been described in
detail elsewhere [3].

Theoretical values of the breakdown voltage for a
metal–semiconductor junction, as well as for a sharp
p−n junction, are given by the formula [1]

(1)

where Eg is the semiconductor bandgap width. Accord-
ing to formula (1), the diode structures under consider-
ation (Nd ≈ 1017 cm–3; Eg ≈ 2.7 eV at 300 K) are
expected to have VB about 40 V. However, the real
breakdown voltages of experimental diodes did not
exceed 18–20 V (Fig. 1, curve 2) even despite thorough

V B 60
Eg

1.1
------- 

 
3/2 Nd

1016
---------- 

  3/4–

V,=
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chemical etching of the substrate crystal in the stage of
the rectifying junction formation. This discrepancy is
probably caused by the edge effects. In order to elimi-
nate these effects, the metal–ZnSe structures were
treated in a concentrated hydrogen peroxide solution
known to affect the surface of the base substrate while
virtually not interacting with metals used in the rectify-
ing and ohmic junctions on ZnSe [1].

The results of our investigations showed that the
aforementioned treatment of the diode structure leads
to a significant decrease in the reverse current I at a con-
stant voltage. An analysis of the plots of I versus the
time ta and the temperature Ta of the sample treatment
showed evidence of a complicated character of this pro-
cess. It was found that the I(ta) curves exhibit a mini-
mum for any V and Ta in the range of voltages and tem-

0

–20

–40

–60

–80

–100

I, µA

–30 –25 –20 –15 –10 U, V

1 2

1'

2'

Fig. 1. Ni–ZnSe junctions (1, 1') before and (2, 2) after the
treatment with H2O2 solution: (1, 2) reverse branches of the
current–voltage characteristics; (1', 2') schematic diagrams
of the diode structures.
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peratures studied. Figure 2 shows a typical family of
such plots for one of the Ni–ZnSe junctions at Ta =
300 K. It should be noted that analogous effects were
observed for all diode structures studied, irrespective of
the substrate doping level and the rectifying junction
material.

An analysis of the experimental data led us to the
conclusion that the observed decrease in the reverse
current is related to the formation of a high-resistivity
ZnO layer on the free surface of the substrate treated
with H2O2. This hypothesis was confirmed by the pres-
ence of a peak corresponding to the bandgap width of
zinc oxide in the reflection spectra of samples upon the
treatment. According to [6, 7], the oxidation of ZnSe
surface is accompanied by the displacement of sele-
nium with more active hydrogen and the formation of
zinc oxide. The process of substitution possesses a dif-
fusion character, whereby the thickness d of the ZnO
layer formed in H2O2 for the oxidation process duration
t > 160 s is described by the empirical expression d ≈
60t1/2. The data reported in [7] and the results of our
measurements indicate that the room-temperature
resistivity of zinc oxide falls within 108–1010 Ω cm.

Thus, the oxide layer plays the role of a passivating
film leading to a decrease in the surface recombination
rate and, eventually, in the leak current and the total
reverse current. It should be noted that the high-resis-
tivity layer appears (due to a diffusion character of the
process) under the rectifying junction along the entire
perimeter. Although the length of this penetration is not
as large, being virtually equal to the thickness of the
ZnO layer formed (0.5–1 µm), this insulation is quite
sufficient to provide for a significant decrease in the
edge breakdown probability. In other words, the oxida-
tion treatment leads to the formation of a diode with
overlap between the metal junction and passivating film
(Fig. 1) [1].

The breakdown voltage in such overlapped struc-
tures is significantly higher than the initial value. In the
case illustrated in Fig. 1, the breakdown voltage
increased up to VB ≈ 31 V. The remaining difference
from the value anticipated according to formula (1) is
explained by some other factors, the main one of which
is the “microplasma” character of the breakdown. This
is confirmed by observations of the prebreakdown
luminescence from the metal–ZnSe junctions, which
has the form of numerous bright spots randomly dis-
tributed over the entire area of the rectifying junction.
This negative effect can be eliminated by special treat-
ments of the semiconductor substrate prior to forming
the rectifying junction. One such method has been pat-
ented in [8].
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
In conclusion, it should be noted that the proposed
method is principally applicable to other semiconduc-
tor compounds containing zinc. Analogous results were
obtained in our experiments with metal–semiconductor
junctions based on ZnTe, ZnS, and solid solutions of
the ZnSxSe1 – x system [9].
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Abstract—The resonance interaction of modes in a charged drop performing nonlinear capillary oscillations
is weakly sensitive to changes in the intrinsic charge. This is related to a small frequency detuning of these
modes in response to the charge variation in a subcritical (according to Rayleigh) region. © 2003 MAIK
“Nauka/Interperiodica”.
Formulation of the problem. Investigations into
the resonance interaction of modes in a nonlinearly
oscillating charged drop are of interest in the context of
numerous applied problems, in particular, with the
study of physical mechanisms underlying the lighting
discharge initiation in stormy clouds [1, 2].

Let us consider the time evolution of the shape of a
drop of the ideal, incompressible, and perfectly con-
ducting liquid with the density ρ, the surface tension γ,
and the total charge Q distributed over the surface.
Occurring in vacuum, the drop performs nonlinear
oscillations since, at the initial time t = 0, the equilib-
rium surface of the drop (a sphere of radius R) is subject
to a virtual axisymmetric perturbation of a certain finite
amplitude much smaller as compared to the drop
radius. As is known [3–5], the nonlinear capillary oscil-
lations of the drop feature a resonance energy exchange
between the oscillation modes, which can lead to a
strong deformation of the drop surface, redistribution
of the charge, and initiation of a corona discharge near
the drop even for the intrinsic charge significantly
below the critical level according to the Rayleigh stabil-
ity criterion.

The aim of this study is to elucidate the effect of the
drop charge on the laws of the resonance mode inter-
action.

The mathematical formulation of the problem is
completely analogous to that used previously for an
analysis of the nonlinear oscillations of a charged liquid
drop in vacuum [3–7] and is not presented here in view
of the small volume of this publication. The shape of
the generating axisymmetric surface of the oscillating
drop is described in the dimensionless variables such
that R = ρ = γ = 1 and represented as expansion in terms
of a small parameter ε characterizing the amplitude of
the initial perturbation of the equilibrium spherical sur-
face. The analytical expression describing the drop sur-
face in a spherical coordinate system in the quadratic
1063-7850/03/2909- $24.00 © 20714
approximation with respect to ε can be found in the fol-
lowing form:

(1)

where Θ is the spectrum of modes determining pertur-
bation of the initial surface, Pn(µ) are the Legendre
polynomials, and µ ≡ cosθ.

Problem solution. The above problem is solved by
the asymptotic multiscale method, which yields the fol-
lowing system of differential equations for determining
the coefficients of expansion (1):
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where “c.c.” denotes complex conjugate terms and a top

bar indicates complex conjugation. Here,  and

 are the Clebsch–Gordan coefficients [8], which
are different from zero only when their bottom indices
obey the conditions

where g is an integer. A solution to Eqs. (2) is offered
by harmonic functions with the time-dependent coeffi-
cients:

where (T1) and (T1) are real function of the time
T1. The form of these functions can be determined only
upon considering the problem to within the second
order of smallness, that is, after solving Eq. (3).

Analysis of the solution. The form of the right-hand
side of Eq. (3) shows that, when any three oscillation
modes with the numbers p, q, k obey the relations ωp +
ωq = ωk or ωp – ωq = ωk, the modes enter into a reso-
nance interaction. Let the index n indicate modes
excited due to a nonlinear interaction in the second
order of smallness, while k, p, and q refer to the modes
coupled by the resonance interaction.

Let us analyze Eq. (3) for the modes with n = k, p, q
and characterize proximity of the combination of fre-
quencies ωp ± ωq to ωk in terms of the detuning param-
eter σ ~ O(1) determined by the relation

Note that the detuning parameter can be related to
the drop charge (and the parameter W). This implies
that, by varying the charge, it is possible to control the
frequency of oscillations so as to shift this frequency
from the exact resonance position.
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For the sake of simplicity and brevity, let us con-
sider the case of a degenerate resonance obeying the
relation

A simple analysis of the resonance interaction anal-
ogous to that performed in [5] leads to the following
expressions for the time-dependent coefficients of the
first order of smallness at the kth and pth modes in
expansion (1):

(4)

Here, the real functions (εt), (εt), (εt), and

(εt) are solutions of the following system of differ-
ential equations:

(5)

Figures 1a–1e illustrate the time variation of the

amplitudes (t) and (t) for the fourth and sixth
modes in the resonance interaction. These curves were
calculated using Eqs. (4) and (5) at ε = 0.3 for the exact
resonance Wr = 2.66667 and for various values of the
parameter W (related to the detuning σ) different from
Wr. In the initial moment, only the fourth mode was
excited, and the sixth mode had a zero amplitude.

A comparison of the curves in Figs. 1a–1e shows
that the nonlinear interaction of modes exhibits a reso-
nance character for any value of the parameter W <
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Fig. 1. Time variation of the dimensionless amplitudes of the fourth and sixth modes in exact resonance Wr = 2.6667 (a) and for
various values of the detuning parameter W = 0 (b), 2.5 (c), 3 (d), and 3.9 (e). Thin solid curve represents the initially excited fourth
mode, thick solid curve shows the resonance-pumped sixth mode.
Wcr = 4. This is explained by the smallness of frequency
detuning for the fourth and sixth modes in response to
a change in W in the interval indicated. An increase in
the absolute value of the detuning parameter leads to a
decrease in the characteristic time of the resonance
mode interaction (determined by the time of the mode
amplitude buildup to a maximum level) and in the frac-
tion of energy transferred from the initially excited
fourth mode to the resonance-excited sixth mode (com-
plete energy pumping takes place only under the condi-
tions of exact resonance).
TE
Conclusions. The resonance interaction of modes in
a charged drop performing nonlinear capillary oscilla-
tions is weakly sensitive to variations in the intrinsic
charge. As a result, the mode resonances are deter-
mined entirely by the spectrum of modes excited at the
initial time. The amplitude of resonance-pumped
modes in various frequency sets depends on the detun-
ing determined by deviations of the charge from a res-
onance value for the given set of frequencies.
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Abstract—In the dipole and local field approximations, electromagnetic scatterers are modeled in terms of the
polarizability tensor. The matrix elements of this tensor, which are determined by the scatterer geometry, are
complex even in the absence of losses in the material. There is a criterion that the polarizability tensor must
obey if the scatterers possess no dissipative losses. This condition, derived here for bianisotropic scatterers, can
be applied to analytical modeling of periodic structures composed of such scattering inclusions. © 2003 MAIK
“Nauka/Interperiodica”.
The field scattered from small scatterers of a com-
plicated shape is frequently described in a dipole
approximation. Within the framework of this approxi-
mation, the scatterer is replaced by a pair of dipoles,
including the electric and magnetic ones, the fields of
which model the scattered field. The substitution of
dipoles for scatterers of a complicated geometry leads
to the introduction of a polarizability operator relating
the dipole moments to the local electric and magnetic
fields (external with respect to the scatterer). This oper-
ator carries all information about the scatterer geometry
and material. In the general case, the polarizability
operator depends both on the field frequency ω and on
the character of the external field distribution in the vol-
ume of scatterer.

Within the framework of the homogeneous local
field approximation, the dipole moments are deter-
mined by the electric and magnetic fields (assumed
constant in the scatterer volume). In this case, the polar-
izability operator can be replaced by a 6 × 6 polarizabil-

ity tensor  such that

(1)

where p and m are the complex amplitudes of the elec-
tric and magnetic fields; E and H are the local electric
and magnetic fields acting upon the scatterer. The pairs
of vectors (p, m) and (E, H) form 6-vectors obeying
relation (1).

Most papers devoted to bianisotropic media (see,
e.g., [1–3]) use the dyadic formalism, according to
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which relation (1) is represented as

(2)

where , , , and  are three-dimensional
dyads. Thus, in this formalism, the polarizability tensor
is

(3)

For an isotropic nonmagnetic scatterer, whereby

 = α  and  =  =  = 0 (  being the unity
dyad), Sipe and Kranendonk [4] showed that a lossless
scatterer obeys the condition
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where k = ω  is the wavenumber of the isotropic
medium containing the scatterer and ε0 and µ0 are the
dielectric permittivity and the magnetic permeability of
this medium, respectively. Relation (4), referred to
below as the Sipe–Kranendonk condition, poses limita-
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part of the inverse quantity. The real and imaginary
parts of α obey the relation

(5)

This condition, which plays an important role in the
theory of light scattering (see, e.g., [5]), was considered
long ago by Planck [6] and Mandelshtam [7].

The Sipe–Kranendonk condition (4) follows from
the law of energy conservation in the scatterer. This
relation is very useful in the analysis of regular struc-
tures, including three-dimensional [8, 9] and two-
dimensional [10–12] lattices, where it represents the
condition of energy conservation in the periodic struc-
ture under consideration. It is interesting to note that the
Sipe–Kranendonk condition can be derived proceeding
from the law of energy conservation both in a single
scatterer and in a regular structure: the results are iden-
tical. Below we will follow the former way to general-
ize the Sipe–Kranendonk condition (4) in the case of
bianisotropic scatterers.

Let us calculate the power spent by an external field
for exciting a bianisotropic scatterer:

(6)

Here, the symbol † denotes the Hermitian conjugation

operator. Note that, in a complex basis set {ei , the
Hermitian conjugation of the tensor is not equivalent to
the Hermitian conjugation of the corresponding matrix
and requires the basis set to be conjugated as well:
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tion vectors. The power radiated from the scatterer is
given by the formula

(8)

If the scatterer is lossless, the external (received) (6)
and radiated (8) powers are equal:

(9)

Once the inverse tensor  exists, it is possible to
determine the electric and/or magnetic fields necessary
for the excitation of any given dipole moments p and m.
As a result, the generalized Sipe–Kranendonk condi-
tion (4) acquires the following form:

(10)

For reciprocal media (  = ,  = ,  =

– ), this condition in the dyadic interpretation
reduces to the three equivalent dyadic equations (pro-
vided that the corresponding dyads exist) [12]
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independent conditions:
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To summarize, we have presented derivation of the
generalized Sipe–Kranendonk condition for lossless
bianisotropic scatterers. this condition follows from the
energy conservation law for a single scatterer and is
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very useful in the analysis of energy balance in regular
structures containing numerous scatterers [8–12].
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Abstract—The morphological characteristics of hut-cluster ensembles formed in a Ge/Si(100) heteroepitaxial
system have been studied as functions of the substrate surface temperature by theoretical methods and by
atomic force microscopy. As the temperature increases from 420 to 500°C, the lateral size of nanoclusters with
a square base (grown at the same rate of 0.0345 ML/s to a total coverage of 6.2 ML) grows from 12 to 20 nm,
while their number density on the substrate surface drops from 5.6 × 1010 to 1.5 × 1010 cm–2. Predictions
of a kinetic model are in sufficiently good agreement with the experimental data. © 2003 MAIK “Nauka/Inter-
periodica”.
Introduction. Processes involved in the formation
of ensembles of coherent islands in heteroepitaxial
semiconductor structures are of considerable interest
from the standpoint of both basic science and practical
applications related to the obtaining of high-density
quantum dot (QD) arrays [1]. Spatial confinement of
the charge carriers in three directions results in the
atomic-like spectrum of energy states of QDs, which
makes these systems promising objects for optoelec-
tronics. Because of such dimensional quantization
effects, the working wavelengths of light-emitting
devices with active regions based on the QD hetero-
structures depend on the lateral size of islands, while
the emission intensity depends on the number density
of islands on the substrate surface. This circumstance
accounts for the importance of studying the effect of
controllable technological parameters on the morphol-
ogy of QD ensembles [2].

In this context, we have studied the dependence of
the lateral size and surface density of QDs on the sub-
strate temperature in the initial growth stage. The
experiments were performed with model Ge/Si(100)
heterostructures, which represent a promising system
for the development of silicon-based optoelectronic
devices [3].

Theoretical model. A kinetic model describing the
formation of coherent islands in the initial growth stage
[4, 5] gives the following qualitative pattern of the pro-
cess. A two-dimensional surface is stable when the wet-
ting layer thickness is smaller than the equilibrium
thickness determined according to the Müller–Kern cri-

terion [6]: heq = k0ln[Φ/h0(1 – z(θ))λ ]. Here, k0 is the
coefficient of relaxation of the adhesion to substrate,

ε0
2

1063-7850/03/2909- $24.00 © 0721
Φ is the wetting energy density on the substrate surface,
z(θ) is the relative elastic energy relaxation in the island
as a function of the contact angle θ [7], λ is the elastic
modulus of the deposit, and ε0 is the lattice mismatch.
The maximum rate of island nucleation is observed for
a critical wetting layer thickness of hc = (1 + ζ∗ )heq at
the time t∗  = ζ∗ teq, where teq = heq/V is the time required
for the growth of an equilibrium wetting layer, V is the
growth rate expressed in monolayers per second
(ML/s), and ζ∗  = 0.24A3/2/B(lnQ)1/2 is a parameter cor-
responding to the maximum degree of metastability.

Here, the constants A ≡ [σ(θ)/cosθ – σ(0)]α2(θ) /kBT

and B ≡ (heq/k0)[1 – z(θ)]λ h0 /kBT are determined
by the ratios of the additional surface energy of an
island and the difference of elastic energies in the island
and wetting layer, respectively, to the thermal energy;
σ(θ) and σ(0) are the surface energy densities on the
island side face and the substrate surface, respectively;
l0 is the distance between atoms on the surface; T is the
surface temperature, α(θ) ≡ (6h0 /l0)1/3 is the geo-
metric factor, and h0 is the monolayer height.

If the principal mechanism of island growth is via dif-
fusion of a material from wetting layer to islands [4, 5],
the control parameter is Q = teq/τ, where τ =

3 /8αBνD(T), D(T) is the temperature-dependent
coefficient of volume diffusion in the wetting layer and
ν is the parameter of truncation of the elastic force
potential. The temperature dependence of the diffusion
coefficient can be approximated by the Arrhenius law,
D(T) = D0exp(–TD/T), where TD is the characteristic dif-
fusion temperature. The above expressions refer to

l0
2

ε0
2 l0

2

θcot

l0
2
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islands of a square pyramidal shape with a base side
length L and the height to lateral size ratio β = /2.

The island nucleation is virtually complete by the
time t = t∗  + ∆t, where ∆t = (0.57/lnQ)t∗  is the duration
of the nucleation stage. The nucleation stage is fol-
lowed by the stage of island size relaxation, whereby
the number density of islands on the surface remains
constant, while the relative average island size l
increases according to the relation

(1)

Here, l(t) = L(t)/LR, L(t) is the average lateral island
size, and LR is the average lateral size at the end of the
relaxation stage. The latter value is given by the
formula

(2)

A characteristic duration of the island size relaxation
stage is tR = [0.47/(lnQ)1/3]t∗ . The number density of
islands on the surface upon the nucleation stage is

(3)

θtan

t t*–
tR

------------ = 
1 l l2+ +( )1/2

1 l–
------------------------------ln 3

2l 1+

3
------------- 

 arctan
π

2 3
----------,+–

t* t 3tR.≤ ≤

LR 0.2α l0
A3/2

B
--------- Q1/2

Qln( )2/3
-------------------.=

N
30

l0
2

------heq
B2

A3
------ Qln( )3/2

Q3/2
-------------------.=

0 500 nm

Fig. 1. AFM image of the surface of a sample obtained at
450°C (scanned area, 500 × 500 nm; the image sides are

parallel to the crystallographic directions [011] and [ ]).011
TE
The above formulas are valid under the condition that
F = (5.2)lnQ @ 1, which ensures the applicability of a
macroscopic description of the nucleation process and
implies the time hierarchy ∆t ! tR ! t∗  [4]. The large
parameter F of the theory represents the activation bar-
rier for nucleation at a maximum wetting layer thick-
ness [4, 5]. In all equations, the time is measured from
the moment when the wetting layer thickness attains
the equilibrium value heq.

Experimental. The experiments were performed on
a molecular beam epitaxy (MBE) system of the SIVA
type (Riber, France). The nanoclusters of Ge/Si(100)
were grown at various substrate temperatures T =
420 (1), 450 (2), 470 (3), and 500°C (4). The MBE
growth techniques and the methods of sample structure
characterization were described in detail elsewhere [3].
The growth rate of germanium nanoclusters in all
experiments was 0.0345 ML/s. The time of growth ter-
mination corresponded to the deposition of a total
amount of germanium equivalent to 6.2 ML. For the
growth rate indicated above, the deposition time was
180 s. The sample surface morphology was studied by
atomic force microscopy (AFM) using a setup of the
Digital Instruments Inc. (USA).

Results and discussion. Figure 1 shows a typical
AFM image of the sample surface. An analysis of such
patterns showed that the nanoclusters grown at 420°C
have the shape of a pyramid with an approximately
square base. When the substrate temperature was
increased, the AFM images revealed the presence of
clusters of the two kinds, with square and rectangular
bases, the latter being elongated in the x axis direction
(the x and y axes are directed along [010] and [001],
respectively). The Lx/Ly ratio in elongated clusters var-
ied from 1.74 to 2.64. In samples of all four types, the
fraction of clusters with square bases was dominating.
The contact angle increased with the growth tempera-
ture. The average size of clusters of both kinds grown
to 6.2 ML exhibited a significant increase with the tem-
perature. The experimental values of the average lateral
size and the number density of nanoclusters determined
from the AFM data are presented in Table 1. The error
of cluster size determination did not exceed 5%.

Theoretical calculations for the clusters with square
bases grown at four temperatures were performed with
the following values of parameters: λ = 1.27 ×
1012 dyn/cm2; ε0 = 0.042, h0 = 0.145 nm; l0 = 0.395 nm;
Φ = 450 erg/cm2; σ(0) = 800 erg/cm2; σ(θ) =
830 erg/cm2; k0 = 0.68; ν = 10; TD = 5000 K; and D(T =
470°C) = 1.8 × 10–13 cm2/s. The contact angle at each
temperature was determined as the ratio of the mea-
sured value of the island height to lateral size. The val-
ues of z(θ) were calculated using data from [7]. The
average size of nanoclusters was calculated using
expressions (1) and (2) for the time moment corre-
sponding to the deposition of 6.2 ML of germanium.
The number density of islands on the surface was cal-
CHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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culated by formula (3). The results of theoretical calcu-
lations of the main process characteristics are summa-
rized in Table 2.

The experimental and theoretical values of the aver-
age lateral size and number density of Ge/Si(100) clus-
ters are compared in Figs. 2 and 3. As can be seen, the
measured and calculated values virtually coincide for
three temperatures (T = 420, 470, and 500°C for the
average lateral size and T = 420, 470, and 500°C for the
island number density). The experimental points for the
average island size at 450°C and the island number den-
sity at 470°C somewhat fall out of the monotonic

1
2

410 430 450 470 490 510 530
T, °C

24

22

20

18

16

14

12

10

8

L, nm

Fig. 2. Experimental (1) and theoretical (2) plots of the
average lateral size of Ge/Si(100) nanoclusters versus sub-
strate temperature.
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dependences. This can be related to the presence of a
significant fraction of elongated islands and/or to insuf-
ficient area scanned during the AFM measurements.

To summarize, the results of our investigation show
that the average lateral size of Ge/Si(100) nanoclusters
increases and their number density decreases with
increasing substrate temperature. The process of nano-
cluster formation has a substantially kinetic character
in the initial growth stage. Predictions of the kinetic
model adopted agree quite well with the experimental
data. These results open the way to the obtaining of
Ge/Si(100) nanostructures with the parameters con-

1
2

6.00E + 010

5.00E + 010

4.00E + 010

3.00E + 010

2.00E + 010

1.00E + 010

N, cm–2

410 430 450 470 490 510

T, °C

Fig. 3. Experimental (1) and theoretical (2) plots of the
number density of Ge/Si(100) nanoclusters versus substrate
temperature.
Table 1.  Experimental values of the parameters of Ge/Si(100) nanoclusters determined using atomic force microscopy 

Sample T, °C
Number density 

of clusters,
1010 cm–2

Island
height, nm

Lateral size, nm

Square clusters Rectangular clusters 

Lx Ly Lx Ly

1 420 5.6 1.3 11.8 13.0 – –

2 450 3.9 2.5 14.2 15.3 24.7 11.8

3 470 1.1 3.0 20.2 17.9 33.1 19.0

4 500 1.5 5.0 20.2 21.3 53.1 20.1

Table 2.  Calculated characteristics of the process of Ge/Si(100) nanocluster formation 

T, °C θ, deg heq, ML hc, ML teq, s t*, s t0, s ∆t, s tR, s F LR, nm L0, nm N, cm–2

420 13 2.7 5.7 77 95 103 7.1 23 19 25 11.7 5.7 × 1010

450 19 2.6 5.5 74 90 106 6.5 21 20 26 17.5 4.0 × 1010

470 18 2.4 5.5 74 90 106 6.2 21 20 28 19.6 3.3 × 1010

500 26 2.4 5.5 69 94 111 6.4 22 21 31 21.3 1.7 × 1010

Note: the cluster size L0 = L(t0) and the time t0 correspond to 6.2 ML of the material deposited onto substrate. 
3
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trolled by selecting the substrate temperature during
MBE growth.
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Abstract—We propose a method for the rapid diagnostics of Si–SiO2 structures based on the measurement of
high-frequency capacitance–voltage characteristics in an electrolyte–insulator–semiconductor system upon
preliminary irradiation of the samples in the near UV spectral range. © 2003 MAIK “Nauka/Interperiodica”.
At present, there is a wide class of semiconductor
devices based on Si–SiO2 structures in which the sili-
con oxide layer plays an active role. At the same time,
some factors (such as ion implantation and external
field application) may change the charged state of the
oxide layer in these structures either during fabrication
or in the course of subsequent operation. For this rea-
son, studying the nature and properties of electrically
active centers formed in these structures under the
action of various external factors is of considerable
importance. In this context, development of fast and
nondestructive methods for the diagnostics of Si–SiO2
structures is of interest for both basic science and tech-
nological applications. From this standpoint, a valuable
method is offered by the measurement of high-frequency
capacitance–voltage characteristics of the samples in an
electrolyte–insulator–semiconductor system [1] in com-
bination with irradiation of the samples in the near UV
spectral range. This method provides, on the one hand,
additional information about the presence, nature, and
properties of the electrically active centers in SiO2 and,
on the other hand, reveals conditions under which the
Si–SiO2 structures are most sensitive with respect to
near UV radiation. This latter is of considerable interest
for the development of near UV radiation sensors.

The purpose of this study was to assess the possibil-
ities of rapid diagnostics of the properties of electrically
active centers formed in the SiO2 layer of Si–SiO2
structures as a result of irradiation in the near UV spec-
tral range.

The experiments were performed with Si–SiO2
structures possessing significantly different physical
properties, which were prepared by various methods:
(i) thermal oxidation of KDB-10 (or KDB-100) grade
silicon wafers in water vapor at 950°C (oxide layer
thickness, 60 nm); (ii) implantation of 190-keV oxygen
ions to a dose of 1.8 × 1018 cm–2 into silicon substrates
at 650°C, followed by annealing for 6 h at T = 1320°C
and etching of the uppermost damaged layer (this pro-
cess, known as SIMOX technology, leads to the forma-
1063-7850/03/2909- $24.00 © 20725
tion of an approximately 450-nm-thick SiO2 layer), and
(iii) thermal oxidation of KDB-10 (or KDB-100) grade
silicon wafers in a wet oxygen atmosphere at 950°C
(oxide layer thickness, 90 nm), followed by 43-keV
argon ion implantation to a dose of 1012–1014 cm–2 and
rapid thermal annealing at 450°C.

The sample structures were irradiated in the near
UV range (4–6 eV) using the light of a DRL-250 mer-
cury lamp. The electric field action (with plus on Si)
was studied in an electrolyte–insulator–semiconductor
system [1] at voltages not producing destructive break-
down of the oxide layer in the samples studied. All the
measurements were performed at a temperature of
293 K.

Structures of the first type exhibited insignificant
initial effective positive charge (~1011 cm–2), the den-
sity of which could be modified by the electric field
application in the electrolyte–insulator–semiconductor
system [1, 2]. As demonstrated previously [1, 2], the
charge state of the oxide layer upon the electric field
action depends both on the electric field strength in this
layer and on the treatment duration. The range of elec-
tric fields can be conditionally divided into four regions
(E1 < E2 < E3 < E4 in the notation of [2], see Fig. 1).
In this study, special attention was given to the field
action in the E3 region (which leads to the formation of
positively charged electrically active centers at the Si–
SiO2 interface [2]) and in the E4 region (where the
impact ionization process develops in the oxide layer
volume, leading to a complicated distribution of
charged centers in this layer [2]) (Fig. 1).

As noted above, a field action in the E3 region led to
a significant increase in the effective positive charge of
the Si–SiO2 structures (Fig. 1) [2]. Subsequent near UV
irradiation of such samples led to virtually complete
neutralization of this charge. However, repeated field
action in the E3 region increased the sample charge
again to a level approximately equal to that upon the
first action (Fig. 1).
003 MAIK “Nauka/Interperiodica”
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A field action in the E4 region more significantly
increased the effective positive charge of the oxide
layer in Si–SiO2 structures of the first type (Fig. 1) [2].
However, in this case, subsequent near UV irradiation

E1 E2 E3 E4

UV

UV
EF

0 5 10 15 20

Eox, MV/cm

0

14
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6

4

2

Q, cm–2 × 1012

Fig. 1. Plots of the total effective charge density Q versus
electric field strength Eox in the oxide layer of Si–SiO2
structures (UV is the effect of near UV irradiation; EF is the
result of the electric field action in the electrolyte–insula-
tor–semiconductor system).

UVUVUV
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Fig. 2. Plots of the effective charge density Q versus
implantation dose D in structures of the third type after
(1) implantation and (2) subsequent near UV irradiation.
T

of the samples decreased the charge only by a value
comparable with the charge formed under the field
action in the E3 region (Fig. 1).

The samples of Si–SiO2 structures of the second
type initially possessed a considerable effective posi-
tive charge [3, 4], which was still increased under the
field action. Subsequent near UV irradiation led to vir-
tually complete neutralization of this charge both
before and after the field action [3].

In Si–SiO2 structures of the third type, ion implanta-
tion led to the appearance of an effective positive
charge with a magnitude proportional to the total ion
dose [5]. Here, the near UV irradiation of the on-
implanted structures led to the formation of a consider-
able effective negative charge comparable in magnitude
with the positive charge produced by the ion implanta-
tion (Fig. 2) [5].

In all the aforementioned cases, the sample recharge
caused by the near UV irradiation is related to the pho-
toinjection of electrons from a silicon substrate into the
SiO2 layer and their transport in a Coulomb field of the
positively charged electrically active centers. This is
confirmed by a spectral threshold of the irradiation-
induced recharge of the electrically active centers. This
threshold (about 4.3 eV) corresponds to the potential
barrier height for electrons at the Si–SiO2 interface.
Another piece of evidence is the absence of the irradia-
tion-induced recharge in Si–SiO2 structures upon appli-
cation of an electric field suppressing the photocurrent.

However, various Si–SiO2 structures exhibited dif-
ferent response to the near UV irradiation. We have
concluded that, in structures of the first type, a field
action in the E4 region leads to the formation of addi-
tional electrically active centers in the oxide region,
which are different from the positively charged centers
formed in the E3 region: the former centers are not
recharged under the near UV irradiation. For structures
of the second type, we conclude that the electrically
active centers responsible for the positive charging of
SIMOX structures and those responsible for the charge
induced by the field action are of a like nature, possess-
ing two states: positively charged and neutral. In struc-
tures of the third type, ion implantation leads to the
formation of positively charged amphoteric centers,
which are recharged under near UV irradiation to a neg-
ative state.

Thus, irradiation of the Si–SiO2 structures in the
near UV spectral range leads to different consequences
depending on the sample pretreatment, which provides
information about the properties of electrically active
centers formed in the volume of oxide layer. Structures
of the third type are most sensitive with respect to near
UV radiation.
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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Abstract—Several approaches to ensuring stable operation of controlled ferroelectric microwave devices in a
broad temperature range are considered. A new method is proposed for electrical compensation of the temper-
ature dependence of the parameters of ferroelectric devices. © 2003 MAIK “Nauka/Interperiodica”.
One of the main properties of ferroelectrics is a
strong dependence of their dielectric characteristics on
the temperature. For this reason, an important problem
always encountered in the development of control
devices based of ferroelectric materials is related to
ensuring their stable operation in a broad temperature
range. For example, phase shifters used in phased-
array antennas for radars and anticollision systems on
board moving vehicles have to provide stable control of
the signal phase in a temperature range from –60°C
to +60°C.

There are several possible approaches to ensuring
stable operation of ferroelectric devices in a broad tem-
perature range. The simplest method consists in placing
a given device inside a thermostatted case where a con-
stant temperature is maintained independently of the
ambient temperature. The temperature stabilization can
also be provided by developing adjustable devices with
posistors [1], representing thermoresistors with a posi-
tive temperature coefficient of resistance. Posistors are
based on barium titanate with micrtoadditives of rare
earth elements. However, the behavior of such materi-
als depends not only on the temperature, but on the
applied voltage as well. A general disadvantage of these
approaches to temperature control is a relatively large
time required for the system to attain the operation
regime.

Another approach can be referred to as technologi-
cal. This approach is based on the use of ferroelectric
BaxSr1 – xTiO3 (BST) films with nonuniform distribu-
tion of barium across the film thickness. Such films can
be considered as multilayer structures comprising sev-
eral ferroelectric layers with different barium content x.
Since the BST phase transition temperature depends on
the barium content, various layers possess different
temperatures of the transition to a ferroelectric state. As
a result, the temperature dependence of the overall per-
mittivity of such a multilayer film exhibits a virtually
flat maximum in a sufficiently broad temperature inter-
val [2, 3]. However, in this case, there arises a problem
1063-7850/03/2909- $24.00 © 20728
of providing technological reproducibility of such mul-
tilayer films.

We believe that the most expedient solution is
offered by the method of electrical compensation,
whereby the temperature dependence of the dielectric
permittivity is compensated by applying a temperature-
dependent control voltage to the ferroelectric layer [4, 5].

Electrical Compensation 
of the Temperature Dependence of Capacitance 

of a Ferroelectric Capacitor 

Model representation of the control voltage as a
function of the temperature. The permittivity of fer-
roelectrics of the displacement type (such as BST)
depends on the temperature as described by the rela-
tions [6, 7]

(1)

(2)

(3)

where ξs is a parameter characterizing the crystallo-
graphic quality of the ferroelectrics, EN is the normaliz-
ing field (characterizing nonlinearity of the material),
ε00 = Cw/TC, Cw is the Curie–Weiss constant, and TC is
the Curie temperature. Dependence of the model
parameters on the barium content x was considered in
detail elsewhere [7, 8].

Equating the right-hand side of relation (1) to a cer-
tain permittivity εg required for the device operation,

ε f E T x, ,( ) ε00 x( )/Φ E T x, ,( ),=

Φ E T x, ,( ) ξ E x,( )2 η T x,( )3+( )1/2 ξ E x,( )+[ ]
2/3

=

+ ξ E x,( )2 η T x,( )3+( )1/2 ξ E x,( )–[ ]
2/3

η T x,( ),–

ξ E x,( ) E
EN x( )
-------------- 

  2

ξ s

EN 0( )
EN x( )
-------------- 

 
2

+ ,=

η T x,( ) T
TC x( )
-------------- 1,–=
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Fig. 1. Temperature dependence of the parameters of a planar ferroelectric capacitor based on a Ba0.5Sr0.5TiO3 film: (a) capacitance
at two different control voltages (ξs = 0.6); (b) temperature-dependent control voltage corresponding to two preset values of the
capacitance; (c) capacitance controlled by a temperature-dependent voltage determined according to Eqs. (4)–(6).
we can derive the temperature dependence of the con-
trol field strength:

(4)

Using the methods of partial capacitance and con-
form mapping, the permittivity of the ferroelectrics can
be recalculated to the capacitance of an effective planar
capacitor (Fig. 1a) [9]:

(5)

where s is the planar capacitor gap width, h is the ferro-
electric film thickness, L is the electrode length, H is the
substrate thickness, w is the capacitor width [9], and εs

is the permittivity of the substrate.
The relation between the control field strength and

applied voltage in the planar capacitor is as follows [10]:

(6)

In formula (6) (unlike expression (4)), the bias field
strength is considered as a function of the temperature
and the capacitance Cg because the permittivity is deter-
mined proceeding from the capacitance (required for
the device operation) using expression (5) relating the
capacitance and permittivity of a planar capacitor
(including a substrate with the ferroelectric film). The
form of the U(T, Cg) function is shown in Fig. 1b.

As can be seen from Fig. 1c, application of a temper-
ature-dependent control voltage according to (4)–(6) to
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the ferroelectric capacitor makes the system indepen-
dent of the temperature in a rather broad interval.

Electrical thermocompensation. In order to pro-
vide for the required electrical thermocompensation,
the bias voltage is applied to the adjustable ferroelectric
capacitor via a correction circuit. The bias voltage cor-
rection in response to variation of the capacitor param-
eters with the temperature and other external factors
can be performed in either the analog or the digital
regime. Figure 2 shows a schematic diagram of the dis-
crete voltage correction module comprising a con-
trolled power supply source (PS), analog-to-digital
converters (ADCs) of the voltage and temperature
(ΛU/# and ΛT/#, respectively), decoders of the voltage
and temperature signals (SWU and SWT , respectively),
digital-to- analog (DAC) converter (#/Λ), comparator
(CM), ferroelectric capacitor (Cf), and temperature sen-
sor (TS).

In this control unit, the voltage is corrected through
multiplying it by the correction coefficient KU, T (CC)
determined proceeding from the required values of the
control voltage and the temperature. The coefficients
KU, T (CC) are determined by formula

(7)

where Uc = U(T0, Cg) at T0 = 20°C, and represented in
the form of a discrete matrix (Fig. 2).

The current values of the voltage Uc and the temper-
ature signals U(T) are selected by two ADCs. The cur-
rent temperature is measured by an external tempera-
ture sensor mounted in the same case as the controlled
device. These signals, processed by decoders, select the
column and row to determine the CC value by which
the current value of Uc has to be multiplied at a given
temperature. The CC signal is converted by DAC into

KU T,
U T Cg,( )

Uc

----------------------,=
3
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Fig. 3. Schematic diagram of the application of corrected bias voltage to discrete phase shifters (Ph1, …, PhN): (1) input; (2) output.
the analog correction voltage Ucor and fed to the com-
parator CM. Upon comparing the Uc and Ucor values,
CM yield the required bias voltage Ub applied to the
controlled device. In this bias voltage correction
scheme, the characteristic time of response to a temper-
ature variation is on the order of 10 µs.

An advantage of the proposed method is its flexibil-
ity, which is provided by changing the tabulated CC
values. A certain disadvantage is the discreteness of the
working temperature interval (limited by the digital
capacity of DACs and ADCs) that has to be divided into
subintervals. If each bit of the phase shifter corresponds
T

to the same capacitance, the number of control units
can be reduced to two. In this circuit, only one temper-
ature sensor is required for both correction units con-
trolling the ferroelectric capacitors. The corresponding
commutation scheme is depicted in Fig. 3, where CVM
are the voltage correction modules described above
(Fig. 2). In this case, the device response speed is deter-
mined by the operation time of elements switching the
temperature-compensated bias voltage.

In the case of phased-array antennas of large size,
featuring nonuniform temperature distribution over the
entire area, it is necessary to use several CVMs and
temperature sensors for each temperature region.
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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Abstract—Various approaches to separating a weak periodic component from a noisy nonstationary time series
are considered in the case when aprioric information about useful signal is unavailable and multiply repeated
measurements are impossible. The proposed methods have been used for studying the time variation of the mass
of a dendritic crystal of ammonium chloride growing from an aqueous solution. It is established that the kinetic
curves obtained for growth rates above 20 µm/s exhibit low-frequency oscillations with a period of about 3 s.
© 2003 MAIK “Nauka/Interperiodica”.
The problem of separating a periodic component
from a very noisy nonstationary time series is still not
completely solved despite the extensive literature on
this subject [1–4]. The most significant difficulties are
encountered in two cases: (i) when the experiment can-
not be multiply repeated and (ii) when aprioric infor-
mation is available neither about the periodic compo-
nent nor about the functional type of the trends (this
information has to be extracted in the course of investi-
gation). In such cases, the signal to noise ratio becomes
a very significant parameter.

Should there appear the possibility of multiply
repeating the experiment and/or obtaining some pre-
liminary information about the useful signal, the sepa-
ration and analysis of the signal component of interest
are always possible. In the former case, the signal to
noise ratio increases as the square root of the number
of observations; and in the latter case, the useful signal
can always be separated by using specially selected
filters.

Thus, of special interest is the most complicated
case, when there is a single nonstationary time series
and no aprioric information is available about the sig-
nal. This study is devoted to an analysis of such situa-
tions, which are typical of real physical experiments.
The paper consists of two parts: in the first of these, we
will consider some model generated time series; in the
second part, we will analyze the results of particular
experiments with the growth of dendritic crystals from
solution.

Let us consider a noisy S-shaped curve (Fig. 1) for
which it is necessary to establish whether a hidden peri-
odicity is present or absent. This shape is taken, first,
for the sake of definiteness and, second, because it is
frequently encountered in various evolution and kinetic
processes. The periodic component is characterized by
the amplitude (A), shape, number (n), and duration (T)
1063-7850/03/2909- $24.00 © 20732
of pulses. The latter parameter is conveniently normal-
ized to the total number of points N in the time series.
Our task is only to reveal the periodicity (and determine
the period) rather than to describe the shape of this peri-
odic signal. For certainty, we will consider rectangular
periodic pulses and assume the noise to be additive and
Gaussian with zero mean and a given mean square devi-
ation (sd).

We have analyzed two cases corresponding to n = 3
and T/N = 1/10 (1) or 1/100 (2). It was necessary to
determine the limiting ratio A/sd for which the presence
of a periodic component can still be detected. Evi-
dently, an increase in n will decrease the possible limit-
ing ratio. Selecting such a small n value, we attempt to
assess the most unfavorable situation with a very small
possible number of periods in the given time series.

Case 1: n = 3, T/N = 1/10; N = 1000; frequency,
0.003. For A/sd ≤ 2, it is impossible to visually deter-

1

0

F, a.u.

800 t, a.u.

Fig. 1.  A model curve of F versus relative time t obtained
by imposing a Gaussian noise (with a zero mean and a finite
dispersion sd) and rectangular pulses (n = 3, T/N = 1/10,
N = 1000, A/sd = 1.5) onto a Weibull distribution.
003 MAIK “Nauka/Interperiodica”



        

SEPARATING A WEAK PERIODIC COMPONENT FROM A NONSTATIONARY TIME SERIES 733

                                                     
mine whether a periodic feature is present on the exper-
imental curve (Fig. 1). Oscillations on such curves can
be revealed by various techniques [3, 4].

(a) Spectral transformation of a nonstationary series
and of the time series upon differentiation (Fig. 2a). As
can be seen, these methods reveal nothing. It should be
noted that the results of model calculations for A/sd > 2
(slightly distinguishable oscillations) showed that these
direct methods reveal the presence of a periodic compo-
nent with good precision. It was also found that the best
results are obtained using a spectral window of the
Blackman type, while preliminary differentiation fre-
quently does not improve the result.

(b) Subtraction of trends of three different types.
The trends were selected using the special program
package TableCurve2D. Preference was given to the
trends possessing a sufficiently large correlation coeffi-
cient r2. Figure 2b shows the results of spectral trans-
formations obtained upon subtraction of two different
trends (with one of the maximum r2 values) from the
nonstationary time series of Fig. 1. As can be seen, the
results obtained using various trends are significantly
different. In the first case, there is a maximum peak cor-
responding to a frequency of 0.0019, while the second
pattern is rather close to the noise spectrum. Note that,
according to the results of TableCurve2D calculations,
the Weibull trend used for the construction of a curve
(Fig. 1) has r2 = 0.9989. An analysis of the results of
numerous calculations showed that, using various
regression dependences (adequately describing the ini-
tial time series) as subtracted trends, it is possible to
come to various conclusions concerning the fluctuating
component of a signal of the type depicted in Fig. 1
(from noisy behavior to a periodic character with
strongly different frequencies).

(c) Based on the data reported in [5], we also
attempted to apply the currently popular wavelet trans-
form using a special module of the MATLAB program
package. We have tested several types of the most
widely used wavelets (including those of Morlet, Mex-
ican hat, and some other types) and tried different
degrees of detalization. However, the results of these
model calculations showed that wavelet techniques are
ineffective in separating periodicity in the problems
under consideration.

(d) Using the moving average method for reducing
the time series to a stationary form encounters the same
difficulties as in (1b). Smoothing over too small a num-
ber of points, we risk subtracting a possible periodicity
together with the nonstationary component; on the
other hand, increasing the number of such points above
a certain threshold can artificially introduce special fre-
quencies.

Nevertheless, this approach allowed us to construct
a simple and readily implemented (on a program level)
method (called Σ method), which allows a periodic
component to be separated from a time series of the
type depicted in Fig. 1. According to this method, one
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
has to repeatedly calculate the residues upon subtrac-
tion (from the initial time series) of the trend found by
the moving average method with sequentially varied
number of the smoothening points. Then an amplitude
spectrum (or an autocorrelation function) is calculated
for each series of residues and the spectra (normalized
to maximum) are added. The resulting sum is essen-
tially a probability of finding one or another frequency
in the time series under consideration.

Obviously, it is the absence of any preliminary
information about the period of the oscillating compo-
nent that makes it necessary to use this procedure with
accumulation. Figure 3 shows the corresponding total
autocorrelation function for a time series of the type
depicted in Fig. 1; this function was calculated using
the moving averages calculated for 50–200 points. The

Fig. 2. The results of a spectral analysis of the curve pre-
sented in Fig. 1. The transformation was performed over
512 points using a spectral window of the Blackman type
for (a) nondifferentiated and differentiated (inset) time
series and (b) residues upon subtraction of the trend lnF =
a + bt1.5 + clnt (where a, b, and c are the parameters of a
regression curve; r2 = 0.9984) and the residues upon sub-
traction of a polynomial of the 20th power (inset, r2 =
0.9992).
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difference between the two nearest peaks amounts to
331 and, hence, the relative error of the frequency
determination is below 1%. Therefore, this method is
capable of revealing the hidden periodicity of a nonsta-
tionary signal.

However, the results of numerous calculations per-
formed for signals of the type depicted in Fig. 1 showed
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.
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Fig. 3. Total autocorrelation function (ACF) versus shear
time tsh calculated for the model curve presented in Fig. 1.

Fig. 4. The results of experiments on the dendrite growth:
(a) dendrite weight M versus time; (b) total autocorrelation
function (ACF) versus shear time.
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that, within the framework of this method, conclusions
concerning the presence of periodicity can be obtained
only with a certain probability. This is related to the fact
that the model calculations employ random Gaussian
noise with a dispersion virtually equal to the signal
amplitude. Conclusions based on the calculations per-
formed for several dozen model signals were as fol-
lows: for A/sd = 2, 1.7, 1.5, and 1.2, the probabilities of
correctly separating the hidden periodicity and deter-
mining the period are 1, 0.80, 0.78, and 0.50. Thus, the
quality of predictions based on the Σ method sharply
decreases for the A/sd ratios below 1.5.

Our investigations showed that the probability of
revealing a hidden periodic signal can be increased
using two methods: (i) instrumental increase in the sig-
nal discretization (provided that this does not decrease
the signal to noise ratio); (ii) use of the Σ method for the
analysis of several sample sets taken from the unit sig-
nal, followed by the summation of all the total autocor-
relation functions (or spectra). Useful information is
also obtained by calculating various correlation func-
tions between the residues determined for various sam-
ple sets by averaging over various numbers of points.

As an example, we present the result obtained by
simultaneously using methods (a) and (b). Here, we
studied the time series with n = 3 and T/N = 1/10, but
the number of discretization points was increased from
1000 to 10000. Using this series, we formed sample
sets of two types: (i) five time series, each of
1000 points and (ii) 50 series, each of 100 points (with
equal intervals between points). The final result was as
follows: for A/sd = 1.5 and 1, the probability of correct
periodicity determination was 0.91 and 0.62, respec-
tively. As A/sd decreases below unity, the probability of
correct prediction for the time series under consider-
ation exhibits a sharp drop (to 0.30 for A/sd = 0.8).

Case 2: n = 3, T/N = 1/100; N = 1000). For A/sd ≤
2.5, it is impossible to visually determine whether a
periodic feature is present or not on the model curve.
Here, use of all the above techniques, including the Σ
method, did not provide reliable results. Our model cal-
culations led to a conclusion that only increasing dis-
cretization of the signal can reveal the hidden periodic-
ity (for T/N = 1/100 and N increased to 10000, the sig-
nal with A/sd = 2.5 is revealed with a probability of
1.00). Thus, detecting small-amplitude signals of short
duration encounters considerable difficulties.

The above results were used for the analysis of
experimental data on the growth kinetics for a separate
dendritic crystal of ammonium chloride in an aqueous
solution. The investigation was aimed at finding a non-
random periodic component on the nonstationary curve
of the dendrite weight versus time. The experimental
techniques were described in detail elsewhere [6, 7]. Pre-
liminary statistical analysis of the kinetic curves [6, 7] by
methods (a)–(d) revealed the presence of a nonrandom
periodic component. However, as noted above, the
accuracy of these methods is not always sufficiently
CHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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high. In order to quantitatively refine the results
obtained in [6, 7], we have performed an additional
investigation.

The experimental system scheme was modified as
compared to that described in [6, 7]: first, we used an
electronic scheme possessing higher noise immunity
for the signal detection and amplification; second, we
employed a new data acquisition module (ADC: Lcard-
1250). As a result, the signal discretization was
increased by several orders of magnitude without loss
in the experimental accuracy. We have obtained several
kinetic curves similar to that presented in Fig. 4a, rep-
resenting typical S-shaped curves with a total duration
not exceeding one minute (and discretization over
66152 points). An important feature of the system stud-
ied is the impossibility of multiply repeating the exper-
iment with unchanged parameters. All the time series
referred to different dendritic crystals. For this reason,
statistical analysis was performed independently for
each case.

The periodic components were revealed by the Σ
method. Figure 4b shows a typical total autocorrelation
function. The form of this curve is indicative of the
presence of a nonaccidental periodic component in the
time series under consideration. Based on the results of
processing of all the experimental curves by the Σ
method, it is possible to ascertain that the kinetic curve
of dendrite weight versus time contains a nonrandom
periodic component with a period of 2.8 ± 0.8 s. This
value, being approximately one-third of that reported
previously, agrees much better with the theoretical esti-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
mates [6, 7]. According to another interesting result
obtained upon statistical data processing, the oscillat-
ing component of the kinetic curves depends on the
dendrite growth rate. The nonrandom oscillations are
most reliably revealed for a growth rate of 20–30 µs.
For samples grown at lower rates, the maxima on the
curves of the type depicted in Fig. 4b are either less pro-
nounced or absent. Therefore, determining oscillations
on the kinetic curves of slowly growing dendrites
requires additional investigation.
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Abstract—The results of numerical calculations show that a system with inertia exhibits a sequence of oscil-
latory bifurcations in accordance with the natural scale law. It is established that the sequence of bifurcation
values of the inertia parameter obey a convergence law; the corresponding moments are determined. © 2003
MAIK “Nauka/Interperiodica”.
Featuring rich dynamics, systems with inertia have
been extensively studied (see, e.g., [1–5]). In these sys-
tems, which exhibit regular and complicated dynamics,
evolution of the autooscillation process depends both
on the connection of the inertial chain and on the type
of dynamic characteristics of the nonlinear amplifica-
tion element. In particular, a system with one and a half
degrees of freedom (representing a modified oscillator
with inertia) [1, 2] demonstrates a sequence of period-
doubling bifurcations on the transition to chaos.

Previously [3], an autooscillation system was exper-
imentally studied in which the transition to chaos took
place as a result of sequential increase in the oscillation
period according to the natural scale law. However,
such a scenario was never studied by methods of
numerical simulation.

We have studied by numerical method a system with
inertia described by the equations

(1)

where F(X) is the Heaviside function; m1, m2, q, and g
are the parameters of excitation, dissipation, limitation,
and inertia, respectively. System (1) differs from the
aforementioned modified oscillator with inertia by the
shape of the dynamic characteristic of a nonlinear
amplifier, which has a linear region at X ≤ q and exhibits
saturation for X > q. The fourth equation in system (1)
describes an inertial half-period converter. Therefore,
the system dynamics is determined by two mechanisms
of limitation of the autooscillations. The first mecha-
nism is noninertial and is related to the nonlinearity of

Ẋ Y m1 m2–( )X XZ , X q,≤–+=

Ẋ Y m2X– qZ , X q,>–=

Ẏ X ,–=

Ż gZ– gF X( )X2,+=
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the amplifier characteristic. The second mechanism is
inertial and is related to the influence of an output volt-
age of the inertial converter on the slope of the nonlin-
ear amplifier characteristic.

Evolution of the oscillatory process in system (1) is
clearly illustrated by a fragment of the bifurcation dia-
gram (Fig. 1) showing a change in the maximum values
[X] of the oscillation process X(t) versus adiabatically
changed parameter g for m1 = 1.6; m2 = 0.1, and q =
0.05. A small change in the [X] value on the bifurcation
diagram corresponds to regular dynamics of the sys-
tem, while the random scatter of points represents cha-
otic dynamics. As the inertia parameter varies, the sys-
tem exhibits a series of bifurcations. In the interval
g ∈  [0.57; 0.65], the system dynamics is characterized
by a stable limiting cycle of period T0. The interval of
g ∈  [0.56; 0.57] corresponds to chaotic oscillations.
The point at g = 0.56 corresponds to a bifurcation,

[X]

6.2

4.0

1.8

–0.4
0.01 0.17 0.33 0.49 g

Fig. 1. A fragment of the bifurcation diagram.
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where the system dynamics exhibits period doubling
with a limiting cycle of period 2T0 taking place in the
interval of g ∈  [0.26; 0.56]. Upon reaching the value of
g = 0.24, the system behavior corresponds to motion
over a stable cycle of period 3T0. The zones of double
and triple period are separated by the region of chaotic
oscillations at g ∈  [0.24; 0.26]. Further decrease in the
inertia parameter is accompanied by changes in the sys-
tem state through a sequence of stable limiting cycles
with the oscillation period increasing by unity. The
zones of stable states with the periods nT0 and (n + 1)T0
are separated by the regions of chaotic oscillations. In
the course of sequential bifurcations, the distances
between critical values of parameter decrease so that
the zones of chaotic oscillations appear more and more
frequently.

The above bifurcation scenario of oscillations with
the additive increase in the oscillation period by unity
allows us to expect that the sequence of bifurcation val-
ues of the inertia parameter gn converges. This implies
that the sequence gn obeys a convergence law of the
type

(2)

where gk and gn are bifurcation values of the parameter
g, γ is a constant quantity, and n = 1, 2, … . Relations of
the type (2) were established for a sequence of two-
dimensional tores (see, e.g., [4, 5]). Therefore, it would
be of interest to study the law of convergence for a
sequence of limiting cycles in a system with one and a
half degrees of freedom.

In order to determine the scale-invariant properties,
we have revealed n terms in the sequence of stable
cycles of system (1) with fixed bifurcation values of the
parameter gn . The results of numerical calculations
showed that the convergence law was obeyed with a
good precision, as evidenced by the graphic verification
of the scale-invariant properties for gn (see Fig. 2,
curves 1–3 constructed for m1 = 1.8, 1.6, and 1.4,
respectively). The statistical significance of the results
was confirmed by the linear correlation coefficients
determined using least squares for the relation

(3)

where Q = ln(gk – gn), Θ = lnn, and A and γ are constant
quantities. Estimates for the sequence of multiple stable
cycles and the corresponding inertia parameter gn lead
to the conclusion that the system obeys a convergence
law with constant γ = –3.75 ± 0.17. Using the similarity
law (2), it is possible to calculate the accumulation
point of the gn sequence. For the above parameters, this
point corresponds to gc = 0.008 ± 0.001.

The mechanism of the transition to chaotic oscilla-
tions is illustrated by fragments of the projections of a
strange attractor in the phase space of the system onto

gk gn nγ,∼–

Q A γΘ,+=
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the planes (X, Y) and (X, Z) for the values g < gc (see
Figs. 3a and 3b, respectively, where arrows indicate the
motion of an imaging point in the phase space. An ana-
lysis of Fig. 3 shows that the form of an attractor in

0.3

0.2

0.1

0 2 4 6 8 lnn

ln(gk – gn)

1 2 3

Fig. 2. Verification of the convergence law.
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Fig. 3. Fragments of the projections of a strange attractor of
the system onto the (X, Y) and (X, Z) planes in the phase
space.
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phase space is determined by a double saddle–focus
loop with a characteristic transient motion along the
saddle separatrix. The phase space of the system fea-
tures a double attractor of the Shil’nikov type [6] com-
prising a stable focus and unstable saddle or unstable
focus and stable saddle motions.

The above analysis shows that a global chaotization
of oscillations in the system studied is preceded by a
sequence of bifurcations according to the natural scale
law, whereby the zones of stable motion alternate with
the zones of chaotic motion. The sequence of bifurca-
tion values of the inertia parameter obeys a similarity
law. The mechanism of chaotization is related to the
loss of stability at a double saddle–focus loop.
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Abstract—The effect of the postgrowth laser and thermal annealing on the structure and optical properties of
multilayer heterostructures comprising quantum dots of germanium in a silicon matrix has been studied by pho-
toluminescence (PL) and transmission electron microscopy (TEM). The PL spectra of annealed samples reveal
a decrease of emission from the quantum dots and display a new emission band as compared to the initial spec-
tra. The TEM measurements show that this effect is related to smearing of the Ge–Si interface and to the appear-
ance of a regular rectangular network of dislocations on the surface of the annealed structure. © 2003 MAIK
“Nauka/Interperiodica”.
Introduction. Silicon still occupies leading posi-
tions in the market of materials for microelectronic
devices. However, use of this semiconductor in opto-
electronics is limited because of relatively low lumines-
cence efficiency. Nevertheless, combining silicon
microelectronic technologies with the optical data
transmission facilities in the same microchip is an
urgent task drawing considerable research effort, pri-
marily in the field of silicon-based light-emitting
devices (SLEDs).

Previously, two groups of researchers [1, 2] reported
on an intense photoluminescence (PL) in the region of
1.5 µm for the heterostructure comprising germanium
quantum dots (QDs) in a silicon matrix. Recently, we
studied the nature of room-temperature PL in multi-
layer Ge/Si(100) structures with germanium QDs [3].

This study was aimed at determining the effect of
the postgrowth laser and thermal annealing on the
structure and optical properties of multilayer Si/Ge het-
erostructures comprising 20 layers of germanium QDs
in a silicon matrix.

Experiment. The heterostructures were grown in a
Riber SIVA 45 setup (France) by MBE on 5-inch
p-Si(100) wafers (OKMETIC, Sweden). The substrates
were chemically pretreated using a procedure described
in detail elsewhere [4]. During the MBE growth, the
atomic fluxes of Si and Ge were generated by electron-
beam evaporators, while a constant deposition rate was
monitored and controlled using a feedback system with
1063-7850/03/2909- $24.00 © 20739
two mass spectrometers tuned to m/z = 28 (Si) and
74 (Ge). The samples were selectively doped with anti-
mony evaporated from an effusion source. The residual
pressure during MBE growth did not exceed 5 ×
10−10 Torr. The state of the sample surface was moni-
tored in situ by reflection high-energy electron diffrac-
tion (RHEED). The sample structures comprised a
100-nm-thick buffer layer of silicon, followed by
20-layer Ge(0.8 nm)/Si(5 nm) superlattice doped with
antimony. The substrate temperature during the entire
growth process was maintained constant (Tsub =
600°C). The MBE rates of Si and Ge layers were 0.05
and 0.015 nm/s, respectively.

After extraction from vacuum, the wafers were cut
into several parts, which were subject to the procedures
of laser and thermal annealing. The series studied
included nine samples annealed at various tempera-
tures, one laser-annealed sample, and one control
(unannealed) sample. Thermal annealing was per-
formed at 700, 800, and 900°C for 10, 20, or 30 min in
argon at atmospheric pressure. The laser annealing was
performed with a focused beam of an Ar+ laser operat-
ing at an output power density of 150 kW/cm2. The
photoluminescence spectra were also excited by the Ar+

laser at λ = 488 nm and measured using a 50-cm mono-
chromator and a cooled Ge photodetector (Edinburgh
Instruments, UK). Electron microscopy (TEM) mea-
surements in transmission mode were performed on
a JEM 4010 instrument.
003 MAIK “Nauka/Interperiodica”
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Results and discussion. Figure 1 shows the room-
temperature PL spectra of the samples studied. The
spectrum of sample 1 (unannealed control) exhibits two
bands. The first of these (about 1.1 eV) corresponds to
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Fig. 1. Typical PL spectra of a multilayer Ge/Si(100) het-
erostructure (1) before annealing and upon a 10-min ther-
mal annealing at T = 700 (2), 800 (3), and 900°C (4).

Si/Ge

Si

(b) 50 nm

50 nm(‡)

Fig. 2. TEM images of the cross section of Ge/Si(100) het-
erostructures (a) before unannealing and (b) after thermal
annealing for 30 min at 900°C (lines bound one of the col-
umns of germanium QDs).

As grown
TE
transitions in the silicon matrix involving transverse
optical phonons. The mechanism responsible for the
second band at 0.8–0.9 eV was described in our previ-
ous paper [3], where it was demonstrated that vertically
correlated germanium QDs provide for the localization
of holes, while the silicon layers in these stacks form a
miniband for electrons. The quasidirect optical transi-
tions between localized holes and quasifree electrons
account for the PL at 0.8–0.9 eV. As can be seen from
Fig. 1, this band is virtually missing from the spectra of
annealed samples 2–4, being very small even in sample
2 annealed at a temperature of 700°C for a minimum
time of 10 min. The character of the PL spectra remains
unchanged upon annealing at higher temperatures for a
longer time.

In order to elucidate the factors responsible for this
degradation of the PL spectrum, we studied the TEM
images obtained in the plane and in the cross section of
the samples. Figure 2 compares the cross sections of a
sample before and after thermal annealing. While the
unannealed structure exhibits rather sharp heter-
oboundaries between Ge and Si layers, the annealing
leads to strong smearing of these boundaries. The
smearing of heteroboundaries is explained by thermo-
stimulated mutual diffusion of Ge and Si. As a result,
the superlattice of germanium QDs and silicon layers
either ceases to exist or strongly changes the profile,
which leads to a decrease in the barrier height, degen-
eracy of the miniband for electrons, and delocalization
of holes. Thus, the emission line corresponding to the
quasidirect transition virtually disappears from the PL
spectrum [3].

Another interesting effect is revealed by TEM
images of the sample surface. As can be seen from
Fig. 3, both annealed and unannealed samples exhibit a
cellular structure, but the annealing leads to the appear-
ance of a regular rectangular network of dislocations
with characteristic dimensions 1.5 × 2.75 µm. The
emergence of dislocations is related to a change in the
mechanism of elastic stress relaxation upon annealing.
In the unannealed structure, the stresses relax at the
expense of germanium QD column formation and/or
surface corrugation. In the annealed structure, the accu-
mulated stresses can relax via two scenarios: (i) the
smearing of heteroboundaries due to the mutual diffu-
sion of germanium and silicon and (ii) the formation of
misfit dislocations related to the lattice mismatch
between silicon and germanium. The type of stress
relaxation is probably determined by the rate of anneal-
ing. Rapid and virtually inertialess annealing was pro-
vided by exposure to focused laser radiation at 488 nm
and a power density of 150 kW/cm2.

Figure 4 compares the PL spectra of unannealed
sample 1 to those of the laser-annealed samples 2–4
measured at various excitation densities. As can be seen
from these data, the spectra of all samples exhibit two
peaks, but the positions of these peaks are different for
annealed and unannealed structures. In the spectrum of
CHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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Fig. 3.  TEM images of the surface of Ge/Si(100) heterostructures: (a) after thermal annealing for 30 min at 900°C (triangles indi-
cate the sides of a dislocation network); (b) unannealed sample.
sample 1, the short-wavelength peak corresponds to the
transitions in silicon matrix involving transverse opti-
cal phonons. In the spectra of annealed samples, the
short-wavelength peak is related, in our opinion, to the
dislocation luminescence [5]. The long-wavelength
peaks in the spectra of annealed and unannealed sam-
ples are apparently of the same nature, while the small
shift toward shorter wavelengths (9 meV) is explained

9 meV
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Fig. 4. Normalized PL spectra of a Ge/Si(100) heterostruc-
ture (1) before annealing and (2–4) after laser annealing,
measured with various excitation power densities W = 5 (1),
3 W/cm2 (2), 0.3 (3), and 15 kW/cm2 (4).
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
by changes in the size and shape of the Si/Ge superlat-
tice as a result of the laser annealing. As can be seen,
the intensity of the short-wavelength peak in the PL
spectrum grows with the excitation density. This is
probably explained by the increasing role of the dislo-
cation luminescence. A change in the excitation den-
sity does not affect the energy position of this emis-
sion component.

It should be noted that the stress relaxation by the
dislocation mechanism is of independent interest, since
the dislocation network decreases stresses in the Si/Ge
heterostructure, while the proximity of lattice parame-
ters of the surface layer to those of germanium makes
such structures promising “virtual substrates” for the
obtaining of LEDs, based on AIIIBV semiconductor
compounds of the Ga(Al,In)As type, on silicon sub-
strates. In addition, the nodes of the regular dislocation
network may serve as the centers of nucleation for nan-
odimensional clusters, thus probably providing for the
ordered arrangement of such clusters.

Conclusions. Thus, we have established that ther-
mal annealing of a multilayer Si/Ge heterostructure
leads to disappearance of the PL peaks corresponding
to emission from the Si/Ge superlattice, while laser
annealing significantly modifies the shape of the PL
spectrum. This effect is probability related (i) to a
change in the composition profile of the superlattice as
a result of mutual diffusion of silicon and germanium
and (ii) to the appearance of a regular dislocation net-
work. The results of our investigation show that high-
temperature growth of such structures is hindered by
the significant influence of the kinetic processes on the
behavior of Ge atoms in silicon matrix, which lead to
the formation of misfit dislocations, mixing of the
material, and smearing of heteroboundaries.
3
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Abstract—We consider a longitudinal acoustic wave incident onto a plane boundary between a liquid and a
magnetoacoustic medium representing an antiferromagnetic material with anisotropy of the easy plane type,
occurring in the vicinity of an orientational phase transition with respect to magnetic field. The directions of
propagation and the amplitudes of reflected and transmitted longitudinal and transverse waves are determined.
The possibility of an effective field control for the refraction angle and the wave type transformation is demon-
strated. Beginning with a certain critical angle of incidence, the longitudinal and, eventually, the transverse
waves in the magnetic medium become inhomogeneous and slide along the interface. If the magnetic material
is sufficiently close to the phase transition point, the waves can be reirradiated into the liquid medium. © 2003
MAIK “Nauka/Interperiodica”.
When an elastic wave passes through a boundary
between liquid and solid, there appear a reflected wave
and two transmitted waves, the longitudinal (LA) and
transverse (TA) ones (since only longitudinal waves can
exist in the liquid [1]). At the same time, it is known that
a magnetically ordered material in the vicinity of a
point of orientational phase transition exhibit an
increase in the magnetoelastic interaction that leads to
a strong renormalization of the velocities of elastic
waves [2]. Materials featuring this effect will be
referred to as magnetoacoustic materials (MAMs).
These include, in particular, antiferromagnetic materi-
als with anisotropy of the easy plane (AFEP) type
occurring in the vicinity of an orientational phase tran-
sition (OPT) with respect to magnetic field H applied in
the basis (xy) plane of the crystal (H || y, the OPT point
corresponds to H = 0). For example, the experimentally
observed decrease in the transverse velocity of sound in
AFEP-type crystals of hematite α-Fe2O3 amounted to
50% [3]. Previously [4], we studied the reflection of
magnetoacoustic waves (MAWs) from the free surface
of an AFEP type material and demonstrated the possi-
bility of an effective field control for the refraction
angle and the wave type transformation coefficient.

Consider a wave (LA1) propagating from liquid
medium 1 (y > 0) into MAM 2 (y < 0), making an angle
α with the normal to the interface (y = 0) between the
two media. Upon reflection, the incident wave trans-
1063-7850/03/2909- $24.00 © 20743
forms into LA1 with the same angle of reflection, while
the wave entering the second medium is transformed
into MAWs LA2 and TA2 with the refraction angles β
and γ, respectively.

In this consideration, the spin system can be explic-
itly ignored for the frequencies ω ! ωme = εme/", where

εme = g  is the magnetoelastic gap in the spin
wave spectrum, g is the gyromagnetic ratio, ε1k =

 is the low-frequency magnon

energy, εM = g  is the magnetic part of the

gap, ζ =  is the magnetoelastic coupling param-
eter, HE is the effective exchange field, HD is the Dzy-
aloshinski field, Hme is the magnetostriction field, ΘN is
the Néel temperature, k is the wave vector, and a is the
crustal lattice parameter. The magnetic material under
consideration, possessing isotropic elastic and magne-
toelastic properties, exhibits an anisotropy of the
dynamic elastic moduli (“softening” of the elastic mod-
ulus cxyxy) in the vicinity of the orientational phase tran-
sition. In particular, for hematite we have HE = 9.2 ×
106 Oe, HD = 2.2 × 104 Oe, Hme = 0.63 Oe, and ωme =
34 GHz, so that the approximation adopted is satisfied
in the entire experimental range of ultrasonic frequ-
encies.

Below, we use the following expressions for the
velocities of transverse and longitudinal wave veloci-

2HEHme

ΘN
2 ak( )2 εM

2 εme
2+ +

H H HD+( )

εme
2 /ε1k

2
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ties with allowance for the magnetoelastic coupling [5]:

(1)

where ρ2 is the density, n =  = , and λ2 and

µ2 are the Lamé coefficients of the MAM studied. For
hematite, s2t = 4200 m/s, s2l = 6760 m/s, ρ2 =
5290 kg/m3, and n = 0.386; for water, s1l = 1500 m/s
and ρ1 = 1000 kg/m3.

For the given direction, polarization, and amplitude
of the incident wave and the known elastic properties of
the media, we have to determine the directions of prop-
agation, polarizations, and amplitudes of the reflected
and transmitter waves. This problem is mathematically
formulated by writing the equations of wave propaga-
tion in both media with the corresponding boundary
conditions at the interface [1],

(2)

reflecting the continuity of elastic displacements ui and
normal components of the mechanical stresses Tyy (i =
x, y). Here and below, the superscripts I, R, and T indi-

s̃2t

µ2

ρ2
----- 1 ζ 2αcos

2
–( ),=

s̃2l

λ2 2µ2+
ρ2

-------------------- 1 nζ 2αsin
2

–( ),=

µ2

λ2 2µ2+
--------------------

s2t
2

s2l
2

-----

Tl yy,
I Tl yy,

R+  = Tt yy,
T Tl yy,

T , ul iy,
I ul iy,

R+ +  = ut iy,
T ul iy,

T ,+

s–1
1l

s–1
2t

~

s–1
2l

~

s–1
2t

~

s–1
2l

~
s–1

1l

s–1
2t

~

s–1
2l

~
kT

2l

kT
2t

kI
1l kR

1l

s–1
1l

α α

β
γ

1

2

7
6
5
4
3
2
1
0
1
2
3
4
5
6
7

v–1, 10–4 s/m

x

y

Fig. 1. Geometric construction of the wave vectors of the
incident, reflected, and transmitted waves at the water–
hematite interface. Solid and dashed curves correspond to
H = 100 and 2000 Oe, respectively.
TE
cate the incident (longitudinal), reflected (LA1), and
transmitted (LA2 and TA2) waves.

In the case of plane harmonic incident, reflected,
and transmitted (refracted) waves, the elastic displace-
ments are as follows:

(3)

where u0 and ω are the wave amplitudes and frequen-
cies, respectively. According to the boundary condi-

tions (2), at any time t we have  =  =  =

 = ω and at any point in the y = 0 plane we have

 =  =  =  = kx . For the above condi-
tions, the directions of wave propagation are deter-
mined by the relations

(4)

and can be found graphically by constructing the sur-
faces of inverse phase velocities of the corresponding
waves as depicted in Fig. 1. Equations (4) yield the fol-
lowing expressions for the refraction angles of waves
LA2 and TA2 in the second medium:

(5)
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(6)

where b =  and c = . Upon the limiting transition

ζ  0, formulas (5) and (6) convert into the conven-
tional Snell’s law. These considerations were used to
select the signs of the square roots in formulas (5)
and (6). It should be noted that, for ζ > 1/(4n) (ζ ≈ 0.648
and H = 283 Oe for the water–hematite interface), the
surface of the inverse phase velocity exhibits a concav-
ity leading to the appearance of the second solution for
the angle of refraction β for the longitudinal wave (5)
with the sign “+” at the square root. This solution cor-
responds to a refracted longitudinal wave with a group
velocity directed toward the interface [6].

Liquids are virtually always characterized by s1l <
s2t , s2l and an analysis of formulas (4)–(6) shows that
there are two critical angles of incidence, α1cr and α2cr ,

such that the MAW LA2 for α > α1cr = LA2

propagates along the interface; then, for α > α2cr =
c/(1 – ζ)]1/2, the same is observed for the MAW

TA2. Therefore, the threshold angle of the total internal
reflection for LA1 at α > α2cr is controlled by the exter-
nal magnetic field [7].

Figure 2 shows the plots of refraction angles β and γ
versus the incident angle α constructed according to
formulas (5) and (6) for various degrees of proximity to
the OPT point. As can be seen, variation of the mag-
netic field H provides for an effective control of the
angle of refraction, especially for the transverse MAW
propagating in MAM, the velocity of which tends to
zero at the OPT point. Note also that, for the angle of

incidence α =  ≈ 15° (when γ = 45°), the
angle of refraction for TA2 is independent of the field,
while that for LA2 can vary within broad limits.

Substituting expressions (3) into the boundary con-
ditions (2), we determine the amplitude reflection coef-
ficient of the incident wave LA1,

(7)

and the amplitude transformation coefficients for the
refracted waves LA2 and TA2,

(8)
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Fig. 2. Plots of the angles of refraction (a) β (for the MAW
LA2) and (b) γ (for the MAW TA2) versus the angle of the
LA1 wave incidence α onto the water–hematite interface at
H = 100 Oe (ζ = 0.840) (1), 500 Oe (ζ = 0.507) (2), and
2000 Oe (ζ = 0.194) (3).
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For α > α1cr , the MAW LA2 propagating along the
interface becomes inhomogeneous. For this wave, the

velocity  and the penetration depth Λ2l (u2l ~ )
in the MAM begin to depend on the incident angle α:

(9)

For α > α2cr , the MAW TA2 also propagates along
the interface and becomes inhomogeneous. For this

wave, the velocity  is given by the corresponding
formula (9) with substitution s2l  s2t and

(10)
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Fig. 3. Plots of the absolute values of the coefficients of the
LA wave (a) transmission Tll and (b) transformation Tlt (into
TA2 wave) versus the angle of the LA1 wave incidence α onto
the water–hematite interface at H = 100 Oe (ζ = 0.840) (1),
500 Oe (ζ = 0.507) (2), and 2000 Oe (ζ = 0.194) (3).
T

An analysis of expressions (5) and (6) shows that,
because of a strong deformation of the inverse phase
velocity surface in the MAM, there is a certain thresh-
old ζ* such that for ζ > ζ* the system exhibits a new
effect, whereby the sliding wave is reirradiated into the
volume of liquid. The corresponding critical angle αcr =

 (where χ = (ζn)1/2) depends on the

degree of proximity to the OPT point. It is easy to show
that the minimum value of αcr corresponds to χ = 0.5,

whereby ζ = 1/(4n) and αcr = . Thus, in all
cases αcr1 ≤ αcr ≤ αcr1 . For ζ* = [2 – b – 2(1 – b)1/2]/4,
we obtain αcr = 90° and, as the magnetoelastic coupling
parameter ζ increases further, the critical angle
decreases (to attain ζ = 1 a value of αcr = 19.8° for the
water–hematite interface). For α = αcr , the expression
under the radical in formula (5) is zero and for α > αcr

it is negative, so that sinβ formally becomes complex.
Physically, this implies that the sliding wave goes from
the interface toward the volume of liquid and exhibits
damping, which increases with a distance from the
interface. Note that this damping is nondissipative and
characterizes the structure of a new oscillatory process
taking place in the vicinity of the interface.

Figure 3 shows the plots of Tll and Tlt versus incident
angle α calculated using formulas (7) and (8) fir the
water–hematite system. According to these calcula-
tions, α = α1cr = 14.2° yields β = 90° for the MAW LA2

and α = α2cr = 24.1° (ζ = 0) yields γ = 90° for the MAW
TA2. Note that, for α ≈ 90°, there is a sharp increase in
the reflected wave amplitude. This is explained by inho-
mogeneity of the LA2 and TA2 waves in the region of
α > α1cr related to the wave energy localization imme-
diately at the interface. In the interval of incident angles
αcr1 ≤ α ≤ αcr , there is a decrease in the coefficients of
reflection Rll , transmission Tll , and transformation Tlt

related to the pumping of energy from LA1 to the trans-
mitted wave with reirradiation into the liquid volume.
Thus, a strongly anisotropic elasticity of the crystal
induced by the magnetoelastic interaction in the MAM
(hematite) in the vicinity of the OPT accounts for the
anomalous total internal reflection of the incident LA1

wave, the appearance of sliding and reirradiated bound-
ary waves, and their magnetic-field-controlled critical
behavior. Experimental observation of these phenom-
ena in MAMs is quite possible, in contrast to the impos-
sibility of detecting such effects in usual acoustical
crystals possessing insufficiently high anisotropy.
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Abstract—The influence of gamma radiation from a Co60 source on some characteristics of AlGaN/GaN
HEMT heterostructures has been studied. The dose dependence of the total source and drain resistances is deter-
mined using a modified graphical-analytical method for calculation of the characteristic resistances of HEMTs.
The contacts exhibit a significant radiation-stimulated degradation, which detrimentally affects the transistor
operation and may account for the observed decrease in HEMT characteristics such as the saturation current
and the transconductance. © 2003 MAIK “Nauka/Interperiodica”.
Taking into account that semiconductor materials
belonging to group III nitrides are serious competitors
to GaAs and SiC in devices of high-temperature and
ultrahigh-power microwave electronics, it is very
important to study degradation of the former materials
under the action of ionizing radiation. Such investiga-
tions are of interest both from the standpoint of deter-
mining the defect structure of such materials and as a
method of evaluating the reliability of device operation. 

This study is devoted to high electron mobility tran-
sistors (HEMTs) based on nominally undoped hetero-
structures of the AlGaN/GaN type comprising a 23-nm-
thick Al0.33Ga0.67N barrier layer, a 1100-nm-thick GaN
buffer layer, and a 40-nm-thick Al0.14Ga0.86N nucleation
layer grown on a sapphire substrate. The transistors had
a channel width of 200, 250, 300, and 400 µm; the gate,
with a length variable between 150 and 350 nm, was
spaced from the drain and source by 1 and 2 µm,
respectively. The room-temperature charge carrier den-
sity and mobility in the channel were 1.05 × 1013 cm–2

and 1250 cm2/(V s), respectively. 
The samples were irradiated at room temperature by

gamma radiation from a Co60 source at an intensity of
~100 P/s and a total dose of up to 108 rad. The sample
temperature during the exposure did not exceed 40°C.
The parameters of transistors were determined by mea-
suring their current–voltage characteristics within sev-
eral hours after each exposure. 

The resistance of a completely open HEMT channel
and the total source–drain resistance of the Schottky
gate transistor can be determined using a graphical-
analytical method [1], according to which the above
resistances of transistors are calculated based on the
experimentally measured drain–gate characteristics.
Although the original method offers a convenient
means of experimental data processing, the procedure
has to be modified so as to make it applicable to some
1063-7850/03/2909- $24.00 © 20748
important modern devices, including HEMTs. The
changes primarily involve the analytical expression for
the characteristic resistance of the transistor channel. 

Consider an analytical expression for the current–
voltage characteristic of HEMT [2], 

(1)

where I is the device current, Leff is the effective width
of the depletion region, A = µεW/(d + ∆d), µ is the car-
rier mobility in the channel, ε is the barrier permittivity,
d is the barrier layer thickness, W is the channel width,
∆d is the effective thickness of a two-dimensional elec-
tron gas (2DEG) region, VG is the gate voltage, Voff is
the channel blocking voltage, EC is the critical electric
field strength, VDS is the drain–source voltage, and RD
and RS are the drain and source contact resistances,
respectively. 

Using relation (1), it is possible to find the derivative
dI/dVDS and, after some transformations, an expression
for the total HEMT resistance in the approximation of
2(VG – Voff) @ VDS: 

(2)

Within the framework of this study, the total HEMT
resistances were determined using the experimentally
measured current–voltage characteristics. The source
and drain resistances before and after gamma irradia-
tion of the samples were calculated using formula (2). 

ILeff

A
---------- VG Voff– I

AEC
----------– 

  VDS I RS RD+( )–( )=

–
1
2
--- VDS IRD–( )2 I2RS

2–{ } ,

Rtot
L

A VG Voff– VDS–( )
----------------------------------------------=

+ RS RD+( ) 1
VDS

2 VG Voff– VDS–( )
---------------------------------------------+ 

  .
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Figure 1 shows typical plots of the total resistance of
a HEMT structure versus parameter θ = 1/(VG – Voff –
VDS) for VDS = 0.1 V. The linearity of these plots indi-
cates that the approximate relation (2) adequately
describes a change in the total HEMT resistance with
the gate voltage. 

The proposed graphical-analytical method gives
somewhat overstated values of the contact resistances.
Indeed, the values calculated for a HEMT structure
with W = 200 µm and LG = 0.25 µm before and after
irradiation to a total dose of 106 rad (1.6 and 10.4 Ω mm,
respectively) exceed the values measured using the
TLM patterns with W = 150 µm (1.2 and 6.9 Ω mm,
respectively), which can be explained by a nonzero
contribution of the ohmic resistance of the transistor
base. 

It has to be noted that the contact resistances of the
HEMT structures studied exhibit significant degrada-
tion even at relatively low doses of gamma irradiation
(~106 rad). Despite this, the HEMT samples retained
the ability to operate up to a total dose of 108 rad, which
agrees with the results reported in [3]. Correlations
observed in behavior of the dose dependences of the
total contact resistance and the transconductance
(Fig. 2) show that data obtained using the proposed
method correctly reflect changes in the contact resis-
tances in the course of the radiation-stimulated degra-
dation of the HEMT structure. 

0.5 1.0
0

45

2.01.5

θ, V–1

90

Rtot, Ω mm

1
2
3

Fig. 1. Typical plots of the total resistance versus parameter
θ for a HEMT heterostructure (1) before gamma irradiation
and (2, 3) after irradiated to a total dose of 106 and 108 rad,
respectively. 
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Thus, the results of this investigation indicate that
the graphical-analytical method of calculation of the
characteristic resistances has good prospects for appli-
cation to determining the reliability of the contacts of
HEMT transistors and evaluating their characteristic
resistances. As is known, the properties of contacts
determine the noise characteristics of devices and,
according to the general theory of HEMTs [2], the
transconductance depends on the total contact resis-
tance. Taking into account a significant degradation of
the ohmic contacts of the HEMT source and drain, it
can be ascertained that the quality of source and drain
contacts determines to a considerable extent the reli-
ability of HEMT operation under the conditions of con-
tinuous gamma irradiation. 
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transconductance versus total gamma irradiation dose for an
AlGaN/GaN based HEMT heterostructure with a channel
width of W = 200 µm and a gate length of LG = 0.25 µm. 
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Abstract—A method of measuring static and pulsed pressures using electrically conducting rubber sensors is
proposed. The method is based on a change in the volume resistivity of a filled rubber under the action of exter-
nal pressure. The pressure-induced change in resistance of the rubber sensor is proportional to the applied pres-
sure and can be measured by a bridge circuit. Using this method, it is possible to evaluate the degree of homo-
geneity of the pressure distribution over a solid surface. This is achieved by distributing rubber sensors over the
given surface. © 2003 MAIK “Nauka/Interperiodica”.
Presently, various methods (mechanical, electrical,
magnetic, etc.) are used for measuring pressures in both
static and dynamic regimes [1]. However, most of these
methods require complicated equipment. Widely used
strain gauges based on metal alloys [2], while possess-
ing many advantages, still have a common drawback of
relatively low sensitivity (typically about 2–2.5) limit-
ing the field of possible applications. In addition, metal
strain gauges are characterized by low corrosion resis-
tance, hindering their operation in aggressive media.
Alternative strain gauges based on piezoelectric crys-
tals are also capable of measuring both static and pulsed
pressures [3] and possess a high sensitivity. However, a
significant disadvantage of these devices is related to
the following fact. A pressure pulse (with a duration on
the order of several milli- or microseconds) applied to
one face of the crystal gives rise to an acoustic wave
that propagates in the crystal, reflects from the opposite
face, and returns back. This leads to considerable dis-
tortion of the useful signal as a result of superposition
of the incident and reflected waves. In most cases, the
pressure in such systems is measured using an auxiliary
device that leads to certain technical problems. Thus,
the measurement of pressures by means of piezoelec-
tric crystals requires special equipment and highly
qualified operators.

As is known [4], a dielectric rubber containing elec-
trically conducting fillers (technical carbon, graphite,
metal powders) at a concentration above a certain limit
(corresponding to the so-called percolation phase tran-
sition of the dielectric–conductor type [5]) becomes
electrically conducting. As the content of such a filler
increases, the conductivity grows up to a certain limit-
ing value. As a rule, electrically conducting rubbers are
sensitive to deformation. The level of this sensitivity
can be controlled by selecting the type of components,
1063-7850/03/2909- $24.00 © 20750
by varying their content, and by using various physical
factors influencing the material structure formation [6].

In this paper, we propose a new method of measur-
ing static and pulsed pressures using electrically con-
ducting rubber sensors.

The experiments were performed with electrically
conducting composites based on a silicon rubber of the
SKTV grade filled with a technical carbon (MPE-100V
grade). By varying the filler concentration and the vul-
canization conditions, we obtained a series of conduct-
ing rubbers with the following characteristics:

Volume resistivity ρv, Ω cm 0.5–5

Temperature coefficient of resistance, K–1 0.004

Strain gauge factor 2–40

Modulus of elasticity, MPa 2–6

Creep, % 0.8–1

Strain range, % 10–5–10–2

The rubbers were characterized by a low level of
noises and residual phenomena under cyclic loading
conditions. 

Using the synthesized conducting rubbers, we man-
ufactured samples in the form of disks with a diameter
of 10–20 mm and a thickness of up to 2 mm. The disks
were coated with a thin metal layer from both sides by
deposition in vacuum. For the pressure measurements,
a metallized rubber sample was placed onto a ground
flat metal plate, a copper disk of the same diameter was
placed above, and this element was connected to a mea-
suring bridge circuit. The element was excited by an
acoustic wave, the pressure of which caused variations
in the electric resistance of the rubber. These variations
lead to corresponding changes (proportional to the
value of deformation) in the voltage drop across the
003 MAIK “Nauka/Interperiodica”
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Fig. 1. A plot of the output voltage versus strain for a con-
ducting rubber sensor (ρv = 4.2 Ω cm).
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Fig. 2. Typical oscillograms of the pressure pulse amplitude
measured with (a) a commercial crystal strain gauge and
(b) a conducting rubber sensor.
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rubber disk, which are measured by the bridge and dis-
played by an oscillograph.

Figure 1 shows a plot of the output voltage versus
mechanical load (strain amplitude) for a rubber-based
pressure sensor. As can be seen, the plot is linear, which
is very important for a strain gauge.

In order to assess the efficacy of measuring pulsed
pressures by means of electrically conducting rubber
sensors, we performed comparative experiments using
such sensors and commercial strain gauges. Figure 2
shows typical oscillograms reflecting variations of the
pressure pulse amplitude. As can be seen from these
patterns, the output signal of a rubber sensor exhibits a
monotonic decrease with time, while the signal of the
strain gauge is lost in the interfering signals. A series of
measurements showed that the peak on the oscillogram
of the signal from the rubber sensor is directly propor-
tional to the pressure produced by the incident shock
wave.

Using the strain gauges with electrically conducting
rubber sensors, it is possible to perform large-scale
measurements for determining the degree of homoge-
neity of the pressure distribution over a flat solid sur-
face. For this purpose, the rubber sensors are distributed
over this surface and their output leads are connected to
a multichannel measuring system (e.g., analog-to-digi-
tal converter linked to a computer). The signal from
each sensor being proportional to the pressure acting
upon the corresponding area, the pattern of signals
measured from all sensors will reflect the distribution
of pressure over the given surface.
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Abstract—We have studied for the first time the solutions of an equation describing the evolution of an acoustic
perturbation with arbitrary spectral composition in a nonequilibrium medium with negative viscosity. The cor-
responding stationary structures are analytically and numerically determined. A condition of instability for per-
turbations of the step type is found. It is shown that a stationary shock wave pulse can exist in an acoustically
active medium of this kind. © 2003 MAIK “Nauka/Interperiodica”.
As is known, thermodynamically nonequilibrium
media such as a vibrationally excited gas, nonisother-
mal plasma, or chemically active mixtures may exhibit
inversion of the second (volume) viscosity coefficient [1].
A medium possessing negative viscosity is acoustically
active. Such media can feature stationary structures
substantially different from the shock wave structures
of the step type with a monotonic front. Until now,
these structures have been studied using nonlinear
equations obtained in the second- or third-order gasdy-
namic approximation separately for the low- and high-
frequency perturbations. Examples are offered by the
Kuramoto–Sivashinsky equation or the modified
Korteweg–de Vries–Burgers equation with nonlinear
viscosity (obtained in a low- frequency approximation)
and by the Burgers equation with a source and integral
dispersion (high-frequency approximation). A disad-
vantage of this approach is the impossibility of describ-
ing the nonstationary evolution of perturbations with
arbitrary spectrum using the above equations. More-
over, the spectrum of stationary structures described by
these equations is broader than their domain of appli-
cability.

Previously [2], an equation was obtained,

(1)

that described (to within the second-order terms in the
amplitude) the nonlinear evolution of an acoustic per-
turbation with arbitrary spectrum in a nonequilibrium
gas featuring a relaxation process of the type

In the case of a vibrationally excited gas, E is the energy
of the vibrational degrees of freedom, Eeq is the corre-

CV∞τ0 v tt u∞
2 v xx– u∞Ψ∞v xx
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sponding equilibrium value, τ is the vibrational relax-
ation time, and Q is the power of a pumping source
maintaining thermodynamic nonequilibrium in the sys-

tem. In Eq. (1), u∞ =  and u0 =

 are the high- and low-frequency sound
velocities, respectively; CV0 = CV∞ + CK + SτT and CP0 =
CP∞ + CK + S(τT + 1) are the stationary (low-frequency)
heat capacities of the vibrationally-excited gas at a con-
stant volume and pressure, respectively [1] (CV∞ and
CP∞ are the corresponding high-frequency values); T0,
ρ0, and τ0 are the unperturbed gas temperature, density,
and relaxation time, respectively; m is the molecular
mass; S = Qτ0/T0 is the degree of nonequlibrium of the
medium; CK = (dEe/dT  is the equilibrium vibra-

tional heat capacity; τT = ∂lnτ0/∂lnT0; Ψ∞ = (γ∞ + 1)/2 is
the high-frequency quadratic nonlinearity coefficient;
Ψ0 is the low-frequency quadratic nonlinearity coeffi-
cient depending on the degree of nonequilibrium S
(for S = 0, this coefficient has a simple form of Ψ0 =
(γ0 + 1)/2 [1]); γ∞ = CP∞/CV∞; γ0 = CP0/CV0; µ∞ = 4η/3 +
χm(1/CV∞ – 1/CP∞) and µ0 = 4η/3 + χm(1/CV0 – 1/CP0)
are the high- and low-frequency viscosity–thermal con-
ductivity coefficients, respectively. Equation (1) was
obtained in the approximation of small dispersion, that

is, for  = (  – )/  ~ θ ! 1.

For the waves traveling in the same direction (  =
v /u∞, ζ = (x – u∞t)/u∞τ0, y = θt/τ0, θ ! 1), Eq. (1)
acquires the following form:

(2)
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where  = µ/2τ ρ0,  = CV∞ /2CV0 is the dimen-
sionless coefficient of second viscosity. For S = 0,
Eq. (2) coincides with the well-known relaxation equa-
tion [3] (except that the latter equation does not take
into account the difference between µ0, Ψ0 and µ∞, Ψ∞).
Note also that, in the low- and high-frequency approxi-
mations, Eq. (2) readily yields the Kuramoto–Sivashin-
sky equation and the Burgers equation with a source.

In this study, we used numerical and analytical
methods to obtain solutions of Eq. (2) that are valid in
an arbitrary spectral range. We consider a medium with

negative total viscosity coefficient,  =  +  < 0,
and assume that CV0 > 0, Ψ0 > 0, and Ψ∞ > Ψ0. The ini-
tial perturbation had the form a step of amplitude .

For  > , the perturbation exhibits a monotonic

growth behind the step (Fig. 1, curve 1). At  ! 1, the

critical velocity is  ≈ 2| |CV0/(Ψ∞ – Ψ0)CV∞. Such

a rounded front is typical of relaxing media with  > 0
and predominating nonlinear effects [3]. In the case of

 <  < , where  = 2| |CV0/CV∞(2Ψ∞ – Ψ0),
the step transforms into a stationary structure as
depicted in Fig. 1 (curve 2). For  < , the step
becomes unstable and decays into a periodic sequence
of stationary pulses. The pulse shape is depicted in
Fig. 2.

The aforementioned stationary structures can also
be obtained upon solving Eq. (2) in an automodel
(z = ζ – Wy) form:

For example, the stationary pulse in Fig. 2 corresponds
to the motion along a separatrix on the ( , ) phase

plane. For | |/  @ 1, the pulse has a leading shock

wave front with a width of ~CV∞ (2Ψ∞ –

Ψ0)/2CV0| |Ψ∞ and a trailing front exponentially
decaying with an decrement of ~CV0Ψ0/2CV∞Ψ∞. With
neglect of the  value, the pulse amplitude and prop-
agation velocity are as follows:

Thus, we have predicted for the first time that a
small perturbation of the step type with an amplitude of
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ṽ 1 ṽ cr

µ̃∞
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 < , which propagates in an acoustically active

medium with negative total viscosity , can exhibit a
decay into stationary shock wave pulses. The stationary
structures (Figs. 1 and 2) are characterized by a broad
spectrum and cannot be described in terms of the low-
and high-frequency approximations used previously.
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Abstract—When a metal is placed immediately in the gas discharge channel of a repetitively pulsed metal
vapor laser, a decrease in the channel resource is related to a repeated contraction effect (except the discharges
in copper and gold vapor). It is concluded that the phenomenon of self-decontraction of repetitively pulsed dis-
charges upon the introduction of a metal vapor (the Petrash effect) is a multicomponent process. © 2003 MAIK
“Nauka/Interperiodica”.
Energy-tense discharges. The development of
laser technology, plasma chemistry, and other fields of
application of electric discharges required extensive
investigation of some nonequilibrium discharges in
gases and gas mixtures. Begun about 1969, these inves-
tigations aimed primarily at finding methods for pump-
ing high energies into the gas phase. The results of
these investigations have been summarized in numer-
ous reviews and monographs [1–5]. According to these
data, the main problem encountered in creating non-
equilibrium gas discharge systems is related to the
instability of discharges [6]. The instability usually
implies contraction of a nonequlibrium discharge into a
filament, pinching (additional contraction under the
action of a magnetic field), and development of a spark
or an arc. Physical conditions in a plasma of contracted
discharges are close to equilibrium and, hence, are
unfavorable for the excitation of lasers and for some
other applications involving electric discharges in gases
(plasma chemistry, plasma surface processing, etc.).

Almost simultaneously (about 1971), the develop-
ment of pulsed gas lasers operating on metal vapors has
led to a remarkable result, whereby an average power of
about 2 kW (per meter of the gas discharge gap length)
was introduced into the gas phase (comprising a mix-
ture of metal vapors and inert gases) in a longitudinal
nonequlibrium repetitively pulsed discharge without
gas circulation [7]. The main feature of this discharge is
the passage from a deep contraction in pure inert gases
(initial contraction) to the self-decontraction in the
presence of a metal vapor [8–12]. It was suggested to
call this unique phenomenon the Petrash effect [11, 12].

However, the researchers and technologists engaged
in the physics of metal vapor lasers, despite a long his-
tory (both before 1971 and since then) and extensive
investigation of physical processes in repetitively
pulsed discharge plasmas, for a long time did not pay
any special attention to the phenomenon of high energy
1063-7850/03/2909- $24.00 © 20754
intensity and stability of the discharge discovered
in 1971. Nevertheless, the following discharge parame-
ters have been achieved in various experiments with metal
vapor lasers: excited medium volume, 18 liters [13];
pulse repetition frequency, 350 kHz [14]; discharge
duration in a single pulse, 150 µs [15]; discharge dura-
tion at 10 kHz, 1 µs [16]; gas pressure, 5 atm [17];
average laser output power (for one active element),
450 W [13]; average power introduced into discharge
(for one active element), 45 kW [13].

Presently, repetitively pulsed discharges in mixtures
of metal vapors with inert gases are the most energy-
intensive and stable discharge systems (the discharge
exhibits no contraction at a temperature difference of
up to 2000 K between the discharge axis and the near-
wall region).

Limited resource of gas discharge tubes. One of
the necessary conditions for obtaining nonequilibrium
discharges in gases consists in preionization of a gas in
the gas discharge volume. For discharges in excimer
lasers, the threshold electron density in the preioniza-
tion stage is 106–107 cm–3. In repetitively pulsed dis-
charges used for the excitation of metal vapor lasers,
the residual density of electrons by the end of the inter-
val between pulses is significantly greater, reaching
1012–1013 cm–3. Apparently, no preionization (in the
commonly accepted sense) in the discharge gap is
required under these conditions. Nevertheless, an anal-
ysis of the conditions necessary for the existence of
repetitively pulsed discharges in metal vapor lasers
shows that a certain process resembling plasma stabili-
zation of the discharge still takes place.

Taking into account that no special investigations of
nonequilibrium repetitively pulsed discharges have
been reported, it was expedient to analyze the charac-
teristics of discharges described in the papers devoted
to the regime of repetitively pulsed generation in metal
vapor lasers. This analysis showed that the discharge
003 MAIK “Nauka/Interperiodica”
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channels of such lasers have significantly different
working lifetimes depending on the properties of chem-
ical elements introduced into discharge.

With respect to the lifetime of gas discharge chan-
nels, the chemical elements can be divided into three
groups. Group A includes two elements, copper and
gold. The mixtures of Cu or Au vapors with inert gases
introduced into the discharge favor a repetitively pulsed
excitation regime with a large lifetime of the discharge
channel (>2000 h). This resource is close to the time of
complete metal consumption in the working zone.
Group B contains a number of elements for which only
a short-time (1–10 h) repetitively pulsed discharge
operation was observed so far. Group C includes gases
(Kr, Xe, etc.) and some elements whose vapors (in mix-
tures with He and Ne) were never reported to feature
decontracted repetitively pulsed discharges.

Taking into account that only two elements enter
into group A, there is a problem of expanding the list of
elements whose vapors are capable of maintaining a
repetitively pulsed discharge regime for a sufficiently
long period of time. Below we report the results of
investigations showing that the limitation of the work-
ing lifetime of a repetitively pulsed discharge channel is
caused by a rather unusual factor: repeated contraction
of the discharge. This contraction results from coating
of the internal surface of the gas discharge channels by
a layer of the working metal.

Experimental observation of repeated discharge
contraction. Typical observations of the phenomenon
of repeated discharge contraction were performed as
follows. Aging of the active element of a repetitively
pulsed europium vapor laser was monitored by measur-
ing the laser output power, pulsed discharge current,
temperature, and side emission from the discharge.

The gas discharge cell comprised a BeO ceramic
channel with a diameter of 1 cm and a length of 40 cm,
filled with He and containing a weighted amount of Eu
freely lying on the internal surface of the channel. After
assembling the gas discharge cell and connecting it to a
repetitively pulsed power supply unit, the average out-
put power for lasing on a Eu+ transition with λ =
1.0019 µm at a pulse repetition frequency of ν =
10 kHz usually amounted to 2–3 W. However, after a
2−3-h operation of the active element at a constant
channel temperature (see upper curve in the figure), the
power exhibited a monotonic decrease to a level of
~0.1 W and below, up to the complete breakdown of
generation (see lower curve in the figure). Via windows
in the side wall and in the edge of the cell, it was possi-
ble to observe dramatic changes in the character of dis-
charge. The discharge transformed from homogeneous
to that with running or standing striations and then con-
tracted into a filament. The formation of striations and
repeated contraction are indicative of the loss of dis-
charge stability.

Examination of a disassembled cell revealed no fail-
ures in the components. However, repeated startup was
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
possible only with a new discharge channel, after which
the above scenario was repeated. An analysis of the
results of several experiments showed that the internal
surface of a used ceramic gas discharge channel disas-
sembled upon operation for several hours, as well as the
ground samples of ceramics from the channel are
coated with a thin, virtually homogeneous metal film.
The discharge cell reassembled upon removal of this
layer by etching was capable of operating for another
1–3 h and so on. Being observed in repeated experi-
ments with discharges in the vapors of europium, bar-
ium, and strontium, this phenomenon was definitely of
a general character. At the same time, it was established
that the used gas discharge channels operating in cop-
per or gold vapors do not bear metal films.

Thus, it was experimentally established that an
apparently insignificant phenomenon, whereby the dis-
charge channel surface is covered with a thin film of the
working metal, violates the Petrash decontraction effect
observed upon introduction of a readily ionized addi-
tive (metal vapor) into the discharge and leads to
repeated discharge contraction. Such metallization of
the discharge channel wall is equivalent to switching
off the system of preionization in the case of a volume
gas discharge. It is possible to distinguish five stages in
the process of discharge development (see figure).

The observed phenomenon, the loss of discharge
stability as a result of metallization of the discharge
channel walls, is indicative of the existence of an addi-
tional ionization in the gas discharge gap operating in
the repetitively pulsed regime. Further investigation of
this phenomenon can lead to the development of meth-
ods for controlling the state of a repetitively pulsed dis-
charge. It is also evident that processes involved in the
self-decontraction of repetitively pulsed discharges
possess a multicomponent character. In repetitively
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Typical time variation of the average laser output power
(lower curve) and the channel temperature (upper curve)
during a cycle of contraction of an energy-tense repetitively
pulsed discharge in Eu vapor: (1) initial discharge contrac-
tion; (2) decontraction stage; (3) homogeneous discharge;
(4) striation stage; (5) repeated discharge contraction.
Points (a) and (b) indicate the moments of appearance of the
running striations and the plasma filament, respectively.
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pulsed metal vapor lasers, the observed phenomena are
directly related to the problems of increasing the work-
ing lifetime and scaling of the discharge channels.
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Abstract—Analytical expressions for the electric field strength in a signal wave formed during the interaction
of opposite waves in a cubic photorefractive piezoelectric crystal are obtained in the given grating approxima-
tion. As a result of the optical activity of the medium, the amplification coefficient and the diffraction efficiency

of a hologram in the ( ) cut crystals may exceed the analogous values for the ( ) cut crystals. © 2003
MAIK “Nauka/Interperiodica”.

111 001
Photorefractive crystals are promising recording
media for the writing of volume holograms, originally
obtained and studied by Denisyuk [1, 2]. While the
properties of transmission holograms in photorefrac-
tive crystals have been studied in sufficient detail, the
reflection holograms received much less attention,
although the diffraction efficiency of these holograms
can be very high (tens of percent) even in a diffusion
regime [3].

The reflection holograms in cubic photorefractive
crystals possessing optical activity (Bi12SiO20,
Bi12GeO20, Bi12TiO20) were reported in a number of
papers (see, e.g., [4–9]). However, all these investiga-
tions either were restricted to the (001) cut crystals [4–7],
used the undepleted pumping approximation [6, 7, 9],
or ignored the piezoelectrical properties of the crystals
studied [8].

This study was aimed at obtaining an analytical
solution of the equations of coupled waves for a reflec-
tion hologram written in a photorefractive piezoelectric
crystal of the 23 class with a large modulation depth of
the holographic grating (i.e., beyond the undepleted
pumping approximation, but within the given grating
approximation). 

Consider reference (R) and signal (S) waves propa-
gating in opposite directions and exhibiting diffraction
on a holographic phase grating of the reflection type
written in a cubic, arbitrarily cut photorefractive piezo-
electric crystal (Fig. 1). Let the working coordinate sys-
tem be determined by the set of mutually orthogonal
unit vectors (e1, e2, e3) and let a unit vector e determine
a fixed direction in the crystal face, which coincides
1063-7850/03/2909- $24.00 © 20757
with the e1 vector direction. The basis sets (e1, eR, nR)
and (e1, eS, nS) describe polarizations of the reference
and signal waves, respectively, and vectors nR and nS

indicate the directions of propagation of these waves.
The angles ψR and ψS characterize the polarization of
the reference and signal waves entering the crystal.

Using the standard procedure for solving a system
of equations describing the coupled waves in gyrotro-
pic media, we obtain relatively simple analytical

Fig. 1. Geometry of the interaction of a reference (R) and
signal (S) light waves in a photorefractive crystal.
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expressions for the projections  and  of the elec-
tric vector in the signal wave onto the –e2 and e1 direc-
tions, respectively, at the exit from the crystal:

(1)

(2)

where

, , , and  are the projections of the electric
vector in the reference and signal wave onto the e1, eR,
e2, and eS directions, respectively, at the entrance into
the crystal; κ1 = (e1 e1), κ2 = (e1 e2), κ3 = (e2 e2), and

 = – ; n is the refractive index; E is the electric

field amplitude in the holographic grating;  is the
change in the inverse dielectric permittivity tensor [10];
ρ is the optical rotatory power; and d is the crystal
thickness.

Using solutions (1) and (2), one can readily obtain
expressions for the signal wave amplification γ and the
diffraction efficiency η of the hologram in crystals with

the ( ) (  and ) and ( ) (  and

) faces.
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1. For the ( ) cut crystal, e || a:

(3)

(4)

where β = ρ2 – .

2. For the ( ) cut crystal, e || (2c – a – b)/ :

(5)

(6)

where IS(0) is the signal wave intensity at the crystal
exit; IS(d) and IR(0) are the signal and reference wave
intensities at the crystal exit, respectively; Γ =
IR(0)/IS(d); a, b, c are the unit vectors of the principal
crystallographic directions.

In order to analyze the dependences of the effective
amplification coefficient γ and the diffraction efficiency
η of the hologram on the crystal thickness, we use the
well-known polarization condition ψR = –ψS + ρd [4],
which is valid for any thickness of the crystal. Under
this very condition for the azimuth angles of polariza-
tion of the reference and signal waves, the value of κ
reaches its maximum during the hologram recording.
As can be readily seen, the amplification coefficient γ
for the ( ) cut crystal depends both on the polariza-
tion angle of the signal wave (ψS = ψ0) and on the crys-

tal thickness d, while the γ value for the ( ) orienta-
tion depends only on the crystal thickness. For both
crystal cuts, the diffraction efficiency of the hologram
is independent of the reading beam polarization.

Plots of the amplification coefficient γ and the dif-
fraction efficiency η versus thickness d of an optically

active ( ) cut crystal exhibit a pronounced periodic
character (Fig. 2). Under the condition that ρd = πk
(where k is an integer), the energy exchange between
the two light waves is absent (Fig. 2a, points A and B)
and the diffraction efficiency is zero (Fig. 2b, points F

and G). For the ( ) cut crystal, the plots of γ and η
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versus d are monotonic until reaching the points C and
D, where the intensity is completely pumped from one
wave to another. When the crystal thickness is close to
d = πk/ρ, the values of  and  always exceed

the values of  and , despite the fact that the

coupling constant for the ( ) cut crystal (with

neglect of the piezoelectric effect) is smaller (by 1/ )

than the constant for the ( ) cut crystal. As can also
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Fig. 2. (a) Plots of the effective signal wave amplification
coefficient γ versus hologram thickness d: (1–3) γ(d) for the

( ) cut crystal and the initial polarization ψ0 = 0, 45°,

and 90°, respectively; (4) γmax(d) for the ( ) cut crystal;

(5) γmin(d) for the ( ) cut crystal; (6, 7) γ(d) for the

( ) cut crystal without and with allowance of the piezo-
electric effect; (b) diffraction efficiency η versus hologram

thickness d: (1) for the ( ) cut crystal; (2, 3) for the

( ) cut crystal without and with allowance of the piezo-
electric effect.
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be seen from Fig. 2, both the amplification coefficient

and the diffraction efficiency of the hologram in ( )
cut crystals of moderate thickness decrease under the
action of the piezoelectric effect. The plots were con-
structed for a Bi12SiO20 crystal with the parameters
reported in [10].

Conclusions. Analytical expressions for the electric
vector components are obtained in the given grating
approximation for a signal wave propagating through a
cubic photorefractive piezoelectric crystal and interact-
ing with the opposite wave. The amplification coeffi-
cient and the diffraction efficiency of a reflection holo-

gram are determined for the ( ) and ( ) cut crys-
tals. Under certain conditions, the latter crystal
orientation is preferred from the standpoint of obtain-
ing both a high amplification coefficient and an opti-
mum diffraction efficiency.
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Abstract—The differential and total ionization cross sections of a heavy hydrogenlike atom colliding with a
relativistic structural heavy ion are calculated using a relativistic generalization of the method of solution
matching and the eikonal approximation. By structural ions are implied partly stripped ions of heavy elements
comprising a nucleus and a certain number of bound electrons partly compensating for the nuclear charge.
The heavy target atom is described using quasirelativistic wave functions. It is shown that an allowance for
relativistic effects in the heavy target atom leads to significant changes in the ionization cross sections as com-
pared to those determined within the framework of a nonrelativistic description. © 2003 MAIK “Nauka/Inter-
periodica”.
Experimental investigations of collision processes
involving heavy ions possessing high charges and
energies frequently involve partly stripped ions (see,
e.g., [1–7] and references therein). In the calculations
schemes used to describe the process of excitation and
ionization of target atoms, such ions are usually consid-
ered as point charges. A relatively small number of
investigations were devoted to development of the cal-
culation schemes describing partly stripped ions as
finite-size charged particles with a certain electron
structure. The strong field of the multiply charged ion
hinders using the perturbation theory. For this reason,
the ionization cross sections have usually been per-
formed (see, e.g., [8, 9]) within the framework of the
well-known method of classical trajectories. The quan-
tum-mechanical description based on a sudden pertur-
bation approximation attempted by Yudin [10, 11] only
allowed the ionization probabilities to be determined
within a limited interval of impact parameters. 

Previously [12, 13], the energy losses in the colli-
sions of relativistic structural heavy ions with light
(nonrelativistic) atoms were calculated using the
eikonal approximation. Recently [14], we used the
same approach to calculate the cross sections of the sin-
gle and double ionization of hydrogenlike and helium-
like atoms. The results obtained in [14] can be used for
calculating the cross sections of the formation of single
and double vacancies in the K-shells of only light
atoms. In calculating the cross section of analogous
inelastic processes in heavy atoms, it is necessary to take
into account the relativistic character of the motion of
electrons both in the bound states and in the continuum. 
1063-7850/03/2909- $24.00 © 20760
In this study, we have developed a nonperturbative
method for calculating the ionization cross sections of
heavy quasirelativistic hydrogenlike target atoms inter-
acting with partly stripped relativistic multiply charged
ions considered as extended charges. The proposed
method is based on a relativistic generalization [15, 16]
of the method of solution matching and the eikonal
approximation and on their extension to the case of
extended charges proposed previously [12, 17]. For
illustration, the proposed method is applied to calcula-
tion of the total and differential ionization cross sec-
tions. It will be shown that an allowance for the relativ-
istic effects leads to significant changes in the total and
differential ionization cross sections as compared to
those determined within the framework of a nonrelativ-
istic description of the target. These changes are sub-
stantial only in the case of targets with large nuclear
charges. It should be noted that we decline from dis-
cussing the processes of excitation and loss of electrons
belonging to the projectile ions, which are now under
extensive experimental and theoretical investigation
(see, e.g., [2, 18]). 

Consider a hydrogenlike atom at rest at the origin of
coordinates. According to [15, 16], the differential
cross section for the ionization of this atom, whereby it
passes from the ground state |0〉  (with the energy E0)
into state |k〉  in the continuum (with the momentum k
and energy Ek) upon collision with a relativistic ion
possessing the nuclear charge Z and moving at the
velocity v can be described in the eikonal approxima-
tion as (here and below, we use the atomic system of
units where " = e = me = 1, " being the Planck constant,
e the electron charge, and me the electron mass)
003 MAIK “Nauka/Interperiodica”
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. (1)dσ d2b k 1
i
v
---- U Xd∫– 

 exp– γ 1– S2 i
xv

c2
------- Ek E0–( )

 
 
 

exp 0
2

d3k∫=
In this relation, b is the impact parameter, S2 = γ(1 –
ab), γ = (1 – b2)–1/2, b = v/c, a are the Dirac matrices.
and c is the velocity of light in vacuum (the x axis is
directed along the ion velocity). 

The scattering Coulomb potential U = U(X, b; r) is
considered as a function of both the ion coordinates R =
(X, b) and the positions of the atomic electron r = (x, s),
where s is the projection of r onto the plane of the
impact parameter b. According to [12, 14], the eikonal
phase in formula (1) can be represented as 

where 

.

Here, the vector q has an evident meaning of the
momentum transfer to the atomic electron from a struc-
tural projectile ion with an impact parameter b, K1(x) is
the Macdonald function, Z* = Z(1 – ν) is the effective
(apparent) ion charge, ν = Ni/Z is the relative number of
electrons in the ion coat, Ni is the total number of elec-
trons in the shells, λ is the screening parameter (or the
effective ion radius). The latter quantity is given by the
formula λ = gν2/3(1 – ν/7)–1Z–1/3 where g ≈ 0.48 [19]. 

Formula (1) for the ionization cross section was
derived [15, 16] based on a relativistic generalization of
the eikonal approximation taking into account the rela-
tivistic character of motion for both the impinging ion
and the target atom. However, the calculations per-
formed previously (see, e.g., [14]) for the cross sections
of ionization by impact of a structural heavy ion took
into account only the relativistic motion of the projec-
tile ion. 

In this study, we allow for the relativistic effects in
the target atom as well. For this calculation, the wave
functions in the initial (|0〉) and final (|k〉) states will
represent (as in [20, 21]) the quasirelativistic wave
functions determined according to Darwin [22–24]: 

(2)

i
v
---- U Xd∫– iqs,=

q
2Z*
v b

---------- 1
ν

1 ν–
------------b

λ
---K1

b
λ
--- 

 +
b
b
---=

0| 〉 Ψ0 s, r( )≡ N0 1
i

2c
------a∇– 

  φ0 r( )us,=

k| 〉 Ψk s', r( )≡ N1 1
i

2c
------a∇– 

  φk r( )us' ,=

φk r( ) 2π( ) 3/2– πξ
2

------ 
  Γ 1 iξ+( )exp=

× ikr( )F iξ– 1 i kr kr+( )–, ,( ),exp
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Here, φ0 and φk are the nonrelativistic wave functions of
the ground state and continuum for a hydrogenlike
atom with a nuclear charge Za, ξ = Za/k, Γ(x) is the
gamma function, F(α, γ, z) is the degenerate hypergeo-
metric function, us is the bispinor of a resting electron
with the spin projection s, and N1 = (1 + (k/2c)2)–1/2 and
N0 = (1 + (Za/2c)2)–1/2 are the normalization factors (see,
e.g., [20, 21]). Following [16, 17], we assume for the
quasirelativistic atom that exp{ixv(Ek – E0)/c2} ≈ 1 and
γ–1S2 ≈ 1. 

Using the method of solution matching [14–16], we
obtain an expression for the differential cross section of
electron emission with the energy εk in the following
form: 

(3)

Here, η = expB = 1.781, B = 0.5772 is the Euler con-

stant, ωk = εk – ε0, εk = k2/2, and ε0 = – /2. The quan-
tities λk and αk are given by the formulas (cf. [14, 15]) 

where Ωk is the solid angle of the momentum vector k
of the emitted electron. In the formulas for λk and αk,
the integration is performed over all Ωk. 

We have used formula (3) to calculate the differen-
tial cross section (spectrum) of electron emission from
a hydrogenlike atom of molybdenum Mo41+ colliding
with a relativistic uranium ion U50+. The results of this
calculation are presented in Fig. 1. For evaluating the
contribution of relativistic effects to the differential ion-
ization cross section of a heavy hydrogenlike atom, it is
convenient to introduce a relative correction χ =
[(dσ/dεk)n – (dσ/dεk)r]/(dσ/dεk)n = 1 – (N0N1)2, where
indices n and r indicate the nonrelativistic and relativis-
tic descriptions, respectively. Thus, the correction χ in
the quasirelativistic approach is given by a simple for-
mula depending only on the nuclear charge Za of the
target and on the emitted electron energy εk. At the
same time, the correction is independent of the energy

φ0 r( ) Za
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and charge of the impinging ion. As the emitted elec-
tron energy grows, the correction increases. For exam-
ple, in a Mo41+ target, χ = 2.31% and 11.1% for the
electron energies εk = 100 eV and 100 keV, respectively.
Unfortunately, no experimental data are available on
the electron spectra for the K-shell ionization of heavy
hydrogenlike atoms by structural heavy relativistic ions
in the range of energies and charges under consider-
ation. For this reason, we illustrate the results obtained
using the proposed method in the case of insignificant
relativistic effects in the target. For this purpose, Fig. 1
shows the electron emission spectrum calculated using
formula (3) for a hydrogen atom colliding with stripped
carbon ions in comparison to the experimental data
reported in [25]. 

The total ionization cross section of a hydrogenlike
heavy target is obtained by integrating expression (3) over
the entire interval of energies of the emitted electron.

100

100
2

1

×100

1

10000

10 1000 10000 1000001
ε, eV

dσ/dε, mb/eV

Fig. 1. Plots of the ionization cross section versus the emit-
ted electron energy ε: (1) for a structural U50+ ion (projec-
tile) with an energy of 10000 MeV/nucleon colliding with
a hydrogenlike Mo41+ target atom (solid and dashed curves
correspond to a quasirelativistic and nonrelativistic descrip-
tions of the target, respectively); (2) for a stripped C6+ ion
with an energy of 2.5 MeV/nucleon colliding with a hydro-
gen atom (solid curve shows the results of calculations,
black circles represent the experimental data [25]; both cal-
culated and experimental values are multiplied by a factor
of 100). 
TE
According to the method of solution matching [14, 15],
this is equivalent to calculation of the following values: 

(4)

In these terms, the total ionization cross section is
expressed as 

(5)

Figure 2 gives an example of using formula (5) for cal-
culating the total ionization cross section of a hydro-
genlike target atom as a function of the energy of
impinging U50+ ions for several values of the nuclear
charge of the target. As can be seen from these data,
allowance for relativistic effects in the target leads to a
decrease in the total ionization cross section as com-

λ i λ kk
2 k, ωid
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∫ 1
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λ i

---- k2λ k α k kdln

0
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.exp=

σ 8πZ*2

v2
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2γ
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2
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  .=

1200

100
E, MeV/nucleon
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Fig. 2. Plots of the total ionization cross section for various
hydrogenlike target atoms versus the energy of the imping-
ing U50+ ion (solid and dashed curves correspond to a qua-
sirelativistic and nonrelativistic descriptions of the target,
respectively): (1) Mg11+ (Za = 12); (2) Ti21+ (Za = 22);

(3) Ge31+ (Za = 32); (4) Mo41+ (Za = 42). 
The relative contribution η of the relativistic effects determined as a function of the energy E [MeV/nucleon] of a relativistic
structural ion U50+ colliding with hydrogenlike atoms of Mg11+ (Za = 12), Ti21+ (Za = 22), Ge31+ (Za = 32) and Mo41+ (Za = 42)

E, MeV/n 50 100 500 1000 5000 10000 50000 100000

η, % (Za = 12) 1.5 1.4 1.1 1.0 0.9 0.9 0.8 0.7

η, % (Za = 22) 4.6 3.9 3.0 2.8 2.5 2.4 2.2 2.1

η, % (Za = 32) 8.2 6.9 5.4 5.0 4.6 4.4 4.1 4.0

η, % (Za = 42) 12.0 10.1 8.1 7.6 7.0 6.8 6.4 6.2
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pared to that obtained in the nonrelativistic description.
The relative contributions of the relativistic effects
determined as η = [σn – σr]/σn are given in the table,
where indices n and r refer to the nonrelativistic and rel-
ativistic descriptions of the target, respectively. In
accordance with formulas (4) and (5), the values of η
depend on the characteristics of both the target and the
projectile. 
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Abstract—A new method based on the analysis of integral equations is proposed for calculating the properties
of microstructured optical fibers (MOFs) and used for the analysis of modes in MOFs in the vicinity of critical
conditions. Slow leaky modes are found that can influence the MOF transmission. © 2003 MAIK “Nauka/Inter-
periodica”.
In recent years, much effort has been devoted to the
study of microstructured optical fibers (MOFs) formed
by systems of capillaries. The interest in these MOFs is
related to their unique nonlinear, polarization, and dis-
persive properties [1]. A number of theoretical methods
have been developed for the analysis of modes existing
in such MOFs [2–9]. Among these methods, of special
interest is the numerical multipole method [5–7], which
takes into account the vector character of the problem,
allows for a finite number of holes in the fiber cross sec-
tion, and is capable of describing the leaky modes. This
technique employs expansions of the longitudinal elec-
tromagnetic field components with respect to cylindri-
cal harmonics, the amplitudes of which are determined
from the conditions of continuity of the tangential field
components at the hole boundaries. Unfortunately, this
approach is rather complicated.

Below, we describe an alternative method for the
calculation of modes in MOFs with a finite number of
holes in the cross section. The new method is based on
an analysis of the exact integral equations describing
transverse magnetic field components in the region of
holes and allows the vector waveguide problem to be
solved by numerical techniques. The proposed method
is applied to two models: (i) a MOF formed by sys-
tems of air channels in a homogeneous material and
(ii) a MOF comprising a fiber rod surrounded by air
channels. The main attention is devoted to elucidating
the properties of modes in MOFs of the second type in
the vicinity of critical conditions.

Let us consider the widely used model of a MOF
with the cross section comprising n round holes sur-
rounded by a homogeneous medium with the permittiv-
ity εs. The holes have the radii al and are filled by media
with the permittivities εl (l = 1, 2, …, n). For such a
MOF oriented along the 0z axis, the transverse mag-
netic field components of the eigenmodes and leaky
1063-7850/03/2909- $24.00 © 20764
modes (varying with the time as exp(iωt)) satisfy the
integral equations [10]

(1)

where j = x or y, (kbr) is the Hankel function, kb =

, k0 = 2π  is the free-space wavenumber,
β is the mode propagation constant, r =

,

and ε(x, y) is the permittivity of the space. 

Let us write the functions Hj(x, y) in the lth hole
(l = 1, 2, …, n) in the form of a series

(2)

where Jν(κlρ) are the Bessel functions, κl = ,
and ϕ and ρ are the polar coordinates. Using an addition
formula for the cylindrical functions [11], Eqs. (1) in
the lth hole can be written as

(3)
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where p = 0 or 1,

and ρk and ϕk are the coordinates of the center of the kth

hole. Relations (3) lead to the conditions  = 0 rep-
resenting an infinite system of algebraic equations with

unknown coefficients . The validity of these
equations in the holes means compensation of the
waves satisfying the Helmholtz equation

This result is analogous to the Ewald–Oseen extinction
theorem [12].

For the practical calculation of MOFs, let us retain
in expansions (2) only the terms with |ν| ≤ m, which is
equivalent to solving Eqs. (1) by the method of quadra-

tures [13]. In this approximation, conditions  = 0
form a system of 2n(2m + 1) homogeneous algebraic
equations. The complex parameter β is determined
from the condition that the system determinant is zero
and can be calculated by means of the contour integra-
tion [14]. Then, the mode field is restored using
Eqs. (1), (2), and the relations Hz = (iβ)–1(∇ xHx + ∇ yHy),
E = (iωε)–1— × H (following from the Maxwell equa-
tions).

In order to verify the proposed method, we have cal-
culated the dispersion relations for the fundamental
degenerate leaky Hx and Hy modes (the notation indi-
cating the main magnetic field component) for the
MOFs modeled by a hexagonal system of holes repre-
senting identical air-filled channels in a fused quartz
matrix (Fig. 1). The results were compared to those
obtained by the multipole method [7, Fig. 3]. All curves
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Fig. 1. The cross section quadrant of a MOF formed by
three hexagonal rings of air-filled channels (inset) in a fused
quartz matrix, showing the isolines of intensity for the Hx
(solid curves) and Hy (dashed curves) leaky modes with

Sz(Sz max)–1 = 0.1 (1), 0.2 (2), …, 0.9 (9).
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Fig. 2. The results of model calculations for a MOF with the
central fiber rod and two air-filled channels (inset). The
curves of (1, 2) Reβx(Λ), (3, 4) Reβy(Λ), (5) Imβx(Λ), and
(6) Imβy(Λ) were calculated for y1 = y2 = y3, x2 – x1 = x3 –
x2 = Λ (xi, yi are the coordinates of the ith hole center); a1 =

a2 = a3 = 1.3λ0; ε1 = ε3 = 1, ε2 = (1.462)2, and εs = (1.45)2.
Curves 1 and 3 refer to the eigenmodes (Rekb = 0, Imkb < 0)
and curves 2, 4–6 refer to the leaky modes (Rekb > 0,
Imkb > 0).
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obtained using the latter method coincide (to within the
drawing scale) with our results.

It should be noted that, for the number of hexagonal
rings nr = 3 (n = 36) considered in [7] (Fig. 1), the
modes can exhibit strong damping caused by leakage. In
particular, the given nr and m ≥ 8, Λ = 2.3 µm (Λ is the
distance between centers of the neighboring holes, see
the inset in Fig. 1), al = 0.175Λ, εl = 1 (l = 1, 2, …, n),

λ0 = 1.0336 µm, and εs = (1.45)2 yield β =
1.440529932 – i5.335 × 10–7, which corresponds to a
damping factor of 28.17 dB/m. In connection with this,
we have studied the possibility of reducing the damping
by increasing nr. For the MOFs with nr = 5 (n = 90) and

nr = 7 (n = 168), we obtain β = 1.440530233 –

i8.577 × 10–10 (4.529 × 10–2 dB/m) and β =
1.440530234 – i1.414 × 10–12 (7.466 × 10–5 dB/m),
respectively. It is interesting to note that the values of
Reβ for all nr are almost identical, which is explained
by good localization of the mode energy. This is evi-
denced by Fig. 1, showing quadrants of the symmetric
distributions of the longitudinal component of the
Poynting vector Sz calculated for the parameters indi-
cated above (in the given scale, the patterns correspond-
ing to nr = 3.5 and 7 are indistinguishable).

k0
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1–

43
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2 1
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x
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Λ
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lg|k–1
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Fig. 3. The results of model calculations for a MOF with the
central fiber rod and six air-filled channels forming a hexag-
onal ring (inset). The curves of (1, 2) Reβ(Λ) and
(3, 4) Imβ(Λ) were calculated for a1 = a2 = … = a7 = 1.3λ0;

εs = (1.45)2; ε1 = (1.462)2 (central hole); and ε2 = ε3 = … =
ε6 = 1. Curves 1 and 3 refer to the fundamental eigenmode
and fast leaky mode, respectively; curves 2 and 4 refer to the
slow leaky mode.
T

According to the above results, obtaining acceptable
mode damping in the model under consideration
requires using MOFs with a large number of air-filled
channels. In connection with this, it was of interest to
study MOFs of a simpler design, comprising a central
fiber rod surrounded by a relatively small number of
air-filled channels. Such MOFs can guide the eigen-
modes (rather than leaky modes), while still possessing
interesting dispersion and polarization properties [5].
Let us consider the previously unstudied properties of
the modes in such MOFs in the vicinity of critical con-
ditions. Since Eqs. (1) are formulated in the internal
regions of holes, calculations within the framework of
the approach described above are performed without
difficulties.

Figure 2 presents the results of calculations of the
modes in a MOF with two air-filled channels, which
obeys the condition (required in some applications [15])
that βx ≠ βy, where βx and βy are the propagation con-
stants of the Hx and Hy modes, respectively. This MOF
can guide two (Hx and Hy) eigenmodes, which exhibit

the cutoff at Λ  = 2.69697 and 2.75795 for kb  0
(corresponding to the termination of curves 1 and 3 in
Fig. 2). Thus, the MOF under consideration is charac-
terized by single mode and single polarization in the

interval of 2.69697 < Λ  < 2.75795. However, this
MOF can also guide the leaky Hx and Hy modes. For

Λ  > 2.69768 and Λ  > 2.75855, respectively,
these modes (in contrast to the usual leaky modes [16, 17])

are slow (Reβx, y > k0 ). Over an extended interval
of Λ, the real parts of the propagation constants of these
modes are close to those of the eigenmodes (Fig. 2).
Under these conditions, microscopic bendings of the
fiber may cause an effective energy exchange between
the modes, thus leading to significant damping of the
radiation [16]. This mechanism of losses probably
accounts for the low quality of experimental MOFs of
the type under consideration [15].

The MOFs with a hexagonal ring of air-filled chan-
nels guiding the fundamental doubly degenerate modes
exhibit different properties. According to Fig. 3, show-
ing data for a particular MOF of this type, the funda-
mental eigenmodes exhibit a continuous transition to a

fast (Reβ < k0 ) leaky mode at Λ  = 3.34031. At
the same time, this MOF can guide a slow leaky mode
possessing maximum damping under the conditions of
phase synchronism with the eigenmode (Fig. 3). In the
absence of such synchronism, an effective energy
exchange between the slow leaky mode and eigen-
modes can be provided by using a diffraction grating
with an appropriate period formed in the MOF core.
Such experiments were recently reported in [1].

In conclusion, it should be noted that, according to
the results of calculations, the properties of MOFs of
the types considered in this paper can be significantly

λ0
1–

λ0
1–

λ0
1– λ0

1–

εs

εs λ0
1–
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modified by changing the parameters of the structures.
However, the main qualitative features established
above, such as the existence of slow leaky modes, are
retained. Allowance for these modes may be signifi-
cant, for example, in designing highly sensitive optical
sensors.
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Abstract—An analytical expression for the profile of a plane wave traveling over a charged surface of the ideal
incompressible liquid under the action of surface tension and gravity is obtained in the second order of small-
ness with respect to the wave motion amplitude. An analysis of this expression shows that, for a certain fixed
value of the surface charge density (subcritical from the standpoint of realization of the Tonks–Frenkel insta-
bility), the wave profiles are qualitatively different from those of nonlinear capillary-gravitational waves
existing on the uncharged liquid surface (for this reason, the obtained wave branch can be called electrocapil-
lary). © 2003 MAIK “Nauka/Interperiodica”.
Introduction. Despite the long history and consid-
erable achievements of investigations into periodic cap-
illary-gravitational waves of finite amplitude on the
surface of the ideal incompressible liquid [1, 2], the
number of papers devoted to nonlinear waves on the
charged surface of an electrically conducting liquid is
still rather restricted. These investigations [3–5] were
mostly aimed at obtaining solutions in the form of sol-
itary waves, while questions pertaining to the periodic
capillary-gravitational waves and the role of surface
charging in the formation of their profiles remained
unstudied.

The present study is devoted to these questions. Our
aim is to determine a stationary profile of the periodic
capillary-gravitational traveling wave remaining
unchanged in the course of the wave propagation. The
problem will be solved in the second order of smallness
with respect to the wave amplitude (the latter assumed
to be small relative to the wavelength). Note that a
purely sinusoidal wave profile is not stationary in this
approximation [1, 2].

Formulation of the problem. Consider the ideal,
incompressible electrically conducting liquid with the
density ρ, the kinematic viscosity ν, and surface tension
γ occupying the half-space z ≤ 0 and occurring under
the action of a gravitational field g. We use the cartesian
coordinate system 0xyz, in which the plane z = 0 coin-
cides with the unperturbed liquid surface and the sur-
face normal is parallel to the gravity force (nz || –g). The
stationary profile of a nonlinear periodic capillary-
gravitational wave with the wavelength λ traveling over
the free liquid surface bearing the homogeneous
surface charge density κ is described by the following
1063-7850/03/2909- $24.00 © 20768
system of equations:

Here, the wave profile ξ = ξ(x, t) represents deviation of
the free liquid surface from the equilibrium shape z = 0,
ϕ(r, t) is the liquid velocity field potential, and Φ(r, t)
is the electric potential over the liquid surface.

Solution of the problem. By solving the above
problem using the classical methods (developed in the
theory of nonlinear periodic waves—see, e.g., [1, 6, 7])
in the second order of smallness with respect to the
wave amplitude a (assumed to be small relative to the
wavelength), we determine the shape of a nonlinear
capillary-gravitational wave traveling over the liquid
surface

(1)

z ξ : ∆ϕ≤ 0; p ρgz– ρ∂Φ
∂t
-------

ρ
2
--- gradϕ( )2;––= =

ξ 0: ∆Φ> 0;=
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where α is the capillary constant and k = 2π/λ is the
wavenumber. The first term in solution (1) represents
the well-known solution of the problem obtained in the
approximation linear with respect to the amplitude. The
amplitude a is considered as preset by appropriately
selected initial conditions.

Results and discussion. Figure 1 shows the behav-
ior of the dimensionless factor Λ determining the
amplitude of the second-order correction in the wave
profile (1), plotted as a function of the dimensionless
wavenumber αk for various values of the Tonks–Fren-
kel parameter W.

As can be seen from expression (1), the amplitude
coefficient Λ in the second term exhibits a resonance

form: at k = k∗  = 1/α , the denominator of this term
goes to zero and the second-order correction tends to
infinity. For the uncharged liquid surface, this phenom-
enon was studied by Nayfeh [6]. In contrast to this case,
the numerator of expression for Λ in our Eq. (1) con-
tains a negative term with the parameter W. This dimen-
sionless quantity characterizes stability of a charged
liquid surface with respect to the pressure produced by
the intrinsic surface charge: the Tonks–Frenkel instabil-
ity is developed for W ≥ 2 [8]. This implies that Λ can
remain finite even when the denominator tends to zero,
provided certain relations between the physical param-
eters hold.

The denominator of Λ tends to zero as k  k∗ .

However, for W = W∗  = 3/(2 ) ≈ 1.06, the numerator
of Λ will also tend to zero during this limiting transi-
tion. Eventually, for W = W∗ , the Λ value in the limit of
k  k∗  behaves as uncertainty of the 0/0 type which,
eliminated using the L’Hospital rule, yields Λ = 1/8. In
this case, the plot of Λ = Λ∗ (αk) becomes continuous
(see dashed curve in Fig. 1).

Note that, irrespective of the W value, expansion (1)
ceases to adequately represent the problem solution
when k approaches k*, since the correction quadratic in
dimensionless amplitude a becomes greater than the
term linear with respect to a. In connection with this, it
would be interesting to estimate the role of viscosity,
which is an important factor in resonance phenomena.
The estimates will be obtained for water, which has
d = 0.27 cm.

According to our previous results [9, 10], obtained
for nonlinear waves on an uncharged liquid surface, the
effect of viscosity on the wave profile in water becomes
significant in the interval of αk ∈  D = (0.6; 07). At the
boundaries of this interval, the amplitude of the second-
order correction determined with neglect of viscosity is
overstated by within several percent, but for k  k∗
this difference tends to infinity. Outside the above inter-
val, the models of viscous and nonviscous water give
quite consistent results. In this context, the following

2

2
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analysis will refer to the waves with αk ∉  D for W < 2.
The parts of the plots in Fig. 1 corresponding to the
interval D are deprived of physical meaning because
the initial model ignoring viscosity ceases to be valid in
this region.

As can be seen from Fig. 1, physically reasonable
parts of the Λ = Λ(αk) plots tend to the curves Λ =
Λ∗ (αk) in the limit of W  W∗ . Therefore, the value
of W = W∗  can be naturally considered as a threshold
separating the wave motions of different types. At this
point, the asymptotic value of Λ in the limit of k  k∗
changes sign. According to expression (1), the second-
order correction to the linear part for k ≠ k∗  tends to
zero as W  W∗ .

Figure 1a shows a family of the Λ = Λ(αk) curves
constructed for various values of W ≤ W∗ . In this region
of the Tonks–Frenkel parameter, the amplitude of the
second-order correction as a function of the wavenum-
ber behaves like that for the uncharged liquid surface:
the wave motion is characterized by profiles with sharp
vertices for the long waves (k < k∗ ) and with rounded
vertices for the short waves (k > k∗ ) (for more details,

0 0.5

0

0.5

1.51.0 αk

123
1

2

3

(b)

0

0.5

1

2
3

1
2

3

(a)Λ

Fig. 1. Plots of the dimensionless factor Λ determining the
amplitude of the second-order correction versus dimension-
less wavenumber αk for various values of the surface charge
density parameter W: (a) W = W∗  – 0.05 (1), W∗  – 0.25 (2),
W∗  – 0.5 (3); (b) W = W∗  + 0.05 (1), W∗  + 0.25 (2), W∗  +

0.5 (3); dashed curve corresponds to W = W∗  = 3/(2 ).2
3
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see [6]). According to [6], this wave motion is naturally
referred to as capillary-gravitational upon expansion to
the case of waves on a charged surface.

Figure 1b presents the plots of Λ = Λ(αk) calculated
for various values of Tonks–Frenkel parameter in the
interval W∗  ≤ W < 2. As can be seen, These curves are
in a certain sense inverse to those depicted in Fig. 1a.
Indeed, the right-hand (physically reliable) parts of the
curves, corresponding to short waves, are positive
within a rather large region to the right from point
k = k∗  (rather than negative as the curves in Fig. 1a).
The right-hand branch of curve 1 enters the region of
negative Λ values at a sufficiently long distance from
the point k = k∗ . For this reason, the nonlinear waves
corresponding to these curves can be interpreted as a
new, previously undescribed type of periodic wave
motion on the ideal liquid surface; the appearance of
these waves is related to the presence of a surface
charge.

Figure 2 shows profiles of the new waves in compar-
ison to those on the uncharged liquid surface. As can be
readily seen, the shapes of the capillary-gravitational
waves on the charged and uncharged surfaces are sig-
nificantly different. The new waves existing on the
charged surface of the ideal incompressible liquid are

0 1.89

–1.5

0

X, cm

(b)

–0.5

0.5

–0.5

0

(a)

0.5

ξ, cm

0 3.4

Fig. 2. Wave profiles on the uncharged (W = 0, thin solid
curves) and charged (W = 1.2, thick solid curves) surface of
water, calculated using formula (1) for the dimensionless
wavenumbers αk = 0.5 (a) and 0.9 (b).
T

naturally called electrocapillary-gravitational or simply
electrocapillary (ignoring the gravitational effects weak
in the wavelength range under consideration).

Conclusions. Nonlinear waves on a charged surface
of the ideal incompressible electrically conducting liq-
uid are qualitatively different from the nonlinear wave
motion on the uncharged surface of the same liquid.
The curvature of the vertices of the electrocapillary
waves increases with the surface charge density (i.e.,
with increasing parameter W) for W∗  < W  2. It is
interesting to note that this behavior is observed for
subcritical (from the standpoint of realization of the
Tonks–Frenkel instability) W values. To our knowl-
edge, this effect has not yet reported, although the cur-
vature of waves on an unstable charged liquid surfaces
was studied rather extensively (see, e.g., [5, 11–15]).
Another interesting result is that, for W  W∗ , the
electric charge becomes a factor decreasing the effi-
ciency of the nonlinear interaction of waves on the free
liquid surface, since the second-order term tends
to zero.
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Abstract—Experimental data on the nonlinear dynamics of a plasma torch generated by a laser pulse of large
width acting upon a graphite target are presented and discussed. The mushroom shape of the luminous region
and the duration of emission observed in experiment are explained by the development of the Richtmyer–
Meshkov instability at the carbon plasma–air interface and by the formation of nanoparticles in the plasma
expanding into the buffer gas. © 2003 MAIK “Nauka/Interperiodica”.
In recent years, the extensive development of nano-
technology has stimulated the interest in physical pro-
cesses involved in the synthesis of nanodimensional
powders and the deposition of thin films with the aid of
continuous and periodic pulsed lasers [1–3]. These pro-
cesses are preceded by the formation of a plasma torch
as a result of evaporation of the target material under
the action of a focused laser beam. In some experi-
ments [1, 4], conditions were established for which up
to 97–100% of the target material in vapor form was
transferred to the plasma torch. This is evidenced by the
small size and spherical shape of nanoparticles in the
synthesized powder [3]. Despite this, sufficiently
homogeneous coatings are not obtained upon deposi-
tion of the laser-ablated material onto substrate surfaces
in the atmosphere [4]. Another unexplained fact is that
the average size of nanoparticles formed under the
action of a periodic pulsed laser radiation is one-fourth
of that obtained using a CW laser [1, 3]. In connection
with these problems, it necessary to study the charac-
teristics and dynamics of a plasma torch generated
under the conditions of laser-induced evaporation.

This paper presents the results of experimental and
theoretical investigation of the dynamics of a plasma
torch generated by a focused beam of a periodic pulsed
CO2 laser of the LAERT type [3, 5], excited by a com-
bined discharge, upon a flat target made of graphite or
YSZ. The experiments were performed under the con-
ditions close to those used for the synthesis of nanopo-
wders [3] and the deposition of thin films in the atmo-
sphere [4]. Multimode radiation of the LAERT CO2

laser with an output beam cross section of 3 × 4 cm was
focused on a flat target by a KCl lens with a focal length
of 10 cm. The focal spot had an elliptical shape with the
axial dimensions 0.6 and 0.7 mm. Laser pulses with a
full width at half maximum (FWHM) of 200 µs was
incident onto the target surface at angle of 45°. The
1063-7850/03/2909- $24.00 © 20771
emission from a laser-induced plasma torch was photo-
graphed by a high-speed photoregistrator of the VFU-1
type within a time interval between shots of 11 µs and
an exposure period of ~1 µs.

Figure 1 shows a sequence of patterns of the emis-
sion from a plasma torch generated at a graphite target
under the action of a laser radiation pulse. An analysis
of this series reveals two important facts, which have to
be considered in some detail.

(1) In the course of the process, a luminous region
of the plasma torch acquires the typical mushroom
shape and exhibits a complicated internal structure
varying with time.

(2) The duration of emission from the plasma torch
significantly exceeds the laser pulse width (FWHM).
Here, it should be noted that emission from a plasma
torch for a time significantly exceeding the laser pulse
width was also observed during the formation of laser
nanotubes by laser ablation of a graphite target [6].

As can be seen from Fig. 1, a bright column con-
necting cloud with the target exhibits a break at t =
328 µs that terminates energy supply to the cloud (see
Fig. 1 for t = 343 µs). Thus, during the subsequent reg-
istration period (over ~100 µs, but actually much
longer), the luminous cloud is independent of the phys-
ical processes occurring on the target surface. In order
to find the reasons for this behavior of the plasma torch,
let us obtain some estimates based on the published
characteristics of graphite [7–10]: density, ρ = 1.89 ×
103 kg/m3; cohesion (sublimation) energy, Es =
5.9787 × 10 J/kg; atomic weight, A = 12; resistivity
(averaged over the temperature interval from 300 to
3000 K), ρe = 10.183 × 10–6 Ω m. A real pulse of the
laser radiation with a wavelength of λ = 10.6 µm, a cir-
cular frequency of ω = 1.77826 × 1014 s–1, and a total
energy of EL = 1.5 J will be replaced by a rectangular
003 MAIK “Nauka/Interperiodica”
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t = 16 µs
P = 481 W

t = 31 µs
P = 2244 W

t = 62 µs
P = 4568 W

t = 94 µs
P = 5209 W

t = 125 µs
P = 7053 W

t = 140 µs
P = 7533 W

t = 187 µs
P = 5770 W

t = 218 µs
P = 4087 W

t = 250 µs
P = 2885 W

t = 296 µs
P = 1843 W

t = 328 µs
P = 1362 W

t = 343 µs
P = 1202 W

t = 437 µs
P = 401 W

t = 499 µs
P = 160 W

t = 530 µs
P = 144 W

Fig. 1. A sequence of photographs of the emission from a plasma torch generated by a laser pulse of large width.
pulse with a power of Pm = 7.5 kW (corresponding to a
power density of Qm = 3.81972 × 101 W/m2) and a
width of τp = 200 µs. Assuming for the sake of simplic-
ity that the energy source is situated entirely on the tar-
get surface, we estimate the velocity of the target–vapor
phase boundary [11] at Ds = 0.338036 m/s. The thick-
ness of the graphite layer evaporated during the laser
pulse action amounts to ∆p = Dsτp = 67.6072 µm. The
electromagnetic field (radiation) penetration depth is
δs = 0.3 µm ! ∆p (i.e., the above assumption concern-
ing the surface character of the energy source is valid
with a high precision).

For the surface energy source, the propagating phase
boundary obeys the Jouguet condition Ds = u – c (where
u is the hydrodynamic flow velocity and c is the sound
velocity behind the discontinuity) [11]. Assuming the
vapor to be ideal at both T1 = 3000 K and T2 = 4000 K,
the corresponding substance ejection velocities are u1 =
1859.94 m/s and u2 = 2147.73 m/s. Assuming also that
the jet propagates without drag over a distance on the
TE
order of the laser spot size dp, the corresponding prop-
agation timed can be estimated at τ1 = 268.826 ns and
τ2 = 232.804 ns.

Using the above estimates of the time for which the
plasma jet height is equal to the focused laser spot size
and the experimentally measured height of the lumi-
nous region of the plasma torch on the symmetry axis,
we evaluated the change in the jet acceleration with
time (Fig. 2). As can be seen, the plasma torch is decel-
erated beginning with a time of about 300 ns (accelera-
tion is directed toward the target). Therefore, this time
corresponds to the onset of conditions favoring the devel-
opment of the Richtmyer–Meshkov instability [12, 13]
that is responsible for the formation of a mushroom-
shaped (vortex) plasma torch [14] and the related com-
plicated dynamics.

The fact of prolonged emission from the plasma
torch, despite termination of the energy supply at
328 µs (Fig. 1), we explain by the Planck emission
from strongly heated nanoparticles. In order to confirm
CHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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this hypothesis, we performed experiments in which
the same graphite target was exposed to pulses of a
TEA CO2 laser with a duration of 1.5 µs and a peak
power of 9 × 104 W (FWHM = 50 ns; 20 mJ). The radi-
ation, normally incident on the target, was focused into
a spot with a diameter of 0.2 mm. A slit scan of the
emission from the plasma torch was obtained using a
photoregistrator of the FER-7 type capable of determin-
ing the time intervals to within ∆t = ±0.1 µs and the spa-
tial coordinates to within ∆l = ±0.05 mm. In order to
reduce the energy supplied to the target at a high laser
power level, we employed optical breakdown in the tar-
get material vapor. A minimum time to the optical
breakdown was 40 ns. The time of the breakdown onset

was detected by the appearance of the  line (λ =
470.9 nm) using a setup comprising a monochromator
(MSD-1), a photomultiplier (FEU-79), and an oscillo-
graph. From these data, we estimated the energy sup-
plied to the target at ~4 mJ.

Figure 3 shows the slit scan of the emission from a
plasma torch generated as described above. As can be
seen, the emission appears initially at a distance of
0.5 mm from the target surface. The plasma boundary
is unstable and the emission duration virtually coin-
cides with the laser pulse width. The maximum size
(1.28 mm) of the plasma torch corresponds to t ~ 1 µs.

Once the characteristic energy of the laser radiation
supplied to the target, the focal spot size, and crater
depth were known, we could estimate the average den-
sity of carbon atoms at the torch opening. For T =
3000 K, this value amounts to nC = 4.594 × 1016 cm–3,
which is 245 times smaller than the average density of
molecules in the air (  = 1.128 × 1019 cm–3). This cir-
cumstance hinders the formation of nanoparticles and,
hence, the time of emission from the plasma cannot
exceed the laser pulse width by more than the lifetime
of excited states (~10–7 s), in complete agreement with
our experiment.

A significantly different situation takes place when
the same target is exposed to a long radiation pulse with
an energy of 1.5 J and a power level selected so as to
avoid the optical breakdown. In this case, the amount of
carbon delivered to the plasma torch was 2.51 ×
10−8 kg, which corresponds to a density of carbon
atoms at the torch opening nC = (1.49–1.72) × 1019 cm–3.
Since nC > , the plasma torch expansion into the
buffer gas (air) was accompanied by the effective for-
mation of nanoparticles. This factor determines the pro-
longed emission from the plasma torch observed in this
experiment.

Thus, we believe that the shape of the laser-gener-
ated plasma torch and the structure of emission from
this plasma are determined by the development of the
Richtmyer–Meshkov instability at the carbon plasma–

N2
+

nO2

nO2
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air interface, while the duration of emission is deter-
mined by the presence of strongly heated ultradisperse
particles in the expanding plasma.
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Abstract—We consider an approach to the analysis of nonstationary processes based on the application
of wavelet basis sets constructed using segments of the analyzed time series. The proposed method is applied
to the analysis of time series generated by a nonlinear system with and without noise. © 2003 MAIK
“Nauka/Interperiodica”.
As is known, the analysis of nonlinear dynamic sys-
tems of various natures featuring complicated oscilla-
tory regimes requires special methods [1–4]. Among
these methods, of special interest is the wavelet analy-
sis [5–7] offering a powerful means of diagnostics of
the behavior of nonlinear dynamic systems [5, 8, 9].
Presently, wavelets are successfully applied to the anal-
ysis of nonstationary signals generated by systems of a
biological and medical nature [10, 11], geophysical
processes [5, 12], electron-plasma systems [4, 13, 14],
chaotic and turbulent processes [7, 15–17], etc. An
important modification of the wavelet analysis consists
in using specially constructed (adaptive) wavelet basis
sets, which allows the analysis to reveal certain features
of the analyzed signals [8, 18].

In this paper, we describe a new approach to the
analysis of time series generated by nonlinear pro-
cesses. The proposed method is based on the use of
adaptive wavelet basis sets constructed using segments
of the analyzed time series, which facilitates the sepa-
ration of characteristic features and structures from sig-
nals (even in the presence of noise).

The continuous wavelet transform of a function x(t)
is defined as [5–7]

(1)

where s is the analyzed time scale and ψ is the base
wavelet function (the asterisk denotes complex conju-
gation). The latter function, although it can be selected
rather arbitrarily, must satisfy certain requirements [5,
6, 8], the most important of which are as follows. First,
the base wavelet function should be localized in both
time and space representations; second, this function

has to obey the condition of zero mean (t)dt = 0

W t s,( ) 1

s
------ x t'( )ψ*

t t'–
s

---------- 
  t',d

∞–

+∞

∫=

ψ
∞–

+∞∫
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or an equivalent relation (0) = 0, where  is the Fou-
rier transform of the base wavelet function.

Let us assume that the signal x(t) is generated by a
nonlinear dynamic system occurring in an oscillatory
regime (in particular, in the state of dynamic chaos).
Consider the following procedure for constructing a
complex wavelet function ψ using the given time series
x(t).

First, we separate the characteristic time scale τ
(with the corresponding frequency ωτ = 2π/τ) of the
nonstationary process x(t). In the case of periodic oscil-
lations, τ coincides with the period. For a chaotic non-
regular signal, τ can be defined by various means. For
example, if the chaotic signal x(t) is characterized by
the phase Φ determined using the Hilbert transform [2],
the characteristic frequency can be defined as ωτ =

(t)/t. In the simplest case, the frequency ωτ can

be determined as corresponding to the most intense
peak in the Fourier spectrum of power P(ω) of the sig-
nal x(t).

Second, we select a certain initial moment t0 in the
time series x(t), relative to which the wavelet basis set
will be constructed. The real and imaginary parts of the
base wavelet function ψ are constructed according to
the formulas

(2)

where 〈 ·〉  denotes the operation of elimination of the
mean value for satisfying the zero mean condition; n

ψ̂ ψ̂

Φ
t ∞→
lim

Reψ t( ) π 1/4– x t t0–( ) 1
2
---

t t0–( )p

nτ( )p
------------------–

 
 
 

exp ,=

Imψ t( ) π 1/4– x t t0– τ /2+( ) 1
2
---

t t0–( )p

nτ( )p
------------------–

 
 
 

exp ,=
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and p are the wavelet parameters. As can be seen from
formula (2), the wavelet parameter t0 characterizes the
segment of series x(t) which most significantly influ-
ences the wavelet spectrum W(t, s). Note that the base
wavelet function of type (2) for x(t) = sinωτt with n =
1.0 and p = 2.0 is an analog of the widely used Morlet
wavelet [5, 8] that meets all requirements to the wavelet
functions. For a base wavelet function determined in
the form (2), the quantity fs = 1/s has a meaning analo-
gous to the frequency of the Fourier transform [7, 8].

Using a wavelet transform with the base function of
type (2), it is possible to effectively separate segments
with the length ∆t ≈ 4nτ from the time series x(t), which
are “like” the segment where t ∈  (t0 – 2nτ, t0 + 2nτ).
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Fig. 1. Wavelet analysis of a noiseless signal: (a) time series
x(t) generated by the Rössler system in a chaotic regime;
(b) the corresponding wavelet spectrum |W(t, fs)|;
(c, d) comparison of the segments of the time series x(t) cor-
responding to the maximum and minimum of the wavelet
spectrum (indicated by arrows in (b)). Symbol ψ in (a) and
the dashed curves in (c, d) indicates a segment used for con-
structing the base wavelet function. In (c, d), the first row of
values on the abscissa axis refers to the base function
(dashed curves) and the second row, to the compared seg-
ment (solid curve) of the initial time series.
TE
Note that the amplitude of ψ(t) decreases by a factor of
exp(2(p – 1)) within the time interval |t – t0| = 2nτ, which
implies that the wavelet function is based on a segment
of the time series with the middle at t = t0 and a length
of 4nτ.

To illustrate the above procedure, let us consider the
results of the wavelet analysis of a signal generated by
the Rössler system [1]

(3)

which represents a standard nonlinear flow system fea-
turing chaotic dynamics. Below, we consider a system
of type (3) with the control parameters e = w = 0.2 and
m = 5.8, which corresponds to the case of ribbon chaos.

Figure 1a shows the time series x(t), while Fig. 1b
presents the results of calculation of the wavelet spec-
trum |W(t, fs)| for a wavelet function constructed using
the segment of x(t) corresponding to t0 = 164.5 (n = 1.0,
p = 8.0) (in Fig. 1a, this segment is indicated by vertical
dashed lines). The spectrum in Fig. 1b is plotted as the
frequencies fs (corresponding to the scales s of the
wavelet transform) versus time t. The shape of this
spectrum indicates that the time scale s = τ is always
present, but the intensity varies with the time t.

The maxima of the wavelet spectrum |W(t, s ≈ τ)|
taking place at the moments t =  correspond to the
regions of the time series that are close to the segment
used for constructing the base wavelet function ψ (2).

This implies that the integral x(t + t') – x(t0 +

t')]2dt' exhibits minima at t ~ , as illustrated in Fig. 1c
showing the segments of time series corresponding to
the time t = 210 (indicated by arrow “c” in Fig. 1b), at
which the wavelet surface exhibits a maximum. For the
comparison, Fig. 1d shows the segments of time series
corresponding to the time t = 133 (indicated by the
arrow “d” in Fig. 1b), at which the wavelet spectrum
|W(t, s ≈ τ)| exhibits a maximum. Dashed curves in
Figs. 1c and 1d show the initial segments of the time
series used for the formation of the base wavelet func-
tion ψ. A comparison of Figs. 1c and 1d shows that the
segments of the time series virtually coincide in the
former case and exhibit significant distinctions in the
latter case.

Real signals are usually distorted by noise and an
important problem consists in finding a means of effec-
tively separating the useful signal x(t) from the initial
noisy time series. Let us consider a time series y(t) com-
prising a superposition of the deterministic signal x(t)
and a noise component:

(4)

where ξ(t) is a random function modeling the Gaussian
white noise.

ẋ y z+( ), ẏ– x ey, ż+ ω mz– xz,+= = =

t̂

[
t 2nτ–

t 2nτ+∫
t̂

y t( ) x t( ) Dξ t( ),+=
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As above, we assume that the deterministic signal
x(t) is generated by the Rössler system (3) with the
same control parameters. Consider the wavelet spectra
of the signal y(t) (4) obtained for various noise ampli-
tudes D (i.e., various signal to noise ratios χ = |xmax|/D,
where |xmax| is the maximum value of variable x(t)).

An analysis of the wavelet spectra constructed for
the time series (4) with different noise amplitudes
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Fig. 2. Wavelet analysis of noisy signals: time series y(t) and
the corresponding wavelet spectra for different relative
noise intensities χ = 1.0 (a) and 0.5 (b). The base wavelet
function was constructed using the same segment of the
time series as in Fig. 1.
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showed that effective separation of the characteristic
features of the deterministic signal x(t) by means of the
wavelet transform is possible for the signal to noise
ratio χ > 0.2–0.3. This is illustrated by Fig. 2 showing
the time series y(t) of type (4) and the corresponding
wavelet spectra |W(t, fs)| constructed for two values of
the signal to noise ratio, χ = 1.0 (Fig. 2a) and 0.5
(Fig. 2b). For the convenience of comparison of the
results of separating the useful signal x(t) from the
noise, the time series and wavelet spectra in Fig. 2 are
constructed for the same time intervals as in Fig. 1. The
base wavelet function (2) was constructed using a seg-
ment of the noisy time series with t0 = 164.5 for n = 1.0
and p = 8.0 (cf. Fig. 1a).

As can be seen from Fig. 2 (with reference to Fig. 1
constructed in the absence of noise), the wavelet trans-
form with a base function (2) representing a segment of
the analyzed noisy time series (as well as in the case of
the signal free of a noise component) allows us to sep-
arate and analyze the characteristic features of the use-
ful signal. For a relatively small noise intensity (Fig. 2a,
χ = 1.0), the form of the resulting wavelet surface only
slightly differs from the corresponding spectrum of the
signal without noise (Fig. 1b). As the noise intensity
increases (Fig. 2b, χ = 0.5), the form of the wavelet sur-
face is distorted and the maxima are less pronounced.
The wavelet spectrum in Fig. 2b is especially strongly
impaired (in comparison to Fig. 1b) in the region of
scales fs > 2.0. At the same time, the structure of the
wavelet surface |W(t, fs)| in the region of s ~ 1.0 is close
to that of the spectrum obtained for the signal without
noise, which provides for a correct analysis. As the
noise intensity grows further, the wavelet surface struc-
ture is broken even in the region of the time scales s ~
1.0, which hinders separation and analysis of the initial
signal x(t) in the presence of noise.

Thus, we have demonstrated the possibility of effec-
tive analysis of a time series (including noisy signals)
by means of wavelet analysis using basis functions rep-
resenting segments of the analyzed time series.
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Abstract—The effect of a vortex structure in a “dumped” flame on the intensity of heat exchange between this
flame and a flat surface has been studied. An optical polarization technique is proposed for the visualization and
measurement of an inhomogeneous temperature field at the surface and inside the heat exchanger wall. It is
shown that the gas circulation in large vortex cells leads to an increase in the local thermal fluxes. In the range
of Reynolds numbers 50 < Re < 400, a thermal flux from the “dumped” flame to a flat heat exchanger surface
is 20–30% greater than that for an oncoming laminar flame. © 2003 MAIK “Nauka/Interperiodica”.
Measuring the heat transfer coefficient on the surface
of a body involved in the heat exchange with an inhomo-
geneous and nonisothermal flux presents a complicated
problem, especially in the presence of large temperature
gradients in lateral directions. Traditional optical meth-
ods used for the visualization of thermal inhomogene-
ities have a common disadvantage of providing only
integral characteristics of these inhomogeneities [1]. For
example, the order of interference lines on the image of
a thermal inhomogeneity is determined by the phase dif-
ference between interfering light waves

where λ is the light wavelength; n0 and n are the refrac-
tive indices of the medium in the thermal inhomogene-
ity and in the surrounding medium, respectively; and l
is the geometric pathlength of a light ray. A solution of
this integral equation cannot be found for an optical
inhomogeneity of arbitrary shape. In some cases, a
body on the surface of which the heat exchange has to
be studied can be modeled by a stack of thin transparent
plates. The phase shift of the light wave in each plate is
determined by the simple relation ∆ϕ = 2π∆x(n0 – ni)/λ,
where ni is the refractive index of the ith plate, ∆x is the
plate thickness, and λ is the light wavelength.

In order to establish the mechanism of the influence
of a vortex structure in a “dumped” flame on the inten-
sity of heat exchange between the flame and a flat heat
exchanger surface, we have visualized the temperature
field in the heat exchanger wall using a special optical
polarization technique. The “dumped” flame was
formed during combustion of a gas supplied via a ver-
tical burner nozzle turned upside down. The vector of
the gas flow velocity on the nozzle axis coincided with
the direction of the force of gravity.

∆ϕ 2π n0 n–( ) xd

0

l

∫ /λ ,=
1063-7850/03/2909- $24.00 © 0779
The main element of the experimental setup sche-
matically depicted in Fig. 1 is the heat exchanger repre-
senting a stack of rectangular Plexiglas plates tightly
pressed to each other so as to form a rectangular paral-
lelepiped. Plexiglas was selected due to the ability of
this material to polarize the incident light. The stack was
rendered transparent by polishing the side faces of the
plates. A vertical channel with a diameter of 0.001 m
drilled in the stack was used to supply a combustible
gas to the bottom horizontal surface of the stack. The
channel axis was lying in the interface of two plates.

At a certain flow rate of the gas, a vortex structure is
formed in the flame at the heat exchanger surface [2].
By placing the heat exchanger between polarizer and
analyzer of a polariscope-polarimeter PKS-125, it was
possible to obtain an image of the interference pattern
formed in the temperature field in the heat exchanger
body. The image is formed as a result of interference of
the ordinary and extraordinary light rays. The differ-
ence between refractive indices for the ordinary and
extraordinary rays is given by the relation no – ne = cσ,
where c is the optico-mechanical coefficient and σ is
the internal stress.

1 2 3 4

5

Fig. 1. Schematic diagram illustrating visualization of the
“dumped” flame and the temperature field in a heat exchanger
wall: (1) polarizer; (2) heat exchanger representing a stack of
plates; (3) analyzer; (4) screen; (5) “dumped” flame.
2003 MAIK “Nauka/Interperiodica”
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The internal stress component σ in the direction of
propagation of the light wave is σ = –αTE, where α is
the thermal expansion coefficient, T is the absolute tem-
perature, and E is the Young modulus. By transmitting
light separately through each plate in the stack, it is pos-
sible to obtain interference images of the temperature
field in the flat zones, with the phase difference of the
light waves being ∆ϕ = 2π∆x(–cαTE)/λ. Using the wall
temperature measured preliminarily at a certain point
and the interference order at this point, it is possible to
calculate the temperature at any other point inside the
heat exchanger wall.

After heating the bottom surface of the heat
exchanger, the stack can be disassembled and the inter-
ference pattern formed in the temperature field can be
observed separately in an arbitrary plane of the heat
exchanger wall. The time required for disassembly of
the stack in our experiments was 1–2 s. Evidently, the
relative error of the temperature determination using
the order of the interference band observed for the plate
transilluminated in the normal direction is related to a
change in the shape of the thermal inhomogeneity. In
the order of magnitude, the error is determined by the

Fig. 2. Interference pattern of a thermal inhomogeneity in
the heat exchanger wall.
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Fig. 3. Radial distributions of the thermal fluxes on the heat
exchanger surface for a (1) “dumped” flame and (2) laminar
flame.
TE
ratio of the plate thickness to the thermal inhomogene-
ity radius. Under the conditions of our experiments, the
thermal inhomogeneity diameter varied from 0.015 to
0.070 m at a plate thickness of 0.002 m. The interfer-
ence lines could be considered as isotherms with an
error ranging from 2.5 to 13%.

Figure 2 presents the typical interference pattern
observed for a thermal inhomogeneity in a heat
exchanger wall, which corresponds to a plate occurring at
a radial distance of 0.018 m from the channel (the radius
of thermal inhomogeneity on the heat exchanger surface
is 0.036 m). The upper edge of a dark horizontal band
observed in the bottom part of the photograph, on which
the interference lines terminate, corresponds to the posi-
tion of a boundary on the heat exchanger surface heated
from below. The photograph in Fig. 2 illustrates the pen-
etration of the thermal wave into the heat exchanger wall.
The velocity of propagation of a thermal wave is propor-
tional to the thermal flux through the surface, the latter
being dependent on the surface temperature.

The temperature at any point inside the heat
exchanger body can be determined using the order of
interference of the light waves, which is calculated
using the number of the interference band counted from
the top or bottom edge of the image of the thermal inho-
mogeneity. For the known image scale and the coeffi-
cient of thermal conductivity χ of the wall material, the
thermal flux through the heat exchanger surface was
calculated as q = χ∆T/∆y, where ∆T is the temperature
difference (calculated using the numbers of adjacent
interference bands) and ∆y is the spacing between adja-
cent interference bands in the direction perpendicular
to the heat exchanger surface.

Figure 3 shows the results of calculations of the
radial distribution of thermal fluxes on a horizontal heat
exchanger surface slowly heated by a “dumped” vortex
flame and by a laminar flame for the same nozzle diam-
eters (0.001 m) and equal gas flow rates (1.5 × 10–3 m3).
The combustible gas was propane. The gas burner
channel forming a laminar flame was vertical; the noz-
zle edge was spaced by 0.002 m from the heat exchanger
surface. The maximum of q(r) (Fig. 3, curve 2) for the
“dumped” vortex flame takes place in the vortex region,
where the vector of the combustion product velocity is
directed toward the heat exchanger surface. A compar-
ison of curves 1 and 2 shows that an increase in the ther-
mal flux in the “dumped” flame is related to the convec-
tive heat transfer during circulation of the combustion
products in the vortex structure.
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Hybridization of Acoustic Waves in Piezoelectric Plates
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Abstract—The conditions for hybridization of the zero-order and high-order acoustic waves propagating in a
piezoelectric crystal plate have been studied. The dependence of the phase velocity of the hybrid waves on the
parameter hf (h is the plate thickness and f is the wave frequency) is established for the potassium niobate and
lithium niobate plates possessing various crystallographic orientations and conductivities. It is found that
hybridization takes place when the conductivity of a thin surface layer exceeds a certain critical value, which
can vary within broad limits depending on the plate material and orientation. The degree of dispersive repulsion
of the coupled modes grows with increasing electromechanical coupling coefficient. © 2003 MAIK
“Nauka/Interperiodica”.
Under certain conditions, waves of different types
propagating in a multimode waveguide system exhibit
coupling and cannot exist independently of one
another. Such coupled waves are referred to as hybrid
modes. The phenomenon of hybridization is well
known in dielectric electromagnetic waveguides [1],
magnetic materials [2], and some other systems. In
recent years, it was reported that hybrid modes can also
exist in strongly piezoelectric crystals.

In particular, it was theoretically predicted that cou-
pled surface waves of the Rayleigh and Gulyaev–
Bleustein types can propagate along the Z axis of a
metal-coated (Y + 66°)-cut semi-infinite crystal of lith-
ium niobate [3]. Our theoretical results [4] showed that
a Y-cut plate of potassium niobate with one electrically
shorted surface can exhibit a weak coupling between an
antisymmetric A0 wave and an SH0 wave with trans-
verse horizontal polarization propagating in the X + 15°
direction. These waves form a hybrid mode provided
that the parameter hf (h is the plate thickness and f is the
wave frequency) is close to 1000 m/s. No hybridization
takes place when both surfaces of the plate are electri-
cally open. However, our knowledge about the condi-
tions of hybridization of acoustic waves in piezoelectric
crystals is by no means exhaustive, and this phenome-
non requires further thorough investigation.

This paper continues theoretical investigations of
the coupled zero-order acoustic waves of the A0–SH0
type propagating along the X + 15° direction in Y-cut
potassium niobate crystals. We have attempted to find
new hybrid couples among the acoustic modes of both
zero and higher orders in a lithium niobate plate. Thor-
ough analysis revealed the existence of another hybrid
couple, formed by a symmetric first-order Lamb wave
1063-7850/03/2909- $24.00 © 20781
S1 and a second-order wave with transverse horizontal
polarization SH2, propagating in an Y–X plate of lithium
niobate. In addition, we have theoretically studied the
influence of a thin (as compared to the wavelength)
conducting layer on the characteristics of the aforemen-
tioned hybrid modes in piezoelectric plates of potas-
sium niobate and lithium niobate.

In order to find new hybrid couples, we have solved
the problem of acoustic wave propagation in a piezo-
electric plate of thickness h occurring in vacuum, with
(i) both surfaces electrically open or (ii) one surface
electrically shorted. The numerical solution of a system
of the equations of motion, Laplace equation, and mate-
rial equations for a piezoelectric medium in combina-
tion with standard boundary conditions was described
in detail elsewhere [5]. The analysis yielded the depen-
dences of the wave phase velocity on the parameter hf
for the aforementioned materials in various crystallo-
graphic situations. From these data, we determined the
regions of parameters and the modes for which hybrid-
ization is possible.

Then we studied the influence of a thin conducting
film on the characteristics of hybrid couples. It was
assumed that the conducting layer thickness is small as
compared to the wavelength λ, so that the mechanical
load upon the plate could be ignored. The method of
solving such problems, whereby the presence of a con-
ducting layer is taken into account only in the electrical
boundary conditions, was described previously [6].

Figure 1 shows plots of the phase velocities of the A0
and SH0 waves propagating in the X + 15° direction ver-
sus parameter hf for the Y-cut potassium niobate plates
with various values of the surface conductivity. Figure 2
presents analogous curves for the S1–SH2 hybrid couple
003 MAIK “Nauka/Interperiodica”
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propagating along the X axis in the Y-cut plates of lith-
ium niobate. These results allow us to conclude that
hybridization arises when the surface conductivity σ
exceeds a certain critical value σcr, which can vary
within broad limits depending on the plate material and
orientation. For example, σcr = 4 × 10–4 S for the afore-
mentioned zero-order A0–SH0 hybrid couple in a potas-
sium niobate plate with hf ≈ 1040 m/s (Fig. 1b) and
σcr = 6 × 10–6 S for the S1–SH2 hybrid couple in a lith-
ium niobate plate with hf ≈ 6050 m/s (Fig. 2b). The
modes under consideration are not coupled in the same
plates with electrically free surfaces and with σ < σcr ,
whereby the dispersion curves exhibit no characteristic
splitting (Figs. 1a and 2a). For σ = σcr, the dispersion
curves exhibit “repulsion,” the extent of which
increases with σ and tends to maximum as σ  ∞
(Fig. 1c).

As can be seen from Figs. 1c and 2c, the dispersion
curves of the piezoelectrically more active S1–SH2 cou-
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Fig. 1. Plots of the phase velocities of the A0 and SH0 waves
propagating in the X + 15° direction versus parameter hf for
the Y-cut potassium niobate plates with various values of
conductivity of a thin surface film: (a) σ = 10–8 S; (b) σ =
σcr = 4 × 10–4 S; (c) σ = 10–2 S.
TE
ple propagating in the Y–X lithium niobate exhibit more
pronounced repulsion as compared to that for the piezo-
electrically less active A0–SH0 couple propagating in
the Y–(X + 15°) potassium niobate. Based on this fact,
we conclude that the degree of repulsion between the
dispersion curves of coupled modes grows with
increasing electromechanical coupling coefficient of
the waves under consideration.

Thus, the results of our investigation showed that
piezoelectric plates of a certain crystallographic orien-
tation covered with a thin conducting surface film can
feature hybrid modes of the zero and higher orders, pro-
vided that the film conductivity exceeds a definite crit-
ical value. These results are not only of interest from
the fundamental standpoint but can find practical appli-
cation in the research and development of various
devices such as amplitude and phase modulators and
controlled directional couplers. These devices employ
piezoelectric plates coated with thin conducting films,
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Fig. 2. Plots of the phase velocities of the S1 and SH2 waves
propagating in the X axis direction versus parameter hf for
the Y-cut lithium niobate plates with various values of con-
ductivity of a thin surface film: (a) σ = 10–8 S; (b) σ = σcr =

6 × 10–6 S; (c) σ = 10–2 S.
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the conductivity of which can be controlled by various
external factors such as the electric or magnetic field,
light, etc.
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On the Velocity of Propagation of a Frequency-Modulated Signal 
in a Strongly Dispersive Medium
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Abstract—The velocity of propagation of a narrowband, frequency-modulated signal in a medium character-
ized by a strong dispersion of absorption or amplification may significantly differ from the group velocity, with
which an analogous narrowband signal without frequency modulation propagates in the same medium. In par-
ticular, the velocity of the frequency-modulated signal can be supraluminal or negative, even when the group
velocity is subluminal. © 2003 MAIK “Nauka/Interperiodica”.
1. In recent years, much interest has been devoted to
the velocity of propagation of wave packets in a
strongly dispersive media (see, e.g., [1–3] and refer-
ences therein). This interest is related primarily to
effects such as the motion of the wave packet maximum
with a supraluminal or negative group velocity and to
the possibility of “self-regeneration” of a partly trans-
mitted signal. The group velocity of a signal is usually
identified with the velocity of propagation of the signal
maximum.

As will be demonstrated below, this approach to the
group velocity definition is generally inapplicable to
frequency-modulated (FM) signals propagating in a
strongly dispersive medium: FM signals can propagate
with velocities significantly different (toward both
increase and decrease) from the group velocity in such
a medium. As a result, the aforementioned effects in a
strongly dispersive medium can take place in the case
of both anomalous (positive) and normal (negative) dis-
persion. Moreover, the velocity of propagation of an
FM signal (and the above effects) can be controlled by
changing the character of the frequency modulation.

This is related to the fact that a strong dispersion of
the real refractive index of a given medium is accompa-
nied (according to the Kramers–Kronig relations [4])
by a strong dispersion of the absorption (or amplifica-
tion) coefficient of this medium. Therefore, a strongly
dispersive medium is, strictly speaking, always selec-
tively (with respect to frequency) absorbing or amplify-
ing and, hence, a description of the propagation of a
wave packet in such a medium has to take into account
both dispersion of the real refractive index and the dis-
persion of the absorption (or amplification) coefficient.
This is most readily achieved in terms of the complex
group velocity [2, 3, 5] or using an equivalent concept
of the complex signal delay time.
1063-7850/03/2909- $24.00 © 20784
2. Consider a narrowband signal E(z, t) with a car-
rier frequency ω1 and a complex envelope A(z, t) prop-
agating along the z axis in a homogeneous isotropic
medium:

(1)

Let the wave packet propagate in a medium with the
refractive index n(w) = n0 + ∆n(ω), where ∆n(ω) is a
complex additive related to the spectral amplification
band centered at ω0 and n0 is the background (nonreso-
nance) value of the refractive index weakly dependent
on the light frequency in the region of ω0.

Let us introduce the following notation: α0 ≡
i(ω0/c)∆n(ω0) is the amplitude amplification coefficient
at the center ω0 of the selective amplification band;

g(Ω) ≡ ik ∆n(ω0 + Ω) is the complex form factor of
the line normalized to unity at the at the center ω0 of the
spectral amplification band; Ω is the detuning of a wave
frequency from the central frequency of the spectral
amplification band (ω ≡ ω0 + Ω); ξ ≡ α0z is the optical
pathlength in the layer of a substance with a thickness
of z; Ω0 = ω1 – ω0 is the frequency shift of the carrier
frequency ω1 relative to the center ω0 of the spectral
amplification band.

Recently [2, 3], the following expression was
obtained in the complex group velocity approximation
for the complex envelope A(z, t) of a wave packet of
arbitrary shape transmitted via a layer of dispersive
medium:

(2)

where Z is the layer thickness, A(0)(t) ≡ A(0, t) is the
time dependence of the signal at the boundary of the

E z t,( ) A z t,( ) iω1t–( )exp A* z t,( ) iω1t( )exp .+=

α0
1–

A z t,( ) ik0n ω0( )z ξg Ω0( )+( )exp A 0( ) t τ z( )–( ),=
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layer (i.e., at z = 0), and τ(z) is the complex signal delay
time. The latter quantity is determined by the relations

(3)

Here, the parameter τ0 has the meaning of the signal
delay time in vacuum and is always positive. The
parameter τr represents an additional (with respect to
vacuum) real signal delay time and can be either posi-
tive or negative (negative vales of this parameter are
usually related to the possibility of supraluminal or
negative group velocity of the wave packet). The
parameter τi has the meaning of the imaginary part of
the complex signal delay time. In the case of amplitude-
modulated signals, this parameter describes a signal
distortion caused by the dispersion of the absorption (or
amplification) coefficient of the medium.

For an FM signal, the imaginary part of the signal
delay time may lead to a shift of the time dependence
of the signal intensity, that is, to a change in the velocity
of motion of the signal maximum. This can be illus-
trated for a Gaussian signal with a linear frequency
modulation (LFM):

(4)

where T is the signal duration and m is the LFM index.1

The Gaussian time dependence of this signal (see
Fig. 1a) is independent of the LFM index.

As can be readily checked, the application of for-
mula (2) in the complex group velocity approximation
leads to the following expression for the time variation
of the signal intensity I(z, t) = |A(z, t)|2 upon traveling a
distance z in the dispersive medium:

(5)

where

(6)

for the central point of the signal.

1 A frequency modulation of this type is acquired by a Gaussian
wave packet, initially possessing no modulation, in the course of
propagation in a nonabsorbing weakly-dispersive medium
(see [6]).

τ z( ) τ0 τ r iτ i+ + z/v gr
compl, τ0 z/v ph, v ph c/n0,≡ ≡ ≡ ≡

τ r ξ
∂ Img Ω0( )( )

∂Ω0
------------------------------, τ i ξ

∂ Reg Ω0( )( )
∂Ω0

------------------------------.–≡ ≡

A 0( ) t( ) t2

T2
-----– 1 iπm/2–( ) 

  ,exp=

I z t,( ) 2ξReg Ω0( )-----




exp=

+
2τ i

2 1 πm/2( )2+( )
T2
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2 t tc–( )2

T2
---------------------+





,

tc z( ) τ0 z( ) τ r z( ) πm/2( )τ i z( )+ +=
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As can be seen, the LFM Gaussian signal (as well as
a signal without FM) propagates, in the complex group
velocity approximation, without changes in the shape
or duration.2 The presence of FM (m ≠ 0) leads to an
additional (as compared to the case of an unmodulated
signal, m = 0) increase in the signal amplitude and a
change in the velocity of propagation of the signal max-
imum. The velocity of propagation of the LFM Gauss-
ian signal can be either higher or lower (depending on
the sign of the modulation index) than the velocity of a
Gaussian signal without FM (i.e., than the “true” group
velocity).

The factors accounting for this result are quite evi-
dent. The greater amplitude of the LFM signal as com-
pared to that of the signal without such modulation is
related to the fact that an increase in the modulation
index leads to expansion of the frequency spectrum and
to an increase in the integral (over the entire spectrum)
amplification coefficient (as compared to that at the
middle frequency of the signal spectrum).

The difference between the velocity of propagation
of an LFM signal from that of an unmodulated signal is
related to the fact that the signal components with the
frequencies closer to the central frequency of the spec-
tral amplification band exhibit a stronger amplification
in the course of propagation. In other words, the differ-
ence of the velocity of propagation of an FM signal
from the group velocity of a signal without FM in this
case is caused by the predominant amplification of the
leading and trailing parts of the packet, which is related
to the difference of the carrier frequencies in these
parts. This mechanism is close to a nonlinear mecha-
nism responsible for the supraluminal group velocity,
related to the predominant amplification of the signal
front in a medium with nonlinear saturation of the
amplification coefficient [7, 8].

3. The above results can be illustrated by calcula-
tions. Let us restrict the consideration (as in [2, 3]) to
the case of a Lorentzian profile of the spectral amplifi-
cation band with the width ∆Ω1/2 and the coherence
time τl ≡ 2/∆Ω1/2:

(7)

The signal parameters are as follows: duration, T =
10τl; carrier frequency shift relative to the center of the
spectral amplification band x0 = Ω0τl = 1 modulation
index m = 0, ±5. The results of calculations of the signal
shape in different approximations are presented in
Fig. 1, which shows the time variation of the signal
intensity I(z, t) ≡ |A(z, t)|2 for various pathlengths (and,
accordingly, for various values of the complex signal
delay time τcompl = τr + iτi): ξ = 0 (τcompl = 0, Fig. 1a);
ξ = 1.5 (τcompl = 0.75iτl, Fig. 1b); ξ = 3 (τcompl = 1.5iτl,
Fig. 1c). The results of numerical calculations are

2 A non-Gaussian signal, either with or without FM, propagating at
a complex group velocity, naturally exhibits a distortion. In this
sense, the presence or absence of the FM is insignificant.

g Ω( ) 1 i2Ω/∆Ω1/2–( ) 1– .=
3
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depicted by solid curves and the results obtained within
the framework of the complex group velocity approxi-
mation (analytical formulas (2) and (3)) are presented
by the dashed curves. For the selected shift of the car-
rier frequency, the additional (relative to vacuum) real
signal delay time is zero, which implies that the real
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Fig. 1. Propagation of a frequency-modulated Gaussian sig-
nal in a dispersive medium for various values of the modu-
lation index (m = –5, 0, +5) and the optical pathlength
ξ = 0 (a), 1.5 (b), and 3 (c).
TE
group velocity coincides with the phase velocity (i.e.,
with the light velocity in vacuum for n0 = 1). For this
reason, the unmodulated signal (m = 0) in the comoving
frame employed in Fig. 1 occurs “in rest” and only
slightly deforms with increasing pathlength ξ. In the
case of a positive (or negative) FM, the signal maxi-
mum appears significantly earlier (or later) than that of
the unmodulated signal.

Thus, the velocity of propagation of the FM signals
in a strongly dispersive medium can be controlled by
changing the modulation. The resulting velocity can
significantly differ (toward both increase and decrease)
from the group velocity in the given medium. In partic-
ular, the velocity of propagation of an FM signal can be
supraluminal or negative, even when the group velocity
is subluminal. In this case, the character of the signal
propagation is analogous to that of a signal with a
supraluminal group velocity, whereby a “nonantropo-
genic” signal prediction and “self-regeneration” of a
partly transmitted signal are possible (see [2, 3]).
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Abstract—An external electric field was used for the first time as a factor controlling the synthesis of single-
sheet carbon nanotubes in the expanding jet of products formed in the course of laser ablation of a carbon target
with a catalyst. Application of the electric field leads to a dramatic change in a macroscopic pattern of the pro-
cess, whereby almost entire reactor volume is filled with a fine carbon web. According to the results of analysis
of the web fibers by Raman scattering, the material consists of single-sheet carbon nanotubes with diameters
ranging from 1.23 to 1.41 nm. © 2003 MAIK “Nauka/Interperiodica”.
The synthesis of single-sheet carbon nanotubes [1]
is performed by various methods, the most promising
of which are the electric arc discharge, laser ablation of
graphite, and catalytic pyrolysis of hydrocarbons.
Extensive information about the results of investiga-
tions in this field is summarized in reviews [2, 3].
Despite considerable progress, there are still many
problems related to the development of effective meth-
ods ensuring self-organized synthesis of single-sheet
carbon nanotubes (SCNTs) and other functional molec-
ular nanostructures with preset characteristics and to
the elucidation of mechanisms involved in these pro-
cesses.

In this context, of special interest are the methods of
laser ablation [4, 5], which offer a convenient tool for
studying the mechanism and kinetics of the entire
sequence of processes involved in the SCNT synthesis,
including both the initial stage of the evaporation of
carbon and catalyst and the subsequent stages of self-
organized nucleation and growth of molecular associ-
ates, compact clusters, and carbon nanostructures. Nat-
urally, the most interesting problem is to elucidate the
mechanisms controlling the nucleation and self-orga-
nized growth of SCNTs and to establish factors influ-
encing these processes. We suggest that one such factor
is the electric field. It is therefore of interest to deter-
mine how the course of the synthesis and the character-
istics of carbon nanostructures change when the reac-
tion zone is exposed to a constant electric field.

Here were report for the first time about a strong
effect of the applied electric field on the synthesis of
single-sheet carbon nanotubes in the expanding jet of
products formed in the course of laser ablation of a car-
bon target with a nickel–yttrium catalyst. The experi-
ments were performed in a modified laser setup
described in detail elsewhere [5, 6], which was previ-
1063-7850/03/2909- $24.00 © 0787
ously used for the investigations of pyrolysis waves and
the laws of SCNT synthesis by laser ablation of graph-
ite with catalyst.

The output radiation of a CW gas-discharge CO2
laser with a power of 2 kW and a beam divergence of
8 × 10–4 rad, focused by a zinc selenide lens with a focal
length of 20 cm, entered via a salt window into a quartz
tube reactor with an internal diameter of 7.1 cm and a
length of 51 cm. The radiation was concentrated on the
edge surface of a cylindrical graphite target with a
diameter of 5 mm and a length of 9 mm. The target had
a channel with a diameter of 3.8 mm and a length of
7 mm filled with a mixture of carbon and a nickel–
yttrium catalyst (C : Ni : Y = 95 : 4 : 1 at. %). The laser
spot diameter on the target surface was 2 mm. The reac-
tor was purged with helium (relaxant of the variational
energy of the synthesized nanostructures) at a flow rate
of 0.5 l/min and a pressure of 760 Torr.

The laser action induced intensive vaporization of
the target with the formation of a jet of the laser abla-
tion products expanding in the direction opposite to the
incident the laser beam and the helium flow. A special
diaphragm situated at a distance of 6 cm from the target
deflected the jet of ablation products and directed it
along the wall toward the reactor output. The nanopar-
ticles formed in the course of condensation in the cold
peripheral regions of the reactor were deposited on spe-
cial substrates, as well as on the diaphragm and the
reactor walls. The deposited products were studied by
methods of Raman scattering and scanning electron
microscopy.

In order to study the influence of an external electric
field on the synthesis and to provide for the most favor-
able conditions of the self-organized synthesis of
SCNTs, the process was conducted in a constant elec-
2003 MAIK “Nauka/Interperiodica”
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tric field generated between various elements situated
in the reactor volume between the target and the dia-
phragm. Both the target and the diaphragm were
grounded, and a negative potential was applied to the
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Fig. 1. Raman spectra of the carbon deposits collected
(1) on the substrate and (2) on a diaphragm (spaced by 2 and
6 cm, respectively, from the laser-ablated carbon target).
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Fig. 2. Scanning electron micrograph of a carbon web.
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substrate closest (2 cm) to the target. The voltage
between this substrate and the target was 400 V.

Application of the electric field leads to a dramatic
change in a macroscopic pattern of the process: instead
of deposition of the typical carbon products on various
parts and the reactor walls, almost the entire reactor
volume between the target and the diaphragm is filled
with a very fine network structure having the form of a
carbon web. The web is formed between various parts
and elements of the device, as well as between walls of
the quartz reactor and various elements of the substrate
holder. There was an impression that most coarse fibers
of the web were oriented in the direction of field lines.
Since virtually no usual carbon deposit was formed, we
can ascertain that switching on the electric field led to
conversion of 80–85% of the total amount of carbon
evaporated from the graphite–catalyst target into the
weblike carbon structures. Such a dramatic change in
the macroscopic pattern of the process may reflects the
field-induced changes probably taking place in the
mechanism of synthesis of the carbon nano- and micro-
structures.

Figure 1 shows the Raman spectra of the deposits
collected from the substrate and the diaphragm, repre-
senting a predominantly weblike material. The struc-
ture of these spectra is typical of the SCNTs (with a
characteristic splitting of the axial mode and a line shift
of ∆ν = 1587 cm–1), which is evidence of the SCNT
synthesis in our experiments. The radial mode observed
in the low-frequency part of the spectrum (∆ν = 150–
200 cm–1) bears information about the spectrum of
diameters of the deposited SCNTs. Estimates analo-
gous to those obtained in [5] showed that the carbon
web synthesized under the conditions studied com-
prises SCNTs with the diameters ranging from 1.23 to
1.41 nm, the average value being 1.32 nm. It should be
noted that the absence of a peak at 1350 cm–1 in the
Raman spectrum is indicative of the absence of amor-
phous carbon in the web.

Details and special features of the microstructure of
the weblike material can be determined from the data of
scanning electron microscopy. Figure 2 shows a micro-
graph of the weblike carbon structure. As can be seen,
the material consists of involved carbon fibers rather
uniformly distributed over the sample volume. Among
the fibers, there are very thin ones (20–30 nm in diam-
eter). The fiber junctions apparently contain some par-
ticles, but neither the nature of these particles nor any
relations between the particles and fibers were estab-
lished so far. As for the internal structure of the web
fibers, the Raman spectra indicate that the fibers are
composed of SCNTs. Subsequent investigations will
show whether the fibers consist entirely of SCNTs or
may contain some other carbon clusters and/or structures.

The strong influence of an applied electric field act-
ing as a controlling factor upon the SCNT synthesis can
be rationalized as follows. First, the external electric
CHNICAL PHYSICS LETTERS      Vol. 29      No. 9      2003
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field induces a dipole moment in the growing mole-
cules. Owing to this, the neighboring molecules or
associates with the dipole moments identically aligned
in the field exhibit attraction due to the dipole–dipole
interaction and, thus, form chain structures favoring the
formation of nanotubes. Second, the inhomogeneous
electric field generated under the conditions studied
acts upon a dipole with the force F = pe∆E/∆l, where pe

is the dipole moment of a molecule or associate and
∆E/∆l is the electric field gradient. Under the action of
this force, the dipoles move to the region of a stronger
field and are attracted to charged bodies. Application of
the electric field leads essentially to electrophoresis
(i.e., to the motion of charged nanoparticles and other
species with induced dipole moments suspended in a
gaseous medium), which favors effective trapping of
the migrating particles with the web formation. For this
reason, using the electric field, it is possible to control
the synthesis of carbon nanotubes and modify the prop-
erties of the synthesized structures. From the standpoint
of practice, it would be important to transform the car-
bon web into a continuous high-strength fiber material.
This would open the way to the development of a tech-
nology for the obtaining of nanoconductors, either
directly or by filling the nanotubes with a an appropri-
ate metal, thus creating a nanocomposite material.

At first glance, it might seem that the process of syn-
thesis of nanostructures in the jet of laser ablation prod-
ucts in an external electric field, as it was studied in our
experiments, is very close to the process taking place
during the synthesis of carbon nanotubes in an electric
arc discharge. However, the two processes are substan-
tially different, since the evaporation and synthesis
stages in the arc discharge are interrelated. The decreas-
ing current–voltage characteristic of the arc discharge
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 9      200
does not allow the voltage and current to be varied inde-
pendently. In order to increase the evaporation rate, we
have to increase the current, but this leads to a decrease
in the discharge voltage. In our experiments, the stages
of evaporation and synthesis are separated, since the
rate of evaporation is determined by the laser radiation
power density, while the electric field strength control-
ling the synthesis of nanostructures can be changed
independently and set almost arbitrarily.

Presently, the experiments are in progress to deter-
mine the control parameters of the process and to
develop effective methods for the synthesis of SCNTs
with preset parameters determining the electrical and
mechanical characteristics of the material.
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