
igh-
ordial
ty of

and
akes it

e
logy.

d-

e
on the

esis

of the
the
the

JETP LETTERS VOLUME 69, NUMBER 9 10 MAY 1999
Additional production of deuterium and helium-3 by
high-energy protons and antiprotons in the early Universe

E. V. Sedel’nikov
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125047 Moscow, Russia
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The results of calculations of3He, 3H, and D production as a result of
the disintegration of primordial4He by high-energy protons and anti-
protons in the early Universe are reported. It is shown that for primary
particle energiesEp,p̄.0.2 GeV the main role in3He, 3H, and D pro-
duction is played by the secondary proton cascade that develops in the
cosmological plasma and which destroys4He most intensively atE
;75 MeV. At the current state of the experimental data one can cal-
culate the number of nuclei produced to within 10%, and investigation
of the inelasticp4He interaction channels atE;75 MeV will make it
possible to improve substantially the accuracy of calculations of the
additional production of light elements. ©1999 American Institute of
Physics.@S0021-3640~99!00109-7#

PACS numbers: 26.35.1c, 98.80.Ft, 25.40.Ep, 27.10.1h, 25.43.1t

The additional production of the nuclei of light elements in the interaction of h
energy protons and antiprotons with the cosmological plasma produced during prim
nucleosynthesis is being studied in the literature in connection with the possibili
placing limits on the density of sources of such particles associated with the~hypotheti-
cal! physics of the very early Universe. Thus the requirement that the amount of D
3He produced not exceed their observed abundance in the present-day Universe m
possible to obtain limits on the parametersof the grand unification models,1 and on the
density of primordial black holes.2 The investigation of the possible evolution of th
chemical composition in the early Universe is also of independent interest for cosmo

A high-energy proton~antiproton! interacting with a plasma initiates secondary ha
ron and electromagnetic cascades in the plasma. The additional production of3He, 3H,
and D as a result of the disintegration of primordial4He by an electromagnetic cascad
has its own complicated and specific character and can serve to tighten the limits
particle sources. This is a subject for a separate paper.

Continuing the investigation of nonequilibrium cosmological nucleosynth
~NCN! in the early Universe with the participation of nucleons,3 this letter reports the
results of calculations using a more complicated model reflecting the current state
experimental data.~In the present case nonequilibrium means that the energy of
particles that break up4He is much greater than the average thermal energy of
equilibrium particles in the cosmological plasma.!
6450021-3640/99/69(9)/5/$15.00 © 1999 American Institute of Physics
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We are studying a uniform cosmological plasma consisting of hydrogen
helium-4 nuclei and electrons (n4He50.1n1H ,ne5n1H). The primordial4He is disinte-
grated by the primary particle and by the secondary proton cascade initiated b
primary particle. The energy distribution of the protons in the secondary casca
described by the functionf p ( f p̄) such that* f p( p̄)dE is the total number of nonequilib
rium secondary protons produced by the primary proton~antiproton!. The number of
nuclei of the element A (3He, 3H, or D! produced by a secondary proton cascade initia
by a proton can be expressed as

nA5E f p

sp4He→AXn4He

Sp
tot

dE5E f p

sp4He
inel n4He

Sp
tot

sp4He→AX

sp4He
inel dE,

where(p
tot is the total macroscopic proton–plasma interaction cross section, viz.,

Sp
tot5@spp

tot1sCoulomb#n1H1@sp4He
tot

#n4He,

and similarly for an antiproton withf p replaced byf p̄ .

The amount of primordial4He disintegrated by the cascade is proportional to
productf p@sp4He

inel n4He/(p
tot#. This product as a function of the secondary-proton energ

displayed in Fig. 1 for a number of values of the primary proton energy. For
antiproton-initiated cascade the form of the curvesf p̄@sp4He

inel n4He/(p
tot# is essentially iden-

tical, but the cascade is less energetic~a substantial fraction of the energy goes into t
annihilation channel!. One can see from Fig. 1 that the secondary proton cascade des
4He most intensively in the energy rangeEp'60–100 MeV~this is also valid for an
antiproton-initiated cascade!.

FIG. 1. The factorf p@sp4He
inel n4He /(p

tot#, determining the intensity of4He disintegration by a proton-initiated
secondary cascade. The numbers beneath the curves are the energy of the primary proton, in GeV.
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For studying the relation between the contributions to the additional productio
3He, 3H, and D from the primary particle itself and from the secondary proton cas
which it initiates, the antiproton case is more important — see Fig. 2. In explanatio
the figure, it should be mentioned that experimental data on the yield of fragmen
p̄4He annihilation exist only for3He, that the tritium yieldcan be estimated with a lar
error by making additional assumptions, and that the the estimated deuterium yield
over very wide limits.4 Tritium decays with a half-life;12 yr into 3He. ForEp̄.100
MeV the production of3He 1 3H by the secondary cascade starts to exceed the3He 1
3H production due to the annihilation of the primary antiproton. ForEp̄.40 MeV the
production of deuterium by the secondary cascade exceeds the minimum estimat
production byp̄4He annihilation, and forEp̄.0.2 GeV it exceeds the maximum estima
The inelastic nonannihilationp̄4He interaction does not play a large role anywhere in
energy range.

On the whole, the existing experimental data for thep̄4He interaction are inadequat
for constructing a reliable model of the additional3He 1 3H and D production in NCN
processes initiated in the early Universe by antiprotons with energyEp̄,0.2 GeV.

Models ofp̄4 He annihilation, with additional theoretical assumptions made in o
to estimate the3H and D yields, are being discussed in the literature~see, for example,
Ref. 5!. Such an estimate is especially important for the problem of annihilation
antimatter in the early Universe. Annihilation occurs at thermal energies, and the se
ary cascade can be completely neglected. The yield of3He, 3H, and D will be determined
directly by the yield of these fragments in the annihilation channel of thep̄4He interac-

FIG. 2. Amount of3He, 3H, and D nuclei additionally produced by a primary antiproton~thick lines! and by the
proton cascade initiated by the primary antiproton~thin lines! as a function of the antiproton energy. Th

amount of deuterium produced in the reactionp̄4He→ DX is shown for the minimum Dmin and maximum Dmax

estimates of the D yield inp̄4He annihilation.4 The dotted line shows the amount of3He nuclei produced in the

reactionp̄4He→ p̄3HeX.
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tion. The Coulomb interaction and, after recombination of the Universe, the radi
capture and rescattering by nuclear bound states6 play an important role in the annihila
tion of slow antiprotons, greatly increasing the total annihilation cross section. The
lomb interaction increases the percentage of annihilations on helium nuclei, and

increases interest in the experimental investigation of the3H and D yield inp̄4He anni-
hilation.

If the primary particle is a proton, then up to energiesEp;0.25 GeV the production
of 3He 1 3H and D occurs mainly through the disintegration of4He by the primary
proton itself. Disintegration by a secondary proton cascade dominates at higher en

At energies where the production is due to a secondary cascade~or, in the case when
the primary particle is a proton, at arbitrary energies!, the model makesit possible t
calculate to within 8–10% the number of3He, 3H, and D nuclei additionally produced in
NCN processes. Because of a lack of reliable experimental data forEp,0.2 GeV, this
computational accuracy is determined by the variations in the estimated cross sectio
the inelasticp̄4He interaction channels. The experimental data on inelasticp4He interac-
tion channels were discussed in detail in a 1972 review.7 For Ep,0.2 GeV the situation
remains essentially the same as it was then. However, as is clear from Fig. 1, this
is the most important for NCN. In this connection attention should be turned to
method developed at The Institute of Theoretical and Experimental Physics~Moscow!
and the Joint Institute of Nuclear Research~Dubna! for working with accelerated4He
nuclei bombarding a proton target. This method will make it possible to distinguish
inelasticp4He interaction channels efficiently. The experimental data8,9 obtained using
this method make it possible to fit reliably the cross sections for inelasticp4He interac-
tion channels forEp.0.2 GeV.

The total amount of additional3He 1 3H and D produced~by the primary particle
and by the secondary cascade! is shown in Fig. 3. The number of nuclei produced by t
proton is presented as bands in accordance with the computational accuracy ind
above. Similarly, the amount of3He 1 3H produced by an antiproton is shown as a ba
of possible energies. The experimental data on the3He yield and the minimum and
maximum estimates of the3H yield in p̄4He annihilation were used in the calculation; th
calculation of deuterium production by an antiproton is presented by two curves: fo
minimum ~Dmin) and maximum~Dmax) estimate of the D yield in thep̄4He annihilation
channel.4

An estimate of the ratioSD /(S3He13H) of the amount of deuterium produced in NC
to the total amount of helium-3 and tritium produced is very interesting for cosmolog
applications. At energies where the disintegration of4He is due to the secondary proto
cascade it can be estimated thatSD /(S3He13H)50.5560.08. In the case of a primar
proton, as its energy decreases this ratio approaches 1, since in the near-threshold
range the reactionp4He→ D3He dominates in the inelasticp4He interaction. For the
annihilation of slow protons it can only be said that the total3He 1 3H production is
greater than the production of D.

The following problems are important for further refinement of the model: 1! inves-
tigation of inelasticp4He interaction channels by the method of accelerated4He nuclei
with energyEp;75 MeV, and 2! the experimental determination of the3H and D yields
in p̄4He annihilation, which falls outside the scope of our needs here. From the stand
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of the present investigation, the energy rangeEp̄,0.2 GeV is of primary interest; spe
cifically, for the problem of annihilation of antimatter in the Universe it is especi
important to investigatep̄4He annihilation at rest.

I thank M. Yu. Khlopov, L. A. Kondratyuk, and V. I. Kukulin for a helpful discus
sion, I. M. Sobol’, whom I consultated concerning the Monte Carlo method used,
Yu. L. Levitan for his interest in this work.
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Record energy of a giant shower
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According to a reliable (x1
250.93 with 36 degrees of freedom! inter-

pretation of the readings of all triggered detector stations in a giant
shower, detected at the Yakutsk array on May 7, 1989 at 13 h 23 min
Greenwich time, in terms of the quark–gluon strings model with the
geomagnetic field taken into account, the energy of this shower was
331020 eV. © 1999 American Institute of Physics.
@S0021-3640~99!00209-1#

PACS numbers: 96.40.Pq, 13.85.Tp

1. Introduction

After the possible existence of giant air showers~GASs! was first mentioned,1–3

observations of three GASs with energies estimated to be much greater thanE0;1020 eV
were reported.4–6 For this reason, the Greisen–Zatsepin–Kuz’min~GZK! prediction7,8 of
a possible cutoff of the energy spectrum of primary cosmic ray particles due to
interaction with the microwave relic radiation can be regarded supporting the hypot
of a local distribution of sources of superhigh-energy particles~within ;30 Mpc!. The
detection of six new showers with energies exceeding 1020 eV has recently been
reported.9 These facts can all be interpreted as possible evidence of the existence of
new forms of matter~topological defects!, or hypothetical ultraheavy particles, or un
known mechanisms of charged-particle acceleration in nearby sources, or prev
unknown processes and objects. Thus one can talk about the discovery of a new
nomenon — GASs with energies above 1020 eV.

In view of the critical importance of this phenomenon, the validity, reliability, a
accuracy of estimates of the energy and directions of arrival of a GAS become espe
important. In the present work we have proposed and implemented a new metho
obtaining such estimates on the basis of an interpretation of the readings of all det
in terms of the quark–gluon strings~QGS! model,10 taking external factors~geomagnetic
field! and the normalization of certain computational parameters of the showers
account in accordance with the experimental data.
6500021-3640/99/69(9)/6/$15.00 © 1999 American Institute of Physics
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2. New method for obtaining estimates

The experimental data are interpreted in several steps. First, the zenith angleu and
azimuthal anglef characterizing the direction of the GAS axis are estimated from
data from the time channel of the readings of the detectors. We have shown11 that
interpreting the data in terms of not the planar-front model but rather the comp
spatiotemporal structure of the shower for various types of detected particles dec
the error in the angle estimates from several degrees to;1.5° using the minimum-x2

method and to;0.5° for the minimax method. Specifically, for the Yakutsk GAS, whi
consisted of muons, we obtained by the minimax method the estimatesu558.2°60.5°
andf5164.2°60.4°. The value ofx1

2 decreases from;2.2 to;0.4 with 14 degrees of
freedom, i.e., the reliability of the interpretation increases substantially.

The next step is to determine the coordinatesX andY of the point of intersection of
the shower axis and the plane of the array and the parameterr(600,u) ~the charged-
particle densities 600 m from the shower axis! on the basis of the adopted symmetr
spatial distribution function~SDF! of particles in a plane perpendicular to the shower a
~in what follows, the shower plane!. In our view this procedure introduces into th
detector readings additional errors due to the transition from the array plane to the s
plane. Another important source of possible errors is the fact that the quality of su
interpretation is virtually ignored. The particle SDF adopted may not correspond t
actual particle distribution for some reason, but the result of the interpretation —
value of the parameterr(600,u) — will be adopted. For example, for the standa
interpretation of the data on the Yakutsk GASx21

2 539.1 ~reliability less than 1%!. It is
obvious that the estimates of the parameterr(600,u) and the coordinates of the show
axis obtained in this case are suboptimal.

We propose that the readings of all detectors in the array plane be interpreted
basis of the computed SDF of the detected particles using a selected model taki
count of external factors~the geomagnetic field!. The results should be estimates of t
energyE0 and the coordinatesX andY of the shower axis in the array plane. Thus w
arrive at the problem of minimizing

xn23
2 5(

i 51

n S r t2rexp

s D 2

, ~1!

wheren is the number of triggered detectors andrexp and r t are, respectively, the de
tected and computed particle densities, on the set of possible values ofX, Y, andE0. It is
obvious that even the ‘‘best’’ model and various approximations do not necess
correspond to the data at the highest energies. For this reason, a procedure was
whereby the computed characteristics of the GAS are normalized to the experiment
obtained using the calorimetric determination method,12 i.e., in accordance with the law
of conservation of energy. The details of this normalization are described in Sec. 3

Figure 1 shows for the Yakutsk GAS a ‘‘grid’’ of ratiosz of the muon densities
calculated with and without the geomagnetic fieldB. The z51 plane corresponds toB
50; the points with error bars correspond to the experimental data for GAS,4 divided by
the computed densities in theB50 approximation. It is evident from Fig. 1 that th
experimental points cluster around the ‘‘grid.’’ Thus the the geomagnetic field gre
degrades the azimuthal symmetry of the muon SDF, and for this reason the us
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symmetric SDF in the standard interpretation procedure is a simplification. We prop
the method~1! precisely because an asymmetric muon SDF can be calculated for
specific case. Taking account of the geomagnetic field,x1

250.93 with 36 degrees o
freedom, i.e., the proposed interpretation of the GAS data is entirely reasonable, wh
reliability of the standard procedure is;1%. Neglecting the geomagnetic field give
x1

252.03 ~the probability of agreement is less than 0.03%!.13 The values of the coordi-
natesX51112 m andY52452 m of the shower axis in the array plane, which a
determined by the new method, differ from the initial estimatesX051055 m andY05
2406 m, which increases the average value of the parameterr(600,u) by a factor of
1.45. Since this parameterr(600,u,f) also depends on the azimuthal anglef ~the mini-
mum value can differ from the maximum value by approximately a factor of;1.5~!! —
see Fig. 1!, it should not be used to estimate the energyE0. According to the proposed
method, an estimate ofE0, just like estimates ofX and Y, is obtained by minimizing
expression~1!. Taking into account the normalization of the computed muon dens
~see Sec. 3!, this minimum obtains forE05331020 eV, which is two or three times
higher than the old estimate.4 It should be noted especially that the interpretation of
experimental results is finished at this stage, since all required estimates have
obtained.

In the standard procedure other steps, each of which can lead to additional erro
required. For example, switching from the parameterr(600,u) averaged over azimutha
angles to its value for vertical showers (u50), assuming exponential absorption, can le
to a substantial discrepancy with the theory, which also does not give unequivoca
dictions ~see below!. This is illustrated in Fig. 2, which shows the computedu depen-
dence of the charged-particle densityr(600,u):

r~600,u!5re~600,u!11.25•km•rm~600,u,>Em!, ~2!

FIG. 1. ‘‘Grid’’ of ratios z ~vertical axis! of the muon densities calculated with the geomagnetic fieldB taken
into account and in theB50 approximation. Circles with errors — data of Ref. 4;z51 plane —B50 case.
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wherere andrm are the electron and muon densities,Em50.3 GeV, the factor 1.25 take
into account the muon-decay electrons, andkm51.42 is a normalization factor~see
Sec. 3!. Curves1, 2, and 3 were calculated according to three different hypothe
concerning the electron SDF~1 — NKG approximation,14 2 — model with a modified
NGK function,15 3 — approximation used in Ref. 16!. These curves are drawn from th
new valuer(600,u)577.6 and demonstrate the nonuniqueness of switching tor(600,0).
The two straight lines correspond to two values of the absorption rangel used at the
Yakutsk array and are drawn from the initial estimater(600,u)553.9.

The calorimetric determination method12 gives the following estimate ofE0 on the
basis of the value of the parameterr(600,0):

E05a•ra~600,0!, ~3!

wherea54.831017 eV anda51. However, since the statistical sample of the event
limited at superhigh energies, such a calibration is actually obtained in a narrow e
range where the error in the estimation ofa is large. At the highest energies the show
maximum approaches the observation level and the ratios of the various shower c
teristics change. For this reason extrapolating the calibration to superhigh energies
entirely sound. For example, calculations in the QGS model with the normalization o
signal taken into account~see Sec. 3! give a54.5531017 eV anda51.07 and therefore
an additional increase in the estimate of the energyE0 by a factor of approximately 1.5
Our method~1! does not contain this step and the additional errors due to it.

3. Normalization of the computed shower parameters

The calorimetric determination method,12 which is based on measurements of t
Cherenkov light, is the main advantage of the Yakutsk array. For this reason, the id

FIG. 2. Charged-particle density 600 m from the axis of a 331020 eV shower as a function of the zenith ang
u. Curves1, 2, and3 correspond to the assumptions of Refs. 14, 15, and 16 about the electron SDF a
drawn fromr(600,u)577.6. The two straight lines represent two variants of exponential absorption an
drawn fromr(600,u)553.9.



is of
n
ics of
pletely
e-
he
basis
n
n the

ensi-
e

ctron-
om a

sities
puted

GAS
field

— data

654 JETP Lett., Vol. 69, No. 9, 10 May 1999 Antonov et al.
normalizing the computed shower parameters with respect to the results of Ref. 12
interest. For the experimentally estimated energiesE0,12 the computed Cherenkov photo
fluxesF are 2%–5% higher than the measured values. This means that the dynam
the development of hadron cascades in the atmosphere can be described com
satisfactorily on the basis of the adopted model10 and approximations. The good agre
ment between the computed cascade curves17 and the data of Ref. 6 also shows that t
development of a shower in the longitudinal direction can also be described on the
of the QGS model at energies;331020 eV. However, the computed energy fractio
Emn /E0, which goes into muons and neutrinos, is on average 1.42 times smaller tha
value estimated experimentally. For this reason, the factorkm51.42 was introduced in
Eq. ~2! for the charged-particle density, i.e., normalization of the computed muon d
ties was performed. We also note that forkm51.42 our computational results for th
muon density agree with the calculations performed using the COSMOS code.18 In the
total energy balance this means that the computed fraction of the energy of the ele
photon component decreases by 2%–3%, i.e., precisely by the amount following fr
comparison of the Cherenkov photon fluxes.

Figure 3 illustrates the fact that for the chosen normalization of the muon den
(km51.42) and the assumption of Ref. 15 concerning the electron SDF the com
fraction of muons with energiesEm>1 GeV agrees with the experimental fraction,19 i.e.,
all existing experimental data can be described well in this case.

In summary, the interpretation of the readings of all triggered detectors in the
detected at the Yakutsk array in terms of the QGS model with the geomagnetic
taken into account and with normalization of only one parameter of the shower~the muon
density! shows to a high degree of reliability (x1

250.93 with 36 degrees of freedom! that

FIG. 3. Fraction of muons with energyEm>1 GeV 600 m from the shower axis as a function ofE0. Curves1,
2, and3 correspond to the assumptions of Refs. 14, 15, and 16 concerning the electron SDF. Circles
from Ref. 19 foru518°.
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the energyE0 of this shower is;331020 eV. This result does not depend on th
assumption made in Ref. 15 about the electron SDF, since the method propos
analyzing the muon GAS does not involve switching to shower parameters for the
tical direction. It is interesting that both the energy estimate and the direction of arriv
this shower agree well with the analogous estimates of the GAS detected in the U
the Fly’s Eye array.6 Without normalization~i.e., with km51) the energyE0 increases to
4.331020 eV.

In closing, we wish to thank G. T. Zatsepin for a fruitful discussion of the resu
suggestions, and support.

*e-mail: ddn@dec1.npi.msu.su
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It is noted that the standard black hole topology admits twisted con-
figurations of the spinor field owing to the existence of twisted spinor
bundles, and they are analyzed using the Schwarzschild black hole as
an example. This is physically linked with the natural presence of Dirac
monopoles on black holes and entails marked modification of the
Hawking radiation for spinor particles. ©1999 American Institute of
Physics.@S0021-3640~99!00309-6#

PACS numbers: 04.70.Dy, 04.20.Gz

1. A few years ago there appeared an interest in studying topologically inequiv
configurations~TICs! of various fields on 4D black holes, since TICs might give mark
additional contributions to quantum effects in the 4D black hole physics, e.g., Haw
radiation,2 and also might help to solve the problem of laying a statistical foundation
the black hole entropy.2 So far, however, only TICs of the complex scalar field have b
studied, more or less on the Schwarzschild~SW!, Reissner–Nordstro¨m ~RN!, and Kerr
black holes. The next physically important case is that of spinor fields. In the pre
paper we begin a study of twisted TICs of spinor fields in a form convenient for phy
applications, restricting ourselves here for the sake of simplicity to the framework o
SW black hole geometry.

We write down the black hole metric under discussion~using the ordinary set o
local coordinatest,r ,q,w) in the form

ds25gmndxm
^ dxn[adt22a21dr22r 2~dq21sin2 qdw2! ~1!

with a512r g /r , r g52M , whereM is the mass of the black hole. In addition, we ha

ugu5udet(gmn)u5(r 2 sinq)2 and r g<r ,`, 0<q,p, 0<w,2p.

Throughout the paper we employ the system of units with\5c5G51, unless
explicitly stated otherwise. Finally, we shall denote byL2(F) the set of the modulo
square integrable complex functions on any manifoldF furnished with an integration
measure.

2. The existence of TICs of a spinor field on black holes follows from the fact
over the standard black hole topologyR23S2 there exists only one Spin-structure@con-
forming to the group Spin~1,3!5 SL(2,C)#. Referring for the exact definition of Spin
structure to Refs. 5 and 6, we only note here that the number of inequivalent
structures for a manifoldM is equal to the number of elements inH1(M ,Z2), the first
6560021-3640/99/69(9)/8/$15.00 © 1999 American Institute of Physics
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cohomologygroup ofM with coefficients inZ2. In our caseH1(R23S2,Z2)5H1(S2,Z2),
which is equal to 0, and thus there exists only the trivial Spin-structure.

On the other hand, the nonisomorphic complex line bundles overM are classified by
the elements inH2(M ,Z), the second cohomology group ofM with coefficients inZ
~Refs. 5 and 6!. In our case this group is equal toH2(S2,Z)5Z, and, consequently, the
number of complex line bundles is countable. As a result, each complex line bundl
be characterized by an integernPZ, which in what follows will be called its Chern
number.

In this situation, if we denote byS(M ) the only standard spinor bundle overM
5R23S2 and byj the complex line bundle with Chern numbern, we can construct the
tensor productS(M ) ^ j. As is known,7 over any noncompact spacetime the bun
S(M ) is trivial and, accordingly, the Chern number of the 4D vector bundleS(M ) ^ j is
equal to n as well. Under the circumstances we obtain the twisted Dirac ope
D:S(M ) ^ j→S(M ) ^ j, and so the wave equation for the corresponding spinorsc ~with
a massm0) as sections of the bundleS(M ) ^ j may look as follows:

Dc5m0c, ~2!

and we can call the~standard! spinors corresponding ton50 ~trivial complex line bundle
j) untwisted, while the rest of the spinors withnÞ0 should be referred to astwisted.

From general considerations5,6,8 the explicit form of the operatorD in local coordi-
natesxm on a 2k-dimensional~pseudo!Riemannian manifold can be written as follows

D5 i¹m[ igaEa
mS ]m2

1

2
vmabg

agb2 ieAmD , a,b, ~3!

whereA5Amdxm is a connection in the bundlej and the formsvab5vmabdxm obey the
Cartan structure equationsdea5v b

a `eb with exterior derivatived, while the orthonor-
mal basisea5em

a dxm in the cotangent bundle and the dual basisEa5Ea
m]m in the tangent

bundle are connected by the relationsea(Eb)5db
a . Finally, the matricesgarepresent the

Clifford algebra of the corresponding quadratic form inC2k
. Below we shall deal only

with the 2D Euclidean case~quadratic formQ25x0
21x1

2) or with the 4D Lorentzian case
~quadratic formQ1,35x0

22x1
22x2

22x3
2). For the latter case we take the following choi

for ga:

g05S 1 0

0 21D , gb5S 0 sb

2sb 0 D , b51, 2, 3, ~4!

where thesb denote the ordinary Pauli matrices. It should be noted that, in the Lor
zian case, Greek indicesm,n, . . . areraised and lowered withgmn of ~1! or its inverse
gmn while Latin indicesa,b, . . . areraised and lowered byhab5hab5 diag~1,–1,–1,
–1!, so thatem

a en
bgmn5hab, Ea

mEb
ngmn5hab and so on.

Using the fact that all of the aforementioned bundlesS(M ) ^ j can be trivialized
over the chart of local coordinates (t,r ,q,w) covering almost the whole manifold
R23S2, we can concretize the wave equation~2!on the given chart for a TICc with
Chern numbernPZ in the case of metric~1!. Namely, we can pute05Aadt,
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e15dr/Aa, e25rdq, e35r sinqdw and, accordingly, E05] t /Aa, E15Aa] r ,
E25]q /r , E35]w /r sinq. This entails

v0152
1

2

da

dr
dt, v1252Aadq, v1352Aa sinqdw, v2352cosqdw. ~5!

As to the connectionAm in the bundlej, a suitable one was found in Ref. 1 and isA
5Amdxm52(n/e)cosqdw. Then the curvature of the bundlej is F5dA
5(n/e)sinqdq`dw. We can further introduce the Hodge star operator on 2-formsF of
anyk-dimensional~pseudo!Riemannian manifoldB provided with a~pseudo!Riemannian
metric gmn by the relation~see, e. g., Ref. 8!

F`* F5~gmagnb2gmbgna!FmnFabAugu dx1`dx2
•••`dxk ~6!

in local coordinatesxm. In the case of the metric~1! this yields *F5(n/er2)dt`dr, and
integrating over the surfacet5const, r 5const with topologyS2 gives rise to the Dirac
charge quantization condition

E
S2

F54p
n

e
54pq ~7!

with magnetic chargeq, so we can identify the coupling constante with the electric
charge. Further, the Maxwell equationsdF50, d•F50 are clearly fulfilled with the
exterior differentiald5] tdt1] rdr1]qdq1]wdw in coordinatest,r ,q,w. We come to
the same conclusion as in the case of TICs of a complex scalar field:1–4 Dirac magnetic
U(1)-monopoles naturally live on black holes as connections in complex line bun
and, hence, physically the appearance of TICs for the spinor field should be attribu
the natural presence of Dirac monopoles on the black hole, and the interaction with
splits the spinor field into TICs. Also it should be emphasized that the total~internal!
magnetic chargeQm of the black hole, the result of summing over all the monopo
remains equal to zero because

Qm5
1

e (
nPZ

n50. ~8!

Returning to Eq.~2!, we see that when all the above is taken into account, it has
form

F ig0
1

Aa
S ] t2

1

2
v t01g

0g1D1 ig1Aa] r1 ig2
1

r S ]q2
1

2
vq12g

1g2D
1 ig3

1

r sinq S ]w2
1

2
vw13g

1g32
1

2
vw23g

2g31 in cosq D Gc5m0c. ~9!

After a simple matrix algebra computation using~4! and~5!, we find that Eq.~9! can be
rewritten as

S A B

2B 2AD S c1

c2
D 5m0S c1

c2
D , ~10!

with the operators
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A5
i

Aa
] t , B5 is1B11

1

r
B2 , ~11!

where, in turn,

B15
1

2

dAa

dr
1Aa] r1

Aa

r
, B25 is2]q1 is3

1

sinq S ]w2
1

2
s2s3 cosq1 in cosq D .

~12!

Now we can use the ansatzc15eivtr 21F1(r )F(q,w), c25eivtr 21F2(r )s1F(q,w)
with a 2D spinorF5(F2

F1) to get, with the help of~10!–~12!,

S B11
1

r
DnDc15 i ~m02c!s1c2 ,

S B11
1

r
DnDc252 i ~m01c!s1c1 , ~13!

with c5(1/Aa)v and Dn52 is1B2. It is natural to takeF as an eigenspinor of the
operatorDn , and, noting thats1Dn52Dns1, we can obtain from~13! the system

Aa] rF11S 1

2

dAa

dr
1

l

r DF15 i ~m02c!F2 ,

Aa] rF21S 1

2

dAa

dr
2

l

r DF252 i ~m01c!F1 , ~14!

with an eigenvaluel of the operatorDn . We should therefore explore the equatio
DnF5lF.

3. It is not hard to see that the operatorDn has the form~3! with g052 is1s2 ,
g152 is1s3 , e05dq, e15sinqdw, v015cosqdw, Amdxm52(n/e)cosqdw, i.e., it
corresponds to the above-mentioned quadratic formQ2, and this is just a twisted~Eu-
clidean! Dirac operator on the unit sphere, and the conforming complex line bundle i
restriction of the bundlej on the unit sphere. Again a simple matrix algebra computa
results in

Dn5S D1n D2n

2D2n 2D1n
D , D1n5 i S ]q1

1

2
cotq D , D2n52

1

sinq
~]w1 in cotq!.

Then it is easy to see that the equationDnF5lF can be transformed into

S 0 Dn
2

Dn
1 0

DF05lF0 , F05S F1

F2
D , ~15!

where

Dn
65D1n6D2n5 i F]q1S 1

2
7nD cotqG7

1

sinq
]w , F65F16F2 .

From here it follows thatDn
2Dn

1F15l2F1 , Dn
1Dn

2F25l2F2 or, with the use of the
ansatzF65P6(q)e2 im8w, in explicit form
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F ]q
2 1cotq]q2

m821~n71/2!222m8~n71/2!cosq

sin2 q
GP6~q!

5S 1

4
2n22l2D P6~q!. ~16!

It is known1,9 that the differential operators of the left-handside in~16! have in the
interval 0<q<p eigenfunctions whichare finite atq50,p only for eigenvalues2k(k
11), wherek is a positive integer or half-integer, while at the same timem8,n85n
61/2, and the multiplicity of such an eigenvalue is equal to 2k11. In our case we have
that n85n61/2 is half-integer because the Chern numbernPZ. As a result, we should
put m85m21/2 with an integerm and thenum8u<k5 l 11/2 with a positive integerl
and, accordingly, 1/42n22l252k(k11), which entails~denotingl5A( l 11)22n2)
that the spectrum ofDn consists of the numbers6l with a multiplicity 2k1152(l
11) of each one. Besides, it is clear that under the circumstances one has2 l<m< l
11, l>unu. This just reflects the fact that from general considerations5,6,8 the spectrum of
a twisted Euclidean Dirac operator on an even-dimensional manifold is symmetric
respect the origin. The corresponding eigenfunctionsP6(q)5Pm8n8

k (cosq) of the above
operators can be chosen in miscellaneous forms~see, e.g., Ref. 9! with the orthogonality
relation at fixedn8

E
0

p

Pm8n8
* k

~cosq!Pm9n8
k8 ~cosq!sinqdq5

2

2k11
dkk8dm8m9 , ~17!

where~* ! signifies complex conjugation. As a consequence, we come to the concl
that the spinorF0 of ~15! can be chosen in the form

F05S C1Pm8n21/2
k

C2Pm8n11/2
k D e2 im8w

with some constantsC1,2. Now we can employ the relations9

2]qPm8n8
k

6S n8cotq2
m8

sinq D Pm8n8
k

52 iAk~k11!2n8~n861!Pm8n861
k ~18!

which holds for the functionsPm8n8
k , to establish thatC15C25C corresponds to the

eigenvaluel, while C152C25C corresponds to2l. Thus, the eigenspinorsF
5(F2

F1) of the operatorDn can be written as follows:

F6l5
C

2 S Pm8n21/2
k

6Pm8n11/2
k

Pm8n21/2
k

7Pm8n11/2
k D e2 im8w, ~19!

where the coefficientC may be defined from the normalization condition

E
0

p E
0

2p

~ uF1u21uF2u2!sinqdqdw51, ~20!

which, with the use of relation~17!, yields C5A( l 11)/p. These spinors form an or
thonormal basis inL2

2(S2). Finally, it should be noted that the given spinors can
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expressed in terms of the monopole spherical harmonicsYmn
l (q,w)5Pmn

l (cosq)e2imw,
which naturally arise when one is considering twisted TICs of a complex scalar field9 but
we shall not need it here.

4. It follows from what we have said that when quantizing twisted TICs of spin
we can take the set of spinors

c6l5
1

A2pv
eivtr 21S F1~r ,6l!F6l

F2~r ,6l!s1F6l
D ~21!

as a basis inL2
4(R23S2) and implement the quantization procedure, as usual, by exp

ing in the modes~21!:

c5(
6l

(
l 5unu

`

(
m52 l

l 11 E
0

`

dv~avnlm
2 cl1bvnlm

1 c2l!,

c̄5(
6l

(
l 5unu

`

(
m52 l

l 11 E
0

`

dv~avnlm
1 c̄l1bvnlm

2 c̄2l!, ~22!

where c̄5g0c† is the adjoint spinor and (†) stands for Hermitian conjugation. A
result, the operatorsavnlm

6 , bvnlm
6 of ~22! should be interpreted as the creation a

annihilation operators for a spinor particle in the gravitational field of the black hole
in the field of a monopole with Chern numbern. As to the functionsF1,2(r ,6l) of ~21!,
in accordance with Eqs.~14! we can get the second-order equations for them in the f

a] ra] rF1,21aFAa] r S 1

2

dAa

dr
6

l

r D 1
1

4 S dAa

dr D 2

2
l2

r 2 GF1,25~am0
22v2!F1,2. ~23!

Making the substitutionr * 5r 1r g ln(r/rg21) and going over to the dimensionless qua
tities x5r * /M , y5r /M , k5vM , we can rewrite Eqs.~23! in the Schro¨dinger-like form

d2

dx2
E1,21@k22~m0M !2#E1,25V1,2~x,l!E1,2, ~24!

where E1,25E1,2(x,k,l)5F6(Mx), F6(r * )5F1,2@r (r * )#, and the potentialsV1,2 are
given by

V1,2~x,l!5
1

4y4~x!
1F 1

y4~x!
7

l

y2~x!
A12

2

y~x!
1

l2

y2~x!
G

3F12
2

y~x!G2
2

y~x!
~m0M !2, ~25!

wherey(x) is the inverse function forx(y)5y12 ln(0.5y21), soy(x) is a one-to-one
correspondence between (2`,`) and (2,̀ ).

Let us for the sake of simplicity restrict ourselves to massless spinors (m050).
Then, as can be seen,V1,2→0 asx→1` andV1,2→1/64 asx→2`. This allows us to
pose the scattering problem on the wholex axis for Eq.~24! at k.0:
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E1,2
1 ;H eikx1 s12

(1,2)e2 ikx11/64k2, x→2`,

s11
(1,2)eikx, x→1`,

E1,2
2 ;H s22

(1,2)e2 ikx11/64k2, x→2`,

e2 ikx1s21
(1,2)eikx, x→1`

~26!

with S-matrices$si j
(1,2)5si j

(1,2)(k,l)%. Then by virtue of~14! one can obtain the equality

s11
(1)~k,l!52s11

(2)~k,l!. ~27!

Having obtained these relations, one can speak about the Hawking radiation proce
any TIC of the spinor field on a black hole. Actually, one can notice that Eq.~2! corre-
sponds to the Lagrangian

L5
i

2
ugu1/2@c̄gm¹mc2~¹mc̄!gmc2m0c̄c#, ~28!

and one can use the energy–momentum tensor for a TIC with Chern numbern conform-
ing to the Lagrangian~28!,

Tmn5
i

4
@c̄gm¹nc1c̄gn¹mc2~¹mc̄!gnc2~¹nc̄!gmc#, ~29!

to get, according to the standard prescription~see, e.g., Ref. 10! with the use of~20! and
~27!, the luminosityL(n) with respect to the Hawking radiation for the TIC with Che
numbern ~in ordinary units!

L~n!5 lim
r→`

E
S2

^0uTtru0&ds5A(
6l

(
l 5unu

`

2~ l 11!E
0

` us11
(1)~k,l!u2

e8pk11
dk, ~30!

with the vacuum expectation valuê0uTtru0& and the surface elementds5r 2 sinqdq
`dw, while A5(c5/GM)(c\/G)1/2'0.12572831055erg• s-1M 21 (M in g!.

We can interpretL(n) as an additional contribution to the Hawking radiation due
the additional spinor particles leaving the black hole because of the interaction
monopoles. Under this situation, to obtain the total luminosityL of the black hole with
respect to the Hawking radiation for the spinor field, one should sum up over alln, i.e.,

L5 (
nPZ

L~n!5L~0!12(
n51

`

L~n!, ~31!

sinceL(2n)5L(n).

As a result, we can expect a marked increase of Hawking radiation from black
for spinor particles. But in order to get an exact value of this increase one must
numerical methods, inasmuch as the scattering problem for the general equatio~24!
does not admit any exact solution and is quite complicated to treat — the pote
V1,2(x,l) of ~25! are given in implicit form. We might mention that, for instance, t
corresponding increase for the complex scalar field can amount to 17% of the
~summed up over all the TICs! luminosity.2

It is clear that the most general case is the Kerr–Newman black hole, but for
equations will be more complicated, and we shall consider them elsewhere.
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On triple correlations in isotropic electronic
magnetohydrodynamic turbulence

O. Chkhetiani*
Institute of Space Studies, Russian Academy of Sciences, 117810 Moscow, Russia
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The evolution of the correlation characteristics in three-dimensional
isotropic electronic magnetohydrodynamic turbulence is investigated.
Universal exact relations between the longitudinal and longitudinal–
transverse two-point triple correlations of the components of the fluc-
tuational magnetic fields and the rates of dissipation of the magnetic
helicity and energy are obtained in the inertial range. ©1999 Ameri-
can Institute of Physics.@S0021-3640~99!00409-0#

PACS numbers: 52.35.Bj, 52.35.Ra

All statistical theories of turbulence take into account the well-known exact K
mogorov result — the 4/5 law,1 which relates the third-order spatial longitudinal corr
lations of the velocity with the rate of energy dissipation. In magnetohydrodynamics
a relation was obtained by Chandrasekhar.2 Recently a similar relation~2/15 law! was
established for hydrodynamic turbulence with helicity.3,4 The confirmations of the 4/5
law for diverse turbulent hydrodynamic flows are well known.5 Confirmations have been
obtained for the 2/15 law3,4 for helicity.6 It is important to note that such accura
relations are obtained by solving dynamical equations and are a consequence
conservation laws. No dimensional considerations are employed in their derivation
fundamental significance of the 4/5 law in hydrodynamics has been examined in
in Ref. 7.

Electronic magnetohydrodynamics~EMHD! pertains to a branch of plasma oscill
tions on which the Hall term predominates,8,9 and it is a limiting case of multicomponen
MHD, where the motion of the ions can be neglected and the motion of the elec
preserves quasineutrality. In contrast to the standard MHD case, the description~with
uniform density! can be reduced to a single nonlinear equation for the magnetic field.
region of applicability of EMHD are laboratory and industrial plasma setups, the i
sphere, the solar photosphere, and solids.9,10 In the 1970s the term MHD at helico
frequencies was also used.10 Weak turbulence of helicons~whistler! was studied in Refs.
11–13. The dynamic properties of strong three-dimensional turbulence in EMHD
been studied in Ref. 14. Arguments supporting the idea that only weak turbulen
realized in the EMHD mechanism are presented in Ref. 8.

EMDH is described by the equation8,14
6640021-3640/99/69(9)/5/$15.00 © 1999 American Institute of Physics
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] th1curl F j

ne
3hG1c curl

j

s
50, ~1!

j5
c

4p
curlh, div h50. ~2!

For n5const ands5const obtain

] th52
c

4pne
curl@curlh3h#1

c2

4ps
Dh, div h50. ~3!

In the frequency domain this corresponds to the range

wi,w,we .

For what follows, we introduce the notationf 5c/4pne andnm5c2/4ps. The structure
of Eq. ~3! is close to the Navier–Stokes equation for an incompressible liquid. We
verify by direct substitution that it conserves the energy

E
V

h2

2
dV

and the helicity

E
V
a–hdV

of the magnetic field.

Let us consider the free evolution of uniform and isotropic fluctuations of the m
netic field in EMHD. Writing out the equation for the vector potentiala5curl21h and
averaging, we obtain equations of the Ka´rmán–Howarth type for the two-point correla
tion functions involving the energy and helicity of the magnetic field:

] thii 5 f « i jk

]2

]r i]r m
~hj ,km2hjm,k!12nmD rhii

5 f « i jk

]2

]r i]r m
~hkm, j2hjm,k!12nmD rhii , ~4!

] tgii 52 f
]

]r m
him,i12nmD rgii , ~5!

where

hii 5^hi~x!hi~x1r !&, gii 5^ai~x!hi~x1r !&, ~6!

hjm,k5^hj~x!hm~x!hk~x1r !&. ~7!

The right-hand sides of Eqs.~4! and ~5! contain the spatial derivatives with respect tor
of the rank-3 two-point correlation tensor. The general form of such a tensor,
allowance for the gyrotropy and incompressibility of the magnetic field, is2–4
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hi j ,k~r !5V~« jkl r i r l1« ikl r j r l !1
2

r
] rTr i r j r k2~r ] rT13T!~r id jk1r jd ik!12Td i j r k .

~8!

Fluctuations of the magnetic field without helicity were considered in Ref. 2. In that
the tensorhi j ,k consists of only the first two terms, which are proportional to the scalaV,
which is related to the energy transfer. Taking the helicity into account introduces
tional terms which are proportional to the product of pseudoscalar quantities and
combinations of the components of the radius vector. Formally, the solenoidal tens~8!
is identical to the analogous tensor for triple correlations of the velocity field in hy
dynamic turbulence.3 However, in contrast to the latter it does not change under reflec
of the coordinates, i.e.,hi j ,k(2r )5hi j ,k(r ). The properties of homogeneous turbulen
also imply thathk,i j (r )5hi j ,k(2r ).5 Both properties are taken into account in Eq.~4!.

In what follows we shall need to examine the auxiliary tensor^dhi(xur )dhj (xur )&,
wheredh(xur )5h(x1r )2h(x). In homogeneous turbulence it has the form

^dhi~xur !dhj~xur !&5Btt~r !~d i j 2ninj !1Brr ninj ,

where n5r/ ur u. The incompressibility condition implies thatBtt5(1/2r ) ] r(r
2Brr )

~Ref. 15!. Then

^hi~x!hi~x1r !&5^h2~x!&2
1

2r 2
] r~r 3Brr !. ~9!

We representgii in the form

gii 5^ai~x!hi~x1r !&5^ai~x1r !hi~x1r !&2
2

r 2
] r~r 3C~r !!. ~10!

Substituting expressions~8!–~10! into Eqs.~4! and ~5! we obtain

22«̄m2
1

2
] t

1

r 2
] r~r 3Brr !52

4 f

r 2
] r S 1

r
] r~r 5V! D2

nm

r 2
] rS 1

r 2
] r~r 3Brr !D , ~11!

22h̄m2] t

2

r 2
] r~r 3C!52

4 f

r 2
] r S 1

r
] r~r 5T! D2

2nm

r 2
] rS r 2] rS 2

r 2
] r~r 3C!D D . ~12!

Here

«̄m5nmK ]hi

]xj

]hi

]xj
L 5nm^~curlh!2&, ~13!

h̄m5nmK ]ai

]xj

]hi

]xj
L 5nm^h•curlh& ~14!

are, respectively, the dissipation of the magnetic energy and helicity. Successive in
tion with allowance for the regularity of the behavior asr→0 gives

2
4

3
«̄m2] tBrr 52

8 f

r 4
] r~r 5V!2

2nm

r 4
] r~r 4] rBrr !, ~15!
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2
h̄m

3
2] tC52

2 f

r 4
] r~r 5T!2

2nm

r 4
] r~r 4] rC!. ~16!

In the inertial range the time derivatives and dissipation can be neglected, and it is
that the functionsT andV depend only on the rates of dissipation of the magnetic ene
and the helicity and are, respectively,

V5
«̄m / f

30
, T5

h̄m / f

30
. ~17!

Therefore the rank-3 two-point correlation tensor for magnetic field fluctuations bec

^hi~x!hj~x!hk~x1r !&5
«̄m / f

30
~« jkl r i1« ikl r j !r l2

h̄m / f

10 S r id jk1r jd ik2
2

3
d i j r kD .

~18!

It should be noted especially that up to numerical factors the tensor~18! of coefficients is
identical to the corresponding correlation tensor of the velocity fluctuations in hydr
namic turbulence.4

Let us decompose the magnetic field into longitudinal and transverse compon

hl5~h•r !r /r 2, ht5h2hl ,

dhl~xur !5~hl~x1r !2hl~x!!•r /r .

In this notation we obtain

^dhl~xur !3&5224Tr52
4

5

h̄m

f
r , ~19!

^dhl~xur !•@ht~x1r !3ht~x!#&54Vr25
2

15

«̄m

f
r 2. ~20!

Therefore the 4/5 and 2/15 laws should hold in homogeneous and isotropic E
turbulence. As one can see from Eq.~19!, it is much simpler to determine the helicity i
EMHD turbulence than in hydrodynamics, where this requires especially accurate
surements of various velocity components or the use of delicate instruments to dete
the gradients, whereas in EMHD it is sufficient to measure only the longitudinal com
nents of the fluctuational magnetic fields or currents.

We underscore that no dimensional considerations were used to derive the re
for T and V, which involve the helicity and energy fluxes. This result, which is onl
consequence of the statistical properties of the isotropic solutions of the EMHD e
tions, is universal and does not depend on which kind of turbulence — weak or stro
develops in the system.

It can be verified by direct substitution that taking the isotropy into account in
form of an external constant magnetic fieldh05const leads only to a modification of th
results obtained. A dependence on the angle between the radius vector and the d
of the magnetic field will appear, since if homogeneity is preserved, the terms rela
the external field (;(h0•“)curlh) will not appear in equations of the form~4! and ~5!
for the two-point correlation functions.
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The ‘‘extra’’ curl in EMHD, as compared with the Navier–Stokes equation, lead
an unusual transposition — for longitudinal correlations the 4/5 law holds, just a
hydrodynamics, but it is related with the gyrotropic component of the fluctuations,
the helicity flux and, conversely, mixed longitudinal–transverse correlations are re
with the magnetic energy flux. Table I gives a comparative summary of the basic re

In closing, I thank S. S. Moiseev for helpful discussions. This work was suppo
in part by the Russian Fund for Fundamental Research~Grant No. 98-02-17229! and
INTAS ~Joint Georgia–INTAS Project No. 504!.

*e-mail: ochkheti@mx.iki.rssi.ru

1A. N. Kolmogorov, Dokl. Akad. Nauk SSSR32, 19 ~1941!.
2S. Chandrasekhar, Proc. Phys. Soc. London, Sect. A204, 435 ~1951!.
3O. G. Chkhetiani, JETP Lett.63, 808 ~1996!.
4V. S. L’vov, E. Podivilov, and I. Procaccia, http://xxx.lanl.gov/abs/chao-dyn/9705016.
5A. S. Monin and A. M. Yaglom,Statistical Fluid Mechanics, Vols. 1 and 2~MIT Press, Cambridge, Mass.
1971 and 1975! @Russian original, Gidrometeoizdat, St. Petersburg, 1996, Part 2#.

6L. Biferale, D. Pierotti, and F. Toschi, http://xxx.lanl.gov/abs/chao-dyn/9804004.
7U. Frisch,Turbulence,Cambridge University Press, New York, 1995.
8A. S. Kingsep, K. V. Chukbar, and V. V. Yan’kov,Reviews of Plasma Physics, Vol. 16, edited by B. B.
Kadomtsev, Consultants Bureau, New York~1990! @Russian original, Voprosy Teorii Plazmy16, 209
~1987!#.

9A. V. Gordeev, A. S. Kingsep, and L. I. Rudakov, Phys. Rep.243, 216 ~1994!.
10S. I. Va�nshte�n, Usp. Fiz. Nauk120, 613 ~1976! @Sov. Phys. Usp.19, 987 ~1976!#.
11V. M. Yakovenko, Zh. E´ ksp. Teor. Fiz.57, 554 ~1968! @sic#.
12V. N. Tsytovich,Theory of Turbulent Plasma~Plenum Press, New York, 1974! @Russian original, E´ nergo-

atomizdat, Moscow, 1971#.
13M. A. Livshits and V. N. Tsytovich, Zh. E´ ksp. Teor. Fiz.62, 606 ~1972! @Sov. Phys. JETP35, 321 ~1972!#.
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TABLE I.

Hydrodynamics EMHD
v h

Nonlinearity @curl v3v#1¹(p1v2/2) f curl @curl h3h#
Energy dissipation «̄5n^(curl v)2& «̄m5nm^(curl h)2&

h̄5n^curl v•curl2v& h̄m5nm^h•curl h&

4/5 law ^dv l(xur3&5- 4
5«̄r ^dhl(xur )3&52

4
5

h̄m

f
r

2/15 law
^dvl(xur )•@vt(x1r )3vt(x)#&

5
2

15h̄r 2

^dhl(xur )•@ht(x1r )3ht(x)&

5
2

15

«̄m

f
r 2
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Effect of ordering on the structure and specific heat
of nonstoichiometric titanium carbide

V. N. Lipatnikov* and A. I. Gusev
Institute of Solid-State Chemistry, Urals Branch of the Russian Academy of Sciences
620219 Ekaterinburg, Russia
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The experimental results on the change in the crystal structure and
specific heat of nonstoichiometric titanium carbide TiCy (0.5,y
,0.65) near disorder–order phase transitions are reported. It is estab-
lished that at temperatures below 1000 K the ordered phases Ti2C with
cubic and trigonal symmetry and an orthorhombic ordered phase Ti3C2

form in titanium carbide by a close-to-first-order phase transition
mechanism. The temperatures and heats of order–disorder phase trans-
formations are determined. ©1999 American Institute of Physics.
@S0021-3640~99!00509-5#

PACS numbers: 61.66.Fn, 65.40.1g, 64.60.Cn

Titanium carbide TiCy with a B1 ~NaCl! type basal structure belongs to a group
highly nonstoichiometric compounds which includes cubic and hexagonal carbide
trides, and oxides MXy and M2Xy ~M is a group-IV or -V transition metal, and X stand
for C, N, or O!. Even among highly nonstoichiometric compounds, titanium carbide Ty

is unique, since it can exist even when more than half of all sites in its nonme
sublattice are vacant. No other compounds with such stability with respect to the fo
tion of structural vacancies are known. The disordered titanium carbidey

(TiCyh12y) possesses an exceptionally wide range of homogeneity — from TiC0.48 to
TiC1.00 ~Ref. 1!, where the carbon atoms C and the structural vacanciesh form a solution
of substitution in the nonmetallic sublattice. The high concentration of structural va
cies creates the prerequisites for ordering of TiCy carbide. Atom–vacancy ordering ap
preciably influences the structure and properties of highly nonstoichiometric car
MCy ~Refs. 2 and 3!.

Calculations4 by the order-parameters functional method1,5 show that three super
structures, Ti2C, Ti3C2, and Ti6C5, can form upon the ordering of TiCy carbide (0.48
<y<0.96). According to the calculations of Ref. 6, which were performed by the Mo
Carlo method for a narrower range of compositions TiC0.55–TiC0.70, in this part of the
region of homogeneity of TiCy at T,950 K the ordered phases Ti2C and Ti3C2 are the
thermodynamically equilibrium phases, in agreement with the theoretical resul
Ref. 4. Ordered phases of the type Ti2C with cubic ~space groupFd3m) and trigonal

~space groupR3̄m) symmetries have been observed experimentally in titanium car
TiCy in the range 0.5<y<0.7 ~Ref. 1!. There is also indirect evidence of the formatio
of the ordered phase Ti3C2 ~Ref. 6!. Reports of a trigonal phase Ti2C with space group
6690021-3640/99/69(9)/7/$15.00 © 1999 American Institute of Physics
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P3121 are, of course, due to an error initially made in Ref. 7 and uncritically repeate
Refs. 8–11; indeed, on the basis of theB1 basal structure such an M2C-type trigonal
~space groupP3121) phase with unit cell periodsa5b5aB1 /A2 (a5$1/2 1/2 0%B1) and
c53A2aB1 (c5$2 2 2%B1) is fundamentally impossible, since sites of the metallic a
nonmetallic lattices are partially coincident. Ordering of carbide TiCy with a higher
relative carbon contenty.0.7 has practically escaped study.

The specific heat of titanium carbide has been studied very little. The temper
dependence of the specific heat of close-to-stoichiometric titanium carbide TiCy with y
'1.00 atT.300 K is presented in Ref. 12. The specific heat of the carbides TiC0.95 and
TiC0.99 in the temperature range 12–300 K has been measured in Ref. 13 by the ad
method. There are no published data on the specific heat of disordered nonstoichio
titanium carbide TiCy (0.48,y<1.00) in the entire region of its homogeneity. In Ref. 1
it is shown by the adiabatic calorimetry method that in the temperature range 1.5–
the specific heatCp of the annealed~ordered! carbide TiC0.625 is 0.4–0.9 mJ•mole21K21

less thanCp of the same carbide in a quenched disordered state. There is no
published information on the effect of ordering on the specific heat of nonstoichiom
carbide TiCy .

In the present work we studied the effect of ordering on the crystal structure
specific heat of titanium carbide TiCy . The specific heat is very sensitive to disorde
order phase transformations, and by studying the temperature dependence ofCp(T) one
can observe directly even weak effects associated with ordering.

Samples of nonstoichiometric titanium carbide TiC0.54, TiC0.58, and TiC0.62 were
synthesized by hot pressing of powdered mixtures of TiC0.98 and metallic titanium in a
highly pure argon atmosphere at temperature 1800–2000 K and pressing pressure
MPa. The phase composition and crystal structure of the synthesized TiCy samples and
the same samples after annealing or measurement of the specific heat were stud
x-ray diffraction in CuKa radiation in a step-wise scanning mode withD2u50.02° for
2u ranging from 14° to 130°. In measurements on annealed carbides the exposur
at each point was 5 s. All synthesized samples were homogeneous and contained o
disordered phase of TiCy with B1 ~NaCl! structure.

The specific heat was measured in a Netzsch DSC404 differential scanning ca
eter in the temperature range 300–1300 K in an atmosphere consisting of ‘‘espe
pure’’ ~OCh-grade! argon. The measurements were performed with heating and co
rates of 20 K•min21 and a 5 Kstep. To determine the heats of transitions in Tiy

accurately, calibration measurements were performed beforehand under the same
tions. High-purity aluminum Al and gold Au were used for calibration. Sapphire
used as the comparison standard in the calorimetric experiments.

To achieve an ordered state the synthesized samples were annealed for 340
temperature gradually decreasing from 1070 to 770 K; cooling from 770 to 300 K
performed at the rate 1 K•min21. Annealing led to the appearance of superstructu
reflections in the x-ray diffraction patterns of the carbides TiC0.54, TiC0.58, and TiC0.62.

In the x-ray diffraction pattern of the annealed carbide TiC0.54 the first superstruc-
tural peak with wave vectoruqu5(2aB1sinu)/l'0.870 is observed near 2u'17.8–17.9°
and corresponds to the vector$1/2 1/2 1/2% of length uqu'0.866~here and below, super
structural vectors are given in units of 2p/aB1, whereaB1 is the period of the disordere
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B1-type basal structure!. The next three superstructural reflections correspond to
vectors$3/2 1/2 1/2%, $3/2 3/2 1/2%, and$3/2 3/2 3/2% and are observed at the angles 2u
'34.5°, 45.9°, and 55.4°. The superstructural reflection$3/2 3/2 1/2% is very weak. The
position of the observed superstructural reflections and the absence of a trigonal sp
of the structural lines~331!B1, ~420!B1, and ~422!B1 show that an ordered cubic~space
groupFd3m) phase Ti2C formed in the carbide TiC0.54 as a result of annealing. All ray
of the star$k9% appear in the channel with the disorder–order phase transitiony
~space groupFm3m) ↔ Ti2C ~space groupFd3m) ~the description of all stars$ks% of
wave vectors of the first Brillouin zone of an fcc crystal and their rays is given in Ref!.

The diffraction pattern of the annealed carbide TiC0.58 contains superstructural re
flections $1/2 1/2 1/2%, $3/2 1/2 1/2%, and $3/2 3/2 3/2% near the angles 2u'17.9°,
;34.4°, and;55.4°. There is no$3/2 3/2 1/2% reflection. An important difference be
tween the x-ray diffraction pattern of the annealed carbide TiC0.58 and that of the an-
nealed carbide TiC0.54 is the observed trigonal splitting of the structural lines~220!B1 ,
~311!B1 , ~331!B1 , ~420!B1 , and~422!B1. This means that the trigonal~space groupR3̄m)
ordered phase Ti2C formed in the carbide TiC0.58 as a result of annealing. It is als
possible that the annealed carbide TiC0.58 contains, together with the trigonal phase,
certain amount of the cubic ordered phase Ti2C and a small quantity~5–7 mass%! of the
phase Ti3C2. The channel with the disorder–order transition TiCy ~space groupFm3m)
↔ Ti2C ~space groupR3̄m) includes one rayk9

(3) of the star$k9%.

Superstructural reflections, which are not present in the x-ray diffraction patter
the carbides TiC0.54 and TiC0.58, are observed in the diffraction pattern of the annea
carbide TiC0.62 together with the reflections$1/2 1/2 1/2% (2u'18.0°) and$3/2 3/2 3/2%
(2u'55.2°) corresponding to the trigonal~space groupR3̄m) ordered phase Ti2C.
These are reflections near 2u'30.6–30.7°,;41.2°, ;42.6°, and;55.4255.5°, with
wave vectors of lengthuqu'1.488, 1.970, 2.038, and 2.607. This analysis has shown
the first two reflections are related with the raysk4

(1)5$2/3 2/3 0% andk4
(2)52k4

(1) of the
star $k4%, and the next two reflections are associated with the raysk3

(3)5$1/3 22/3
21/2%, k3

(4)52k3
(3) , k3

(5)5$21/3 2/321/2%, andk3
(6)52k3

(5) of the star$k3%. Accord-
ing to Ref. 15, such a set of superstructural reflections can correspond only to the o
hombic~space groupC2221) ordered phase Ti3C2, which forms via a transition channe
including two rays of the star$k4% and four rays of the star$k3%.

It has been suggested6,8,16 that the cubic superstructure Ti2C is metastable or exist
in a narrow temperature range, so that we performed an additional experiment
disordered carbides TiC0.54 and TiC0.58 were annealed at 1000 K for 135 h and th
quenched to 300 K~quench rate;250 K•min21) to preserve the structural state attain
by annealing. The diffraction patterns of the annealed carbides TiC0.54 and TiC0.58 were
found to be the same as for these carbides after annealing with temperature dec
slowly, but the intensity of the superstructural reflections was several times lower.
this it follows that the cubic and trigonal ordered phases Ti2C exist in different concen-
tration intervals and are stable at all temperatures below 1000 K.

The distribution functionsn(x1 ,y1 ,z1) describing the probability of finding carbo
atoms at the sitesr5$x1 y1 z1% in the ordered carbide phases TiCy have the following
forms:

Ti2C~space groupR3̄m!:n~x1 ,y1 ,z1!5y2~h9/2!cos@p~x12y11z1!#, ~1!
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Ti2C~space groupFd3m!:n~x1 ,y1 ,z1!

5y2~h9/4!$2cos@p~x11y11z1!#1cos@p~2x11y11z1!#

1cos@p~x12y11z1!#1cos@p~x11y12z1!#%, ~2!

Ti3C2~space groupC2221!:n~x1 ,y1 ,z1!

5y2~h4/3!$~1/2!cos@4p~x11y1!/3#2~A3/2!sin@4p~x11y1!3#%1~h3/2!

3$~1/21A3/6!cos@p~2x124y123z1!/3#1~1/22A3/6!

3sin@p~2x124y123z1!/3#1~1/22A3/6!cos@p~22x114y123z1!/3#

1~1/21A3/6!sin@p~22x114y123z1!/3#%, ~3!

wherex1 , y1 , andz1 are the coordinates of the sites of the nonmetallic face-cent
cubic sublattice undergoing ordering;h9 , h4 , andh3 are long-range order paramete
corresponding to the stars of wave vectors whose rays form disorder–order tran
channels. The distribution functions~1!–~3! possess all symmetry elements with resp
to which a particular superstructure is invariant. The formation of Ti3C superstructures is
related with the Lifshits star$k9% and can occur as a second-order phase transition, w
does not preclude the possibility of a first-order transition. The superstructure Ti3C2 is
described by two critical order parameters, which correspond to non-Lifshits stars$k4%
and$k3%, and it forms only by a first-order phase transition.

An overall lowering of symmetry~product of rotational and translational lowering
of symmetry! in the transitions TiCy→ Ti2C ~space groupR3̄m), TiCy→ Ti2C ~space
groupFd3m), and TiCy→ Ti3C ~space groupC2221) is 2, 8, and 144, respectively.

When measuring the specific heat, effects due to an order–disorder equilib
transition were observed in the dependencesCp(T) in the heating regime, and effects du
to an equilibrium transition from a high-temperature disordered into a low-temper
ordered state were observed on cooling.

On heating from 300 to 1000 K the specific heatCp of the annealed carbide TiC0.54

increases continuously as a result of the excitation of the phonon subsystem. S
quently, a sharp jump in the specific heat is observed at the transition tempe
Ttrans'1000 K ~Fig. 1!. This jump is due to the equilibrium order–disorder transform
tion Ti2C ~space groupFd3m) → TiC0.54. The peak in the specific heat nearTtrans has
more of a symmetric~Fig. 2! and not al form; the symmetry of the peak is mor
characteristic for a first-order than a second-order phase transition. Moreover, wea
teresis of the specific heat is observed on cooling; this also confirms that the transi
close to a first-order transition. Temperature hysteresis near an order–disorder tra
had previously been observed in the resistivity of nonstoichiometric titanium carbi17

The lattice periodaB1 of the basal phase withB1 structure also increases by a sm
amount as a result of ordering. All this taken together makes it possible to interpre
reversible order–disorder transformation Ti2C ~space groupFd3m) ↔ TiC0.54 as a weak
first-order phase transition with a low latent heat of transformation.
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The dependencesCp(T) for the annealed carbides TiC0.58 and TiC0.62 ~Fig. 1! have
the same form as for the carbide TiC0.54. However, the peak in the specific heat for t
carbide TiC0.58 can be represented as a superposition of two contributions~Fig. 2!, one of
which corresponds to the transformation Ti2C→ TiCy and the other to the transformatio

FIG. 1. Change in the specific heatCp(T) of annealed~ordered! nonstoichiometric titanium carbides TiC0.54,
TiC0.58, and TiC0.62 on heating: The dashed curves show the specific heat of the carbides TiCy in a quenched
nonequilibrium disordered state at temperaturesT,Ttrans.

FIG. 2. Specific heat of the carbides TiC0.54, TiC0.58, and TiC0.62 near the peaks corresponding to a transiti
from an ordered into a disordered state. Dotted curves — superpositional contributions to the specific hea
carbide TiC0.58 that correspond to the transformations Ti2C→ TiCy and Ti3C2 → TiCy .
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Ti3C2 → TiCy . The peaks corresponding to these contributions are broadened com
with the peaks in the specific heat of the carbides TiC0.54 and TiC0.62. Apparently, the
annealed carbide TiC0.58contains the ordered phases Ti2C and Ti3C2, where the degree o
long-range order is less than in the single-phase ordered carbides.

The most symmetric peak of the specific heat near an order–disorder transit
observed for the carbide TiC0.62 ~Fig. 2!, in which a Ti3C2 phase forms. A symmetry
analysis showed that the transformation Ti3C2↔ TiCy can only be a first-order transition

Figure 3 shows the change in the enthalpy (HT
02H298

0 ) and specific heatCp(T) of the
nonstoichiometric carbide TiC0.62 near a phase transition: It is evident that a jum
(HT

02H298
0 ) in the enthalpy is observed at the transition temperatureTtrans.

The measured temperaturesTtrans and heatsDH trans of the phase transitions Ti2C
~space groupFd3m) ↔ TiC0.54, Ti2C ~space groupR3̄m) ↔ TiC0.58, and Ti3C2 ~space
groupC2221) ↔ TiC0.62 studied are 1000, 980, and 970 K and 1.560.2, 1.560.2, and
1.860.2 kJ•mole21, respectively.

The experimental data on the temperature dependence of the specific heat of o
titanium carbides with different carbon content were approximated in the temper
range from 300 to 1000 K by the following equations:

TiC0.54:

Cp~T!546.553811.156631023T17.660431027T224631.8871T21~J• mole-1K-1!.

TiC0.58:

Cp~T!531.176712.700031023T11.377231025T221775.7430T21~J• mole-1K-1!.

FIG. 3. Variation of the specific heatCp(T) and enthalpy (HT
02H298

0 ) of the nonstoichiometric carbide TiC0.62

near the reversible order–disorder phase transformation Ti3C2 ~space groupC2221) ↔ TiC0.62: Ttrans5970
610 K andDH trans51.860.2 kJ•mole21.
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TiC0.62:

Cp~T!560.887422.760031023T11.919631025T226793.1821T21~J• mole-1K-1!.

The disordered state of nonstoichiometric carbides is easily preserved as a
stable state atT,Ttrans. As one can see from Fig. 1, nearTtrans the specific heat of
quenched disordered carbides TiCy is greater than that of the same carbides in an eq
librium ordered state. This behavior ofCp of highly nonstoichiometric carbides MCy near
an order–disorder transition~the higher specific heat of the disordered carbide and
jump in the specific heat at the transition temperature! had been predicted in Ref. 18.

On the whole our study of the crystal structure and specific heat of titanium ca
TiCy (0.54<y<0.62) showed that ordering of TiCy with formation of the cubic~space
group Fd3m) and trigonal~space groupR3̄m) Ti2C superstructures and orthorhomb
~space groupC2221) Ti3C2 superstructure occurs at temperature 970–1000 K as a
order transition. The results obtained agree with the phase diagram which is propo
Ref. 17 for the system Ti–C and takes account of the ordering of the nonstoichiom
carbide TiCy .

This work was supported by the Russian Fund for Fundamental Research~Project
98-03-32890a!.
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On resonance states in ‘‘split’’ germanium
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Maxima have been observed experimentally in the dependences of the
current on the uniaxial pressure inp-type germanium for crossed direc-
tions of the uniaxial strain and electric field. The effect, which is ob-
served atT577 K and is absent atT54.2 K, can be explained by
tunneling transitions of holes, with the participation of acoustic
phonons, from a resonant impurity state to unoccupied states in the
valence subbands of germanium. ©1999 American Institute of Phys-
ics. @S0021-3640~99!00609-X#

PACS numbers: 72.80.Cw, 62.50.1p, 72.20.Jv

INTRODUCTION

Induced far-IR emission from hot holes in Ge with an electric field and unia
pressure~UP! applied in the same direction was observed atT54.2 K in Ref. 1. The
emission is accompanied by a severalfold jump in the current flowing through the sa
This emission arises at total internal reflection modes for sufficiently strong electric fi
E.3 kV/cm and UPsX.8 kbar. In Ref. 2 it is shown that the threshold pressure for
appearance of radiation and the current jump decreases with increasing impurity d
and increases with increasing temperature. Spectral investigations3 have established tha
the radiation is due to intracenter inversion in the hole distribution. The point is tha
UP lifts the degeneracy of the valence subbands and impurity levels, each level follo
its subband as pressure increases. Fork50 the splittingD of the subbands~see Fig. 1! is
proportional to the UP,D5aX ~Ref. 4!, with the following splitting parametersa for
UPs applied along the crystallographic axesX i @100# andX i @111#: a10056 meV/kbar
anda11154 meV/kbar. At splittingsD>16 meV the upper impurity levele1 falls into
the continuous spectrum of the bottom sublevele2p and therefore becomes resonant.4 As
a result, and since the depthd1 of this level relative to its own subband is approximate
two times greater than the corresponding depthd2 ~for pressures such thatD2d1

,d1), a population inversion on these levels is produced in a strong electric
However, as shown in Refs. 2 and 3, the presence of a static domain with a strong e
field ~which vanishes at the moment radiation generation arises! in the sample impedes
the appearance of intracenter inversion and gives rise to large threshold UPs. A
6760021-3640/99/69(9)/6/$15.00 © 1999 American Institute of Physics
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domain forms because of the presence of holes with different masses in the direct
strain in the bottom subband5 — light holes for hole energies less than the ene
corresponding to the inflection point on the dispersion curve~see Fig. 1! and heavy holes
for holes with energy greater than the energy corresponding to the inflection poi
addition, a clear dependence of the threshold pressures on the crystallographic dir
~@100# or @111#!, along which the electric field is applied, is not observed in the exp
ment of Ref. 2, though for them the splitting parameters differ substantially. The l
circumstance is also explained by the presence of a static domain.6

At the same time, for mutually perpendicular UP and electric-field directions,
conditions for the formation of a static domain are not satisfied, since there ar
inflections in the dispersion curve. Therefore it can be expected that in this cas
presence of resonance impurity states can be observed for UPs much less than 8 k
this basis our objective in the present work was to observe and investigate the po
influence of resonance impurity states on electric-current flow through a sample
crossed directions of the electric field and the UP.

2. EXPERIMENT

The experiments were performed atT577 and 4.2 K. AtT577 K the current-
voltage and pressure-current dependences were investigated for samples in the fo
cross and a rectangle, while only rectangular samples were used atT54.2 K.

The choice of sample shape was dictated by the following circumstances. In th
place, if for E i X i @111# increasing the UP suppresses the injection of nonequilibr
current carriers~electrons! from the contacts, then electron injection is easier
E'X i @111#. This is due to the fact that for electric field and UP oriented in the sa
directions the effective conduction mass of an electron in the bottom split-off va
increases, while for electric field perpendicular to the UP, it decreases. For this reas
interpret the results obtained correctly it is necessary to eliminate any influence o

FIG. 1. Schematic diagram of the structure of the valence band of uniaxially strained germanium.
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injected electrons on the experimental results. In the second place, the effect of un
strain on the properties of the contacts deposited over the entire length of a samp
unclear. On this basis at the first stage the samples were cut out in the shape of a
and the mechanical stresses at the center were calculated by the finite-element me
check of the calculation according to the position of the maximum of the transv
piezoelectric resistance7 for rectangular samples showed that the computed and ex
mentally measured positions of the maximum of the piezoelectric resistance wer
same to within a quite high accuracy of 5%. The shape and dimensions of the e
mental samples and the distribution of the mechanical stresses in the sectionaa8 are
shown in the inset in Fig. 2. It is evident that the contacts are located outside the zo
the mechanical stresses. The intensity of the electric field at the center of the sampl
measured with capacitive probes.

At the second stage the experiments were performed on rectangular sample
contacts deposited along the entire area of the long faces. We note that such a
shape is most favorable for generation of longitudinal~with respect to the length of the
sample! IR-radiation modes. Comparing the pressure–current curves with the analo
curves obtained for the cross-shaped samples showed that mechanical loads up to
did not change the properties of the contacts. The same conclusion was also confirm
repeated measurements of the transverse piezoelectric resistance and current-
characteristics of the rectangular samples, and the reproducibility of the results was
high — around 1% for high-resistance samples and 1.5% for doped samples. The
tion of the strong electric field pulses was 120 ns with a 20–30 ns rise time.
appearance of nonequilibrium-carrier injection was monitored according to the sha
the current pulse and for some samples according to the decrease in the Hall consta
this purpose, permanent magnets were placed next to the sample. The Hall contac

FIG. 2. Normalized current (J0 is the current atX50) versus the uniaxial pressureX for a cross-shaped sample
t577 K; E, kV/cm: 0.75 — curves1,18; 1.0 — 2,28. Hole densityNA2ND5831013 cm23; E'X i@100# —
curves1,2; E'Xi@111# — 1 8,2 8. Inset: Measurement scheme and the distribution of mechanical stress
the cross-shaped sample.
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led out through dies. Such double monitoring made it possible to perform measure
on rectangular samples in fields where electron injection had no effect on the r
obtained. Loads were applied to the samples in a manner similar to that used in R

DISCUSSION

The experimental results are presented in Figs. 2 and 3. We discuss first the
obtained atT54.2 K. The decrease of the current at liquid-helium temperature within
curves 4–6 in Fig. 3 can be explained by the decrease in the density of states in the
subbande2p with increasing pressure and by the effective capture of holes in the r
nance states.8 An increase in the average hole energy with increasing electric fieE
results in an increase of the hole effective massm1 in thee2p subband~for example, for
X i @111# m1ue57 meV/m1ue520 meV'0.8), as a result of which the normalized curre
should decrease with increasing electric field. In Fig. 3 this is reflected as a loweri
the curves 4–6 as the curve number increases, which corresponds to an increase
electric field.

The position of the maxima on the pressure scale atT577 K makes it possible to
attribute them to the appearance of resonance impurity states. We underscore t
maxima are observed only at liquid-nitrogen temperature, and their magnitude de
on the electric field. The top inset in Fig. 3 shows the dependence of the norma
current on the electric field at 5 kbar pressure~the pressure at which maxima are o
served!. This curve was constructed on the basis of an analysis of nine curves simi
the curves 1–3 in Fig. 3. On this basis it can be inferred that the current growth i

FIG. 3. Same as Fig. 2 for rectangular samples (E'Xi@111#). Initial temperatureT0 , K: 77 — curves1–3;
4.2 — 4–6. E, kV/cm: 0.5 — 1,4; 1.0 — 2,5; 1.25 — 6; 1.5 — 3. Hole densityNA2ND56.831014 cm23.
Insets: Top — normalized current versus the electric field strength with uniaxial pressureX55 kbar
(T0577 K); bottom — sample shape and measurement scheme.
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curves 1–3 in Fig. 3~see also Fig. 2! is due to emptying of the bound statese1 in an
electric field and, correspondingly, an increase in the number of holes contributing
electric current. ForE50 the equilibrium population of the resonant states is determi
mainly by scattering of holes by acoustic phonons. When an electric field is switche
the rate of escape of holes from a resonant state increases is higher than in the e
rium situation, while the rate of arrival into these states remains essentially unchang
hole which has left the levele1 can remain within the bottom subbande2p and it can
also occupy the upper subbande1p . We note that in either case tunneling of a hole in
electric field with absorption of an acoustic phonon is assumed. In both cases the p
energy required for a hole to be transferred out of the resonant state will be less th
E50. For example, in the second case the energy of the absorbed phonons can
than the gap width, determined by the dispersion law for holes in the upper sub
(e1p(p)2e1)uE50, as a result of the decrease in the gap with an electric field, increa
the probability of such processes. Moreover, we underscore that the hole effective
in the upper subband is approximately three times less than in the bottom subban
the hole contribution to the electric conductivity will be much higher.

The decrease of the current component due to holes in the subbande2p with a
further increase of pressure could be due to~just as in the caseT54.2 K! a decrease in
the density of states in the bottom subband. The contribution of the upper subband
hole current also will decrease, first, because of the decrease in the probability of
being transferred out of the lower subband~the levele1 is broadened and correspon
ingly the lifetime of a hole in the level and the capture probability decrease! and, second,
because the intensity of hole scattering with emission of an optical phonon with en
e0 with the final state of the hole in the bottom subband increases. The latter factor
to the fact that the differencee02e1(p) decreases with increasing pressure for all ho
with momentump in the upper subband below the optical phonon energye0, which in an
electric field causes their lifetime with respect to the emission of an optical phono
decrease. Since the direction-averaged density of states in the upper subband is a
mately 20 times lower than in the bottom subband~for holes with the same energy!, even
holes withe'2e0 will be scattered primarily into the bottom subband.

We shall now examine the decrease of the electric current with increasing el
field intensity at 5 kbar pressure~see top inset in Fig. 3!. For holes in the bottom subban
such behavior of the current can be explained by analogy to the dependenceJ(X) at T
54.2 K, specifically, by the increase in the hole effective mass with increasing
energy. For holes in the subbande1p increasing the field heats up the holes and theref
increases the intensity of hole scattering by optical phonons with the final state i
subbande2p , which likewise decreases the current.

In conclusion, we note that the relative contribution of holes from each subba
the experimentally observed current maximum can be estimated on the basis of ca
tions matched with experiment.

We thank O. G. Sarbe� and M. S. Kagan for fruitful and stimulating discussions
this work.

This work was supported by the Ukrainian Fund for Fundamental Research~Grant
2.4/970!, the Russian Fund for Fundamental Research~Grant 99/02-17102!, and Grant
NATO CNS 970627.
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Kosterlitz–Thouless transition and radiation defects
in a superconducting thin film

A. N. Artemov*
Donetsk Physicotechnical Institute, Ukrainian National Academy of Sciences,
340114 Donetsk, Ukraine

~Submitted 1 March 1999; resubmitted 29 March 1999!
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The thermodynamics of a system of Pearl vortices in a superconducting
thin film containing radiation defects is studied. It is shown that three
phase transition scenarios are possible, depending on the defect density.
At low densities there is one stable state of the system. When the first
critical densitynd1 is reached, there appears a temperature interval in
which the system can be in two stable states. If the density exceedsnd2,
then the lower limit of stability of the metastable states shifts abruptly
to zero. © 1999 American Institute of Physics.
@S0021-3640~99!00709-4#

PACS numbers: 74.76.2w, 74.80.Dm, 61.82.2d

A Kosterlitz–Thouless~KT! transition1,2 occurs in two-dimensional systems
which topological defects with a Coulomb interaction can exist. An example of a m
two-dimensional superconducting system is a layered superconductor without a Jo
son link between the layers and with two-dimensional magnetic vortices as the top
cal defects. The KT transition in such a system is due to two phenomena — instabi
vortex dipoles with respect to dissociation into a gas of free vortices, appearing i
system above the temperature3,4

TKT5
f0

2

16p2L~TKT!
, ~1!

and collective effects in the system of free vortices. Heref0 is the magnetic flux quan
tum, L52l2/s, l is the London length, ands is the period of the system.

A superconducting thin film with thicknessd!l is not a strictly two-dimensiona
system. Vortices in such a system have been studied by Pearl.5 The logarithmic interac-
tion of vortices in a film is bounded by the large but finite effective Pearl lengthL
52l2/d. Nonetheless, as was shown in Ref. 6, processes which allow a behavior
system close to a KT transition can occur in a system of Pearl vortices. These a
same instability and collective effects that give rise to a KT transition in a t
dimensional system. However, in a system of Pearl vortices the correlation length c
exceedL, while in a two-dimensional system the Pearl length approaches infinity a
temperatureTKT is approached from above. For this reason, in a Pearl film the phen
6820021-3640/99/69(9)/6/$15.00 © 1999 American Institute of Physics
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ena that are known as a KT transition do not constitute a phase transition in the
sense.

In recent years there has been steady interest in the effect of radiation~columnar!
defects on the properties of layered superconductors~see, for example, Refs. 7 and 8!.
These defects are formed by irradiating the samples with high-energy heavy-ion b
They consist of nonsuperconducting regions with transverse dimensions of the or
the coherence lengthj of the superconductor. It has been shown that introduction
radiation defects is an effective method for intensifying the pinning of magnetic vor
and thereby increasing the critical current.

Since the behavior of systems of two-dimensional and Pearl vortices is determ
by the same processes, it is natural to expect that radiation defects will also have the
influence. Their role consists in trapping and confining Pearl vortices, preventing
motion under the action of the current.

Thermal fluctuations have a different effect on the system of vortices in a supe
ductor. It is manifested, for example, in a fluctuational detachment of vortices
pinning centers, resulting in magnetic flux creep and decreasing the critical curre
low temperatures, fluctuations in a superconducting thin film lead to the productio
pairs of oppositely directed Pearl vortices and a very small number of free vor
Breakup of vortex pairs by a current results in a nonlinear current–voltage characte
~IVC!. As the temperatureT of the superconductor increases to the critical tempera
TKT of the KT phase transition, instability leading to avalanche-like growth of the n
ber of free vortices, giving rise to a linear behavior of the IVC, appears in the syste
vortices. In a superconductor with pinning centers, such growth of the number of
vortices can lead to reversible behavior of the system. The thermodynamics of a s
of Pearl vortices in a perfect thin film has been studied by Ryzhov and Tareyeva.9

In the present letter the influence of radiation defects on the KT transition
superconducting thin film is studied. It is shown that, depending on the defect densitnd ,
three different phase transition scenarios are possible. For lownd , less than a critical
density nd1, the transition is continuous, like a second-order transition. Fornd1,nd

,nd2 there exist two thermodynamically equilibrium states of free vortices — individ
and collective. A phase transition then occurs as a first-order transition, and hyst
should be observed in the temperature dependence of the resistance. At a high
densitynd.nd2 the lower limit of stability of the metastable states shifts toT50. In this
situation the possibility of a transition of the system to a lower metastable state is
unlikely.

We shall treat Pearl vortices as classical massless particles. They can be in
state or they can be trapped by radiation defects. We shall treat free and trapped v
as two subsystems in thermal and chemical contact with each other. Free vortice
appear and disappear in such a system as a result of dissociation and recombina
vortex dipoles, and they can be trapped by and escape from defects. In an equil
state the temperatures and chemical potentials of the subsystems are the same.

We shall write down the partition function of the system of vortices in a film w
defects. In a real film defects form a random configuration determined by the coord
$Ra%. Let the system containN1 and N2 free vortices with two orientations,Nt1 and
Nt2 vortices trapped by defects, andNd.Nt11Nt2 radiation defects. Then
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Z~N6 ,Nt6!5e2bF5
1

N1!N2!Nt1!Nt2! S e2bE0E dx

pj2D N11N2

3 (
$Ra%

expH 2(
i j

bU~xi2xj !2(
ia

bU~xi2Ra!2(
ag

bU~Ra2Rg!J .

~2!

Here b51/T, E0 is the energy of a vortex core,pj2 is the size of a cell in the spac
occupied by one vortex, andU is the interaction energy of free vortices located at
pointsxi and trapped by defects located the pointsRa . The contribution to the partition
function from vortex dipoles due to the polarization of the medium and the interac
~see below! of vortices with empty defects has been neglected.

The free energy must be averaged over the arrangement of the defects. It is o
that after averaging the energy of the system will no longer depend on which o
defects have trapped vortices. For this reason, in expression~2! the sum over various
configurations of trapped vortices can be replaced by the number of possible confi
tions and averaged over one of them. The number of configurations equals the num
ways in whichNt11Nt2 vortices can be distributed overNd defects. It is easy to see tha
this number isNd!/(Nd2Nt12Nt2)!.

We shall now discuss the averaging of the free energy. Only the configurationa
of the energy needs to be averaged, since the entropy part does not depend
coordinates of the defects. To calculate the configurational energy we shall for
expand the exponential function in Eq.~2! in a series. As is well known,10 the logarithm
of the partition function can be expanded in a series of connected diagrams. To pe
the averaging we shall assume that all defects are distributed independently of o
other and with equal probability over the entire area of the sample. We shall perform
averaging by integrating the formal series obtained over the coordinates of the d
and dividing each integral by the areaS. As a result of this operation, the contribution
trapped vortices, which in a specific configuration were pinned at definite pointsRa , is
formally included in the free energy of the system on an equal footing with the co
bution of free vortices. The only difference is that the state of the vortices trappe
defects is energetically more favorable because of the zero-point energy of the co

Now it is easy to calculate the free energy of the system of vortices. Since w
interested mainly in collective effects in a system of vortices, we shall confine ours
to summing a sequence of ring diagrams.10 A characteristic feature of systems whe
collective effects play the main role is that the integralJ5*drU(r ) over the infinite area
of the film, corresponding to the simplest diagram, diverges. This integral does di
for the interaction energy of Pearl vortices. This means that even for a low vortex de
it is not possible to limit the calculation to the interaction of vortices with some num
of nearest neighbors, and it is necessary to take into account the interaction of all o
with one another. The ring diagrams form the main sequence in the expansion
configurational energy in this case.

The situation is different for the interaction of a vortex with an empty defect.
interaction energy of a Pearl vortex interacting with an empty cylindrical defect has
calculated in Ref. 11. It decreases with increasing distance from a defect much
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rapidly than the energy of interaction with a vortex. In this case the integralJ converges,
and the configurational energy can be expanded in a series in the vortex and
densities. The first nonvanishing term in the series will be the second virial coeffic
which is proportional to the product of the vortex and defect densities. It will give te
in the equation of equilibrium which are proportional to the densities, which are s
compared with the logarithms of the densities and can be dropped. On this basis, so
to complicate the expressions, the contribution to the partition function from the int
tion of vortices with empty defects is neglected from the outset.

The free energy of a system of Pearl vortices in the ring approximation has
calculated in Ref. 9. We need only to substitute the sum of the densities of free vo
and vortices trapped by defects for the vortex density in the configurational part. I
ducing the dimensionless vortex densityn5(N/S)pj2 and free-energy densityf
5(F/S)pj2, we write the free energy of the system as

f 5n1~ ln n121!1n2~ ln n221!1nt1~ ln nt121!1nt2~ ln nt221!

1~nd2nt12nt2!~ ln~nd2nt12nt2!21!

1p~n11n21nt11nt2!~12 ln 4p~n11n21nt11nt2!!

1
1

4L2
G@16pL2~n11n21nt11nt2!#1~n11n2!pe0 ,

G@x#5
1

2
ln

x

4
1Au12xu 5 arctan

1

Ax21
2

p

2
, x>1

1

2
ln

11A12x

12A12x
, x<1

. ~3!

Herepe05bE0 andp5f0
2/16p2LT.

A system of vortices in a thin film is a system with a variable number of partic
The equilibrium number of particles in such a system must be determined by minim
the free energy, and the equilibrium chemical potential is zero. Thus we obtain
conditions of equilibrium of the system by equating to zero the derivatives of the
energy with respect to the numbern6 of free vortices and the numbernt6 of vortices
trapped by defects:

ln n62p ln 4p~n11n21nt11nt2!

14pG8@32pL~n11n21nt11nt2!#1pe050,

ln nt62 ln~nd2nt12nt2!2p ln 4p~n11n21nt11nt2!

14pG8@16pL~n11n21nt11nt2!#50. ~4!

Subtracting the equation forn2 from the equation forn1 we find thatn15n2 in a state
of equilibrium. The two other equations givent15nt2 . This decreases the number
equations of equilibrium to two. In what follows we shall drop the1 and2 signs from
the subscripts.
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The solutions of the system of equations obtained for various values of the d
densitynd are presented in Fig. 1. The temperature dependence of the density o
vortices~solid line! and trapped vortices~dashed line! at relatively low defect densities
nd,nd1 varies continuously~Fig. 1a!. The sharp change in the densities near the te
peratureTKT is due to an instability similar to that predicted by Kosterlitz and Thoule1

for strictly two-dimensional systems. The same instability is also observed in pe
films ~dashed line!, but in the presence of defects it is shifted in the direction of l
temperatures.

At intermediate defect densitiesnd1,nd,nd2 ~Fig. 1b! there exists a temperatur
range in which the system of vortices possesses two stable states. In the state w
lower density the screening lengthd5j/A8p(n1nt) for the interaction of vortices is
greater than the effective Pearl lengthL, and collective effects~screening! have only a
weak effect on the state of the system. In the state with the higher densityd,L, collec-
tive effects renormalize the interaction energy of the vortices and the energy now
pends on the vortex density. This is a collective state of the system. Hysteresis
resistance, which depends on the density of free vortices, should be observed
density range.

For very high defect densities,nd.nd2, the left-hand stability limit of the metastabl
states shifts abruptly toT50. The system will always be in a collective state. A transiti
of the system to the lower state is unlikely.

A single general characteristic feature due to the existence of defects appears
three scenarios. For any defect density, the densityn of free vortices, to whose presenc
the resistive behavior of the superconductor is attributed, is higher than in a defec
film, and the resistance jump shifts abruptly in the direction of lower temperatures

This phenomenon can be explained as follows. In the absence of radiation d
the equilibrium density of free vortices is formed as a result of the establishme
dynamic equilibrium between dissociation and recombination of vortex dipoles. De

FIG. 1. Temperature dependence of the density of free vortices and the density of vortices trapped by
for a continuous transition~a! and for a first-order transition~b!.
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form an additional reservoir where vortices will accumulate, since the state of a tra
vortex is energetically more favorable on account of the energy of the core. As a r
at low temperatures in the state of the system where collective effects are negligib
density of trapped vortices is always higher than that of free vortices, and the dens
free vortices is only negligibly higher than in a defect-free film. As the temperatureTKT

is approached, the densities of both free and trapped vortices increase. This increa
influence of collective effects on the state of the system of vortices in perfect films
films containing defects. However, in the latter the total vortex density is higher,
collective effects cause the jump in the vortex density to occur at a lower tempera

The numerical solutions presented were obtained for a model film with the pa
eterse053, L/j5102 at T50, and the ratioTc0 /TKT51.2. The critical values of the
dimensionless defect density for the indicated parametersnd1'0.03 andnd2'0.09 are
quite large. They depend on these parameters, decreasing somewhat as the par
decrease.

The described behavior of a system of Pearl vortices permits making a numb
qualitative assertions about the critical current of a film. It follows from what has b
said above that an increase of the critical current should not be observed in the ab
of an external magnetic field. Conversely, the temperature at which resistive behav
the film first appears decreases.

In an external magnetic field, an increase of the critical current due to trappin
the defects of vortices which have entered the sample under the action of a field c
observed at low temperatures. After the temperature at which avalanche-like grow
vortex density starts is reached, the critical current should go to zero, since the num
free vortices grows rapidly. This is one possible depinning mechanism by which
perconductor is brought to a resistive state and which gives rise to reversible behav
the magnetization of the sample. In the case of a first-order transition, two line
irreversibility can be observed, depending on the direction of change of the tempe
in the experiment.

These remarks are equally applicable to layered superconductors, since the m
nisms responsible for the resistive behavior and magnetization of the sample are the
as in a Pearl film.

*e-mail: artemov@kinetic.ac.donetsk.ua

1J. M. Kosterlitz and D. J. Thouless, J. Phys. C6, 1181~1973!.
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Characteristic features of anharmonic effects in the
lattice dynamics of fcc metals

M. I. Katsnel’son
Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences,
620219 Ekaterinburg, Russia

A. V. Trefilov and K. Yu. Khromov
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

~Submitted 30 March 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 9, 649–652~10 May 1999!

The dispersion in the entire Brillouin zone and the temperature depen-
dence~right up to the melting temperature! of the anharmonic fre-
quency shift and phonon damping in a number of fcc metals is inves-
tigated on the basis of microscopic calculations. It is found that the
anharmonic effects depend sharply on the wave vector in the directions
G –X, X–W, andG –L and, in contrast to bcc metals, the magnitude of
the effects is not due to the softness of the initial phonon spectrum. It is
shown that the relative frequency shifts and the phonon damping near
melting do not exceed 10–20%. The relative role of various anhar-
monic processes is examined, and the relation between the results ob-
tained and existing experimental data is discussed. ©1999 American
Institute of Physics.@S0021-3640~99!00809-9#

PACS numbers: 63.20.Ry, 63.20.Dj

The investigation of anharmonic effects~AEs! in lattice dynamics is a classic prob
lem of solid-state physics. It is important, specifically, because of the role that
effects they can play in phenomena associated with structural phase transitions an
ing in crystals~see, for example, Refs. 1–3!. At the same time, obtaining any informatio
about the magnitude and scale of AEs from experiment and theory is a difficult prob
The experimental study of such ‘‘basic’’ AEs as the frequency shift and dampin
phonons is very difficult and leads to a large uncertainty in the results~see, for example,
the data presented in Refs. 4 and 5 for bcc and fcc metals, respectively!. Up to now
first-principles microscopic calculations of AEs have been performed for one point o
Brillouin zone ~N! in the bcc phase of Zr and four points (N,P,v,G) in Mo.6 Detailed
information about AEs in the entire Brillouin zone and their temperature dependenc
been obtained in Refs. 4 and 7 on the basis of pseudopotential theory for the bcc
of alkali and alkaline-earth metals. For these metals the most striking manifestatio
AEs are due to the ‘‘soft-mode behavior’’~the anomalous temperature dependence of
phonon frequencies! of the S4 branch. It is of interest to calculate AEs for the ‘‘gener
position,’’ i.e., for crystals which do not possess soft vibrational modes. Such cry
include most metals with close-packed structures, for example, fcc. There is virtua
6880021-3640/99/69(9)/6/$15.00 © 1999 American Institute of Physics
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information about AEs in such metals, not counting Ref. 5, where the dampin
phonons in precious metals and Al was calculated. However, the calculations wer
formed only for individual points of the Brillouin zone and at room temperature~which
is much less than the melting temperatureTm). Moreover, the accuracy of the model us
in Ref. 5 for interatomic interactions is unclear, which is probably the reason for
qualitative discrepancy between the theoretical and experimental dependences
damping on the wave vector. In the present letter the AEs in the lattice dynamics o
metals are investigated in detail on the basis of a systematic anharmonic pertur
theory.

The calculations were performed for Ir, the fcc phases of Ca and Sr, and the
thetical fcc phase of K. This choice of objects was determined by the fact that re
and at the same simple microscopic models which make it possible to describe a
range of lattice properties of these metals exist.4,7–9 Iridium is an example of an fcc
crystal with a ‘‘stiff’’ interatomic interaction potential, similar to the Lennard-Jon
potential,8 while K, Ca, and Sr are characterized by potentials with a softer ‘‘core.’’
demonstrate the characteristic features of AEs due to the specific nature of the po
with the same lattice geometry, we present here the results for the ‘‘limiting’’ cases
and K. The results for Ca and Sr are qualitatively similar to the results for K and wi
presented elsewhere.

The parameters determining the interatomic interaction potential are presen
Ref. 8 for Ir and in Ref. 4 for K. The calculations were performed on the basis of
anharmonic perturbation theory taking account of thermal expansion~quasiharmonic con-
tributions,qh) and three- and four-phonon interaction processes to accuracy¸2, where
¸5(m/M )1/4 is the adiabatic smallness parameter, andm andM are the electron and ion
masses. The exact formulas actually used in the calculations are presented in Ref.
a qualitative discussion of the results, we present here their high-temperature asym
representation forT.QD (QD is the Debye temperature!:

Dlk5Dlk
qh1Dlk

3 1Dlk
4 , ~1!

Dlk
qh52glkvlk

DV

V
, ~2!

Dlk
3 52

T

4M3vlk
(
mnq

UVlmn
k,q,k1qU2 1

v1
2v2

2

~v1
22v2

2!22vlk
2 ~v1

21v2
2!

~v1
21v2

22vlk
2 !224v1

2v2
2

, ~3!

Dlk
4 5

T

4M3vlk
(
mq

Wllmm
k,k,q,q 1

vmq
2

, ~4!

Glk5T
p

8M3 (
mnq

UVlmn
k,q,k1qU2 1

v1
2v2

2 @d~vlk2v12v2!12d~vlk1v12v2!#. ~5!

Here l, m, andn are the indices of the phonon branches,k and q are quasimomenta
vlk , Dlk , andGlk are, respectively, the initial phonon frequency and its shift and
phonon damping,V̂ andŴ are the amplitudes of three- and four-phonon processes~see
Ref. 4!, glk52] ln vlk /] ln V is the Grüneisen parameter,DV is the change in the
volumeV per atom due to thermal expansion, and 1[(m,q) and 2[(n, k1q).
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The basic computational results are presented in Figs. 1–5. It is evident from
1 and 2 that the high-temperature asymptotic representations~3!–~5! obtain very early
~for T*QD/3). Comparing the analogous results for bcc metals,4 it can be concluded tha
this property is probably quite general. It follows from Figs. 1–4 that the strongest
in Ir occur for longitudinal phonons near the pointX. Specifically, the decrease of th
frequency and the increase of the damping with temperature are greatest for
phonons. The situation differs sharply in this respect from bcc alkali and alkaline-
metals,4,7 where the maximum damping obtains for ‘‘soft’’ phonons, for which the o

FIG. 1. Temperature dependence of the frequency shift in Ir at the symmetric points of the Brillouin zonTm

— melting temperature,QD — Debye temperature. The indices 1 and 2 denote longitudinal and trans
phonons;vpl — ion plasma frequency (vpl

Ir 5871 K, see Ref. 8).

FIG. 2. Temperature dependence of phonon damping in Ir. All notations are the same as in Fig. 1.
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posite behavior of the frequency with increasingT is characteristic — hardening instea
of softening. It is evident from Fig. 5 that this difference is due to the fact that i
three-phonon processes dominate over four-phonon processes.

To understand the role of the characteristic features of the interatomic interac
for the same lattice geometry, the computational results for a hypothetical fcc phase
are presented in Figs. 3 and 4. The explicit domination of three-phonon over four-ph
processes, which causes the frequency shift to be negative over the entire Brillouin
is also seen in this case and is apparently characteristic for all metals with fcc stru
At the same time, the fact that the neighborhood of the pointX is distinguished probably
occurs only for crystals with a ‘‘hard’’ interatomic interaction potential of the type in

FIG. 3. Dispersion of the relative frequency shiftd5D/v at T5Tm . Solid line — Ir, dotted line — fcc K. The
numbers1, 2 indicate longitudinal and transverse branches.

FIG. 4. Dispersion of the relative phonon dampingh5G/v at T5Tm . Solid line — Ir, dotted line — fcc K.
The numbers1, 2 indicate longitudinal and transverse branches.



the
f
stals
r can
Eqs.

ot be

onic

in Al,
etals

pen-
into
ef.

onon
n ap-
with a

roject

692 JETP Lett., Vol. 69, No. 9, 10 May 1999 Katsnel’son et al.
It is well known8 that the ‘‘hardness’’ of the potential in metals increases with
effective valenceZ (Z51 for K andZ54.5 for Ir!. In any case Ir is a striking example o
a crystal where AEs are maximum for high-frequency vibrations, in contrast to cry
with soft modes where the AEs are maximum for low-frequency phonons. The latte
be easily explained by the high powers of the frequency in the denominators of the
~3!–~5!, but the example of Ir shows that in the general case the question cann
solved on the basis of such simple considerations.

According to Fig. 4, an important feature of phonon damping is its nonmonot
dependence on the wave vector in theG2L and G2X directions. According to the
experimental data presented in Ref. 5, such nonmonotonic behavior is observed
Cu, Ag, and Au. It can therefore be supposed that this behavior is typical for all m
with the fcc structure.

In closing we note that, as follows from Figs. 3–5, the AEs have a strong de
dence over the Brillouin zone. For this reason, approximations which take them
account ‘‘on average’’~approximations of the type used in the recently published R
10!, are dangerous. Finally, from the fact, found in the present work, that three-ph
processes predominate over four-phonon processes it follows that the well-know
proaches such as the self-consistent phonon approach are inapplicable to metals
close-packed structure.11

This work was supported by the Russian Fund for Fundamental Research, P
98-02-16219.

FIG. 5. Variation of the anharmonic contributionsDqh ~a!, D3 ~b!, andD4 ~c! in theG2X2W directions in Ir
at T5Tm .
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Mechanism and kinetics of the reversible transformation
lda –hda of amorphous ice under pressure

O. V. Stal’gorova, E. L. Gromnitskaya, V. V. Brazhkin, and A. G. Lyapin
Institute of High-Pressure Physics, Russian Academy of Sciences,
142092 Troitsk, Moscow Region, Russia

~Submitted 16 March 1999; resubmitted 30 March 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 9, 653–658~10 May 1999!

An ultrasonic investigation of pressure-induced direct and reverse
transformationslda–hda between the amorphous phases of low- and
high-density ice is performed and the change in the shear modulus is
determined. It is found that elastic softening of the amorphous network
precedes both transformations, and the behavior oflda phase is similar
to that of hexagonal 1h ice before amorphization. At the same time a
number of features of thelda–hda transformation are due to the to-
pological disordering of the amorphous phases, and the kinetics of the
transformation is different from the standard behavior at a first-order
phase transition and also from the compression kinetics of ‘‘classic’’
glasses of the typea-SiO2 anda-GeO2. It is shown that the difference
in the behavior of thelda and hda amorphous phases under pressure
can be attributed to characteristic features of their spectra of low-
energy two-level states. ©1999 American Institute of Physics.
@S0021-3640~99!00909-3#

PACS numbers: 64.70.Kb, 62.50.1p, 62.80.1f, 61.43.Er

Ice can exist at different pressuresP and temperaturesT in the form of various~at
least 12! crystalline modifications.1,2 Besides these modifications there exist amorph
phases of ice, a number of which commonly occur in nature.3–5 In 1984 it was
discovered6 that an amorphous modification can be obtained by low-temperaturT
'77 K) compression of ordinary hexagonal ice 1h. Besides the solid-phase amorphiz
tion ~SPA! of ice, another remarkable phenomenon was discovered in Ref. 6. The a
phous modificationhda ~high-density amorphous! obtained on heating to 120–130
under atmospheric pressure transformed into a less dense amorphous modificatlda
~low density amorphous! with a different structure of the short-range order. It was so
established that thelda phase obtained in this manner undergoes under compress
reversible transformation into thehda modification.7

The transitionslda→hda andhda→ lda were accompanied by a jumplike chang
in volume, which made it possible to conclude that first-order transitions can o
between different amorphous phases.7,8 At the same time a study of transformations
other amorphous substances, for example, glassy SiO2 and GeO2, showed that the trans
formation process in these glasses is extended in pressure9–12 and exhibits unusual loga
6940021-3640/99/69(9)/7/$15.00 © 1999 American Institute of Physics
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rithmic kinetics.12 To this day ice apparently remains the only example of a mate
where sharp transformations into an amorphous state are observed. It has been su
in a number of works that a transition between two amorphous phases of ice posse
high-temperature continuation in the form of a first-order transformation in superco
ice.13–15 Despite the fact that so far only indirect evidence for the existence of su
transformation exists,16 investigations in this field are arousing unusually great inter
since they make it possible to explain many unusual properties of water.13–15

The transformationslda↔hda, just as the SPA of ice, occur in the same tempe
ture range where diffusion processes are largely frozen. Ultrasonic investigations
established that softening of the elastic constants of the crystal lattice of ice 1h precedes
the SPA of ice; this is apparently directly related with the mechanism of SPA.17,18 It can
be inferred that transitions between amorphous phases are accompanied by softe
the elastic moduli, but in contrast to crystals such softening should occur at diff
pressures in different sections of the amorphous network.11,12,19,20This circumstance is
evidently responsible for the logarithmic kinetics12 and the wide pressure extent of tra
sitions ina-SiO2 anda-GeO2.9–12

The study of transformations between the amorphous phases of ice is of s
interest in this connection. A preliminary investigation of the direct transitionlda↔hda
by the ultrasonic method was conducted in Ref. 21, but the results were qualitative,
later it was found that thelda ice samples investigated contained a large quant
(;50%) of crystalline phases. In the present work the mechanism and kinetics o
reversible transitionlda↔hda under pressure are investigated and the change in
shear modulus is determined. The data obtained show a definite analogy betwe
transformationslda→hda and 1h→hda. At the same time, features associated with
disordered nature of amorphous ice appear at the transition between the amo
phases. It turns out that the characteristic behavior of the amorphous phaseshdaand lda
can be interpreted on the basis of recent measurements of the density of low-e
two-level states~TLSs! in the ice phases studied.22

The measurements were performed by the pulsed ultrasonic method at pre
from 0 to 2 GPa in the temperature range 77–300 K on a cylinder–piston type
pressure setup, described in detail in Ref. 23. Cylindrical samples, 8–10 mm hig
;17 mm in diameter, were prepared from ice obtained by rapidly cooling distilled w
The experimental details are described in detail in Refs. 17 and 18. The error in
mining the pressure did not exceed 0.02 GPa. For measurements above 77 K
thermostatic control the temperature gradient on the sample and the accuracy
temperature determination were estimated to be 1–2 K.

The lda phase was synthesized on the basis of detailed information on the tran
mations 1h→hda and hda→ lda, which were obtained in Refs. 6–8, as well as fro
ultrasonic investigations performed on the present setup17,18 with continuous monitoring
of the P–V–T parameters of the phase transformations of ice. Thehda phase was ob-
tained first by compressing 1h ice to 1.7 GPa atT5110 K. After decompression to 0.0
GPa and heating toT 5138 K, a sample consisting primarily of thelda phase with
density'0.96 g/cm3 was synthesized. According to published data,7 the density oflda
ice is 0.94 g/cm3 at liquid-nitrogen temperature. The somewhat higher density of
sample in our case is apparently due to the presence of a small quantity of thehdaphase
or other microcrystalline inclusions. We note that thelda phase is difficult to obtain
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because of the smallness of theP,T region where it can be produced.

Figure 1 shows the pressure dependences of the transverse velocityv t of ultrasound
and the densityr as well as the dependence of the shear modulus calculated in
uniform medium approximationG(P)5rv t

2 , for the direct and reverse transformatio
lda–hda. The measurements were performed at temperature 110 K. It was found t
pressure increases, the transverse velocity and shear modulus of thelda phase decreas
right up to pressure 0.4 GPa. According to published data,7,8 a sharp transition occurs in
this region to the higher density phasehda. We held the pressure constant at the pointA
(P50.50 GPa! andB (P50.53 GPa!, marked in Fig. 1, for 9 and 20 min, respectivel
The large irreversible increase in density and transverse velocity at these points att
an lda–hda transition. The subsequent pressure increase leads to an additional in
of r andv t . The pressure was held constant for 1–2 min at a number of points~Fig. 1!.
In this case relaxation of the density and transverse velocity of ultrasound as a funct
time were observed right up to the maximum pressure'1.4 GPa. The typical change fo
r was 0.2–1.0% of the jump at thelda–hda transition and 0.3–2% forv t . On the one
hand this exceeds the measurement error, while on the other similar relaxation ch

FIG. 1. Variation of the densityr, transverse ultrasonic velocityv t , and shear modulusG versus pressure a
T5110 K for the direct and reverse transitionlda→ hda. The sectionab of the reverse transition correspond
to temperatures 120–130 K. The points where the pressure was held constant for a short time are ma
vertical bars on the curver(P).
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are not observed in transitions between the crystal phases of ice and cannot be att
to the error of the measurement method. Therefore the transformationlda→hda contin-
ues at least to pressure 1.4 GPa, as is confirmed by comparing the direct and revers
in Fig. 1.

There is an obvious analogy between the transformationslda→hda and 1h
→hda ~Fig. 2!, since in both cases softening of the shear modulus precedes a tran
into the higher-density phase. Moreover, the pressure derivatives of the shear modu
the lda phase (Gp8;2(0.3–0.6)) and the 1h phase(Gp8;2(0.4–0.6)) are quite close.
However, there are also appreciable differences between these transformations. Th
sition lda→hda is clearly more extended in pressure. This transformation apparen
completed at a pressure somewhat above 1.4 GPa, since the final value of the de
1.4 GPa is somewhat lower than the density of thehda phase. It should be underscore
that the sharp jump in properties for the transitionlda→hda is due to long-time holding
~for a total of about 30 min!, while the collapse of the hexagonal 1h ice into thehda
phase is more rapid, and the transformation does not have an extended ‘‘tail.’’ A
same time, a relatively rapid change in pressure also leads to sharp collapse of tlda
phase but at a somewhat higher pressure.7,8 The extended nature of thelda→hda

FIG. 2. Comparison of the pressure dependencesr(P) andG(P) for the transitionslda→hda and 1h→ hda.
The curvesr(P) for certain transitions between crystalline phases are also presented. The open sy
correspond to decompression.
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transformation has also been observed in previous measurements of the densit7 For
comparison, experimental curves for first-order phase transitions between the crys
phases I→ II → VI and I→ IX →VI are also presented in Fig. 2.

The mechanism of the reverse transformationhda→ lda, just as that of the direc
transition, is apparently due to the elastic softening of the amorphous network of thhda
phase. This follows from a comparison of the character of the variations inG(P) for the
reverse transition with a sharper jump in the density dependence~Fig. 1!. The elastic
softening preceding the jump in volume is even more noticeable when the transform
hda2 lda occurs with a change in temperature.18

Definite information about the transformation mechanism can be obtained by in
tigating the transformation kinetics. In our case such measurements were perf
under pressures corresponding to the pointsA andB. The results are presented in Fig.
We observed an almost linear time dependence for the change in density and the
time of an ultrasonic pulse. Such behavior evidently does not correspond to the exp
tial kinetics of ordinary first-order phase transitions, which is described by the activ
energies for nucleation and growth of crystals, or to the logarithmic compression kin
for a-SiO2 anda-GeO2,12 which is due to the wide spectrum of activation energies
local structural rearrangements.

In summary, it can be concluded that for the transformationlda→hda features
characteristic of first-order phase transitions~jump in volume, elastic moduli, and so on!
and SPA 1h→hda ~softening ofG right up to the transition itself! on the one hand and
typical features for amorphous phase–amorphous phase transformations ina-SiO2 and
a-GeO2 ~wide pressure range for the transition and relaxational changes! on the other are
observed. The characteristic features of the transformationlda→hda can be explained
on the basis of recent measurements of the density of TLSs in the phases of ice.22

FIG. 3. Time dependence of the piston displacementD l , related linearly with the sample volume, and the trav
time t of an ultrasonic pulse at pressures marked by the arrowsA andB in Fig. 1.
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The mechanism of SPA~including the transition 1h→hda) is associated, as a rule
with instability of the initial crystal lattice,24,25 and the instability, being associated wi
definite phonon modes, should appear coherently in the entire crystal. For an amor
network the variations in the energy states of individual atoms and local atomic str
lead to variations in the pressures for structural rearrangement of different nanose
of the network, and the transformation into the amorphous phase is controlled by
soft modes. Volume changes should appear at a definite concentration of soft mod
corresponds to instability of the amorphous network. We assume that the dens
low-energy TLSs in the amorphous phase is related with the phonon density of s
determining the instability of local sections of the amorphous network under pres
both characteristics probably being determined by the topological stiffness of the sy
The behavior of the topologically stiff disordered networks should be similar to tha
the crystal lattices with the same short-range order, while in soft glasses the transf
tion will proceed in a wider range of the external parameters.

Measurements of the low-temperature infrared absorption spectra establishe
the lda phase, just as the 1h modification, possesses an almost zero density of low-en
excitations, in contrast to thehda phase and conventional glasses~including a-SiO2 and
a-GeO2).22 That is, thelda phase should behave similarly to 1h ice, as a topologically
stiff network, as is in fact observed experimentally. The negative derivative of the s
modulus is probably a quite general property of tetrahedrally packed structures.25 How-
ever, in the presence of instability of the ordered lattice the rearrangement of the
range order should encompass the entire crystal, whereas in the amorphous netw
lda a substantial number of atoms and nanosections is apparently resistant to a cha
short-range order at the onset of the transition. The transformation of such nanose
will occur at higher pressures.

In summary, features appear in the transformation of amorphous ice that are g
for disordered systems and are due to the variations in the atomic characteristic
behavior of thehda phase before a transformation is similar to that of the ‘‘class
glasses SiO2 and GeO2. At the same time the behavior of ice before alda→hda tran-
sition can be explained by specific features of the structure and phonon spectrum
lda phase. More complete information about the mechanism of amorphous ph
amorphous phase transformations can be obtained from a detailed comparison
transitions kinetics for amorphous ice anda-SiO2 and a-GeO2 glasses. Analysis of the
behavior of ice in ahda→ lda transition and the corresponding kinetic measurements
also very important for resolving this problem.

This work was supported by the Russian Fund for Fundamental Research~Grant
98-02-16325! and the Educational-Science Center ‘‘Matter Under High Static Comp
sion’’ ~Project No. 250!.
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Effect of phasons and magnetic fields on the electronic
spectrum of a three-dimensional quasicrystal

Yu. Kh. Vekilov,* P. V. Slobodyanyuk, É. I. Isaev, and S. F. Arslanov
Moscow State Institute of Steels and Alloys, 117936 Moscow, Russia

~Submitted 31 March 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 9, 659–661~10 May 1999!

The effect of phasons and magnetic fields on the electronic spectrum of
an icosahedral quasicrystal is investigated in the tight-binding approxi-
mation. Phasons smooth the singular spectrum and produce a greater
delocalization of the critical wave functions. A magnetic field shifts the
limits of the spectrum, smooths the spectrum, lifts the degeneracy, and
also delocalizes the wave functions. ©1999 American Institute of
Physics.@S0021-3640~99!01009-9#

PACS numbers: 71.23.Ft

Measurements of the conductivity of pure, perfect AlPdRe quasicrystals have s
that a mobility threshold exists and that the Mott laws5s0 /exp(2T* /T)1/4 holds at low
temperatures.1,2 This shows that in an ‘‘ideal’’ perfect quasicrystal the electronic state
the Fermi level are localized in the Fermi-glass regime~the density of states at the Ferm
level is nonzero and the Fermi level lies below the mobility threshold!. This localization
differs from the Anderson localization, which is due to the disorder in the system, a
is caused by interference of electronic states as a result of the symmetry characte
and structure of the quasicrystal.3 Theoretical analysis of the electronic spectra indica
that such localization possesses characteristic features. In a one-dimensional quas
~Fibonacci chain! the density of states is highly singular~a Cantor set of gaps! and the
measure of the allowed states~Lebesgue measure! is zero.4,5 In two-dimensional~Penrose
tiling!6 and three-dimensional~Amman–MacKay network!7 quasicrystals the spectrum
also singular, but it does not contain a hierarchical gap structure~nonzero Lebesgue
measure!. The wave functions are ‘‘critical,’’ i.e., they are not localized, they are
delocalized, and they decay with increasing distance according to a power law. In
trast to the one- and two-dimensional cases, for the three-dimensional crystals the
nent — the localization exponent — is the same for all states. For Anderson localiz
which is due to incoherent scattering by the disorder introduced into the system
electronic states are localized, their spectrum is continuous, and the localization is
against small perturbations~the mobility threshold shifts continuously with the extern
perturbation!. In contrast to Anderson localization, the localization of electronic state
a quasicrystal should be unstable with respect to small perturbations that destro
symmetry of the system. This arises the interesting problem of investigating the effe
intrinsic defects~phasons! and external fields~magnetic fields! on the electronic spectrum
of a quasicrystal. It is also of interest to compare the ‘‘competing’’ effect of Ander
localization ~the effect of strong substitutional disorder in a quasicrystalline alloy
7010021-3640/99/69(9)/4/$15.00 © 1999 American Institute of Physics
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been investigated in Ref. 7!. In this letter we present the basic results of an investiga
of the effect of phason distortions and magnetic fields on the electronic spectrum
three-dimensional icosahedral quasicrystal.

Just as in Ref. 7, the electronic spectrum and wave functions of an icosah
quasicrystals were investigated in the tight-binding approximation and by the meth
level statistics on the basis of a two-fragment structural model~Amman–MacKay net-
work!. The quasicrystal was treated as the structural limit of rational approximants
increasing period~the computational method and the method for constructing the s
ture using a projection technique are described in detail in Ref. 7!. The ‘‘centered’’
decoration of approximants — atoms with ones orbital per atom — was considered. Th
atoms were placed at the centers of the rhombohedra. The Hamiltonian of the syste
the form

H5(
i

u i &e i^ i u1 (
j , j Þ i

u i &t i j ^ j u.

When only atoms of one kind are present in the system, the diagonal elemenEi

can be set equal to zero, and the hopping integrals can be assumed to be a n
constant only for the nearest neighbors (t i j 521) — for atoms belonging to rhombohe
dra that have a face in common.

Phasons were introduced as follows. For a centered decoration of the rhombo
a configuration consisting of two ‘‘blunt’’ and two ‘‘sharp’’ rhombohedra is often e
countered. In a certain combination these rhombohedra form a rhombic dodecah
Phasons are introduced by flipping the rhombohedra comprising the rhombic dode
dron. The rhombohedra were flipped in such a way that the surface of the rho
dodecahedron remained unchanged and the spatial orientation of the flipped rhomb
was preserved. For such flips the atoms at the centers of the rhombohedra were
ferred into positions which are symmetric relative to the geometric center of the rh
bododecahedron~the number of nearest neighbors remained the same!. The analog of
such a transformation in the projection technique is a fluctuation of the projection
The ratio of the number of ‘‘sharp’’ rhombohedra to the number of ‘‘blunt’’ rhomboh
dra remains unchanged, and the average slope of the projection tube does not cha
correspondingly the volume of the projection of the projection tube on the unphy
subspace is constant. When phasons were introduced, the coordination enviro
changed for atoms at the centers of the rhombohedra, as a result of which the posit
the nonzero matrix elements of the Hamiltonian changed. A magnetic field was
duced in the standard manner by multiplying the matrix elements of the Hamilto
matrix by a phase factor containing the vector potential in the Landau gauge. The
nitude of the field was measured by the ratio of the magnetic flux through a cell t
flux quantum.

The calculations were performed for the approximant 2/1, 3/2. A number of c
acteristics, including the integrated density of states, the density of states, the Leb
measure of the spectrum, the coordinate dependence of the wave functions, a
localization exponents were calculated. In the present letter, we present information
about the density of states and the localization of the wave functions.

The computational results show that when phasons are introduced the spectru~see
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Fig. 1! becomes less singular and the wave functions more delocalized~less ‘‘critical’’ !.
The effect of a magnetic field on the spectrum of a quasicrystal is more complicated
will be discussed in detail in a separate paper. Here we give only a qualitative discu
of the results. A magnetic field lifts the degeneracy of the electronic levels, smea
spectrum, and shifts~quasiperiodically as a function of the field strength! the limits of the
spectrum. In contrast to ordinary crystal and amorphous structures, the wave fun
become more delocalized when a magnetic field is switched on.

FIG. 1. Density of states for 3/2 approximants: a! no phason; b! 5 flips per cell; c! 74 flips per cell.
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It is interesting to compare the results presented above with the effect of ‘‘ch
cal’’ disorder ~substitutional disorder! on the spectrum. In Ref. 7 it was established th
for a high degree of substitutional disorder,d5eA2eB (e i5eA , eB), the energy spec-
trum is substantially smoothed compared with a quasicrystal without disorder, an
wave functions tend to localize. Here it is shown that ford,0.1 ~i.e., evidently, below
the Anderson localization threshold! the wave functions become more delocalized co
pared with the wave functions in a perfect quasicrystal.

In summary, it can be considered as proven that the electronic states at the
level are localized by virtue of coherent interference due to the characteristic featu
the symmetry and structure of the quasicrystal. Small disturbances — phasons, a
netic field, weak chemical disorder — destroy this interference and take the quasic
out of the Fermi-glass regime. Correspondingly, the transport properties and their
perature characteristics will be different from those of a perfect ideal object.

In closing we thank D. V. Olenev for his attention to this work and for valua
remarks.
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Simulation of a Panleve ´ –Gullstrand black hole in a thin
3He-A film

G. E. Volovik
Low Temperature Laboratory, Helsinki University of Technology,
FIN-02015 HUT, Finland;
L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences,
117940 Moscow, Russia

~Submitted 1 April 1999!
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A quasi-stationary superfluid state is constructed which exhibits an
event horizon and Hawking radiation. ©1999 American Institute of
Physics.@S0021-3640~99!01109-3#

PACS numbers: 67.57.De, 04.70.Dy

Introduction

It is well known that the gravitational field can be simulated in condensed matte
motion of a liquid: the propagation of some perturbations in a moving liquid obeys
same equation as the propagation of relativistic particles in the gravitational field. T
perturbations are sound waves in normal fluids1,2 and quasiparticles in superfluids3

~phonons in superfluid4He and low-energy Bogoliubov fermions in superfluid3He-A). If
the fluid motion is radial and spherically symmetric, the effective metric is express
terms of the radial velocityv(r ) as

ds252~c22v2~r !!dt212v~r !drdt1dr21r 2dV2. ~1!

For superfluidsv is the velocity of the superfluid vacuum,vs .

The kinetic energy of superflow plays the part of the gravitational potential:F5
2v2(r )/2. If one chooses the velocity field corresponding to the potential of a point b
of massM:

v2~r !522F52GM/r[c2r h /r , ~2!

one obtains the Panleve´–Gullstrand form of the Schwarzschild geometry~see e.g.,
Ref. 2!. Herer h denotes the position of the event horizon, where the velocity of the fl
reaches the ‘‘speed of light’’ (c is the speed of sound for phonons or the slope of
energy spectrumE56cp of Bogoliubov fermions!. If the fluid moves towards the ori
gin, i.e.,v(r ),0, this velocity field reproduces the horizon of a black hole~the so-called
sonic black hole1!: Since the velocity of the fluid behind the horizon exceeds the pro
gation velocityc of the perturbations with respect to the fluid, the low-energy quasi
ticles are trapped within the horizon. In quantum Fermi liquids— superfluid phase
3He — this kind of hydrodynamic black hole will allow one to investigate the quan
fermionic vacuum in a classical gravitational field in the presence of a horizon.
7050021-3640/99/69(9)/9/$15.00 © 1999 American Institute of Physics
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The hydrodynamic black hole was first suggested by Unruh for an ordinary liq1

However, since all the known normal liquids are classical, the most interesting qua
effects related to the horizon cannot be simulated in such a flow. Also, the geome
such that it cannot be realized: in the inward radial flow the liquid accumulates a
origin, so that this sonic black hole cannot be stationary. In the other scenario a ho
appears in soliton motion if the velocity of the soliton exceeds the local ‘‘spee
light.’’ 1 This scenario has the same drawback: in a finite system the motion of the s
cannot be supported for a long time. In the ‘‘draining bathtub’’ geometry suggeste
Ref. 4 the fluid motion can be made constant in time. However, the friction of the li
moving through the drain is the main source of dissipation. This will hide any quan
effects related to the horizon. Superfluidity of the liquid does not help much in
situation. A horizon does not appear: The ‘‘superluminal’’~supercritical! motion with
respect to the boundaries is unstable, because the interaction with the walls produ
Cherenkov radiation of quasiparticles, and the superfluidity collapses~see Ref. 5!.

Here we suggest a scenario in which this collapse is avoided. The superfluid m
becomes quasi-stationary and exhibits an event horizon; the lifetime of the ‘‘super
nally’’ flowing state is determined by intrinsic mechanisms related to the existence
horizon: in particular, by the analog of Hawking radiation.

Simulation of 2D black hole

A stationary black hole can be realized in the following geometry, which i
refinement of the bathtub geometry of Ref. 4~see Fig. 1a!. A superfluid3He-A film is
moving towards the center of the disk~i.e., v(r ),0), where it escapes to the thir
dimension through an orifice~hole!. If the thickness of the film is constant, the flo
velocity of the 2D motion increases towards the center asv(r )5a/r , and at r 5r h

5a/c it reaches the‘‘speed of light’’c ~now r denotes the radial coordinate in th
cylindrical system!. If this happens, the hole becomes a black hole: Behind the hori
at r ,r h , the ~quasi!particles can move only to the hole~orifice!, since their velocity of
propagation with respect to the superfluid condensate is less than the velocityv of the
condensate.

The black hole analogy is also supported by the effective metric experienced b
quasiparticles. The energy spectrum of the low-energy Bogoliubov fermions is give

~E2p•v!25c2~px
21py

2!1vF
2~pz7pF!2. ~3!

Here the axisz is along the normal of the film. This axisz also marks the direction of the
unit orbital vector l̂ , which is the anisotropy axis for the ‘‘speed of light’’:l̂ is fixed
along the normal to the film. The ‘‘speed of light’’ for quasiparticles propagating al
the film is c;3 cm/sec. It is much smaller than the Fermi velocityvF , which corre-
sponds to the ‘‘speed of light’’ for quasiparticles propagating along the normal to
film. This c is also much smaller than the speed of sound in3He-A, and for that reason
the motion of fluid has no effect on the density of the liquid.

Outside the orifice the velocity of the superfluidv is two-dimensional and radial. Fo
such a velocity field the energy spectrum in Eq.~3! corresponds to the motion of
Bogoliubov quasiparticle in a space with the following effective metric:
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ds252~c22v2~r !!dt212v~r !drdt1dr21r 2df21
c2

vF
2 dz2. ~4!

Across the horizon theg00 component of the metric changes sign, which marks
presence of the horizon atr 5r h , wherev(r h)5c.

The important element of the construction in Fig. 1a is that the moving super
3He-A film is placed on the top of the superfluid4He film. This is done to avoid the
interaction of the3He-A film with the solid substrate. The superfluid4He film effectively
screens the interaction and thus prevents the collapse of the ‘‘superluminal’’ flo
3He-A.

The motion of the superfluid3He-A with respect to superfluid4He film is not
dangerous. The superfluid4He is not excited even if3He-A moves with its superlumina
velocity: the value ofc for 3He-A is much smaller than the Landau velocity for radiati
of quasiparticles in superfluid4He, which is about 50 m/sec. In this analysis we ha
neglected the radiation of surface waves, assuming that the thickness of4He film is small
enough.

Finally one can close the superflow by introducing a toroidal geometry. Figur
shows the superflow around meridians~minor circles! of the torus in the cross-sectiona
plane. Both superfluid condensates,4He and 3He-A, circulate around meridians with

FIG. 1. Simulation of a 2D black hole in a thin3He-A film. a: ‘‘Draining bathtub’’ geometry. b:3He-A film
circulating on the top of a4He film on a torus.
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integer numbersN4 andN3 of superfluid velocity circulation quanta,k452p\/m4 and
k35p\/m3 . If the inner radius of the torus is small, the superfluid velocity is enhan
in the region close to the inner circle, where it can exceedc. In this case both a black hol
horizon and a white hole horizon appear.

Since the extrinsic mechanism of friction of the3He-A film — the scattering of
quasiparticles on the roughness of substrate — is eliminated, we can now consid
trinsic mechanisms of dissipation of the supercritical flow. The most interesting one
Hawking radiation related to the existence of a horizon.

Vacuum in comoving and rest frames

Let us consider the simplest case of the 2D motion along the film in the bat
geometry of Fig. 1a. This can be easily generalized to the motion in the toroidal g
etry.

There are two important reference frames:~i! The frame of the observer, who i
locally comoving with the superfluid vacuum. In this frame the local superfluid velo
is zero,v50, so that the energy spectrum of the Bogoliubov fermions as viewed by
observer is~here we assume a pure 2D motion along the film!

Ecom56cp. ~5!

In this geometry, in which the superflow velocity is confined in the plane of the film,
speedc coincides with the Landau critical velocity of the superfluid vacuum,vLandau

5min(uEcom(p)u/p). The vacuum as determined by the comoving observer is show
Fig. 2a: fermions occupy the negative energy levels in the Dirac sea~the states with the
minus sign in Eq.~5!!. It is the counterpart of the Minkowski vacuum but is defined o
locally: The comoving frame cannot be defined globally. Moreover for the como
observer, whose velocity changes with time, the whole velocity fieldv(r ,t) of the super-
flow is time dependent. This does not allow a correct determination of the energy.

~ii ! The energy can be well defined in the laboratory frame~the rest frame!. In this
frame the system is stationary, though is not static: The effective metric does not d
on time, so that the energy is conserved, but this metric contains the mixed comp
g0i . The energy in the rest frame is obtained from the local energy in the como
frame by means of a Doppler shift. In case of the radial superflow one has

Erest56cp1prv~r !. ~6!

Figures 2b,c show how the ‘‘Minkowski’’ vacuum of the comoving frame is seen
the observer at rest~note that the velocity is negative,v(r ),0). In the absence of a
horizon, or outside the horizon, the local vacuum does not change: the states whi
occupied~empty! in the Minkowski vacuum remain occupied~empty! in the rest-frame
vacuum~see Fig. 2b!. In the presence of a horizon behind which the velocity of superfl
exceeds the Landau critical velocity, the situation changes: Behind the horizo
vacuum in the rest frame differs from that in the comoving frame. Let us for simpl
consider the states with zero transverse momentumpf50 on the branchErest5(v(r )
1c)pr in the rest frame. If the system is in the Minkowski vacuum state~i.e., in the
ground state as viewed by the comoving observer!, the quasiparticles on this branch ha
an inverted distribution in the rest frame: the negative energy states are empty, wh
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positive energy states are occupied~see Fig. 2c!. For this branch the particle distributio
corresponds to the negative temperatureT520 behind the horizon.

Since the energy in the rest frame is a good quantum number, the fermion
tunnel across the horizon from the occupied levels to empty ones with the same e
Thus if the system is initially in the Minkowski vacuum in the comoving frame,
tunneling disturbs this vacuum state: Pairs of excitations are created: a quasiparticl
is created outside the horizon while its partner — a quasihole — is created inside th
horizon. This simulates the Hawking radiation from the black hole.

Hawking radiation

To estimate the tunneling rate in the semiclassical approximation, let us consid
classical trajectoriespr(r ) of particles, say, with positive energy,Erest.0, for the sim-
plest case when the transverse momentumpf is zero~Fig. 3!. The branchErest5(v(r )
2c)pr describes the incoming particles withpr,0 which propagate through the horizo

FIG. 2. a: Fermionic vacuum in the comoving frame. The states withEcom,0 are occupied~thick lines!. The
same vacuum viewed in the rest frame~b! outside horizon and~c! inside horizon. Behind the horizon the branc
Erest5(v1c)pr ~for p'50) has an inverted population as seen in the rest frame: the states with positive e
Erest.0 are filled, while the states withErest,0 are empty. The tunneling across horizon from the occup
states to the empty states with the same energy gives rise to the Hawking radiation from the horizon.
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to the orifice~or to the singularity atr 50, if the orifice is infinitely small! without any
singularity at the horizon. The classical trajectories of these particles are

pr~r !52Erest/@c2v~r !#,0. ~7!

The energies of these particles as viewed by the comoving observer are also po
Ecom(r )52cpr(r )5Erest(c/c2v(r )).0.

Another branchErest5(v(r )1c)pr in Fig. 3 contains two disconnected pieces d
scribing the particle propagating from the horizon in two opposite directions:

r .r h : pr~r !5Erest/@c1v~r !#.0, Ecom~r !5cpr~r !.0, ~8!

r ,r h : pr~r !5Erest/@c1v~r !#,0, Ecom~r !5cpr~r !,0. ~9!

Equation~8! describes the outgoing particles — the particles propagating from the
zon to the exterior. The energy of these particles is positive in both frames, comovin
rest. Equation~9! describes the propagation of particles from the horizon to the orifice~or
to the singularity!. Though for the rest-frame observer the energy of these particle
positive, these particles, which live within the horizon, belong to the Minkowski vacu
in the comoving frame.

The classical trajectory in Eqs.~8! and~9! is thus disrupted at the horizon. There
however, a quantum mechanical transition between the two pieces of the branch:
tum tunneling. The tunneling amplitude can be found in semiclassical approximatio
shifting the contour of integration to the complex plane:

w;exp~22S!, ~10!

S5ImE dr pr~r !5
pErest

uv8~r !ur 5r h

. ~11!

FIG. 3. Tunneling from the Minkowski vacuum within the horizon to the outgoing mode.
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This means that the wave function of any particle in the Minkowskii vacuum inside
horizon contains an exponentially small part describing the propagation from the ho
to infinity. This corresponds to the radiation from the Minkowski vacuum in the pres
of the event horizon. The exponential dependence of the probability on the quasip
energyErest suggests that this radiation looks like thermal radiation. The correspon
temperature, the Hawking temperature, is

THawking5\uv8~r !ur 5r h
/2p. ~12!

The radiation leads to the quantum friction: the linear momentum of the flow
creases with time.This occurs continuously until the superfluid Minkowski vacuum
tween the horizons is completely exhausted and the superfluid state breaks down
leads to a phase slip event, after which the numberN3 of circulation quanta of superfluid
velocity trapped by the torus is reduced. This process will repeatedly continue unt
two horizons merge.

Negative temperature for the chiral 1 11 fermions

It should be mentioned that there is an example in which a negative temper
behind the horizon is well defined. This is the case of the 111-dimensional chiral fer-
mions living in the vortex core. For such fermions there is only one branchE
5v0(f)L. HereL is the angular momentum of the quasiparticle in the vortex core,
v0(f) is the so-called minigap, which for a nonaxisymmetric vortex core depends o
azimuthal anglef. This is equivalent to our branchE5c(r )pr in the nonmoving liquid
if the speed of light is coordinate-dependent. If the vortex core is rotated with an
velocity V, the energy spectrum is time-dependent in the laboratory frameE5v0(f
2Vt)L. But it is time-independent in the frame corotating with the vortex core, wh
the energy is well defined:Ecorotating5(v0(f)2V)L; this is equivalent to our branch
Erest5(v1c)pr in the rest frame. The horizon can occur if the vortex core rotates
sufficiently large angular velocity, such thatV exceeds the minimal value of th
minigap.6 In this case, since there is only one branch of the fermions, the neg
temperature is well defined. Behind the horizon the Minkowski vacuum, which is
state withT510 now in the laboratory frame~Fig. 4a!, is really the state withT5
20 in the frame corotating with the core~Fig. 4b! and vice versa; the state withT5
20 in the laboratory frame is the state withT510 in the corotating frame.

Such symmetry between the vacua for the 111 chiral fermions suggests that the
can also be symmetry between the nonzero positive and negative temperatures.
now take the Hawking radiation into account and suppose that at infinity there is a
bath with the temperatureT5THawking. Then the heat flux from infinity exactly compen
sates the radiation from the horizon. In such a metastable steady state the distribu
quasiparticles behind the horizon would correspond to a nonzero negative tempe
T52THawking.

Discussion

The above construction in Fig. 1b allows us~at least in principle! to obtain the event
horizon in the quasi-stationary regime, when the main source of non-stationarity
dissipation coming from the Hawking radiation. As to the practical implementation, t
are, of course, many technical problems to be solved.
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The situation in which the supercritical flow is described in terms of the ev
horizon and Hawking radiation occurs only for the low-energy fermions, whose spec
is ‘‘relativistic.’’ Howeverever, the analog of the event horizon persists even in the
of the ‘‘nonrelativistic’’ spectrum: the ‘‘horizon’’ occurs at the surface where the lo
superflow becomes supercritical, i.e., the superfluid velocity exceeds the Landau c
velocity. Thus it is necessary to extend the consideration of the Hawking type radiat
higher energies, where the other mechanisms for the decay of the supercritical sup
can become important.

For example, the radiated particles with energies outside the ‘‘relativistic’’ reg
can be Andreev-scattered back to the black hole. Thus both partners~particle and hole! of
the Hawking radiation will remain within the horizon. This recalls the phenomeno
partial reflection of particles withE.m and total reflection of particles withE,m,
created by a black hole, back to the black hole horizon by an effective potential ou
the black hole, created by the spacetime curvature. In the former case, this partial
tion results in the well-known ‘‘greybody’’ property of the Hawking thermal radiation
spatial infinity ~see, e.g., Ref. 7!. For a discussion of the second case, when there is
radiation at spatial infinity, see, e.g., Ref. 8. In our case the reflection back to the h
due not to a potential barrier outside the black hole but rather to the ‘‘curvature’’ o
quasiparticle spectrum.

This would mean that the particle creation in a high ‘‘gravity’’ field can disturb
‘‘Minkowski’’ quantum vacuum inside the horizon without any radiation to the exter
In principle such pair creation inside the horizon can be more important for the dis
tion of the ‘‘superluminal’’ ~supercritical! superflow than the Hawking radiation.

I thank Ted Jacobson and Alexei Starobinsky for illuminating discussions.
work was supported by the Russian Fund for Fundamental Research Grant No.

FIG. 4. Energy spectrum of fermionic quasiparticles in the vortex core. a:V50 corresponds to the nonrotatin
vortex. The spectrum is linear in the angular momentumL; v0(f) is the minigap, which depends on the ang
f if the core is not axisymmetric. The states with negativeL are occupied. If the vortex core is rotating wit
angular velocityV, then in the laboratory frame the minigap depends on time. b: The spectrum is well de
in the coordinate frame corotating with the core. Here the spectrum is shown in the region off where
v0(f),V, i.e., behind the horizon. If the initial state is the Minkowski vacuum, it is seen by the corota
observer as the state withT520.
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