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Abstract—A one-to-one relationship is established between the accessible volume in the phase space of a
microcanonical ensemble and the canonical partition function. © 2003 MAIK “Nauka/Interperiodica”.
The state of the art in statistical mechanics in gen-
eral and even in the classical branch cannot be consid-
ered as satisfactory [1–3]. The point is not even that no
one model with more or less realistic interaction
between particles admits an exact solution or qualita-
tive analysis. It is not less significant that the very tran-
sition from classical mechanics to classical statistical
mechanics encounters serious logical problems, begin-
ning with the ergodic hypothesis (sometimes consid-
ered as not very significant) and ending with interrela-
tions between ensembles.

For example, the transition from a microcanonical
ensemble to the canonical one is based to a significant
extent on several uncontrolled hypotheses that are valid
for the ideal gas, whereas nothing is known about the
“stability” of these assumptions with respect to interac-
tions in the system under study. In particular, the pro-
cedure of replacing an arbitrarily thin spherical layer

E – e ≤ /2m ≤ E in the momentum space by

the volume of a sphere with 0 ≤ /2m ≤ E for
calculating the phase volume Γ of the ideal gas is
unconditionally justified. At the same time, the analo-
gous statement about the possibility of replacing an
arbitrarily thin layer

(1)

(where H(p, q) is the system Hamiltonian) with the
entire volume of the phase space inside the constant
energy surface of a system of particles is quite reason-
ably doubted.

On the other hand, the derivation of all sequential
ensembles in statistical mechanics, which are practi-
cally much more “advanced” than a microcanonical
ensemble, relies substantially on the latter ensemble.
Therefore, it would be important to render the microca-
nonical ensemble “working” to the same extent as the
canonical or grand canonical ensembles. To this end, it
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is necessary to find a method of calculating the phase
volume of a system between two close surfaces of con-
stant energy.

Consider a classical system of N identical particles
interacting with each other and with an external field.
Let this system occupy the volume V and be isolated
from the environment. The state of the system is deter-
mined by the position of the imaging point in the phase
space Γ, while evolution of the system is described by
the canonical Hamilton equations of motion. For the
isolated system under consideration, the imaging point
in the phase space moves over the constant energy sur-
face given by the equation H(p, q) – E = 0, where E is
the system energy.

Let the system energy be not fixed but confined
within an interval [E – e, E], where e > 0. Then, the
accessible volume ∆Γ of the phase space of the sys-
tem is

(2)

where

(3)

is the characteristic function (indicator) of the set Ω .
In integral (2), this function imparts the unit weight to
all points in the phase space corresponding to the sys-
tem energies in the interval [E – e, E] and zero weight,
to all points outside this interval. Thus, integral (2)
determines the volume of the phase space confined
between the surfaces H(p, q) = E – e (σ1) and H(p, q) =
E (σ2). It should be noted that, in the general case, the
manifolds σ1 and σ2 can be independent (non-con-
nected).

∆Γ χ E e– E,[ ] H p q,( )( ) Γ ,d∫=

χΩ x( )
1, x Ω;∈
0, x Ω∉




=
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Introducing an integral representation of the above
characteristic function of the manifold,

(4)

and substituting expression (4) into relation (2), we
obtain

(5)

Note that the internal integral over the phase space is
the canonical partition function Z of the system at an
imaginary temperature T = β–1 = i/τ:

(6)

Therefore,

(7)
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Thus, for the microcanonical ensemble, the accessible
volume ∆Γ of the phase space of the system is obtained
via integral transformation of the canonical partition
function Z(iτ) of this system considered as a function of
the imaginary temperature iτ.

Note that the established integral relationship
between ∆Γ and Z(iτ) is valid irrespective of the ther-
modynamic transition N, V  ∞ (N/V = n = const),
which is especially important in connection to the
investigations of nanostructures, extensively developed
in recent years, and to the theory of phase transitions,
since no correct thermodynamics of small systems
(such as nuclei of new phases) has yet been developed.
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Abstract—The area theorems, describing propagation of ultrashort pulses of resonant laser radiation in a two-
core nonlinear directional coupler, are formulated for the first time. It is shown that such a system is character-
ized by a finite, bounded above set of areas of the stationary propagating pulses. We also predict quantization
of the limit cycles and possible existence of the regime of periodic complete transfer of the radiation energy
from one fiber to another. © 2003 MAIK “Nauka/Interperiodica”.
It was demonstrated [1–5] that nonlinear directional
couplers (NLDCs) are capable of providing all-optical
signal switching. For the model of a nonlinear resonant
coupler based on a dielectric matrix doped with reso-
nant absorbing centers [1], the numerical experiment
revealed localization of a light pulse in one channel and
the energy transfer from one channel to another by por-
tions equal to a multiple of the 2π soliton energy. Inves-
tigations of the phenomenon of soliton switching [2, 3]
showed that the process of energy transfer significantly
depends on the initial pulse shape. Assuming the local-
ization of light in one fiber, the shape of a solitonlike
pulse was determined [3].

McCall and Hahn [5] showed that the stable soliton
pulses are governed by the area theorem, according to
which a single-soliton solution of the Maxwell–Bloch
equations has the form of a pulse with an area of 2π.
This soliton can propagate in a bulk medium consisting
of two-level atoms. For more complicated physical
objects, such as NLDCs, the area theorem has not yet
been formulated. Should such a law be established, it
would be possible to make a conclusion about the areas
of stationary propagating pulses in fibers of NLDCs.

Below, we will show that the area theorem for
NLDCs is represented by a system of two nonlinear dif-
ferential equations describing the areas of pulses prop-
agating in each fiber of the coupler. We consider an
NLDC comprising a pair of identical tunneling-coupled
fibers. The tunneling coupling between fields in the
fibers is provided by the field penetrating from one fiber
into another. The fiber material is modeled by a system
of two-level atoms exhibiting resonance interaction
with the propagating wave field. We assume that
ultrashort pulses of laser radiation propagating in the
fibers possess a width smaller than the characteristic
excitation relaxation time of the host medium.
1063-7850/03/2910- $24.00 © 20793
Using the material Bloch equations and the wave
equations for the fields of pulses, we obtain a system
of Maxwell–Bloch equations in the well-known
approximation of envelopes slowly varying in space
and time:

(1)

(2)

(3)

where  ( ) is the positive-frequency (negative-fre-
quency) component of the electric field of the electro-
magnetic wave propagating in the jth fiber (j = 1, 2)

with the frequency ω and the wave vector kj;  is the
polarization of the medium; ρj is the difference between
populations of the levels; µ is the constant of tunneling
coupling between fibers [5], σ = d/"; and d is the dipole
moment of the transition between levels.

Assuming that the laser radiation excites the same
eigenmode in both fibers, we use the following ansatz:

the complex wave field (x, t) is represented as a
product of the amplitude Ej(x, t), considered as a function
of both coordinate and time, and the phase ϕj(x) depend-

ing only on the coordinate:  = Ej(x, t)exp(iϕj(x)).
Applying the approach developed in [8] to Eqs. (1)–(3),
it is easy to obtain a system of nonlinear differential
equations describing spatial variation of the areas Θj(x)
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+E j

– q j
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Fig. 1. Phase trajectories of a system of Eqs. (7)–(8) for a = α/2κ = 3 (a) and 8 (b).
of the ultrashort pulses propagating in each fiber:

(4)

(5)

(6)

Here, the pulse area Θj(x) is defined by the formula

and

α is the linear absorption coefficient of the medium [6–8],
and κ is the coupling constant [2–5]. The above system
of equations has to be supplemented with the boundary
conditions for Θj(0) and ϕ(0). As for the initial phase
ϕ(0), we select this value proceeding from the linear
approximation of Eqs. (4)–(6), whereby the initial areas
of pulses Θj(0) ! 1. As can be readily shown, this limit
implies that ϕ(x) = π/2. Taking this value for the initial
phase, we arrive at the conclusion that the phase is
always equal to π/2, that is, the phase does not vary in
space (in other words, the propagating pulse is not
phase-modulated).

Under these conditions, Eqs. (4)–(6) transform into
the final system of two equations describing spatial
variation of the areas of propagating pulses:

(7)

(8)
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TE
Under the assumption that κ = 0 (i.e., that the fibers do
not interact), these equations became mutually inde-
pendent and can be reduced to the well-known McCall–
Hahn area theorem [6, 7]: dΘ/dx = –(α/2)sinΘ. This
relation indicates that stable propagating pulses possess
the areas Θ = 0, 2π, 4π, …, 2kπ (where k is an integer),
while the pulses with Θ = π, 3π, …, (2k + 1)π are unsta-
ble. In the case of α = 0 (a system of two-level atoms
without absorption), Eqs. (7)–(8) convert into the well-
known equations describing a linear directional coupler
with the solutions Θ1(x) = Θ10cos(kx) and Θ2(x) =
Θ10sin(kx), where Θ10 is the pulse area in the first fiber
at x = 0.

In the general case, system (7)–(8) has no analytical
solutions. Below, we will treat the solutions qualita-
tively and illustrate the results of analysis by numerical
solutions. Assuming in Eqs. (7)–(8) that dΘj /dx = 0 (j =
1, 2), we arrive at a system of transcendental equations
whose solutions determine the coordinates of singular
points (Θs1, Θs2) on the phase plane, which correspond
to the areas of stationary propagating pulses. These sta-
tionary areas significantly depend on the parameter a =
α/2κ. For any value of a, there exist a finite, limited
from above, number of stationary areas Θjs (j = 1, 2).

Note that, for small values of the parameter a (a < π),
there is only one singular point with the coordinates
Θs1 = Θs2 = 0, which is a stable focus of the system
(Fig. 1a). As can be seen from Fig. 1a, all phase trajec-
tories in a certain region of the phase plane are directed
toward this point, while outside of this region, the phase
trajectories tend to a limiting cycle having the shape of
a slightly rotated and distorted square. Therefore,
should the initial values Θ1(0) and Θ2(0) of the pulses
belong to the basin of attraction to the singular point,
the areas of such pulses will decrease, tending to zero
in the course of propagation. Thus, for a < π, stable
propagating pulses represent the 0π solitons. A differ-
ent behavior is observed for the pulses with initial areas
belonging to the basin of attraction of the limiting
cycle. Their areas exhibit periodic variations in the
course of propagation and the process reduces to peri-
CHNICAL PHYSICS LETTERS      Vol. 29      No. 10      2003



TECHNICA

THE AREA THEOREMS FOR TWO-CORE NONLINEAR DIRECTIONAL COUPLERS 795
100–10

10

0

–10

Θ1 (a)

Θ2

200–20

20

0

–20

Θ1 (b)

Θ2

Fig. 2. Phase trajectories of a system of Eqs. (9)–(10) for α1/2κ = α2/2κ =  (a) and  (b).3 10
odic transfer of the energy from one fiber to another,
which is characteristic of stationary operation of
directional couplers [5]. Note that the first limiting
cycle (closest to the stable focus at the center) of sys-
tem (7)–(8) is followed by an infinite number of con-
centric limiting cycles receding from the center.

For a > π, the situation becomes more complicated
because the number of stationary points increases. For
a = 5, the number of such points increases to nine, of
which only one point with the coordinates Θs1 = Θs2 = 0
is a stable focus of the system, four points being unsta-
ble foci and the remaining four representing saddles.
The first limiting cycle, formed outside of the region
containing these singular points, is followed by a
sequence of concentric limiting cycles receding from
the center. Therefore, the system with a = 5 (like that
with a = 3) possesses a single stationary singular point
attracting the trajectories from a certain region of pulse
areas. Outside this region, the system occurs in a
regime of periodic complete transfer of radiation from
one fiber to another.

As the parameter a grows further, the structure of
phase trajectories becomes still more complicated. For
example, a system with a = 8 (Fig. 1b) features 25 sin-
gular points, of which nine points are stable foci, four
points are unstable foci, and the remainder twelve
points are saddles. Each stable focus has a basin of
attraction. Pulses with the initial areas Θ1(0) and Θ2(0)
belonging to a certain basin of attraction evolve in the
course of propagation so that their areas at large dis-
tances correspond to the coordinates of the given focus.
As can be seen from Figs. 1a and 1b, the values of sta-
tionary areas Θs1 and Θs2 in the first and second fiber,
corresponding to the same singular point, can be either
approximately equal or significantly different. The lat-
ter case corresponds to the regime of propagation
accompanied by predominant localization of the radia-
tion energy in one of the two fibers. Further growth in
the parameter a leads to the generation of new singular
points contained inside the limiting cycles. However, it
L PHYSICS LETTERS      Vol. 29      No. 10      20
should be noted that the number of singular points is
finite, rather than infinite as in the case of the McCall–
Hahn area theorem.

Thus, Eqs. (7)–(8) show that the system is character-
ized by a finite, limited from above, number of areas of
the stationary propagating pulses. The areas of such sta-
tionary pulses in the two fibers are not arbitrary and are
related to one another by transcendental relationships.
The obtained area theorems reveal an infinite sequences
of concentric limiting cycles, suggesting that regimes
are possible in which the radiation energy is periodi-
cally completely transferred from one fiber to another
and back. These limiting cycles are quantized like peri-
odic orbits. Each next curve representing a limiting
cycle intersects the Θ1 and Θ2 axes at the points spaced
exactly by 2π from the points of intersection with the
preceding curve. The values of Θ1 and Θ2 vary contin-
uously and periodically along each limiting cycle, but
the passage from one limiting cycle to the next is
accompanied by a jumplike change in the area of one
pulse by 2π. Note that no such quantization of the lim-
iting cycles takes place in the case of radiation pulses
stationary propagating in NLDCs [5].

In the case when one fiber in an NLDC is linear and
the other contains resonant two-level centers, Eqs. (7)–(8)
transform to

(9)

(10)

where α1 and α2 are the coefficients of linear absorption
of the corresponding fiber materials.

Figure 2a shows the phase trajectories of the sys-

tem (9)–(10) with α1/2κ = α2/2κ = , which con-
verge to the point with Θs1 = Θs2 = 0, irrespective of the
initial point. Some regions of the phase space show

dΘ1

dx
----------

α1

2
----- Θ1 κΘ2,–sin–=

dΘ2

dx
----------

α2

2
-----Θ2– κΘ1,+=

3

03
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dense bundles of phase trajectories. This behavior of
the areas of stationary propagating pulses also signifi-
cantly differs from that predicted by the McCall–Hahn
theory.

Figure 2b demonstrates the behavior of phase trajec-
tories in a system with α1/2κ = α2/2κ = . In this
case, Eqs. (9)–(10) have five singular points, of which
three are stable foci and two others are saddles. As can
be seen, the phase trajectories converge to stable foci.
Irrespective of how large are the initial areas of pulses,
Θ10 and Θ20, the areas of propagating pulses tend to the
values corresponding to one of the stable foci. As can
also be seen from Fig. 2b, each stable focus has a basin
of attraction and some regions of the phase space show
dense bundles of phase trajectories. Thus, the system
described by Eqs. (9)–(10) is characterized by a finite,
limited from above, number of areas of the stationary
propagating pulses. In this case, the limiting cycles are
absent.

In conclusion, the area theorems obtained for
NLDCs with like or unlike fibers exhibit qualitatively
different behavior of the areas of propagating pulses.
This behavior is also significantly different from that
observed in a volume medium in the self-induced trans-
parency regime.

10
TE
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Abstract—The explosion of a metal wire in water, accompanied by exothermal chemical reaction with evolu-
tion of a large amount of heat, gives rise to thermal ionization of the reaction products. As a result, a dense
plasma is generated and energy on the order of or greater than that initially accumulated in the storage battery
is liberated. © 2003 MAIK “Nauka/Interperiodica”.
The electrical explosion of a wire as a result of a
high-power pulse of current offers a convenient model
for basic investigations of various physical phenomena
involving high energy densities. On the other hand,
there are many technical applications of the electrical
explosion of wires: generation of high pressure pulses
by the explosion in a liquid medium [1–3], synthesis of
nanopowders [4], etc.

Considering the explosion of a wire in liquid as a
means of creating pulsed pressure, it is necessary to
evaluate the efficiency of this process. For this purpose,
we have to determine what part of the energy initially
stored in a capacitor bank is deposited in the discharge.
To this end, we obtained oscillograms of the discharge
parameters, current and voltage, and determined the
deposited energy by numerically integrating these
curves.

Of special interest are the cases when the explosion
of a metal wire in a liquid medium involves a chemical
reaction between the metal and this liquid [3, 5]. In par-
ticular, the explosion in water usually leads to the for-
mation of metal oxides and is accompanied by evolu-
tion of a large amount of heat, because the reactions
between metals and water are exothermal. In the
general case, such reactions can be described by the
equation

mM + nH2O  Ox + nH2O + Q,

where M is the mass of the exploded metal, Ox is the
mass of the oxide products, and Q is the reaction heat.

In our experiments, wires of various metals (alumi-
num, titanium, tantalum, tungsten, and molybdenum)
were exploded in water. The samples had various diam-
eters and a length of 23 cm. The experiments were per-
formed in a discharger of the trigatron type [6] with
graphite electrodes. Figure 1 shows the oscillograms of
current (upper curves) and voltage (lower curve) mea-
sured during the explosion of aluminum (Figs. 1a
1063-7850/03/2910- $24.00 © 20797
and 1b) and titanium (Fig. 1c) wires. As can be seen
from these data, the passage of the initial current pulse
(the first peak on the left) through a metal is accompa-
nied by a secondary pulse (the rightmost peak) appear-
ing with some delay, or without it, depending on the
applied voltage (the storage battery voltage). The latter
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Fig. 1. The oscillograms of current and voltage measured
during the explosion of (a, b) aluminum and (c) titanium
wires in water at V = 4.6 (a), 5.1 (b), and 5.0 kV (c).
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Table

No. Metal Mass, g
Capacitor 

bank energy
E0, kJ

System 
energy ES,

kJ

Reaction
heat q, kJ

Integrated 
energy
EΣ, kJ

EΣ – E0,
kJ , 10–2

Temperature 
of reaction 
products
T, 104 K

1 Al 0.31 16.2 19.20 23.36 7.17

2 Al 0.31 19.9 19.0 19.20 30.37 10.6 <0.1

3 Al 0.31 24.7 19.6 19.20 42.00 17.55 0.1 1.0

4 Mo 0.44 23.5 31.0 3.52 54.45 30.95 0.14 2.3

5 W 0.613 23.5 33.95 2.76 57.45 33.95 0.244 5.0

6 Ti 2.08 23.5 65.87 43.55 20.05

7 Ti 3.25 23.5 102.9 52.0 28.5

8 Ta 0.747 23.5 25.5 8.65 46.7 23.2 0.11 0.11

9 Ta 1.50 23.5 31.95 17.3 53.41 29.90 0.15 0.15

Ni

N
-----
pulse is related to the passage of current through the
chemical reaction products. It is possible to observe
how this pulse shifts leftward with increasing voltage
(cf. Figs. 1a and 1b). This is explained by the fact that
the explosion is followed by the formation of a cylindri-
cal region (coaxial with the exploding wire) filled with
the products of reaction between water and metal. The
pressure and temperature in this cylindrical region are
high due to a large amount of heat liberated from the
exothermal chemical reaction. The current cannot pass
through the products until the pressure drops to a level
at which breakdown is possible. This delay is clearly
illustrated by Fig. 1a.

The results of numerical integration of the current
and voltage oscillograms are presented in the table. As
can be seen from these data, the value of energy EΣ

obtained by numerical integration of the discharge cur-
rent and voltage curves exceeds the energy E0 accumu-
lated in the storage battery. As a result of the exother-
mal chemical reaction, the system acquires an energy
denoted by ES. Evolution of the large amount of heat
leads to thermal ionization of the reaction products (this
process is considered below), resulting in the formation
of a dense plasma (with a density on the order of
1018 cm–3). This plasma is polarized so that the capaci-
tor bank is charged to a voltage of about 6 kV.

Thus, the value of EΣ usually exceeds the energy E0

accumulated in the storage battery. In the case of explo-
sion of aluminum and titanium wires, the excess energy
∆ = EΣ– E0 is close to the energy of exothermal chemi-
cal reactions. For the explosion of refractory metal
wires, the excess energy is greater than the values of the
heat of formation of the corresponding oxides known to
the author. It is not excluded that plasma chemical reac-
TE
tions may lead to the formation of oxides possessing
higher heats of formation Q (the values of Q were taken
from [7]). The values of the reaction heat q in the table
were calculated for the known amount of a metal enter-
ing into the reaction.

From an analysis of the oscillograms, it is also pos-
sible to determine the number of charged particles Ni in
the plasma and to estimate the temperature T and the
degree of ionization Ni /N of this plasma (see table).
The temperature T was calculated using the Saha
equation [8].

Thus, it is necessary to emphasize the following
experimental features:

(i) In the case of a titanium wire with a diameter d0 =
2 mm, the energy stored in the capacitor bank was
insufficient to explode the sample of the corresponding
mass, provided that the required energy is calculated by
the formula

where m is the mass of the metal wire, qm is the specific
heat of melting, λ is the specific heat of vaporization, c
is the heat capacity, T1 is the initial temperature, T2 is
the melting temperature, and T3 is the temperature of
evaporation. Thus, the explosion takes place only due to
a chemical reaction between the heated titanium wire
and water leading to the oxide formation.

(ii) In the case of aluminum wires, the excess energy
∆ increases with the initial voltage to which the capac-
itor bank is charged.

(iii) In the case of tantalum, tungsten, and molybde-
num wires (Fig. 2), the energy excess relative to that
stored in the capacitor bank cannot be explained using
the values of the heat of formation of the corresponding

Q m c T2 T1–( ) qm c T3 T2–( ) λ …+ + + +[ ] ,=
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oxides known to the author (see table). It is likely that
plasmachemical reactions may lead to the formation of
oxides possessing higher heats of formation.

Now let us consider the mechanism of the observed
phenomenon. This analysis is well illustrated by
Fig. 1a. On the oscillogram of current, the first sharp
peak on the left corresponds to the current passing
through the aluminum wire. The current pulse ampli-
tude was on the order of 55 kA. This current pulse leads
to melting of the metal and the development of a mag-
netohydrodynamic instability of the waist type [9],
which results in breakage of the liquid metal column
into separate parts. This is clearly seen in the photo-
graphs obtained using a high-speed photoregistrator [3].
Since the residual voltage drop across the discharge gap
upon melting of the wire is insufficient to evaporate the
metal, the current ceases to pass through the melted
metal. At the moment of wire breakage, the electric cir-
cuit response leads to overvoltage across the discharge
gap. This voltage is sufficient to initiate the arc between
separate parts of the liquid metal column, which causes
evaporation of the metal.

As the aluminum wire is heated, the metal enters
into exothermal chemical reaction between the metal
and water:

2Al + 3H2O  Al2O3 + 3H2 + Q,

where Q = 1672 kJ/mol is the reaction heat per mole of
the metal. The reaction products are ionized by the UV
radiation generated in the course of the wire explosion.
Additional ionization is related to the large thermal
energy liberated from the exothermal reaction, whereby
the reaction products are heated to a temperature on the
order of 104 K (see table). The plasma contacts with the
wall and becomes polarized. The discharge current
changes direction and charges the capacitor bank up to
about 5.0 kV. At the time t = 0.4 ms, the voltage applied
to the discharge gap is about 4.5 kV and the energy
stored in the capacitor bank amounts to 19.0 kJ. During
the time interval from t = 0.4 ms to t =1.48 ms, the cur-
rent is zero and the battery voltage slightly decreases.
This voltage is insufficient to cause breakdown of the
plasma of reaction products occurring at a high pres-
sure [2, 3]. The pressure decreases with time and,
beginning with t = 1.48 ms, the current passes through
the plasma until almost complete discharge of the
capacitor bank. Numerical integration of the current
and voltage oscillograms in this region (Fig. 1a) yields
an energy of about 10.6 kJ, which is comparable to the
energy stored in the capacitor bank (19.0 kJ).

As can be seen from the oscillograms of current and
voltage measured during the explosion of refractory
metal wires, the current begins to pass through the reac-
tion products immediately after the explosion. This
behavior is explained by the fact that, at the moment of
metal evaporation (i.e., about t = 0.2 ms), the voltage
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
drop across the discharge gap reaches 6 kV. This volt-
age is sufficient for the current to pass through the
dense plasma of chemical reaction products. In all
cases, a deposit formed in the system consists of metal
oxides.

In summary, the explosion of a metal wire in water
is accompanied by exothermal chemical reaction with
evolution of a large amount of heat. As a result, the
reaction products possess a high temperature and are
subject to thermal ionization. This results in the forma-
tion of a dense plasma of the products of exothermal
chemical reaction. The plasma exhibits polarization
and the system acquires an energy on the order of or
greater than that initially stored in the capacitor bank.
Numerical integration of the current and voltage oscil-
lograms gives values of energy comparable with those
acquired by the system upon the wire explosion.
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Abstract—A method for determining the hydrodynamical drag of a seagoing vessel using the data of a coastal
two-coordinate surveillance radar is described and verified. The results of large-scale numerical simulation are
presented. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. Recently [1], we described a method
of determining the hydrodynamical drag of a seagoing
vessel by the method of inertial travel. As confirmed by
the results of full-scale experiments, this approach
allows the drag as a function of the vessel velocity to be
studied and the seaforming properties of various
objects to be compared using the results of processing
of a single trajectory of inertial motion. The method
was verified using the data of trajectory measurements
obtained by standard onboard facilities (towed logs).

However, it is important in practice to solve the
same problem by alternative methods based on external
sources of information such as coastal 2D surveillance
radars determining the distance to an object and its azi-
muth. The value of this approach is determined by the
prospects of the development of navigation and ser-
vice functions of modern coastal traffic control sys-
tems. In particular, data acquisition systems are devel-
oped for solving problems related to the online moni-
toring of the hull state and the load of a vessel.

This study was aimed at numerical verification of a
new, practically significant method of determining the
drag of seagoing vessels.

Formulation of the problem. The problem consists
in evaluating the velocity and acceleration of a vessel
and, eventually, the drag as a function of the velocity,
from a body of data on the inertial travel of the vessel
coordinates measured by a coastal 2D surveillance
radar. 

Let us introduce a Cartesian coordinate system 0xy,
in which the radar data are expressed as follows:

(1)

Here, zϕ(tk) and zr(tk) are the azimuth and distance

zr tk( ) x2 tk( ) y2 tk( )+ ξ r,+=

zϕ tk( ) x tk( ) y tk( )⁄( )arctan ξϕ .+=
1063-7850/03/2910- $24.00 © 20801
determined at discrete moments of time tk; x(tk) and
y(tk) are the vessel coordinates; and ξr and ξϕ are the
instrumental measurement errors.

Since the free inertial motion trajectory is a straight
line, the problem can be formulated as one-dimensional
and, hence, system (1) can be reduced to a single
equation:

(2)

where d(tk) is interpreted as the result of a “new” mea-
surement of the distance traveled by the vessel from the
start point of rectilinear inertial motion, f(zr , zϕ, tk) is the
function obtained by linear (in the 0xy plane) regression
of the results of radar measurements, and n is the total
number of measurements.

The data array  can be processed as

described previously [1], provided that model (2) is
supplemented by a relation (considered as known) of
the type [2]

(3)

where rd is the specific (per unit object mass) hydrody-
namical drag, d the inertial travel length, and nr is a cor-
rection taking into account nonstationary character of
the motion and the particular vessel geometry.

Despite the evident similarity of the above problem
to that studied previously [1], the different character of
the measured data (2D trajectory measurements instead
of 1D travel distance and velocity determinations)
requires adequate verification and adaptation of the
method of problem solution under new conditions. This
will be done within the framework of a numerical
experiment.

d tk( ) f zr zϕ tk, ,( ), k 1 n, ,= =

d tk( ){ }
k 1 n,=

rd 1 nr+( ) ḋ̇ ,–=
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Experimental results. The results presented below
were obtained using the concept of large-scale com-
puter simulation. This includes (i) the construction of a
model of the object motion based on the results of
onboard measurements (essentially, the results pre-
sented in [1]) and (ii) the computer simulation of situa-
tions encountered in remote radar observations.

Let us consider the case of a single coastal radar of
the Raytheon type characterized by the range (ξr) and
azimuthal (ξϕ) errors uniformly distributed within the
intervals [–6.25 m; 6.25 m] and [–0.06°; 0.06°], respec-
tively, and by a radar antenna scan period of 3 s. In this
large-scale experiment, we will use (as in [1]) the
results of full-scale measurements performed for the
real cargo ship Vitus Bering.

The model parameters are as follows: vessel length
along the waterline, L = 150 m; volume displacement,
Vvol = 20200 m3; initial velocity, v 1 = 8.2 m/s; inertial
motion duration, 1500 s; total number of measure-
ments, n = 501; the correction nr is introduced accord-
ing to the results of approximation of a typical depen-
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TE
dence on the vessel velocity, length, and volume dis-
placement [2]

nr = b0 + b1v 1 + b2v 2,

where

b0 = 0.2017 – 0.0321ψ + 0.0010ψ2,

b1 = (–0.4871 + 0.1193ψ – 0.0034ψ2)/ ,

b2 = (5.9608 – 1.3284ψ + 0.0679ψ2)/(gL),

ψ = , g = 9.81 m/s2.

Figure 1 shows the plots of the estimated specific
drag versus relative velocity (in terms of the Froude

number Fr = v / ) for the inertial motion of the ves-
sel under consideration. The solid curve rd  (considered
as the base) corresponds to the specific drag determined
using the towed lag. The dashed curve  represents the
worst statistical realization of Eq. (3). The points A and
A' correspond to the start of the inertial travel, and the
coordinates of points B and B' on the (Fr, rd) plane can
serve as the measures for a comparison of the seaform-
ing properties of various vessels [1]. As can be seen, the
values of the specific drag  determined from the radar
data are somewhat different from the base values.

We have analyzed the problem so as to characterize
the discrepancy quantitatively, as dependent on the ves-
sel trajectory parameters (the distance and the direc-
tion of motion). The error of the specific drag determi-
nation was characterized by the value of rms(δrd) =

||δrd||/( /rd(B)), where ||δrd|| = ||rd – || is the
Euclidean norm of the vector of difference of the spe-
cific drags calculated using the lag and radar data,
rd(B) is the drag at point B, and n is the number of
determinations. Proceeding from physical notions, the
measure of uncertainty in determining point B was
taken in the form δFrB = (FrB – )/FrB , where FrB

and  are the Froude numbers at points B and B'
(i.e., determined from the lag and radar measure-
ments), respectively.

Figure 2 shows the plots of Sr = M[rms(δrd] (dashed
curve) and SB = M[δFrB] (solid curve) as functions of
the distance from the radar to the inertial travel start
point. Here, M[*] is the operator of averaging over the
data of the multiply repeated experiment, performed
using the orthogonal Coiflet wavelet packet (coif4)
with a four-level decomposition. The values of Sr and
SB correspond to the most favorable vessel trajectory,
whereby the direction of motion coincides with the
azimuthal direction to the radar, while the values of 

gL( )

L Vvol
1 3⁄⁄

gL

rd'

rd'

n rd'

FrB'

FrB'

Sr'
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and  correspond to the must unfavorable case, when
the direction of motion at the inertial travel start point
is perpendicular to the azimuthal direction. Taking into
account the statistical character of rms(δrd) and δFrB ,
the average values were supplemented with the corre-

sponding mean square deviations from the Sr, , SB,

and  values: σ(δrd) ≈ 0.002 m/s2, σ'(δrd) ≈
0.003 m/s2, σ(δFrB) ≈ 0.08, and σ'(δFrB) ≈ 0.09. These
estimates of accuracy under the conditions of single-
radar measurements are not merely quite acceptable
but are also rather promising in view of the good pros-
pects for multiposition observations. On the whole,

SB'

Sr'

SB'
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
the above results show that the proposed method [1]
is well adapted to the situation of remote radar obser-
vations.
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Abstract—The electrical properties of n-type germanium single crystals irradiated with protons were studied
by measuring capacitance–voltage characteristics. The thermal treatment of irradiated samples at 200–300°C
leads to the formation of highly mobile shallow donor centers. The coefficient of diffusion of these donors is
equal to that of atomic hydrogen with allowance for capture on traps. It is concluded that atomic hydrogen plays
the role of a shallow donor in germanium. © 2003 MAIK “Nauka/Interperiodica”.
In recent years, hydrogen has been the most exten-
sively studied impurity in semiconductor lattices [1]. In
silicon, both the precipitation of hydrogen and its inter-
action with intrinsic defects leads to the formation of
various types of both oxygen-containing [2] and oxy-
gen-free [3] donor centers. In germanium, hydrogen-
containing donors have been known so far only in the
form of H–O complexes [4]. The behavior of hydrogen
in commercial single crystal germanium is still insuffi-
ciently studied, although this knowledge would be of
interest from the standpoint of production technology
and radiation stability of germanium detectors. In this
context, we have studied the electrical properties of
germanium p+–n structures irradiated with protons.

The experiments were performed on germanium
p+−n structures with a sharp alloyed (indium) interface
and a base layer thickness of d0 = 100–200 µm. The
n-type base material was commercial single crystal ger-
manium doped with antimony to Nd = (1–2) × 1013 cm–3.
Both the p+–n structures (from the base side) and the
control p-Ge and n-Ge plates (with ρ = 25–45 Ω cm)
were irradiated with 300-keV protons (H+). The mean
projected range of H+ ions with this energy in germa-
nium amounts to 3 µm. The ion flux density was 1 ×
1015 cm–2.

The concentration of shallow donors in the base
region of the p+–n structures was determined by mea-
suring the room-temperature capacitance–voltage char-
acteristics. The deep levels were studied by deep-level
transient spectroscopy (DLTS) in the temperature range
from 20 to 300 K. The conductivity type was checked
by thermal probe.

Irradiation of the rear side (n-type material) of the
p+–n structures and the control plates led to the forma-
tion of p-type layers to within the H+ ion range, which
was related to the formation of radiation defects pre-
dominantly of the acceptor type. However, a short
(~30 min) heating of the samples to 200–250°C
resulted in the conductivity type conversion (p  n)
1063-7850/03/2910- $24.00 © 20804
in the irradiated regions of both n-Ge and p-Ge. During
further isothermal annealing, the region of excess elec-
tron density spreads beyond the irradiated layer and
excess electrons are found in the vicinity of the p+-n
junction (i.e., at a depth of ~100 µm). Figure 1 shows
the depth profiles of the electron density n within a
30-µm-thick layer at the p+–n interface in various
stages of isothermal annealing at 200°C. As can be
seen, the excess electron density both in the initial state
and in the irradiated layer of the structure increases
with the duration of annealing, which is indicative of
the formation of excess donor centers. The results of
DLTS measurements showed that the ionization energy
of these defects is ∆E < Ec – 0.0135 eV.

Since the concentration of hydrogen in a 3-µm-thick
layer implanted at a proton flux density of 1 × 1015 cm–2

1

2

3

4
3

2

1
10 15 20 25 30

d, µm

n, 1013 cm–3

Fig. 1. Depth profiles of the electron density in the hydro-
gen implanted base of a germanium diode in the course of
isothermal (200°C) annealing for various times t = 0 (1),
1720 (2), 3400 (3), and 4960 min (4). Solid curves show the
results of calculations using Eq. (1).
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is 4–5 orders of magnitude higher than the density of
electrons measured in the base, the diffusion character-
istics were quantitatively estimated using a solution of
the Fick law in the approximation of diffusion from
undepleted source [1]:

(1)

Here, N0 is the surface concentration of atomic hydro-
gen, x = d0 – d is the coordinate measured from the rear
contact, t is the diffusion time, and D is the diffusion
coefficient. An analysis of the experimental data in
Figs. 1 and 2 (the latter presenting the dynamics of
donor formation at a fixed point in the base layer (at d =
20 µm) in terms of Eq. (1) showed that a satisfactory
agreement between the experimental values of NH(x, t)
and the calculated curves for the annealing tempera-
tures of 200 and 250°C is achieved with the diffusion
coefficients D = 1.5 × 10–10 and 8 × 10–10 cm2/s and the
surface concentrations N0 = 4.2 × 1013 and 6.6 ×
1014 cm–3, respectively. These D values are about three
orders of magnitude lower than those calculated for
atomic hydrogen (2.6 × 10–7 cm2/s at 200°C and 6.2 ×
10–7 cm2/s at 250°C) using an expression for the tem-
perature dependence of the diffusion coefficient deter-
mined by mass spectrometry near the melting point [5].

On the other hand, the obtained estimates of the dif-
fusion coefficient agree in the order of magnitude with
the diffusion coefficient of atomic hydrogen at a tem-
perature of 300–350°C, which were determined from
experimental data on the passivation of defects in ger-
manium treated in a hydrogen plasma [6]. Our results in
combination with the data from [6], presented in the
inset in Fig. 2, can be described by the following rela-
tionship of the activation type:

(2)

It can be suggested that the diffusion of atomic hydro-
gen in our case is also limited by trapping and should
be described by an effective diffusion coefficient
decreased by a factor of [H]/[Hr], where [H] is the free
hydrogen concentration and [Hr] is the total concentra-
tions of implanted hydrogen [1]. According to [7], the
role of traps can be played by oxygen atoms and dimers
in the lattice cites, which form donor states upon trap-
ping hydrogen. However, the H–O complexes are stable
only below 150°C [4]. The concentration of oxygen
dimers in commercial germanium at 250°C is only
~1011 cm–3 [8], while the concentration of donors
observed at this temperature near the irradiated sample
surface amounts to 6.6 × 1014 cm–3. Thus, the observed
hydrogen-containing donors do not involve oxygen.

According to the Hall model [6], the role of traps
can also be played by hydrogen atoms proper, through
the formation of electrically inactive low-mobility

NH n Nd– N0 1 erf x 2 Dt( )⁄( )–[ ] .= =

D 6.43 10 3– 0.72 eV– kT⁄( ) [cm2 s].⁄exp×=
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
molecular hydrogen. In this case, the diffusion coeffi-
cient of hydrogen also decreases approximately by
three orders of magnitude in the temperature intervals
studied, while the surface concentration N0 of atomic
hydrogen virtually coincides with that reported in [6].
Taking this into account, we may conclude that hydro-
gen atoms can play the role of donors in the germanium
lattice.
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Fig. 2. A plot of the concentration of donors NH formed at a
depth of 20 µm from the p–n junction of a germanium diode
versus the duration of isothermal (200°C) annealing. Sym-
bols present the experimental data; the solid curve shows
the results of calculations using Eq. (1). The inset shows
plots of the diffusion coefficient of (1) hydrogen (data
from [6]) and (2) donor centers in germanium versus recip-
rocal temperature.
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Abstract—A method for determining the transient process duration in a dynamical system with quasiperiodic
behavior is described. An analytical expression is obtained that relates the average transient process duration to
the accuracy of determination of this parameter. © 2003 MAIK “Nauka/Interperiodica”.
Any time series generated by a dynamical system
contains an initial part, called a transient process, in
which the system behavior is different from that exhib-
ited by the same system as t  ∞. As a rule, the period
of time corresponding to the transient process is insig-
nificant (within ten or several tens of the characteristic
time scales of the system) and is not taken into consid-
eration, all attention being concentrated on the asymp-
totic (established) regimes. However, in some cases, the
transient processes are worth studying for various rea-
sons. First, an analysis of the transient process can
sometimes provide valuable information about the sys-
tem and its dynamics (important, e.g., for reconstruc-
tion of a system from its time series [1, 2]), which can-
not be extracted from an analysis of the established
regimes. Second, the transient process can be very long
[3, 4], representing an essential part of the system
dynamics. Moreover, in cases when the dynamical sys-
tem is modeling a real physical system operating in a
pulsed regime, the entire system dynamics represents a
transient process. Finally, the transient process can be
of independent interest as a physical phenomenon
obeying certain laws [5, 6]. For example, the so-called
transient chaos extensively studied in recent years (see,
e.g., [7–12] and references therein) is essentially a tran-
sient process.

Thus, transients in dynamical system bear some
information about these systems and obey certain laws.
Since, formally speaking, the imaging point in the
phase space never reaches an attractor within a finite
period of time and only asymptotically tends to this
attractor as t  ∞, the transient process duration
depends on the accuracy ε of determination of the time
when this process is considered terminated.

Recently, a method for determining the transient
process duration has been proposed for dynamical sys-
tems exhibiting periodic behavior and applied to sev-
eral maps [13–16]. Dependence of the process duration
1063-7850/03/2910- $24.00 © 20806
on the characteristics of the attractor, the accuracy of
determination, and the initial conditions was studied
and the mechanisms responsible for the possible com-
plication of this dependence were established. All the
results obtained in [13–16] are also applicable to
dynamical systems with discrete time: using the
Poincaré section procedure, any flow system can be
reduced to a map with the dimension lower by one than
that of the initial dynamical system [17–20].

In the case of a system exhibiting irregular behavior
(featuring quasiperiodic or chaotic oscillations), the sit-
uation is complicated because the number of attractor
points (or the number of points in the Poincaré section
for a flow system) becomes infinite [21, 22]. The aim of
this study is to consider the transients of dynamical sys-
tems occurring in a regime of quasiperiodic oscilla-
tions. For this purpose, we will consider a two-dimen-
sional dynamical system with discrete time known as
the Zaslavsky map [23–26],

(1)

with the control parameters d = 0.3, k = 0.5, and Ω =
0.22 selected so that the system would occur in the state
of quasiperiodic oscillations. Figure 1 shows a phase
portrait of system (1) for the set of control parameters
indicated.

The transient process duration will be determined
by analogy with the case of a system occurring in the
state of chaotic oscillations [22]. According to this, the
region of initial conditions containing the attractor is
covered with a lattice of period (step) ε. Then, an initial
point (x0, y0) point in the attraction basin is selected and
the map (1) is iterated a sufficiently large number of
times M (so as to exceed the maximum transient pro-

xn 1+ xn Ω k
2π
------ 2πxn( )sin dyn, mod 1,+ + +=

yn 1+ dyn
k

2π
------ 2πxn( ),sin+=
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cess duration Tmax).
1 After accomplishing M iterations

(i.e., when the transient process can be considered as
terminated), we begin to count the number of cells vis-
ited by the imaging point during the iterative procedure.
The cells covering the attractor points will be referred
to as the attractor cells [22]. The iterative procedure has
to involve a sufficiently large number of steps, so that
the number of attractor points covered by the attractor
cells is as large as possible. After termination of the
iterative procedure, we obtain a basis array of such
attractor cells. Once the cells belonging to the attractor
are known, the transient process duration can be deter-
mined as follows: if the initial point (x0, y0) falls within
an attractor cell at an iteration step corresponding to K
discrete time units, the transient process duration deter-
mined for the given initial condition to within a preset
accuracy ε is K. Obviously, correct determination of the
transient process duration requires finding a possibly
large number of attractor cells. The number of itera-
tions required to completely cover the attractor (or the
attractor coverage time Tc) strongly depends on the
accuracy ε of determination of the transient process
duration.

Now let us study how the transient process duration
T(ε), determined for the same control parameters and
initial conditions, depends on the ε value. For periodic
regimes in one-dimensional maps, the relation between
the transient process duration and the accuracy ε is as
follows [16]:

(2)

where Tε(x0) and Tε1(x0) are the transient process dura-
tions determined with different accuracies ε and ε1,
respectively, for the same initial conditions x0; τ is the
period of oscillations (τ = 1 for an immobile stable
point, τ = 2 for a cycle of period 2, etc.); and µ is the
multiplicator of a stable cycle. The latter quantity is
determined as a product of the derivatives of functions

f(x) calculated at the points  (i = ) of the
given stable cycle:

(3)

Note that, owing to stability of the cycle with period τ,
the absolute value of the corresponding multiplicator µ
is smaller than unity.

An expression analogous to relation (2), obtained by
averaging over all possible initial conditions, describes
the average transient process duration 〈T〉  on the accu-
racy of its determination:

(4)

1 In this study, M = 104.

Tε x0( ) Tε1 x0( ) τ ε
ε1
---- 

 
µ

,log+=

xi
0 1 … τ, ,

µ f ' xi
0( ).

i 1=

τ

∏=

Tε〈 〉 Tε1〈 〉 τ ε
ε1
---- 

 
µ

.log+=
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Relation (4) is also applicable to two-dimensional
(and, in the general case, to multidimensional) maps
exhibiting periodic dynamics [27]. In the case of two-
dimensional maps, the periodic cycles are characterized
by two multiplicators, µ1 and µ2, which are eigenvalues
of the monodromy matrix

(5)

calculated for the elements ( , ) of the cycle of
period τ. A relation of type (2) for the two-dimensional
map involves a multiplicator with the maximum abso-
lute value: µ = max(|µ1|, |µ2|).

In cases when the map exhibits a quasiperiodic
behavior, relation (2) cannot be used, because the con-
cept of multiplier is inapplicable to nonperiodic
regimes. In such cases, the stability of attractors is char-
acterized by the spectrum of Lyapunov exponents λi

(for details, see [26]). The Lyapunov exponents can be
used for the description of both periodic and nonperi-
odic attractors. For a periodic cycle of period τ, the
Lyapunov exponent is related to the corresponding
multiplicator by the formula [26]

(6)

Accordingly, relation (2) for a periodic regime can be
written in these terms as

(7)

where λ is the maximum negative Lyapunov exponent
(i.e., that possessing the minimum absolute value), cor-

M

dxn 1+

dxn

--------------
dyn 1+

dxn

--------------

dxn 1+

dyn

--------------
dyn 1+

dxn

-------------- 
 
 
 
 
 

xi
0

yi
0,( )

,
i 1=

τ

∏=

xi
0 yi

0

λ 1
τ
--- µ .ln=

Tε〈 〉 Tε1〈 〉
ε ε1⁄( )ln
λ

---------------------,+=

0.4

0.2

0

–0.2

–0.4

y

0 0.2 0.4 0.6 0.8 1.0
x

Fig. 1. A quasiperiodic attractor on the plane of initial con-
ditions (x0, y0) for the Zaslavsky map (1) with the control
parameters d = 0.3, k = 0.5, and Ω = 0.22.
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responding to the maximum (in absolute value) multi-
plicator of the cycle of period τ.

Now, we can apply relation (7) to description of the
average transient process duration as a function of the
accuracy ε for the maps exhibiting quasiperiodic oscil-
lations. Indeed, all assumptions concerning the system
behavior used in deriving this relation [16, 27] are
valid: there are two directions in the vicinity of the
attractor, in which the system is characterized by the
corresponding Lyapunov exponent, and termination of
the transient process with a preset accuracy ε is deter-
mined by the maximum negative Lyapunov exponent.

The above considerations are illustrated by Fig. 2
showing a plot of the average transient process duration
〈Tε〉  as a function of the determination accuracy ε for a
map exhibiting quasiperiodic oscillations with the con-
trol parameters indicated above. Since the basin of
attraction for an attractor in the Eno map is the entire
(x, y) plane and a change in the x value is determined as
mod1, the average transient process duration was deter-
mined by averaging Tε(x0, y0) over the initial conditions
within a region bounding the quasiperiodic attractor
(x0 ∈  [0; 1], y0 ∈  [–0.5; 0.5]). The 〈Tε1〉  value was taken
equal to the average transient process duration deter-
mined with an accuracy of ε1 = 10–2 (〈 〉  = 4.13).

The spectrum of Lyapunov exponents λ1 and λ2 was
numerically calculated using renormalization of the
perturbation vectors and their orthogonalization by the
Gram–Schmidt method [26, 28]. The moduli of the per-
turbation vectors were taken equal to e = 10–4 and the
total number of iterations was N = 106. For the given
values of parameters of the quasiperiodic process and
the calculation method, the Lyapunov exponents are
λ1 = 0.0002 and λ2 = –1.2031. The major Lyapunov

T
10 2–

10

1
10–4 10–3 10–2

ε

〈Tε〉

Fig. 2. A double logarithmic plot of the average transient
process duration 〈Tε〉  versus determination accuracy ε for a
Zaslavsky map in the regime of quasiperiodic oscillations
(the control parameters are the same as in Fig. 1). Black
squares represent the values of 〈Tε〉  determined by numeri-
cal calculation; solid curve is described by formula (7).
TE
exponent λ1 is responsible for the quasiperiodic dynam-
ics, while the second exponent λ2 (accounting for the
phase volume contraction and the transient process
duration) enters as λ into relation (7). As can be seen
from Fig. 2, the proposed relation (7) fits with a good
accuracy the plot of the transient process duration ver-
sus ε for the given system exhibiting a quasiperiodic
behavior.

In summary, we have described a method for deter-
mining the transient process duration with a preset
accuracy ε for a dynamical system in the regime of qua-
siperiodic oscillations. For this system, we proposed an
analytical relation describing the average transient pro-
cess duration as a function of ε.
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Abstract—The electrical properties of a GaSb–V2Ga5 eutectic composition have been studied. This system
comprises long oriented whiskers of a superconducting V2Ga5 phase formed by directed crystallization in a
semiconducting GaSb matrix. The properties of samples can be controlled by varying the angle between the
directions of electric current and whiskers. The observed features of the temperature dependence of the resis-
tivity and the possibility of controlling the properties of the eutectic system are explained by the formation of
discrete superconducting regions comprising linked Josephson junctions of the superconductor–semiconduc-
tor–superconductor type (S–Sm–S–Sm–S…), whiskers consisting of linked microscopic bridges
(S−S '−S−S '−S…), and infinite clusters comprising combinations of the above two components (S–S '–S–Sm–S–
S '–S…). © 2003 MAIK “Nauka/Interperiodica”.
Introduction. Developing methods of control over
the properties of materials is the basic problem studied
by applied physics and encountered in scientific and
industrial instrument building. Previously [1], the pos-
sibility of controlling the tensometric properties of a
eutectic composition of the semiconductor–metal type
was reported. In recent years, much attention has been
devoted to studying the dependence of the electrical
properties of high-temperature superconductors on the
angle of misorientation in the Josephson junctions [2–4].

Among the Josephson junctions of various types, of
special interest are systems of the superconductor–
semiconductor–superconductor type (S–Sm–S). This
interest is related primarily to the possibility of control-
ling the properties of the semiconductor layer by dop-
ing and by applying electric and magnetic fields [5–8].

In an early work [9], the Josephson effect was
observed in a semiconductor–superconductor eutectic
composition. This Letter presents original data on the
superconducting properties of a GaSb–V2Ga5 composi-
tion of this type and on the possibility of controlling these
properties by various methods. The superconducting
phase (V2Ga5) accounts for 4 vol % of the GaSb–V2Ga5
eutectic studied. In the course of directed crystallization,
this superconducting phase forms long oriented whiskers
in the GaSb matrix [10]. The results of this study can be
useful in developing both low-and high-temperature
superconductors and related Josephson structures.

Experimental results. The temperature depen-
dence of the resistivity ρ of a GaSb–V2Ga5 eutectic
composition was measured for various angles between
the directions of electric current (I) and whiskers (X).
For this purpose, the samples were cut in the form of
rectangular parallelepipeds so that the angle between
1063-7850/03/2910- $24.00 © 20810
the direction of whisker growth (X) and the sample
height (h) had the values α = 0°, 15°, 30°, 45°, 60°, 75°,
and 90°. Figures 1A–1C schematically show the struc-
ture of samples with α = 0°, 30°, and 90°, respectively.
Thin lines represent whiskers of the superconducting
phase, while thick lines show the possible supercon-
ducting pathways (or superconducting clusters).

Figure 2 shows the temperature dependences of
resistivity of the samples with various whisker orienta-
tions indicated above. As can be seen, the resistivity of
samples with α = 90°, 75°, and 60° varies with tempera-
ture in the range from 300 to 4.1 K in a manner typical of
semiconductors. As the angle α decreases, the tempera-
ture dependence becomes less pronounced. For the sam-
ple with α = 45°, ρ very weakly varies with the temper-
ature in the entire range indicated above. At T = 4.1 K,

Fig. 1. Schematic diagrams illustrating the structure of sam-
ples cut from a GaSb–V2Ga5 eutectic composition: (A) the
angle α between the directions of current and whiskers is
zero (infinite superconducting cluster); (B) α = 30° (infinite
superconducting cluster); (C) α = 90° (discrete supercon-
ducting regions composed of the Josephson junctions of the
S–Sm–S type); (D) infinite superconducting cluster for arbi-
trary α.
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the resistivities of all these samples exhibit a sharp drop,
the magnitude of which increases with decreasing α.

The samples with α = 30°, 15°, and 0°, in contrast to
those mentioned above, pass to the superconducting
state at T = 4.1 K. The temperature dependences of
these samples exhibit a metal-like character.

One sample was cut in the form of a plate with
square side faces parallel to the direction of crystalliza-
tion (i.e., to the direction of whiskers) as depicted in
Fig. 1D, where the thick solid broken line shows the
possible superconducting cluster. In contrast to all sam-
ples mentioned above, this plate exhibits the supercon-
ducting transition at T = 4 K irrespective of the mutual
orientation of current and whiskers (Fig. 3).

Discussion of results. As can be seen from the results
presented above, the superconducting properties of the
eutectic composition of the semiconductor–supercon-
ductor type studied can be controlled by changing the
angle between the directions of whiskers and electric
current and by cutting samples with various orientations.

When the electric current is passed perpendicularly
to the direction of whisker growth (I ⊥  X, α = 90°;
Fig. 2, curve 7), the semiconductorlike character of the
temperature dependence of resistivity is related to the
fact that V2Ga5 whiskers occupy only 4 vol % and
rather slightly influence the properties of the semicon-
ducting GaSb matrix (Fig. 1C). The samples with α =
30°, 15°, and 0° can pass to the superconducting state
and their ρ(T) curves exhibit a metal-like character.
Apparently, these samples feature the formation of
superconducting clusters through the whole length at
T = 4.1 K, while above the transition temperature, such
clusters account for the metal-like conductivity. The
sharp drop in the resistivity of samples with α = 90°,
75°, 60°, and 45° at T = 4.1 K and an increase in the
drop magnitude are related to the formation of discrete
superconducting clusters (Fig. 1), the length and num-
ber of which increases with decreasing α.

In the case of I ⊥  X (α = 90°), a long rectangular par-
allelepiped of the GaSb–V2Ga5 composition features
only contacts of the S–Sm–S type. Apparently, the
absence of a superconducting transition in this system
is explained by a large thickness of the superconducting
layer (4–5 µm) between parallel whiskers. A sharp drop
in the resistivity at T = 4.1 K suggests, and micrographs
of the sample surface confirm, that whiskers are inho-
mogeneously distributed in the semiconducting matrix
and the sample contains discrete superconducting
regions forming Josephson chains of the type S–Sm–S–
Sm–S… (Fig. 1C).

A parallelepiped sample with square side faces
exhibits the superconducting transition at all angles α
(including the case of I ⊥  X). In this case, infinite super-
conducting pathways (infinite clusters) cross the sam-
ple in the direction perpendicular to that of the whisker
growth. In the direction along the whiskers (I || X), the
infinite clusters include both the aforementioned com-
binations and the whiskers of infinite length (Fig. 1D).
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
The Josephson effect is observed both for I || X
(α = 0°) and for I ⊥  X (α = 90°) (in the latter case, pro-
vided that the transverse size L is comparable with the
height h) [9]. It should be pointed out that the diameter
d of a whisker can vary along its length [9], because
various fluctuational processes during the growth lead to
the appearance of narrowings. In the region of such a
narrowing, the whisker diameter (d ≈ 5 × 10–5 cm) is on
the order of a coherence length ξ. Thus, each whisker in
the eutectic composition studied comprises a sequence
of microscopic bridges forming a chain of the type
S−S'−S–S'–S… (S' is a microscopic bridge of variable
thickness).

As can be seen from Fig. 3, the resistivities ρ of the
plate measured for various angles α exhibit a strong
anisotropy. In the temperature range studied, curves 1–3
(α = 0°, 15°, 30°) show a metal-like character, while
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Fig. 2. Temperature dependences of the resistivity ρ of the
samples of a GaSb–V2Ga5 eutectic composition, cut in the
form of long parallelepipeds with various orientations so
that α = 0° (1), 15° (2), 30° (3), 45° (4), 60° (5), 75° (6), and
90° (7). 
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curves 4–7 (α = 45°, 60°, 75°, and 90°) exhibit a weak
semiconductor-like behavior. Apparently, the dominat-
ing role in the transition to the superconducting state
observed for α = 0°, 15°, and 30°, is played by the par-
allel infinite clusters comprising chains of the type
S−S'–S–S'–S…, while for α = 45°, 60°, 75°, and 90°, the
superconducting transition is determined by infinite clus-
ters consisting of chains of the type S–S'–Sm–S–S'–S….
For α = 0°, the number of parallel infinite clusters per
unit area in the transverse cross section is equal to the
number of infinite whiskers (at a growth rate of v  =
7 cm/h, the density of such whiskers is n ≈ 104 mm–2).
Then, the current per unit area (mm2) is

(1)

Assuming the average whisker diameters to be equal,
we obtain

(2)

(3)

For α = 0°, the density of clusters is n ≈ 104 mm–2. As
the angle α grows, the n value decreases and infinite
clusters of the type S–S'–S–S'–S… are replaced by the
clusters S–S'–Sm–S–S'–S….
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Fig. 3. Temperature dependences of the resistivity ρ of the
samples of a GaSb–V2Ga5 eutectic composition, cut in the
form of plates with L = h and various orientations so that α =
0° (1), 15° (2), 30° (3), 45° (4), 60° (5), 75° (6), and 90° (7).
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Conclusions. The electrical properties of a GaSb–
V2Ga5 eutectic composition can be controlled by vary-
ing the angle α between the directions of current and
whiskers, in particular, by cutting samples with various
orientations from the same ingot. In long rectangular
samples with 45° ≤ α ≤ 90°, the sharp drop in the resis-
tivity ρ at T = 4.1 K is explained by the presence of finite
superconducting clusters. In the samples with 0° ≤ α ≤
30°, the transition to the superconducting state is related
to the formation of an infinite superconducting cluster.

For samples with length L (in the direction of whis-
ker growth) equal to or greater than the height h (in the
perpendicular direction), L ≥ h, the superconducting
transition is observed for all current directions and
whisker orientations (for all values of α). This is
explained by the formation of infinite superconducting
clusters in all directions. An infinite superconducting
cluster comprises Josephson junctions of the supercon-
ductor–semiconductor–superconductor type (S–Sm–S)
connected by whiskers comprising chains of micro-
scopic bridges (S–S'–S). Thus, a complete chain in the
infinite superconducting cluster appears as S–S'–Sm–S–
S'–S…. In the case of α = 0°, the main role is played by
parallel infinite clusters comprising chains of the type
S–S'–S'–S…. As the angle α increases in the interval
from 0° to 90°, the total number of superconducting
clusters decreases, while the contribution due to linked
Josephson junctions of the type S–Sm–S–Sm–S…
increases. The electrical properties of a square plate can
be controlled both above and below the critical temper-
ature by varying the angle α.
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Abstract—A method for determining the hardness of brittle solids under high loads is proposed. Using
this technique, the hardness of inorganic glasses has been measured in a broad range of loads (1–300 N).
© 2003 MAIK “Nauka/Interperiodica”.
The conventional indentation technique used for
measuring the microhardness of brittle solids (glasses,
ceramics) does not always provide adequate informa-
tion about the material hardness. Especially consider-
able difficulties arise during the investigations of heter-
ogeneous media, where the indentation size is compa-
rable with the dimensions of the material structure
elements. Many of these problems would be solved if
the hardness measurements could be performed in a
broad range of indentor loads. However, the possibili-
ties of hardness tests with high loads in brittle materials
are rather restricted because of the indentation fracture.
Figure 1a shows the typical pattern of the indentation
fracture variation with growing load in a silicate glass.
1063-7850/03/2910- $24.00 © 0813
However, direct observations [1, 2] of the process of
Vickers indentor penetration into glass show that only
separate cracks appear in the stage of loading, which do
not significantly influence the material response as a
function of the penetration depth. The main fracture of
the indentation takes place during unloading and is
caused by residual stresses existing in the zone of elas-
tic-plastic deformation around the indentation.

It is possible to attempt at reconstructing the pattern
under the indentor at the moment of unloading prior to
the fracture by placing a thin layer of a plastic material
(e.g., aluminum foil) on the sample surface. Then, the
foil will retain an “impression” of the indentation, on
0.2 mm

(a) (b) (c) (d)

50 N

100 N

200 N

300 N

Fig. 1. Vickers pyramid indentations on the samples tested at various loads: (a) Pilkington SLS glass; (b) the same glass with
a 7-µm-thick aluminum foil; (c) hardness standard; (d) the same material with the aluminum foil.
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which all the necessary measurements can be per-
formed.

In order to check that a thin aluminum layer does not
introduce significant errors into the results of hardness
measurements, control tests have been performed on a
hardness standard (HV = 7.8 GPa) with and without a
7-µm-thick aluminum foil. Figures 1c and 1d show the
pattern of indentations obtained in a broad range of
loads. As can be seen, the shape and dimensions of the
indentations are virtually the same for the tests with and
without the foil. According to the results of calcula-
tions, the values of hardness differ by no more than 3%.

Using the proposed method, the hardness tests were
performed on various glasses, including two types of
soda-lime-silica (SLS) glass (one of which was
obtained by the Pilkington technology) and a dense flint

1

2
3

4

10

8

6

4

2

0 100 200 300
P, N

HV, GPa

Fig. 2. Plots of the Vickers hardness versus load measured
for various materials (s) without and (d) with a 7-µm-thick
aluminum foil: (1) hardness standard; (2) Pilkington SLS
glass; (3) rolled SLS glass; (4) lead glass.
TE
(lead glass). Figure 1b shows an example of the impres-
sions retained by a foil on the Pilkington glass tested in
a broad range of loads. As can be seen, all impressions
up to 300 N exhibit sharp contours and can be readily
measured.

Figure 2 presents the plots of hardness versus load
for the materials studied. As can be seen, the hardness
standard shows a constant HV value in the entire range
from 1 N (microhardness) to 300 N. Not that the HV
values obtained with and without foil virtually coin-
cide. For the rolled SLS and flint glasses with mechan-
ically processed surfaces (ground and polished), the
hardness versus load curves exhibit a weakly pro-
nounced maximum. This maximum probably reflects
the influence of the surface layer damage, caused by the
mechanical treatment, on the microhardness. The sub-
sequent decrease in the hardness observed with increas-
ing load is related to the glass fracture under the inden-
tor. As for the Pilkington glass, the surface of which
was not additionally processed, the hardness is constant
up to ~100 N and then starts decreasing as in other
glasses studied. Note that a decrease in the hardness
with increasing load is sufficiently smooth. This fact
indicates that, even in brittle materials such as glass, the
factor determining the resistance to indentor penetra-
tion at high loads is the plastic straining, rather than
brittle fracture and crack development.

Thus, a method is proposed for the first time that
allows determining the hardness of brittle solids under
loads, which are two orders of magnitude higher than
those used in the microhardness measurements. Using
this method, it is demonstrated that, despite fracture
development around the indentation, the hardness of
glasses rather insignificantly decreases with increasing
load.
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Abstract—A theory of the X-ray diffraction modulated by surface acoustic wave in a crystal has been devel-
oped in a kinematical approximation in application to double- and triple-crystal diffractometry. The proposed
theory is applied to interpretation of the experimentally observed splitting of satellite peaks in the rocking
curves. © 2003 MAIK “Nauka/Interperiodica”.
Increasing interest in the investigations of X-ray dif-
fraction and hard synchrotron radiation scattering mod-
ulated by surface acoustic waves in crystals is related to
the possibility of using acoustoelectronic devices in
modern communication systems. Recently, Shchelokov
et al. [1] experimentally observed splitting of the main
and satellite peaks in the X-ray rocking curves of a
crystal with the surface layer subjected to an ultrasonic
action. However, theoretical explanation of the
observed effect based on the model of Bragg reflections
from a “system of pseudoplanes” [1] is incorrect. The
results of numerical calculations, from which it follows
that X-ray waves propagate within a subsurface layer at
a depth equal approximately to half of the acoustic
wavelength, neither penetrating into the bulk of the
crystal nor emerging at the surface, are also doubtful.

As will be shown below, the peak splitting reported
in [1] has an interference character and is related to a
gradient of the modulation amplitude damping in depth
of the crystal.

In order to provide for a simpler physical interpreta-
tion of the results, we use the formalism of the most
general kinematical theory of scattering applicable to
triple-crystal X-ray diffractometry [2]. This approxi-
mation is also valid in the case of a strongly deformed
crystal lattice.

Assuming that the front of an X-ray wave incident
onto a crystal is much greater than the thickness of a
surface layer under consideration, the amplitude reflec-
tion coefficient can be expressed as

(1)

where µ is the linear photoelectron absorption coeffi-
cient, l is the thickness of a deformed surface layer, f is
the static Debye–Waller factor, Φ(qx, z) is the Fourier

Eh qx qz,( ) iσh f z iqz µ–( )z[ ]Φ qx z,( ),expd

0

l

∫=
1063-7850/03/2910- $24.00 © 20815
transform of the field of atomic displacements, and
Φ(x, z) = exp(–ihu(x, z)). The other notations are con-
ventional (see, e.g., [2]).

Let the atomic displacements u(x, z) in the lateral
directions of the layer under consideration be described
by a periodic function, so that u(x + Λ, z) = u(x, z),
where Λ is the modulation period. Then, the function
Φ(x, z) can be presented in the form of a Fourier series,

Φ(x, z) = (z)exp(–imκx),

where κ = 2π/Λ is the lateral modulation wave number.
In the general case, the Fourier coefficients

Bm(z) = (2π)–1 i(hu(ϕ/κ, z) + mϕ)]dϕ

describe any periodic lateral strain of the crystal lattice.
These coefficients are considered as functions of z,
which implies variation of the modulation amplitude in
depth of the deformed layer.

If the periodic lateral modulation has the form of a
harmonic function, u(x, z) = u0(z)sin(κx), the Fourier
coefficients are given by the mth-order Bessel func-
tions: Bm(z) = Jm(hu0(z)). In this case, the angular distri-
bution of the diffraction intensity is described by the
relation

(2)

Here, D(qx – mκ) = 2πδ(qx – mκ) for an incident X-ray

Bm

m ∞–=

∞

∑

[exp

0

2π

∫

Ih qx qz,( ) σh
2 f 2 2π( ) 1–=

× z iqz µ–( )z[ ] Jm hu0 z( )( )D qx mκ–( )
m ∞–=

∞

∑expd

0

l

∫
2

.
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Fig. 1. Simulated rocking curves for satellite peaks in the regime of qz scanning for (a, b) inhomogeneous and (c, d) homogeneous
lateral modulation amplitude (figures indicate the satellite order).
wave with unbounded front and |D(qx – mκ)| = sin((qx –
mκ)Lx)/(qx – mκ) for the X-ray diffraction from a crys-
tal of width Lx .

In the case of a plane incident X-ray wave with
unbounded front, the intensity of scattering from the
laterally modulated layer can be measured only using a
triple-crystal scheme in the regime of qz scanning in
angular positions of the satellite peaks (qx = mκ, m = 0,
±1, ±2, …):

(3)

Registration of the intensity of scattering using a triple-
crystal scheme in the qx scanning mode is possible only
provided that the incident X-ray waver front is bounded
or the X-ray beam is divergent. Under the same condi-
tions, a double-crystal diffractometer with a wide-aper-
ture detector is capable of measuring the integrated
scattering intensity. For the double-crystal scheme, the
rocking curve is calculated by integrating formula (2):

(4)

Here, η is the angular parameter usually employed in

Ih
m( ) qz( ) σh

2 f 2 2π( ) 1–=

× z iqz µ–( )z[ ] Jm hu0 z( )( )expd

0

l

∫
2

.

Ih η( ) Ih qx η–, ϑqxcot+( ) qx.d∫=
TE
the double-crystal geometry [2] and θ is the angle
between the crystal surface and the direction of the out-
going diffracted wave. Note that, using relation (2) and
taking into account convolution with the instrumental
function, it is possible to calculate the maps of the scat-
tered intensity distribution in the reciprocal space [2].

From the solutions of Eq. (3), it follows that the
behavior of the diffraction reflection curves of the sat-
ellite peaks is completely determined by the term
Jm(hu0(z)) in the integrand. If the modulation amplitude
is constant across the layer, this term is independent of
z and does not influence the diffraction reflection pro-
file. In this case, all satellite peaks (including the main
peak with m = 0) will correspond to the kinematical
reflection curves for a perfect crystal. Since this also
leads to the formation of a “system of pseudoplanes,”
the explanation of peak splitting within the framework
of the model adopted in [1] is unjustified. The only rea-
son for distortion of the reflection profile is variation of
the scattering power in the depth of the crystal, related
to the lattice strain gradient. This leads to a characteris-
tic variation of the phases of X-ray waves reflected
from various regions (layers) with different crystal lat-
tice strains. In a certain sense, this approach is analo-
gous to the method of “phase layers” developed for the
crystals with a constant lattice strain gradient across a
damaged surface layer [3].
CHNICAL PHYSICS LETTERS      Vol. 29      No. 10      2003
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Fig. 2. Simulated (a, b) diffraction reflection curves in the regime of qx-scanning (triple-crystal diffraction scheme) and (c, d) rock-
ing curves (double-crystal diffraction scheme).
The above theoretical considerations can be illus-
trated by the results of numerical calculations per-
formed for [104] reflection from a LiNbO3 crystal
exposed to a σ-polarized synchrotron radiation with
λ = 0.062 nm. The modulation was produced by ultra-
sound with a wavelength of Λ = 4 µm in the crystal
layer with a thickness of l = 4 µm. The surface acoustic
wave modulation amplitude was assumed to exhibit
exponential damping in depth, u0(z) = u0exp(–z/la),
where la is the acoustic wave penetration depth and u0
is the modulation amplitude on the entrance surface. In
the numerical calculation, the inhomogeneous modula-
tion amplitude was characterized by la = 2 µm and
u0 = 0.6 nm; a homogeneous amplitude corresponds to
la  ∞.

Figure 1 shows the diffraction curves in the region
of satellite peaks corresponding to the qz scanning
mode in the case of inhomogeneous (a, b) and homoge-
neous (c, d) lateral modulation amplitude. As can be
seen, the inhomogeneous modulation leads to peak
splitting in the zeroth, first, and (partly) second order
satellites. The third satellite exhibits no splitting. No
peak splitting takes place in the case of a rather large
homogeneous strain (u0 = 0.6 nm).
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
Figure 2 shows the diffraction reflection curves
obtained in the regime of qx scanning (triple-crystal dif-
fraction scheme) and the rocking curves (double-crys-
tal diffraction scheme). The calculation was performed
assuming a beam divergence of 0.2". As can be seen, no
peak splitting takes place for the triple-crystal scheme
in the qx-scanning mode (sample rotation). At the same
time, the rocking curves in the regime of double-crystal
diffractometry display clear minima at the center of the
main peak and the first satellites in the case of inhomo-
geneous modulation amplitude (Fig. 2c). Partial split-
ting of the third satellites in the diffraction curve of qz

scanning is not manifested in the double-crystal
scheme, which is explained by the integral character of
the scattered intensity measured in this scheme. How-
ever, a special feature of the double-crystal scheme
with a wide-aperture detector is simultaneous (integral)
registration of both the profile of individual satellite and
its angular position in the diffraction pattern.

In conclusion, the proposed theory adequately
describes the peak splitting in the rocking curves of
X-ray diffraction from a crystal modulated by surface
acoustic wave. This theory can be used to process the
results of experimental X-ray diffraction measurements
03
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for a crystal under the conditions of a strong ultrasonic
action and large gradients of the acoustic modulation
amplitude damping in depth of the crystal. In the case
of small modulation amplitudes and the extinction
lengths smaller than or comparable with the ultrasound
penetration depth in the subsurface region of a crystal,
the experimental data should be treated within the
framework of a dynamical diffraction theory.
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Abstract—The propagation of naturally polarized light through a Fabry–Perot resonator with a layer of cho-
lesteric liquid crystal is considered. In the presence of absorption, this system exhibits nonreciprocity even for
naturally polarized light, which implies the existence of a new type of nonreciprocal reflection. An analysis of
the peculiarities of this nonreciprocity shows that strongly nonreciprocal multilayer systems can be used as
optical diodes or optical insulators (transmitting signals via an optical communication channel in one direc-
tion and blocking signals propagating in the opposite direction) or as systems for the accumulation of light
energy. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. As is known, nonreciprocity consists
in a difference of the refractive indices for electromag-
netic waves propagating in opposite directions (nonin-
variance with respect to k  –k substitution). There
are various mechanisms of nonreciprocity [1–19]. The
theory of nonreciprocity has been developed in three
directions: (i) investigation into various mechanisms of
this phenomenon (this aspect is especially important
for ring lasers and fiber gyroscopes [15, 16]); (ii) devel-
opment of the theory of nonreciprocal reflection as a
method of investigation of the internal structure of sub-
stances [10, 11]; and (iii) the search for the mechanisms
of enhancement of nonreciprocal effects with a view to
their possible applications, such as optical diodes,
gates, or elements for light energy accumulators [12,
13, 17–19].

Venger et al. [14] discovered a new mechanism of
nonreciprocity, which was observed in anisotropic
inhomogeneous gyrotropic media and in multilayer sys-
tems with anisotropic gyrotropic layers. Recently [17], it
was demonstrated that nonreciprocity is also observed
in isotropic inhomogeneous gyrotropic media and in
multilayer systems with isotropic gyrotropic layers.
This new mechanism of nonreciprocity is related to the
simultaneous presence of two factors: (i) the gradient of
some parameter of the medium in the direction of light
propagation and (ii) the natural or structural gyrotropy
of the system.

The nonreciprocal effects were usually considered
as weak and, despite their unique character, were
never evaluated from the standpoint of practical use.
Investigation [19] of the reflection and transmission of
light in a layer of a natural gyrotropic medium exposed
to an external magnetic field showed that multiple
reflections in a layer of finite thickness may increase the
nonreciprocity of reflection by several orders of magni-
1063-7850/03/2910- $24.00 © 0819
tude (~102−104) for certain wavelengths while decreas-
ing the asymmetry of reflection for the other wave-
lengths. An additional mechanism increasing the non-
reciprocity of reflection (or transmission) can be
provided by the diffraction of light, since this phenom-
enon also involves the interference of a large (infinite)
number of waves [17]. Indeed, it was demonstrated that
some multilayer systems with structurally gyrotropic
layers (featuring light diffraction on a periodic structure
of the medium) are characterized by a large nonreci-
procity of transmission (or reflection) and can be used
as optical diodes or one-sided reflectors. An advantage
of such systems is the possibility of obtaining signifi-
cantly nonreciprocal transmission in the absence of
even weak magnetic fields.

It was commonly accepted that the effects of non-
reciprocity are of a purely polarization nature, whereby
light with one polarization reflects differently from the
left and right sides of a system and vice versa for light
of another polarization. From this standpoint, no one
optical system can be nonreciprocal for naturally polar-
ized light, which is related to unitarity of the transfer
matrix of an optical system. However, the transfer
matrix is unitary only in the absence of absorption. The
polarization character of nonreciprocity significantly
restricts the field of possible applications of the nonre-
ciprocal effects. In a system with absorption, the situa-
tion is cardinally different. As will be demonstrated
below, such systems become nonreciprocal even for the
naturally polarized light, which implies the existence of
a new type of nonreciprocity.

Nonreciprocity in inhomogeneous gyrotropic
media and in multilayer systems with one or several
gyrotropic layers. The possibility of nonreciprocal
reflection in inhomogeneous gyrotropic media follows
immediately from the expansion of D into series with
2003 MAIK “Nauka/Interperiodica”
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respect to E. Restricting the consideration to terms lin-
ear in the wavevector k and the additive —γ representing
a contribution of the inhomogeneity with respect to the
optical activity parameter (the term proportional to —ε,
provided that —ε ≠ 0, may be included as well), we
obtain

(1)

where  is the antisymmetric tensor of optical activ-
ity. Therefore, the permittivity tensor can be repre-
sented in the following form:

(2)

In view of the condition

(3)

we infer that such media exhibit nonreciprocal ref-
lection.

A common feature of these effects (optical activity
and inhomogeneity) is the absence of nonreciprocity in
cases of their separate manifestation. However, the
optical activity is characterized by a helicoidal symme-
try, whereby the state of polarization remains
unchanged for the light transmitted through an optical
medium and reflected back. On the contrary, the optical
path difference acquired due to the inhomogeneity
keeps accumulating during the light propagation in the
reverse direction (axial symmetry). Should these fac-
tors be presented simultaneously, the medium would
exhibit nonreciprocal reflection. It should be noted that
nonreciprocity of the same kind can be related to a
combination of some other factors, one of which is
characterized by the axial symmetry and the other, by
the helicoidal symmetry. According to the results of
numerical calculations performed within the frame-
work of the exact theory, inhomogeneous gyrotropic
media are actually featuring nonreciprocal reflection.

It would be natural to expect that nonreciprocal
reflection can take place both in inhomogeneous gyro-
tropic media and in multilayer systems with one or sev-
eral natural (structural, or artificial) gyrotropic layers.
This hypothesis can be readily verified. Indeed, con-
sider the simplest system comprising one isotropic
(nongyrotropic) layer and one gyrotropic layer. It is
easy to check that the transfer matrices of these layers
do not commutate with each other, which is equivalent
to the existence of nonreciprocity. A physical origin of
this nonreciprocity is related to the dependence of
reflection from the interface on the polarization state
and the ability of a gyrotropic medium to rotate the
polarization plane.

Di εij
0 E j uγijlklE j

∂γijl

∂xl

----------E j, Bi+ + µijH j,= =

γijl

εij ω k —γ, ,( ) εij
0 ω( ) iγijl ω( )kl

∂γijl ω( )
∂xl

-------------------.+ +=

εij ω k —γ, ,( ) εij ω k– —γ, ,( ),≠
TEC
Consider a multilayer nonreciprocal system of the
glass plate (1)–cholesteric liquid crystal (CLC)–glass
plate (2) type. Let a wave with the complex amplitude
Ei be normally incident onto this system. Denoting the
complex amplitudes of the transmitted and reflected
fields by Er and Et , we can decompose these fields into
p- and s-polarized components:

Ei, r, t = np + ns = ,

where np and ns are the unit vectors of the correspond-
ing base polarizations. Then, the problem solution can
be found in the following form:

(4)

where  and  are the Jones matrices of the system
under consideration.

According to [20], the Jones matrix of system 
and TA + B comprising two layers, A (left) and B (right),
is expressed through the Jones matrices of the compo-
nent layers by the matrix equations

(5)

where  is the unit matrix and tilde denotes the Jones
matrices for the opposite propagation direction. In par-
ticular, for a CLC layer containing on both sides with
the same medium, the Jones matrices for the light inci-
dent onto the CLC layer from the left and right media
are related as

(6)

where  =  for the linear base polarizations.

Since the exact Jones matrices for a homogeneous pla-
nar CLC layer and for an isotropic glass layer are
known (see [21, 22], respectively), we can determine the
Jones matrices for the glass (1)–CLC layer–glass (2) sys-
tem by doubly applying relations (5). First the CLC
layer is attached from the left side to glass (2) and then
glass (1) is attached (also from the left side) to the CLC
layer–glass (2) system. Omitting the calculations, we
proceed to an analysis of the results of numerical calcu-
lations.

Ei r t, ,
p Ei r t, ,

s Ei r t, ,
p

Ei r t, ,
s
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˜

AR̂B–[ ]
1–
T̂A,=

Î
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Fig. 1. The transmission coefficient T (a, b) and the transmission nonreciprocity ∆T (c, d) as functions of the light wavelength λ for
the light with (a, c) clockwise circular polarization and (b, d) linear polarization incident onto a glass (1)–CLC layer–glass (2) sys-
tem with the following parameters: principal CLC permittivity tensor values, Reε1 = 2.29 and Reε2 =2.143; CLC helix pitch, σ =
0.42 µm; CLC layer thickness, d = 50σ; right-handed helix; refractive index of glass, Ren1 = 1.5 and Ren2 = 3.5; glass plate thick-
nesses, d1 = d2 = 50 µm.
Figure 1 shows the transmission coefficient T (a, b)
and the transmission nonreciprocity ∆T = Tr – Tl (c, d)
as functions of the light wavelength λ (Tr and Tl are the
transmission coefficients for the light incident onto the
system from the right and left sides, respectively). The
incident light has either a clockwise circular polariza-
tion (a, c) or a linear polarization (b, d). As can be seen
from Fig. 1, there are certain wavelengths for which ∆T
is on the same order of magnitude as T, which suggests
that the system under consideration can operate as an
optical diode. For example, at λ = 0.6304 µm, we
obtained Tl = 0.5824 and ∆T = –0.5280. This result
implies that the transmission in the reverse direction is
about one-tenth of that in the forward direction, which
confirms the optical diode character of the system.

The features of nonreciprocity in the system with
absorption. In order to study the interaction of a natu-
rally polarized light with a nonreciprocal optical sys-
tem, let us pass from the Jones matrices to the Muller
matrices. Here, the solution of the problem for the same
glass (1)–CLC layer–glass (2) system can be written in
the following form:

(7)

where Si , St , and Sr are the 4 × 1 Stokes column vectors
of the incident, transmitted, and reflected waves,

St M̂ tSi, Sr M̂rSi,= =
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
respectively,

I is the total intensity of the incident wave; Ψi and Φi are
the azimuth and ellipticity of the polarization ellipse of
a completely polarized component of the incident
wave; P is the degree of polarization of the incident

wave; and  and  are the Muller 4 × 4 matrices of
the incident and reflected waves, respectively. The lat-
ter matrices are obtained from the Jones matrices by
using the well-known rules [22]. Omitting the calcula-
tions, we proceed to an analysis of the features of non-
reciprocity in the glass (1)–CLC layer–glass (2) system
interacting with a naturally polarized light.

Figure 2 shows plots of the reflection nonreciprocity
∆R as a function of the wavelength of naturally polar-
ized light (P = 0) for various values and characters of the
optical absorption in the glass (1)–CLC layer–glass (2)
system. The |∆R| value was determined as the differ-
ence of the reflection coefficients for the light waves
propagating in opposite directions. As can be seen from
these data, the absorption makes the reflection nonre-
ciprocal for the nonpolarized light (in the absence of
absorption, this nonreciprocity vanishes). For certain
wavelengths of the incident light, the magnitude of
nonreciprocity |∆R| significantly increases to become
on the same order of magnitude as the reflection coeffi-

Si I 1 P 2Φi( )cos 2Ψi( ),cos,{=

P 2Φi( )cos 2Ψi( ), P 2Φi( ) } ;sinsin

M̂ i M̂r
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Fig. 2. Plots of the reflection nonreciprocity ∆R (determined as a difference of the reflection coefficients for the light propagating
in opposite directions) as a function of the wavelength of a naturally polarized light (P = 0) for various characteristics of the
glass (1)–CLC layer–glass (2) system (d = 20σ; d1 = d2 = 1000 µm): (a) Imε1 = Reε2 = 0.001, Imn1 = Imn2 = 0; (b) Imε1 =
Imε2 = 0.01, Imn1 = Imn2 = 0; (c) Imε1 = 0.01, Reε2 = 0, Imn1 = Imn2 = 0; (d) Imε1 = Reε2 = 0, Imn1 = 0.001, Imn2 = 0.
cient R (|∆R| ≈ R). This result suggests that such sys-
tems can perform the function of an optical diode, oper-
ating in the reflection mode, or act as a one-side reflec-
tor for the naturally polarized light. It should be noted
that this system exhibits a singularity for ∆T = 0 and
∆Q = –∆R, whereby the nonreciprocal transmission is
absent. Naturally, such system can also perform as one-
side absorbers and nonreflecting absorbers. 

It should be noted that these properties of absorbing
nonreciprocal elements significantly expand the field of
possible applications of nonreciprocal systems. In par-
ticular, there are real prospects for the creation of sys-
tems accumulating the energy of light. Such elements
can be implemented in the solar energy converters into
electricity, etc.

The effect of nonreciprocity with respect to the nat-
urally polarized light, considered above for a system of
the glass (1)–CLC layer–glass (2) type, has a general
character and can be observed in multilayer systems
with one or several gyrotropic (natural, structural, or
artificial) layers in the presence of absorption.

In conclusion, it should be noted that the above the-
oretical results can be verified in real experiments and
used for the development of a new class of optical ele-
ments, including optical diodes, one-side reflectors,
one-side absorbers, and light energy accumulators.
These elements can provide for the rapid progress in
optoelectronics, ellipsometry, optical communications,
and other fields. The numerical calculations were per-
TE
formed for a cholesteric liquid crystal of the cholesteryl
nonanoate–cholesteryl chloride–cholesteryl acetate
(20 : 15 : 6) composition with a room-temperature
(24°C) helix pitch in the optical range (σ = 0.42 µm).
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Abstract—We describe a method of constructing model differential equations using the scalar chaotic time
series for systems under external action with discrete spectrum. The approach is based on taking into account
the explicit time dependence in the structure of a model and approximating this dependence by trigonometric
series. The proposed method is verified by numerical experiments on standard nonlinear systems driven by peri-
odic and quasiperiodic factors of various types. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. In contrast to the dynamical model-
ing proceeding from first principles, when the choice of
both the dynamical variables and the structure of equa-
tions is dictated by the laws of nature, the process
of reconstructing model equations from the time
series [1–5] is usually based only upon the researcher’s
intuition.1 The wish to bring the empirical modeling
out of the realm of “art” accounts for a considerable
activity in the search for universal structures and tech-
nologies of reconstruction.

In cases of a single observable η, such a standard
structure is offered (see, e.g., [2]) by a system of ordi-
nary differential equations (ODEs)

(1)

where x1 is the scalar observable η and f is a function
represented by a polynomial of Kth order

(2)

The aspiration of these models to generality is theo-
retically justified, since almost any ODE system can be
presented in the form of (1) (for detail, see [6]) and any
continuous function f in these equations can be uni-
formly approximated to within any preset accuracy by

1 Among the extensive literature on modeling (construction and
reconstruction of equations) using time series, we refer only to
the original papers and domestic reviews with large lists of refer-
ences.

dx1

dt
-------- = x2,

dx2

dt
-------- = x3 …

dxD

dt
---------, ,  = f x1 x2 … xD, , ,( ),

f x1 x2 … xD, , ,( ) cl1 l2 … lD, , , x j
l j,

j 1=

D

∏
l1 l2 … lD, , , 0=

K

∑=

l j

j 1=

D

∑ K .≤
1063-7850/03/2910- $24.00 © 20824
an algebraic polynomial (2) (Weierstrass theorem).
However, there are only a few cases of successful appli-
cation of the standard approach to practical problems,
especially for large K and D, because the number of
coefficients is large and multiple differentiation leads to
a sharp increase in the noise level.

Applicability of the standard approach can be
increased at the expense of a partial loss of universality,
by developing methods (technologies) oriented to a rel-
atively narrow class of objects. In this paper, this
approach is developed in application to the systems
driven by a regular (possessing a discrete spectrum)
external action. By this action we imply any periodic or
quasiperiodic variations in the parameters or in the
applied force. The premises for modeling a given object
by an ODE system with a regular external action can be
certain physical reasons (e.g., the presence of discrete
peaks in the power spectrum of the observed time
series)2 or some aprioric information. The proposed
method is based on introducing an explicit time depen-
dence in the structure of model equations (by analogy
with what was done for decreasing D in [7, 8] for a har-
monically driven system) and on approximating this
dependence, besides power polynomials (2), by trigo-
nometric series.

Method of reconstruction. Consider a time series
of an observable {ηi} with the power spectrum contain-
ing discrete peaks at the frequencies ω1, ω2, …, ωm and
their combination components. To begin with, we
restrict the modeling by assuming a force character of
the action driving the object and modify the standard
structure of (1) by substituting

(3)

2 This is not a sufficient sign.

f x1 x2 … xD, , ,( ) f x1 x2 … xD, , ,( ) g t( ),+
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where the function g(t) describes the external action
and, in the general case, is unknown. Let us represent
this function by a sum of trigonometric polynomials,

(4)

where Tj = 2π/ωj . In the periodic case, m = 1, and in the
quasiperiodic case, m is equal to the number of incom-
mensurate frequencies. By analogy with the standard
approach, x1 will represent the scalar observable proper.

The time series of x2(ti), …, xD(ti),  are obtained

by sequentially differentiating {x1(ti)} = {η(ti)} after
noise filtration. In order to determine the coefficients of
polynomial f and function g, we minimize by least
squares the mean square of the approximation error3 

(5)

Use of the structure according to (1), (3), and (4)
introduces special features (distinct from the standard
model) into the calculation of model coefficients: the
parameters Tj enter into the expression for the action g
in a nonlinear form and we have to minimize the
approximation error ε2 as a function of many variables
by iterative methods. We employed the Levenberg–
Marcquard method, although the values of linear
parameters were still calculated by the linear least
squares.4 The global minimum is found by trying vari-
ous initial approximations. A convenient initial approx-
imation for Tj is offered by experimental estimates
obtained from the spectra.

3 In the general case, the parameters are estimated from data using
the maximum likelihood method, least squares being a partial
case of this. It was shown [9] that, in the general case, the esti-
mates obtained by least squares can be significantly shifted. How-
ever, for a low noise level as in the case under consideration,
these estimates are sufficiently accurate. For this reason, below
we use the least squares method, which considerably simplifies
the calculation.

4 According the Levenberg–Marcquard method, initial approxima-
tions are chosen for all unknown coefficients and the functions f
and g are linearized with respect to these coefficients in the vicin-
ity of selected approximations, after which corrections to these
approximations are obtained by linear least squares and the algo-
rithm is repeated until attaining the minimum of ε (in the general
case, a local minimum). The global minimum is found by trials
with various initial approximations.
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Numerical experiment. In order to verify the pro-
posed method, we performed reconstructions of the
model ODEs the standard [Eqs. (1) and (2)] and modi-
fied [Eqs. (1), (3), and (4)] forms using chaotic time
series obtained by integrating a nonautonomous equa-
tion of the Toda oscillator5 

(6)

where r = 0.5 is the dissipation parameter and ϕ(t) is the
external action according to the variants in Fig. 1. The
values of K, D, and k were chosen so as to optimize the
model. The model quality criteria were the approxima-
tion error, the prediction times τpred , and the similarity

5 The integration was performed by the fourth-order Runge–Kutta
routine with a time step of ∆t = 0.01.
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Fig. 1. Diagrams of external actions used in the numerical
experiments: (a) Gaussian pulses

(7)

(b) triangle pulses; (c) signal with subharmonics (Rössler
system [10] in the regime of period 4 with a = 0.15, b = 0.2,
and r = 5.7); (d) quasiharmonic signal

(8)

where T1 = 4, T2 = 2(  – 1), A1 = 6, and A2 = 3.
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Fig. 2. Phase portraits of the object (a) and the results of modeling for k = 15 (b) without noise and (c) with a 1% noise. (d) The
plots of ε (in %) and τpred (in driving signal periods T) versus the number of harmonics k in the approximation of external action
(for the Gaussian pulses with T = 3.6, A = 20, t0 = 0, and σ = 0.2).
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of phase portraits of the model and object.6 For the
analysis of noise effects, the initial time series was sup-
plemented with normal noise. Then the derivatives
were calculated using an m-point smoothing second-
order polynomial (the Sawitzky–Golay filter [11]) with
the m value determined by trials.

A comparative analysis of the results of our numer-
ical experiments leads to the following conclusions.

1. The standard algorithm [Eqs. (1) and (2)] does not
lead to satisfactory results for any one of the external
actions studied even in the absence of noise, whereas
the modified structure [Eqs. (1), (3), and (4)] shows a
good quality of reconstruction (provided the number of
retained harmonics is sufficiently large) even in the
presence of noise (Fig. 2).7 Note that obtaining the

6 The prediction time τpred is the time for which the error of predic-
tion does not exceed 5% of the standard deviation. This parame-
ter is expressed in terms of the driving time scale T or the maxi-
mum possible prediction time τlim it determined by the maxi-
mum-order Lyapunov exponent.

7 For example, in the case of Gaussian driving function (7), the best
standard model (with D = 3, K = 2) was characterized by ε =
86.9% and τpred = 0.078T at the maximum possible prediction
time τlim it ≈ 60T. The modified structure with D = 2 and K = 8
provides for a qualitative coincidence of the phase portraits and
τpred = 19.24T already with k = 8 harmonics, showing the best
result for k = 15 (Fig. 2).
TE
optimum model requires a significantly longer trial
series.

2. Complication of the form of external action leads
to an increase in the number of terms in the trigonomet-
ric polynomial (4), but this has no negative conse-
quences, in contrast to the standard models with high-
order algebraic polynomials, whose global instability
was the main cause of reverse for the standard
approach. The external action in the form of triangle
pulses required taking into account a very large (about
80–90) number of terms. Some successful experiments
were performed even with 300–500 harmonics.

3. The presence of subharmonics in the external
driving action presents no additional difficulties if the
base frequency is taken equal to the minimum of the
subharmonic frequencies.

4. In the case of a quasiperiodic external action (9),
the nonautonomous model shows very good coinci-
dence with the object: the phase trajectories of the
object and model are practically indistinguishable.8

The main difficulty in dealing with several trigonomet-
ric polynomials consists in that, in a certain stage of
iteration, the periods of two high-order harmonics of
various polynomials may become very close, which

8 For D = 2, K = 10, and m = 2, we obtained ε = 0.016% and τ =
19.68T1 (at τhor = 63.7T1).
CHNICAL PHYSICS LETTERS      Vol. 29      No. 10      2003
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leads to degenerate or poorly conditioned matrix in
solving the problem of estimating linear parameters. In
this case, it is necessary to reduce the number of terms
and increase the accuracy of initial values.

Conclusion. The results presented above show evi-
dence of applicability of the ODE structure proposed
for modeling a certain group of objects. In the case of a
nonadditive (parametric or combined) action, the time
dependence in the form of a finite sum of the Fourier
series was introduced into all coefficients of the polyno-
mial f (by analogy with [8]). If, unlike (1), all equations
of the universal model contain unknown functions in
the right-hand parts of all equations, then g(t) is intro-
duced into each of these equations. It is a remarkable
fact that the quality of nonautonomous models is not
impaired by using trigonometric series even of very
high orders, in contrast to the use of power polynomials
where the increasing order leads to instability.
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Abstract—We have experimentally studied the effect of a 200-eV electron beam on the capacitance, loss factor,
and tunability factor of planar capacitor structures based on ferroelectric (Ba,Sr)TiO3 films. A significant drop
in the level of dielectric losses with a slight decrease in the capacity upon irradiation to a dose of 1014 and
1015 cm–2 was observed in film structures for the first time. The mechanisms of the observed effects and the role
of structural defects are discussed. © 2003 MAIK “Nauka/Interperiodica”.
The effect of electron irradiation on ferroelectric
materials has been most exhaustively studied for bulk
ceramic materials [1–4]. To our knowledge, no data
have yet been reported on the influence of this factor
upon thin-film ferroelectric structures. However, from
the standpoint of practical microwave electronics, thin
ferroelectric films are presently of the most interest. In
connection with this, we have studied the effect of elec-
tron bombardment on the electrical properties of ferro-
electric Ba0.6Sr0.4TiO3 (BSTO) films.

The BSTO films were obtained by RF cathode sput-
tering of a powder-synthesized target of the corre-
sponding composition in oxygen at a pressure of
15−20 Pa, followed by thermal treatment in oxygen.
Films with thicknesses within 0.5–1.0 µm were depos-
ited onto polycor (polycrystalline corundum, Al2O3)
and LAO (lanthanum aluminate, LaAlO3) substrates.
The metal electrodes (copper over chromium sublayer)
were deposited by dc magnetron sputtering. The dielec-
tric characteristics were measured for the planar capac-
itor structures prepared by photolithography and chem-
ical etching [5]. The gap width in the planar capacitors
was within 5–10 µm and the gap length was varied from
0.6 to 0.8 mm.

The capacitance–voltage (C–U) characteristics and
the loss factor ( ) were measured at a frequency of
f = 1 MHz in a range of voltages U from –200 to +200 V
at room temperature (T = 300 K). The permittivity of
the BSTO films was estimated using the method of par-
tial capacitance [6], which takes into account the con-
tributions from substrate and surrounding space to the
capacitance of a planar capacitor structure.

The planar capacitors were irradiated with an elec-
tron beam generated by a static accelerator with ther-
moemission cathode (All-Russia Research Institute of
Experimental Physics, Sarov). The samples were irra-

δtan
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diated by 200-eV electrons to a total dose of 1014, 1015,
or 5 × 1016 cm–2. During the exposure, special measures
were taken to avoid overheating and electrostatic charg-
ing of the samples. The effects of increasing discrete
doses were studied on the same samples, with the elec-
trical measurements performed after each irradiation
cycle.

Figures 1 and 2 show the experimental data for one
of the samples on a LAO substrate. The permittivity of
this sample was ε ≈ 1900. The C–U characteristic of
this sample upon electron irradiation virtually com-
pletely coincided with the curve presented in Fig. 1. A
comparison of these curves showed that the exposure
did not influence the dielectric hysteresis. As a result of
the irradiation, the coefficient of controllability (deter-

1.1

1.0

0.9

0.8

0.7

0.6

ë, pF

0 –100 0 100 200

U, V

Fig. 1. The capacitance–voltage characteristic of a ferro-
electric BSTO-film-based planar capacitor before electron
irradiation.
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mined as the ratio of the initial capacitance to that at a
maximum bias voltage, U = 200 V) decreased from
1.85 to 1.82.

An important experimental result was that the loss
factor of irradiated samples was about ten times lower
than that before irradiation (cf. Figs. 2a and 2b). For the
given planar BSTO capacitor, the loss factor amounted
to  = 1.5 × 10–3 at U = 0 (Fig. 2b) and decreased to

 < 5 × 10–4 for the structures biased above 80 V.
Prior to the exposure,  exhibited a monotonic
decrease with increasing bias voltage; after the electron
irradiation, the curve acquired a more complicated non-
monotonic shape, but even the maximum value of 
(observed at U = 20 V) did not exceed 5 × 10–3.

Figure 3 shows the plots of linear capacitance and
loss factor versus irradiation dose for the planar BSTO
film capacitors on different substrates. The initial val-
ues of C* and  refer to the samples before irradia-
tion. As can be seen, the most pronounced changes in
the dielectric characteristics of all capacitors were pro-
duced by the exposures to 1014 and 1015 cm–2. After the
electron irradiation to these doses, the capacitance,
permittivity, loss factor, and tunability acquired their
minimum values.

δtan
δtan

δtan

δtan

δtan

(a)

(b)

–200 –100 0 100 200

0.022

0.020

0.018

0.016

tanδ

0.004

0.003

0.002

0.001

0

–200 –100 0 100 200

U, V

Fig. 2. The plots of  versus bias voltage for a ferroelec-
tric BSTO-film-based planar capacitor (a) before and
(b) after electron irradiation to a total dose of 5 × 1016 cm–2.
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The levels of capacitance C and permittivity ε of the
films on LAO substrates were higher than those for the
analogous samples on polycor. The relative changes in
C and ε upon irradiation were lower (~5%) for the films
of LAO substrates, while those for the samples depos-
ited onto polycor reached 18%. Prior to exposure, the
loss factor was ~0.02 for all samples. After the irradia-
tion to 1014 and 1015 cm–2, the level of losses in most
cases exhibited a nearly tenfold decrease and varied
from 5 × 10–3 to 5 × 10–4.

A slight decrease in the capacitance and tunability
experimentally observed for the samples irradiated to
1014 and 1015 cm–2 can be explained by accumulation of
the radiation defects. Apparently, these are the Frenkel
defects representing oxygen ions displaced into inter-
stitial sites. This conclusion is based on the fact that the
electron energy used in our experiments was close to a
threshold for the oxygen displacement (160 keV [2]).
Owing to a small thickness of the BSTO films studied
(0.5–1 µm), there were no manifestations of the stop-
ping effects leading to inhomogeneous distribution of
the defects and space charge across the sample. It
should be noted that the stopping effects, accompanied
by a several-fold decrease in the permittivity, in BSTO
ceramics with a thickness of 0.2–0.15 mm were
observed even for an electron energy of 150 keV [3].

693 (P)
703 (P)
622 (LAO)
544 (LAO)

0.10.011E–3

~ ~

1

693 (P)
703 (P)
622 (LAO)
544 (LAO)

0.10.011E–3

~ ~

1

1.6

1.4

1.2

1.0

0.8

C*, 103 pF/m

0.020

0.015

0.010

0.005

0

tanδ

10–16, cm–2

Fig. 3. Plots of the (a) linear capacitance and (b)  versus
total electron irradiation dose for the ferroelectric BSTO-
film-based planar capacitors on various substrates (LAO—
lanthanum aluminate; P—polycrystalline corundum).
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Thus, the high values of permittivity and tunability in
our samples were retained just owing to a small (as
compared to the aforementioned ceramics) thickness of
the BSTO films.

A significant decrease in  (from 0.02 to 5 ×
10−4–5 × 10–3) after the irradiation to 1014 and 1015 cm–2

is probably related to a compensation of the charge of
oxygen vacancies as a result of the injection of elec-
trons, which also decreases the probability of conduc-
tivity by the hopping mechanism.

According to some experimental data [2–4], a
decrease in the capacitance and  in irradiated bulk
ceramic samples was reversible. It was pointed out [2]
that the radiation defects can be eliminated by applying
an external electric field with a strength of 7 × 105 V/m.
In our experiments, the film samples were subjected to
a multiply repeated action of fields with a strength of up
to ~107 V/m, but the values of C, ε, and  acquired
by the samples as a result of irradiation remained
unchanged.

Thus, we have practically important results indica-
tive of an increase in the quality of ferroelectric film
capacitor structures, which was not (and, apparently,

δtan

δtan

δtan
TE
could not be) observed for the bulk ceramic samples:
electron irradiation to a dose of 1014 and 1015 cm–2

decreases the loss factor by a factor above ten (  ~
10–3 at a frequency of 1 MHz), while rather insignifi-
cantly (within 5–17%) changing the values of C, ε, and
the tunability factor.
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Abstract—We consider two schemes of creating a matrix of the holograms of aspects of a three-dimensional
stage. The holographic variant is supplementary to the method of photographic registration of the system of
aspects described previously. © 2003 MAIK “Nauka/Interperiodica”.
Previously [1–3], a method of creating three-dimen-
sional (3D) images has been developed, according to
which the image of a given scene is formed by a matrix
of aspects focused into points. In the first step, a system
of aspects is formed and, in the projection step, the
aspects are transilluminated with a focused laser beam.
Scanning over a screen, the beam forms a matrix of
bright dots and, as a result, the viewer observes a 2D
image localized on the screen, the configuration of
which changes depending on the point of observation in
the same manner as during observation of the real 3D
object. This gives rise to the illusion of a 3D-character
of the projected image.

It was pointed out that the process of scanning over
the screen with a system of focused aspects is equiva-
lent to simultaneous scanning of the screen with a sys-
tem of independent thin light beams, each beam pro-
jecting its own aspect of the stage. A variant of display
was considered, which reproduced only horizontal par-
allax of a 3D pattern. In this case, the viewing zone has
to be extended in the vertical direction using a one-
dimensional diffusion screen.

In this paper, we will consider two schemes for cre-
ating a holographic system of aspects of a 3D scene.
The holographic variant is supplementary to the photo-
graphic method of creation of the matrix of aspects
described previously.

In the first experiment, we recorded the linear Leith
holograms of a 3D scene comprising several objects O
and mirrors M1 and M2 used for additional backlighting
and increasing the scene depth effect (Fig. 1). The
objects represented two 6-cm-high busts made of white
porcelain, arranged at various distances from mirrors
and the recording medium H. The objects O were illu-
minated by a part of the collimated beam, which was
incident onto mirror M1 and provided backlighting of
the objects upon reflection. The part of the collimated
beam reflected from mirror M1 formed a reference
beam. The recording medium H (photographic plates
for holography of the PFG-03M type, Russia) was
1063-7850/03/2910- $24.00 © 20831
placed in the plane of intersection of the reference and
object beams.

Immobile slit diaphragm S, positioned in front of the
recording plate, cut a narrow horizontal band from the
incident beam, so that the recorded holograms had the
form of strips with a height of 1.5–2 mm and a length
of up to 75 mm. Further reduction in the strip height led
to the loss of resolution in the record. The recording
plate was gradually moved in the vertical direction rel-
ative to the horizontal slit, which allowed a matrix of
linear holograms to be recorded. A 9 × 12 cm plate
accommodated up to 40 linear holograms, each record-
ing either a sequential change in the mutual arrange-
ment of objects in the 3D scene or a new object. Each
elementary portion of a linear hologram can be consid-
ered as an aspect of the 3D scene. Illuminated with a
reference beam, the matrix of linear holograms yielded
a 3D scene image. The horizontal eye movement gave
a stage viewing angle on the order of 45°, while passage
from one linear hologram to another produced the
impression of changing scene. A disadvantage of this
scheme is the relatively small viewing angle in the hor-
izontal direction.

The second series of experiments was based on
recording a sequence of Fourier holograms, each one
imaging a separate aspect of the 3D scene. A laser beam

S H

L1 PH MO L

M1

M2 O

Fig. 1. A system for recording a matrix of linear Leith holo-
grams of a 3D scene: (L) laser; (M1, M2) mirrors;
(MO) microobjective; (O) objects; (L1) lens; (H) recording
medium; (PH) pinhole; (S) slit diaphragm.
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L BS MO PH L1 O L2 H

M2M1

Fig. 2. A system for recording a sequence of Fourier holograms of a 3D scene: (L) laser; (BS) beam splitter; (M1, M2) mirrors;
(MO) microobjective; (O) objects on a rotary platform; (L1, L2) lenses; (H) recording medium; (PH) pinhole.
collimated with microobjective MO and lens L1 illumi-
nated a 3D scene of objects O mounted on a rotary plat-
form. Then the light was focused by the second lens L2
onto the plane of recording medium H (photographic
plates for holography of the PFG-03M type), where it
also intersected with the reference beam. The reference
beam represented an unexpanded laser beam, incident
onto the recording medium either from the same side as
the object beam or in the opposite direction.

Each subsequent hologram recorded the next scene
aspect differing by the angle of platform rotation with a
1° or 2° step, depending on the desired resolution. The
recording plate was displaced in the horizontal direc-
tion by a fixed distance slightly greater then the holo-
gram size. The holograms were recorded near the focal
plane of the second lens, rather than exactly in this
plane, in order to reduce the nonlinear effects. Each
hologram in the sequence can be considered as an
aspect of the 3D scene. When the sequence of holo-
grams is illuminated with a reference beam in the form
of a bright line, the horizontal eye movement produced
an impression of rotating scene. A special feature of
this scheme is that the reference beam spreads in the
plane perpendicular to the direction of recording of the
sequence of holograms. This eliminates noises related
to the possible superposition of the conjugate images of
other holograms onto the real image at the stage of
reconstruction.

A variant of this scheme corresponds to the case of
nontransparent objects. Reconstruction of the image on
TE
a light background is accompanied by the formation of
shadows, which change their mutual arrangement from
one hologram to another, thus producing the illusion of
examining the 3D scene. The viewing angle is deter-
mined by the number of recorded aspects in the
sequence of holograms and by the angular step of plat-
form rotation. In our experiments, the viewing angle
varied from 55° to 110°.

Both variants proposed for the creation of matrices
of the 3D scene aspects are compatible with the system
of 3D image projection described in [1–3], reproducing
the horizontal parallax.
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Abstract—Exact analytical solutions of the direct and inverse wave problems in the case of spherical symmetry
were obtained for the first time by the method of inverse problems with allowance for the interaction of nonlin-
ear arguments [8, 9]. The value of initial radius and the mobile boundary displacement can be arbitrary. It is
shown that the obtained simple analytical relations can be used for the description of physical processes in con-
tinuous, multiphase, and multicomponent media, in which the density and sound velocity can vary within broad
limits, depending on the initial components. © 2003 MAIK “Nauka/Interperiodica”.
During investigations of electric discharge, it is
often necessary to consider the working medium as a
gas–liquid mixture. The formation and properties of
such mixtures were described in [1, 2]. In describing
the dynamics of a gas–liquid mixture during an electri-
cal explosion, where the volume density of air varies
from 10–4 to 10–2 and the bubble radius varies from 10
to 15 µm, the model of an equilibrium medium can be
used provided that the transient process duration related
to density variations (i.e., the time of the mixture relax-
ation related mostly to the presence of gas clusters) is
small as compared to the characteristic time of external
action (in this case, to the characteristic time of the
active stage of the underwater electric discharge).

According to the conditions of correctness of the
equilibrium approximation [3], the pressure in a system
of gas bubbles with a diameter of 15 µm has to exceed
10 MPa. Thus, a quasiequilibrium description of hydro-
dynamic processes is possible, for example, in a bub-
bled gas–liquid medium under natural gas saturation
conditions. The influence of gas inclusions can be
described within the framework of a wave (linear)
model of the equivalent continuous medium possessing
an equivalent density ρ and low-frequency equilibrium
sound velocity c. During the electrical explosion pro-
cessing of various materials, multicomponent mixtures
can be formed by introducing the processed materials
and some other solids into the gas–liquid medium.

This work was aimed at obtaining exact analytical
relations describing the propagation of compression
waves with wavelengths exceeding the dimensions of
inclusion spread in the liquid. We also evaluated the
possibility of using these relations for the investigation
of wave phenomena in multicomponent mixtures.
1063-7850/03/2910- $24.00 © 20833
The values of ρ and c are determined by the volume
content of components [4, 5]:

(1)

(2)

where ρi and ci are the density and the sound velocity in
the ith component (i = 1, 2, …, n) and βi is the volume

content of the ith component (  = 1).

Previously [6–8], the applicability and the regions
of correct use of the linear wave equation in solving the
problem of cavity expansion in a compressible medium
were considered in the one-dimension case. In direct
problems, the conditions are set at a mobile boundary.
In inverse problems, the conditions are known only at a
certain point r1 of the wave zone, for example, in the
form of a pressure P described by an arbitrary function f:

(3)

where t is the time and r0 is the initial fixed radius of the
mobile boundary. The values of the unknown function
at other points, including the mobile boundary, and the
unknown law of motion have to be determined.

In this study, the wave problem with a mobile
boundary was solved by method of inverse problems
with allowance of the interaction of nonlinear argu-
ments [8, 9]. The case of cylindrical symmetry was ana-
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lyzed in [9]. Below, we will consider the case of spher-
ical symmetry.

Applying the unilateral Laplace transform to the
wave equation and taking into account relation (3) and
zero initial conditions, we obtain an operator equation.
An exact analytical solution of this equation for an infi-
nite medium is as follows:

(4)

The values of pressure and velocity at an arbitrary
point r in the wave zone are given by the expressions

(5)

while the values on the mobile boundary R(t) are
given by

(6)

(7)

Approximating the function f in Eqs. (4)–(7) by the
Lagrange polynomials of mth power,

(8)

where Am are constant coefficients, we obtain the fol-
lowing expressions for the pressure and velocity at a
point r of the wave zone,

(9)

(10)
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and on the mobile boundary,

(11)

(12)

(13)

Solutions (9)–(13) are exact (substituting into the
wave equation makes the left-hand part equal zero)
and universal (applicable to both direct and inverse
problems).

For representing the pressure variation at a point r1
of the wave zone in the form of a step of amplitude A0,

(14)

where σ0 is the unity discontinuous function of zeroth
order, and using formulas (4)–(7), we obtain

(15)

(16)

and the pressure and velocity on the mobile boundary
R(t),

(17)

(18)

(19)

This exact analytical solution of the inverse problem
with a mobile boundary can be used, in particular, for
obtaining estimates and determining maxima of the
functions under consideration.
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Fig. 1. Time variation of the radius R(t) of the mobile
boundary of a plasma cavity expanding in (1) water,
(2) mixture I, and (3) mixture II.
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Fig. 2. Time variation of the velocity v (R(t), t) of the
mobile boundary of a plasma cavity expanding in (1) water,
(2) mixture I, and (3) mixture II.
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Fig. 3. Time variation of the pressure P(R(t), t) (relative to
the initial value P0) at the mobile boundary of a plasma cav-
ity expanding in (1) water, (2) mixture I, and (3) mixture II.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
We have performed a numerical calculation of the
functions R(t), P(R(t), t) and v (R(t), t) using expres-
sions (14)–(18) with r1 = 20 × 10–3 m, A0 = 20 bar =
1.96 MPa, r0 = 0.5 × 10–3 m for the following media:

(i) water (ρ = 1000 kg/m3, c = 1460 m/s); (ii) mix-
ture I (ρ = 840 kg/m3, c = 800 m/s) (modeling a mixture
of water, air, and cellulose fibers); (iii) mixture II (ρ =
840 kg/m3, c = 400 m/s). The results of calculations are
presented in Figs. 1–3. As can be seen from a compari-
son with the results for water, mixtures I and II are char-
acterized by greater radii of the mobile boundary (for
mixture II, by 9% in 1 µs after the beginning of motion)
and by higher velocities (in the beginning of motion, by
a factor of 2 and 4 for mixtures I and II, respectively).
The pressure on the mobile boundary of the plasma
cavity in expanding mixtures is lower than that in water.
The fact that the velocities sometimes fall beyond the
limits of applicability of the wave equation was ana-
lyzed in [7].

In conclusion, the proposed method can be used for
controlling wave processes, that is, to obtain a certain
function of pressure and velocity at a given point of the
wave zone (including the near zone and the mobile
boundary) in various multicomponent mixtures. This is
achieved by varying the mixture density and the sound
velocity through a change in the composition and in the
content of separate components of these mixtures.
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Abstract—Estimates of the energy necessary to provide for the emission of a single photoelectron from a cath-
ode in open discharge show that (i) the discharge cannot be maintained at the expense of photoemission and (ii)
the contribution of photoelectrons to the energy efficiency of the electron beam formation is negligibly small.
© 2003 MAIK “Nauka/Interperiodica”.
The author reckons that the recent series of papers
[1–5] have exhaustively answered the question as to
whether open discharge with a grid anode is a discharge
of the new, photoelectron, type or it is merely a kind of
glow discharge. Indeed, the unsoundness of all princi-
pal arguments for a photoelectron nature of the open
discharge was convincingly demonstrated, and it was
shown that the efficiency of the electron beam forma-
tion in the open discharge calculated with allowance of
only the atom-induced electron emission [1] coincides
with the experimentally measured energy efficiency [5].
However, the absence of calculations or estimates of
the direct contribution to this efficiency due to photo-
electrons emitted from the cathode may leave a sense of
dissatisfaction and does not exclude the new attempts to
prove a photoelectron nature of open discharge. The
aim of this paper is to fill the gap. This goal is most sim-
ply reached by estimating the energy ws necessary to
provide for the emission of a single photoelectron from
the cathode.

1. First, let us obtain an estimate of ws from below
for the conventional open discharge with a usual grid
anode. Consider an open discharge with a small cath-
ode area (~1 cm2), for which the main properties of
open discharges were studied by various researchers
(this and subsequent assumptions are not of principal
significance and only simplify the estimation proce-
dure), and take into account that the discharge charac-
teristics do not change upon decreasing to 1 cm the
length of the electron beam drift region behind the
grid [6–9]. In this case, only about 1/6 of the total radi-
ation emitted from the drift space volume of 1 cm3 will
strike the cathode. Assuming that the excitation of a res-
onance level (21.2 eV), expected to give a maximum
contribution to the photoemission, and the ionization of
helium (24.6 eV) are produced with equal efficiencies
and using the photoemission coefficient γv = 0.1 [10],
we can estimate the necessary energy consumption as
ws = (21.2 + 24.6 eV) 6 × 10 ≈ 2.7 keV. Real energy
1063-7850/03/2910- $24.00 © 20836
losses, e.g., for a photoelectron with an energy of w =
3 keV emitted from a discharge gap with the width d
into the drift region at pHe = 8 Torr and dw/dx =
47 eV/cm [11], amount to wrs = 47 eV. In the gap
(d = 0.5–1 mm), the losses are several times lower.

Thus, the real losses of photoelectrons traveling to a
collector cannot account for their self-reproduction,
and the photoelectron contribution to the energy effi-
ciency is negligibly small. Moreover, the probability of
ionization of an atom by keV-energy electrons is sev-
eral times the probability of excitation of a resonance
state, so that a real ws is significantly higher than the
above estimate. For aluminum cathode, γv = 0.03 [10]
and ws additionally increases about three times.

2. The discharge cell proposed in [11–13] contains a
grid structure of quartz plates with a 3 × 5 mm cross
section and a spacing of a = 2–3 mm. The anode rods
with a diameter of 2 mm are arranged on the edges of
plates, at a distance of 6 mm from the cathode. It was
suggested that ions recombine on the walls of the grid
structure, not contributing to the anode current, and that
the entire discharge current is carried by photoelectrons
emitted from the cathode, with an energy efficiency of
up to 99.88%.

In order to obtain a lower estimate of ws in this sys-
tem, let us assume that all ions contribute to the photo-
emission upon radiatively recombining on the surface
of quartz plates and let the radiation losses on the plates
be negligibly small. Then, unlike the case considered
above, where ws = 2.7 keV, the necessary losses amount
to ~0.5ws = 1.35 keV. At an applied voltage of U =
850 V, for which the measurements gave the efficiency
99.2% [13], photoelectron discharge is principally
impossible. Allowance for radiation screening by the
plate walls will only increase the necessary losses ws .
Since the grid geometry is unfavorable for cathode
irradiation by light from the drift region, this factor can
be ignored. For atoms excited in the grid cavities
003 MAIK “Nauka/Interperiodica”
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(a = 2 mm), only about 5% of the emitted radiation
strikes the cathode.

Thus, the contribution of photoelectrons to the effi-
ciency of the electron beam formation in the device
under consideration is negligibly small. Moreover, the
conditions of discharge studied in [11–13] cannot pro-
vide for a high efficiency at the expense of atom-
induced electron emission either, even assuming that all
the applied voltage drops in the cathode region. This is
evidence of an incorrect method used for determining
the efficiency, as confirmed [3] by a detailed analysis.

3. For comparison, let us calculate the efficiency
using the formula derived [1] for γ in a usual open dis-
charge at U = 3 kV. According to this formula, ions
originating from the anode plasma and passing the
cathode fall region generate (together with related fast
atoms) 3.6 electrons per projectile, which corresponds
to an efficiency of 78%. This estimate is valid if the
entire voltage drop U is concentrated in the cathode fall
region; otherwise, a real potential profile in the dis-
charge gap has to be taken into account [1]. The
description provided in [1] was justified in detail in [5],
where it was pointed out that the calculations should be
performed using the electron emission coefficients γ
determined in a technical vacuum (*10–7 Torr). Using
the γ values determined under ultrahigh vacuum condi-
tions (<10–9 Torr), we have to neglect the emission due
to fast neutrals in the range of applied voltages of inter-
est for the open discharge, leaving only the contribution
due to ionized atoms. This would result in a sharp drop
of the electron beam formation efficiency. Obviously,
the conditions of ultrahigh vacuum are never realized in
practice, even prior to filling the discharge chamber
with a working gas.

The justification given in [5] for the calculations
performed in [1] can be supplemented by the following
illustrative example. It was demonstrated [9] that a dis-
charge featuring ion-induced electron emission from a
cathode as the only secondary emission process cannot
be initiated when the applied voltage exceeds a certain
threshold. This is related to a drop in the ionizing ability
of electrons in a strong electric field, caused by the elec-
tron runaway effect. For example, in helium at pd =
1.5 Torr cm, this threshold voltage amounts to ~1.5 kV
[9]. This value coincides with the estimates obtained
using the calculated discharge initiation curves [14, 15],
which exhibit rightward bending to form a loop instead
of the traditional left branch of the Paschen curve. Only
allowance of the cathode bombardment with fast neu-
trals [14], which make the determining contribution to
the electron emission, provided for a coincidence of the
calculated curve with the experimental left branch of
the Paschen curve. Note that the calculations in [14]
were performed for the same values of emission coeffi-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
cient γ [16] as those used in [1], that is, the values deter-
mined under technical vacuum conditions.

4. Thus, the above estimates show that the contribu-
tion of photoemission to the total electron emission
from a cathode is negligible small. These estimates,
together with the results obtained in [1–5], lead to a
final conclusion: open discharge is a kind of glow dis-
charge based, according to the commonly accepted
notions, on the ionization processes and the atom-
induced electron emission from the cathode. A practi-
cally important inference is that the extensive published
material (more than 100 publications) concerning open
discharge directly refers to glow discharge, primarily in
the region of medium pressures (from several Torr up to
atmospheric pressure [17]) not studied previously for
the electron beams of glow discharge.
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Abstract—The temperature dependences of the dc conductivity in glasses of the (As2S3)1 – xAux and
(As2S5)1 − xAux systems (0.04 at. % ≥ x ≥ 0) are reported for the first time. The curves show an anomalous behav-
ior in the temperature interval of 360 K > T > 300 K and exhibit a break for glass compositions with a low gold
content. A model explaining the existence of impurity conductivity is proposed. © 2003 MAIK “Nauka/Inter-
periodica”.
Introduction. As is known, the electric conductivity
of semiconducting chalcogenide glasses significantly
decreases upon the transition from crystalline to glassy
state and becomes independent of the concentration of
impurities. In the glassy state, the temperature depen-
dence of the conductivity exhibits no characteristic
break reflecting the change from intrinsic to impurity
conductivity. The absence of this break, that is, the lack
of the electrical activity of impurities in glassy samples,
was explained [1, 2] by the fact that all valence electrons
of dopant atoms in a disordered structure are involved in
the formation of bonds with the neighboring atoms. As a
result, the character of an impurity (donor or acceptor) is
not manifested in the glassy material.

The influence of metal impurities on the physical
properties of chalcogenide glasses were mostly studied
in stoichiometric compositions, which typically (with
few exceptions) exhibit increased susceptibility to crys-
tallization. The amount of a dopant was usually so large
that it was difficult to decide whether an increase in the
conductivity is related to the appearance of impurity
energy levels or to a decrease in the bandgap width of
the semiconductor (representing essentially a new com-
pound). However, there are some data showing that
impurities can significantly affect the physical proper-
ties of chalcogenide glassy semiconductors [3].
Although the number of investigations devoted to the
behavior of impurities in chalcogenide glasses is con-
tinuously increasing, the main problems related to the
search for impurities effectively influencing the proper-
ties of these materials and to the explanation of anoma-
lous behavior observed for most of the other impurities
still remain unsolved.

Previously [4, 5], we reported on the new emission
bands in the photoluminescence spectra of nonstoichi-
1063-7850/03/2910- $24.00 © 20838
ometric GeS3〈Bi〉  and As2S5〈Au〉  glasses with small
concentrations of impurities. These preliminary results
stimulated further investigations aimed at determining
the temperature dependence of conductivity in these
glassy semiconductors of both stoichiometric and non-
stoichiometric compositions of the (As2S3)100 – xAux

and (As2S5)100 – xAux systems with 0.04 at. % ≥ x ≥ 0. To
our knowledge, no special investigations of the effect of
minor impurities on the conductivity of stoichiometric
and nonstoichiometric glasses have been reported
so far.

Experimental. The glassy semiconductors were
synthesized by alloying the initial high-purity (not
worse than 99.999%) components in evacuated
(10−4 Torr) quartz ampules. The process was conducted
for 4 h at 950°C with continuous stirring, after which
the samples were quenched in air. The glassy state was
identified by the amorphous character of the X-ray dif-
fraction, a conchoidal fracture pattern, and the absence
of microinclusions on the sample surface examined in a
microscope of the Neofot type.

The dc conductivity σ of the synthesized glasses
was measured using the method of pressed contacts.
According to this, plane-parallel plates with a thickness
of d = 0.85–2 mm were pressed between soft graphite
disks (10 mm in diameter) tightly fixed in copper hold-
ers. The resistance of a disk with the holder was 0.2 Ω
and leakage currents were minimized.

Results and discussion. Figures 1 and 2 show the
experimental temperature dependences of the electric
conductivity of glasses of the two systems studied. The
conductivity of undoped As2S3 and As2S5 obeys the law
σ = σ0exp(–Ea/kT) with the same activation energy.
The curves of the samples with a gold content of x =
003 MAIK “Nauka/Interperiodica”
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0.00001 at. % and above exhibit breaks and, hence, are
characterized by two activation energies.

As the gold content increases to 0.01 at. %, the con-
ductivity of all glasses grows by two orders of magni-
tude, the activation energy drops by 0.3 eV, and the
softening temperature decreases by 20 K and 10 K in
As2S3 and As2S5 based glasses, respectively. Note that
the doped compositions containing 0.02 at. % gold, as
well as the undoped As2S3 and As2S5 glasses, are char-
acterized by a single activation energy. In the tempera-
ture interval of 360 K > T > 300 K, the curves of doped
glasses exhibit an anomaly, whereby the conductivity
significantly increases with the temperature, passes
through a maximum, and sharply drops to a minimum
level, which is several orders of magnitude lower than
10–11 Ω–1 cm–1. As the temperature increases further
(T > 360 K), the conductivity of doped glasses
increases again (with two activation energies). It should
be noted that repeated measurements of the σ(T) curve
for the same sample lead to disappearance of the con-
ductivity in the temperature interval of 360 K > T >
300 K after several heating–cooling cycles.

These experimental results are indicative of the
appearance of an electrically active impurity level and
the usual impurity conductivity related to this level.
Below we describe a possible qualitative pattern
explaining the temperature behavior of conductivity, in
particular, the appearance of the second slope.

In a disordered structure, the distances between
neighboring atoms exhibit random variations. Small
fluctuations of the interatomic distances are equiproba-
ble with respect to both contraction and extension.
However, a strong increase in the repulsion between
atoms for relatively large deviations makes the situation
of strong extension more probable. This extension is
related to the incorporation of Au atoms with a large
atomic radius into the glass structure. Let us attribute
all changes in the density of a sample in the glassy state
to the presence of large extensions. The density of sam-
ples containing Au impurity is lower by several percent
than that of the initial (undoped) composition. Assum-
ing the difference to be entirely due to the presence of
extended regions (microvoids), we can estimate the
total volume fraction of these voids as (ρI – ρL)/ρI ≈
0.01, where ρI and ρL are the densities of initial and
doped glassy semiconductors. Occurring at the bound-
ary of such a microvoid, a dopant atom (in our case, Au
atom) cannot use all valence electrons for forming
bonds (at least, because the nearest neighbor on one
side is at a distance exceeding the characteristic bond
length). Thus, the dopant atom occurring in the micro-
void can create an electrically active impurity level.
This impurity level will be “bound” to the edge of an
energy band responsible for a decrease in the bandgap
width Eg , since both the appearance of the new level
and the decrease in Eg are related to the bonds between
the dopant atom and the matrix atoms. The former
effect is caused by a small fraction of dopant atoms fall-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
ing within the microvoids, while the latter effect is pro-
duced by the major fraction of dopant atoms incorpo-
rating into the volume and saturating all their valence
bonds.

A reduction in the density of slightly doped glasses
leads initially to a decrease in the conductivity. As the
concentration of impurity grows further, the material
density apparently begins to increase (Fig. 3). Figure 3
shows plots of the conductivity versus doping level x
for glasses of the (As2S3)1 – xAux system; analogous
curves were obtained for the (As2S5)1 – xAux system.
Note that the conductivity of a glassy semiconductor
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Fig. 1. The temperature dependence of the dc conductivity
for glasses of the (As2S3)1 – xAux system with various x
(at. %): (1) 0; (2) 0.00001; (3) 0.0001; (4) 0.01; (5) 0.02.
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with the composition (As2S3)0.99999Au0.00001 is lower
than that of the initial As2S3 glass. We believe that
donor- and acceptor-like centers in the doped glasses
appear in pairs. Such pairs probably comprise an Au+

ion (donor) and a charged dangling bond D– occurring
at the opposite ends of the same microvoid. At a small
impurity concentration, these pairs do not annihilate:
elimination of a microvoid requires simultaneous rear-
rangement of a large number of atoms. Such a rear-
rangement more probably takes place at increased
impurity concentrations and corresponds to the curves
with a single activation energy.

Conclusions. In the cases under consideration, the
major proportion of dopant atoms incorporated into the
glass matrix saturate their valence bonds. Such atoms
are electrically inactive and form a series of solid solu-
tions with decreased semiconductor bandgap width. A
small fraction of dopant atoms, falling within the
microvoids, cannot saturate their valence bonds and
remain electrically active. These dopant atoms lead to
the formation of an impurity level responsible for the
impurity conductivity. Since the impurity level forma-
tion and the bandgap width reduction are related to
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Fig. 3. Plots of the conductivity versus doping level x for
glasses of the (As2S3)1 – xAux system measured at various
temperatures (K): (1) 433.8; (2) 449.3; (3) 459.6; (4) 469.7;
(5) 479.8; (6) 489.7; (7) 499.5.
TE
atoms of the same impurity (differing only by the near-
est environment), the new level has to be “bound” to the
edge of an energy band responsible for a decrease in the
bandgap width Eg .

Apparently, the optical bandgap width and the dc
conductivity activation energy have to monotonically
decrease with increasing x, while the difference
between these values must remain constant. This rule,
observed in the films deposited by RF magnetron
cosputtering [6], was predicted in [7]. In order to con-
firm the existence of impurity conductivity in gold-
doped glasses, it is necessary to measure the optical
bandgap width and check for the aforementioned rule
in bulky chalcogenide glassy semiconductors.

Thus, the proposed model of doping relates the
appearance of electrically active impurity states to the
formation of rigid microscopic regions (microvoids) in
bulk chalcogenide glassy semiconductors, the structure
of which hinders saturation of all valence bonds of a
dopant atom falling within such a microvoid.
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Abstract—Nanoparticles formed from silicon dissolved in melted aluminum were observed by transmission
electron microscopy. The nanoparticles possess a spherical shape with the diameter ranging from several dozen
nanometers to 1.5 nm. © 2003 MAIK “Nauka/Interperiodica”.
In recent years, there has been considerable interest
in studying carbon structures with characteristic dimen-
sions on a nanometer scale (nanotubes, fullerenes,
etc.) [1], developing new methods for the synthesis of
such nanostructures, and searching for possible fields
of application. Although silicon is also theoretically
capable of forming such structures [2], no data on the
observation of spherical silicon nanoparticles have
been reported so far to the best of our knowledge.

Below, we describe a method for obtaining spherical
silicon nanoparticles and present the results of investi-
gation of such structures by transmission electron
microscopy (TEM). The proposed method is based on
the well-known phenomenon whereby solid silicon dis-
solves in the melts of some metals, in particular, alumi-
num [3]. The choice of aluminum is related to the
absence of a chemical interaction between dissolved
silicon and the solvent [3], which excludes the forma-
tion of new compounds.

A small amount (~0.04 g) of a high-purity alumi-
num (99.99% Al) was placed onto the surface of a pol-
ished single crystal plate cut from an 0.38-mm-thick
(111)-oriented EDKB-10-2b grade silicon wafer. The
plate was placed into a vacuum deposition system
(Hitachi HUS 5GB) and heated by electric current
(~10–20 A) up to the melting temperature of aluminum
in a vacuum on the order of 10–5 Torr. When the metal
was melted, the current was immediately switched off,
the melt was allowed to cool, and the plate was
extracted from the vacuum chamber. Then, the alumi-
num was etched in a large amount of a 60% solution of
hydrochloric acid (reagent grade) in distilled water (the
process was carried out for five days). As a result, the
aluminum ball was completely etched off to leave a
porous silicon ball.

This silicon ball was isolated from the etchant and
repeatedly rinsed in distilled water in order to remove
residual acid and water-soluble aluminum salts.
Finally, the ball was destroyed by ultrasonic treatment
(44 kHz, 10 min) in distilled water and a drop of this
suspension was placed onto a copper grid for electron
microscopy coated with a ~20 nm thick Formvar film.
1063-7850/03/2910- $24.00 © 20841
The samples were dried in air and studied in a transmis-
sion electron microscope (Hitachi HU-12A) with a
nominal resolution of 0.2 nm, operating at an accelerat-
ing voltage of 75 kV.

The results of TEM observations revealed, besides
silicon fragments of irregular shapes and various
dimensions, a significant amount of rounded and spher-
ical particles with sizes ranging from several thousand
to a few nanometers. Figure 1a presents an electron
micrograph displaying spherical silicon nanoparticles
and Fig. 1b shows the pattern of electron microdiffrac-
tion from such particles. The latter pattern consists of
two parts, one obtained at a small exposure to reveal the
structure of inner rings and the other at a large exposure
to image the less intense external rings. The interplanar
spacings (calculated using the middle diameters of the
diffraction rings determined with a ~10% accuracy)
amount to 0.33 nm (111), 0.19 nm (220), 0.16 nm
(311), 0.12 nm (422), and 0.093 nm (531). Owing to the
close diameters of the (211) and (311) rings and a large
difference in brightness, the two rings probably appear
as merged into one. The tabulated values [4] of interpla-
nar spacings are as follows: 0.3138 nm (111), 0.1920 nm

40 nm

(531)

(422)

(111) (220)

(311)

(a) (b)

Fig. 1. (a) A TEM micrograph showing nanoparticles of
various dimensions formed from silicon dissolved in melted
aluminum (top right corner displays silicon particles of
irregular shape); (b) the pattern of electron microdiffraction
from spherical silicon nanoparticles.
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(220), 0.1638 nm (311), 0.1108 nm (422), and
0.0918 nm (531).

The diffraction rings also display point reflections
due to silicon crystals of various orientations. The point
reflections observed in the vicinity of the (111) ring
correspond to the following interplanar spacings (deter-
mined to within 3%): reflections on the ring, 0.308 nm
(close to a tabulated value for the (111) plane); and a
remote reflection, 0.27 nm. Some diffraction patterns
exhibited reflections on the internal side of the (111)
ring, which corresponded to a distance of 0.373 nm.
The presence of reflections corresponding to distances
different from those known in silicon is probably
related to the residual aluminum chloride formed in the
course of etching and not removed by rinsing. The point
reflections on the (220) ring correspond to the interpla-
nar spacing of 0.185 nm, and a more distant reflection,
to 0.17 nm (close to the tabulated values for the (222)
and (311) planes, respectively).

The dimensions of small nanoparticles were close to
the theoretically calculated diameters of silicon
fullerenes Si60 (1.5 nm [2]), while coarse particles seem
to represent a “silicon soot” analogous to the carbon
TE
soot known to be composed of spherical particles [5].
We believe that further investigation into the structure
and properties of spherical silicon nanoparticles will
show whether they possess a regular structure analo-
gous to that of carbon fullerenes.
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Calculation of the Stress Intensity Factor 
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Abstract—Time variation of the stress intensity factor in the tensile mode is calculated for a hydrogenated plas-
tic crystal with a crack. The calculation takes into account the influence of dissolved interstitial hydrogen on
the evolution of plastic deformation at the crack tip, determined by the competition of mechanisms related to
(i) incommensurate dimensions of dissolved hydrogen atoms and interstitial voids in the crystal lattice and
(ii) a decrease in the yield point caused by the hydrogen-induced plasticity. The numerical results for an α-Fe
crystal are presented. © 2003 MAIK “Nauka/Interperiodica”.
The results of investigations performed in recent
years elucidated some peculiarities in the pattern of
crack growth in hydrogenated metals [1]. In particular,
it was established that the formation of dislocation pile-
ups at the crack tip in a crystal proceeds under the
action of the total stress created by the crack, the dislo-
cations formed in the plastic zone, and the interstitial
hydrogen atoms [2, 3]. The dissolved hydrogen pro-
duces “screening” of elastic fields of the crack and dis-
locations in the vicinity of the crack tip.

This study was aimed at estimating the effect of
hydrogen dissolved in a body centered cubic (bcc) crys-
tal on the evolution of plastic deformation at the crack
tip. The analysis is performed in terms of the notions for-
mulated in [3]. Previously [4], we performed an analo-
gous calculation based on the model [5] taking into
account the plasticizing effect of interstitial hydrogen.
It was of interest to compare the results of calculations
performed within the framework of models [3] and [5].
It should be noted that dissolved hydrogen produces a
two-fold action upon the development of plastic strain-
ing. On the one hand, compressive elastic stresses due
to interstitial hydrogen atoms (dilatation mechanism)
produce screening of the elastic fields of the crack and
dislocations, thus reducing the mobility of the latter; on
the other hand, the dissolved hydrogen decreases the
yield point (plasticization mechanism), thus increasing
the mobility of dislocations. This paper is devoted to an
analysis of the competitive influence of the two mecha-
nisms.

Let us consider a two-dimensional problem con-
cerning evolution of the plastic deformation at the tip of
a crack with a length of 2l situated in the {100} cleav-
age plane of an infinite bcc crystal with a lattice param-
eter a. A homogeneous tensile stress σa(t) (mode 1)
applied to the crystal planes y = ±∞ is monotonically
increased up to a certain limit sufficient for plastic
1063-7850/03/2910- $24.00 © 20843
straining of the crystal but not for initiating the crack
growth. When the load σa(t) reached this maximum
level σmax, the calculation was performed in the regime
of stress relaxation at the crack tip, which corresponds
to a constant external tensile stress. The crystal is
assumed to contain uniformly distributed sources of
dislocations emitting rectangular loops in the easy slip
planes. The concentration of stresses at the crack tip,
followed by their relaxation through plastic deforma-
tion, results in a considerable density of effective dislo-
cations in this region (excess dislocations of the same
sign among those with parallel Burgers vectors), which
gives rise to an elastic field significantly influencing the
development of plastic straining.

In what follows, we assume that plastic deformation
of the bcc crystal proceeds by the mechanism of the
thermoactivated slip of perfect dislocations with the
Burgers vector b = a/2〈111〉  along the easy slip planes
{100} (mixed dislocations). The calculation takes into
account only edge components of the mixed disloca-
tions. Intersecting the 0xy plane, the {100} planes form
two families of the slip lines in the directions deter-
mined by the vectors bk (k = 1, 2).

The rate of the plastic deformation caused by the
motion of dislocations at the crack tip is [6]

(1)

where U0 is the activation energy, kB is the Boltzmann
constant, T is the absolute temperature, and  and τ0

dεk r t,( )
dt

--------------------

=  ε̇0
U0 1 σe

k r t,( )/τ0[ ] 1/2
–{ }

kBT r t,( )
---------------------------------------------------------–exp σe

k r t,( ),sgn

ε̇0
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are constant coefficients. The effective stress (r, t) in
the easy slip planes is determined as [7–9]

(2)

where

(3)

is the shear stress in the planes of easy slip and

(4)

represents the stress opposing the plastic shear, which
is related to the lattice friction σ0 and the local straining

σf of the material; (r, t) is the Westergard stress;

(r, t) is the long-range elastic stress created by dislo-

cations of the same sign in the plastic zone; and (r, t)
is the elastic shear stress produced by interstitial hydro-
gen atoms [3].

The migration of interstitial hydrogen atoms under
the action of a hydrostatic component of the effective

stress tensor (r, t) is described by the equation of
mechanodiffusion (see, e.g., [4]),

(5)
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Time variation of the stress intensity coefficient for a plastic
crack in a bcc crystal containing interstitial hydrogen atoms
with an initial concentration of c0 = 1.25 × 10–4. The calcu-
lations were performed (1) with neglect of the hydrogen-
induced plasticity, or (2) with neglect of the dilatation effect
caused by interstitial hydrogen, or (3) with both these mech-
anisms taken into account.
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 is a change in the unit cell volume related to the
presence of interstitials in the crystal lattice. The initial
and boundary conditions for Eq. (5) were formulated
by analogy with those used in [4]. Finally, it is assumed
that a crack is filled by the ideal gas.

By jointly solving Eqs. (1)–(5), we determined dis-
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a preset value of the maximum crack tip stress intensity

factor  (upon reaching this value, the load on the
crystal remained constant) and terminated at the time
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) = 0 in the entire vicinity of the
crack tip.

The evolution of plastic deformation and the migra-
tion of interstitial hydrogen at the crack tip in a loaded
crystal of 
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-Fe were calculated for the following
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[6]; 

 

T = 300 K; D = 4.88 × 10–12 m2/s [10]; Dv  = 3 ×
10−30 m3; the other parameters were selected as in [4].

Based on these data, we calculated the time varia-
tion of the stress intensity factor. It was assumed that
the crack tip stress intensity factor can be expressed
as [4, 7]

(6)

where Kc(t) is the stress intensity factor with neglect of
the plastic deformation at the crack tip, Kp(t) is a cor-
rection for the plastic deformation, and Ki(t) is the
contribution due to stresses generated by interstitial
hydrogen [3].

The time variation of the stress intensity factor cal-
culated for a crystal containing interstitial hydrogen
atoms with an initial concentration of c0 = 1.25 × 10–4

is shown in the figure. The calculations were performed
with neglect of the plasticization mechanism (curve 1)
or the dilatation mechanism (curve 2), or with both
mechanisms taken into account (curve 3). The final
points of these curves correspond to the time of arrest
(tf) of the development of plastic deformation (εk). A
comparison of curves 1–3 shows that neglect of the
plasticization mechanism significantly decreases the
stress relaxation at the crack tip and the time to arrest of
the plastic deformation. Allowance of the plasticization
mechanism leads to a significant decrease in the stress
intensity factor (≈5%, cf. curves 2 and 3) at the moment
of maximum loading tm . Note also that the plasticiza-
tion mechanism significantly (by ~20%) increases the
maximum deformation εmax in the plastic zone. From
this we conclude that, for the physical parameters
selected, the plasticization mechanism plays the main
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role in the evolution of plastic deformation at the crack
tip in a hydrogenated crystal.
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Abstract—Waves in a thermal boundary layer were obtained by numerically modeling the natural thermograv-
itational convection in the infinite horizontal layer of a liquid cooled from above. The waves are generated via
a mechanism related to the loss of stability and periodic separation of the upper, heavier and cooler liquid layer
(penetrative convection). © 2003 MAIK “Nauka/Interperiodica”.
Perturbations developed in a convective flow may
acquire the form of periodic waves traveling down the
flow in a thermal boundary layer. In the case of a ther-
mogravitational convection, these waves were experi-
mentally observed [1, 2] and numerically modeled [3]
in a vertical liquid layer. Analogous waves in oblique
layers were studied in [4]. The temperature waves gen-
erated under the conditions of a confined boundary
layer were experimentally observed in [5, 6] and
numerically modeled in [7, 8].

In our study, oscillatory regimes accompanied by
the generation of temperature waves in a boundary
layer were obtained by numerical modeling of thermo-
gravitational convection in the horizontal layer of a liq-
uid cooled from above. This situation corresponds to
the Rayleigh–Benard problem in a formulation differ-
ent from classical: the lower boundary is maintained at
a constant temperature and the upper boundary is char-
acterized by constant heat removal, both boundaries
being solid and impermeable.

In order to determine the flow and temperature
fields, we used dimensionless, nonstationary two-
dimensional convection equations in the Boussinesq
approximation, written in the velocity vortex–stream
function–temperature variables [9]. The scales of
length, time, velocity, and temperature are represented
by H, H2/ν, ν/H, and q0H/λ, where H is the layer thick-
ness, ν is the kinematic viscosity coefficient of the liq-
uid, λ is the thermal conductivity of the liquid, and q0 is
the thermal flux scale. The infinite layer was modeled
using a convective cell with a horizontal size L, sym-
metric boundary conditions on the side walls, and
adherence conditions on the horizontal boundaries.

The problem was solved by the Galerkin method of
finite elements in a weak formulation. The temperature,
velocity vortex, and stream function were approxi-
mated by a linear combination of time-independent
basis set functions (form functions) on linear triangle
finite elements. The time approximation was performed
1063-7850/03/2910- $24.00 © 20846
within a fully implicit scheme. The Boussinesq equa-
tions were solved by sequential time steps, each begin-
ning with the calculation of a temperature field. This
was followed by determination of the boundary condi-
tions for the velocity vortex (Woods’ formula) and
solving the corresponding equation. Finally, the veloc-
ity vortex field was corrected and the stream function
field was determined. The algorithm was implemented
as a finite element program and employed as described
in [10].

The numerical calculations were performed for a
liquid with the Prandtl number Pr = 100 (Pr = ν/χ,
where χ is the thermal diffusivity). The dimensionless
temperature on the lower boundary was θ = 0 and the
dimensionless density of the thermal flux on the upper
boundary was q0 = –1. Variable parameters included the
modified Grashof number Gr and the L/H ratio (Gr =
gyβq0H4/λν2, where gy is the gravitational acceleration
component across the flow and β is the temperature
coefficient of volume expansion).

At the initial moment of time, the equilibrium liquid
layer was subjected to thermal perturbation of a special
type forming a double-vortex flow in the convection
cell, in which “warmer” volumes of liquid were ascend-
ing along the side walls, while “colder” volumes were
descending at the center. At small Gr and L/H values, a
stationary spatiotemporal “roll” convection was estab-
lished in the system. An increase in the Grashof number
and the relative cell length led to the appearance of and
increase in the asymmetry of vortices. Finally, at Gr =
50 and L/H = 2.75, waves in the thermal boundary layer
appeared in the establishment stage. As the layer was
cooled, the waves exhibited damping and only at Gr ≥
250 and L/H ≥ 3.25 a self-sustained oscillatory regime
was observed. A relatively low Grashof number (Gr =
250 at Pr = 100) allows the flow to be considered as
two-dimensional. Further increase in the L/H value led
to breakage of the double-vortex flow pattern and the
003 MAIK “Nauka/Interperiodica”
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formation of three or four vortices in the cell already at
L/H = 3.5.

It should be noted that the mechanism of the temper-
ature wave generation in the boundary layer under con-
sideration is related to the cyclic separation of convec-
tion elements (called thermics) from the cooled surface
and is caused by instability of the upper, cooler and
heavier liquid layer. The temperature waves appear pro-
vided that the convection cell is sufficiently long (i.e.,
that the horizontal size of a vortex is sufficiently large),
which is due to a relatively slow development of oscil-
latory perturbations. Thus, the domain of existence of
the regime of self-sustained oscillations accompanied
by the generation of temperature waves in the boundary

(b)

(a)

+ +

Fig. 1. Instantaneous values of the (a) temperature and
(b) flow fields for Gr = 250 and L/H = 3.

–10

16
–11

15 17
t

–9
θm

Fig. 2. Time variation of the minimum dimensionless tem-
perature in a system with Gr = 250 and L/H = 3.25.
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layer in the space of Gr and L/H variables is rather
small. This domain is bounded with respect to L/H by a
slow growth of the oscillatory perturbations, on the one
hand, and by the instability of vortices with large hori-
zontal dimensions, on the other hand.

Figure 1 shows (a) isotherms and (b) stream lines of
the temperature and flow fields, respectively, at a cer-
tain time in the establishment stage for Gr = 250 and
L/H = 3. A minimum in the temperature profile is
observed on the upper boundary at the thermic base
(indicated by the arrow on top). The problem formula-
tion and parameters provide for the existence of a rather
thin thermal boundary layer at the lower boundary
(Fig. 1a), which becomes unstable with respect to ther-
mal perturbations related to the periodic separation and
descent of the colder (and, hence, heavier) liquid layer.
Figure 1a shows a moment corresponding to the motion
(right to left) of two waves and the onset of formation
of the third wave (indicated by arrows at the lower
boundary). The wave velocity is about 6 dimensionless
units (for a 10–2 m thick layer of transformer oil, this
velocity amounts to approximately 6 × 10–4 m/s).

Figure 2 shows the pattern of established oscilla-
tions of a minimum dimensionless temperature. The
period of these oscillations, corresponding to the period
of thermic generation, amounts approximately to
0.5 dimensionless time units (for a 10–2 m thick layer of
transformer oil, this period is on the order of 50 s).
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Abstract—The “flow” creep in oriented polyethylene was studied using a Doppler velocity meter. The activa-
tion energy of the creep process was evaluated and it was established that there are three activation barriers for
creep in the material studied. The most probable values, the scatter, and the relative concentration of these bar-
riers in polyethylene samples were determined. © 2003 MAIK “Nauka/Interperiodica”.
As is known, the flow creep rate  in solids depends
on the temperature T and the mechanical stress σ as
described by the formula [1–3]

(1)

where  = (1012–1014) s–1, Q is the stress-dependent
creep activation energy, and kB is the Boltzmann con-
stant.

It was believed for a long time that the creep activa-
tion energy is constant for a given material. However,
the results of high-precision measurements performed
using a Doppler velocity meter for a series of unori-
ented amorphous polymers showed that the Q value
increases with stress in the region of small deforma-
tions, then exhibits a decrease and remains virtually
unchanged on further loading [4–7]. It was suggested
that maximum activation barriers (physical knots) are
encountered in the creep at small deformations, after
which the barrier height ceases to change. Recently, the
same unique experimental technique revealed a pro-
nounced scatter of the flow creep rate in ultrahigh
molecular weight polyethylene samples deformed in
the dead load mode [8, 9].

We have studied the flow creep stage in polyethyl-
ene (PE) films of two types, prepared by gel technology
(from solution) and by hot pressing (from melt). The
films were oriented using the band drawing technique.
The creep rate  was measured with the aid of a Dop-
pler velocity meter [4], one mirror of which was fixed
on the moving clamp to monitor deformation of the
sample. The  value was determined using a deforma-
tion increment base of 0.3 µm (half-wavelength of the

ε̇

ε̇ ε̇0
Q

kBT
---------– 

  ,exp=

ε̇0

ε̇

ε̇
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laser radiation employed). Figure 1a shows a fragment
of the creep rate versus deformation curve for one of the
PE samples studied.
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Fig. 1. Plots of the (a) creep rate and (b) activation energy
versus deformation for PE films prepared by gel technology
and oriented by drawing to λ = 64.
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We observed a scatter in the creep velocities
described in terms of Eq. (1), which indicated that the
activation energy

(2)

exhibits oscillations about a certain average value. This
is illustrated in Fig. 1b showing a fragment of the Q ver-
sus  curve calculated using Eq. (1). The scatter was
relatively small: for a sample prepared by gel technol-
ogy and oriented to a draw ratio of λ = 64, the creep
activation energy was Q = 96 ± 5 kJ/mol. Thus, the acti-
vation barrier height in this sample varies within 6% of
the average value. In the other samples, the activation
energy scatter also did not exceed 6% of the average Q
value.

However, it was found that, even within this small
scatter, not all values of the activation energy are
equiprobable: the distribution density of the activation
barrier heights exhibits clearly pronounced maxima
(Fig. 2). This pattern indicates that there are most prob-
able values of the activation energy. Thus, it was estab-
lished that the distribution of the activation energies of
creep in PE depends on the draw ratio and on the tech-
nology of unoriented film preparation (from solution or
melt), that is, on the supermolecular structure of the
polymer studied.

This conclusion does not contradict the previous
results, from which it was concluded that the activation
energy for creep in oriented polymers is independent of
their supermolecular structure. Indeed, the width of the
energy scatter interval (within 6% of the average
value), in which the distribution depends on the poly-
mer structure, falls within the limits of uncertainty of
the traditional creep measurements (determining the
average creep rate in the flow part of the creep curve,
followed by calculating the activation energy as deter-
mined by formula (2)).

According to our data for a PE sample prepared by
gel technology and then oriented by drawing to λ = 120,
the activation barrier height distribution exhibits three
narrow peaks possessing the Gaussian shapes (Fig. 2a).
The analogous distribution for a PE sample obtained by
hot pressing and drawn to λ = 4.5 shows two narrow
peaks superimposed on a broad maximum (Fig. 2b);
these peaks also correspond to the Gauss distribution.
Finally, the distribution of the activation energies of
creep in a PE sample prepared by gel technology and
drawn to λ = 64 displays a single maximum (Fig. 2c).
However, an analysis of the shape of this maximum
showed that it represents a superposition of three over-
lapping peaks. Assuming these to have the Gaussian
shapes, we performed deconvolution and determined

Q kBT
ε̇0

ε̇
----ln=

ε̇
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the positions, halfwidths, and intensities of the compo-
nents.

During our creep tests, the load was selected so as to
provide that the creep rate would be approximately
equal in the samples of three types mentioned above.
However, the analysis of results showed that the aver-
age values of the creep rate are somewhat different
(within 3%). Subsequently, the activation energies were
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Fig. 2. Distributions of the activation energy of creep in PE
film samples prepared by various methods: (a) gel technol-
ogy (λ = 64); (b) gel technology (λ = 120); (c) hot pressing
(λ = 4.5). Dashed curves show the results of approximation
by Gaussian components, solid curves show the sum of
components.
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Most probable creep activation energies in oriented polyethylene films

Film technology
and draw ratio (λ)

Activation barrier parameters

peak no. peak position, kJ/mol peak halfwidth, kJ/mol relative intensity, %

Gel technology (λ = 64) 1 101.7 0.73 56

2 101.1 0.34 12

3 100.6 1.02 32

Gel technology (λ = 120) 1 100.5 1.46 83

2 96.9 1.89 10

3 90.5 1.79 7

Hot pressing (λ = 4.5) 1 97.8 0.97 45

2 95.6 0.65 17

3 95.0 6.83 38
corrected (multiplied or divided by the corresponding
factor) for this difference. The corrected activation
energies (at the distribution peaks) and their halfwidths
and relative intensities are presented in the table. As can
be seen from these data, the method of sample prepara-
tion (from melt or solution) and the draw ratio influence
the peak energies, halfwidths, and relative intensities.
Therefore, the PE film technology affects both the num-
ber of creep activation barriers and their relative heights
and scatter around the average value.

In conclusion, high-precision measurements of the
creep rate in oriented polyethylene film samples show
that there are three most probable values of the activa-
tion energy of this process. Apparently, the existence of
activation barriers of three different types is related to
certain features in the fine structure of the polymer
studied. This question will be considered in detail in the
following paper.
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Abstract—Photoelectric converters based on InAsSbP and GaInAsSbP solid solutions were obtained by liquid
phase epitaxy. The new devices are promising elements for thermophotovoltaic generators operating at a
reduced emitter temperature (~1000°C). © 2003 MAIK “Nauka/Interperiodica”.
In recent years, photoelectric converters based on
narrow-bandgap (0.5–0.6 eV) solid solutions of the
GaInAsSb system with GaSb and AlGaAsSb epitaxial
layers (wide-bandgap windows) were developed for
thermophotovoltaic (TPV) generators operating at a
reduced emitter temperature (1000–1200°C) [1, 2]. The
efficiency of these photoelectric elements can be
improved by using solid solutions with compositions
modified so as to increase the sensitivity in the long-
wavelength spectral range [3]. However, such a modifi-
cation of GaInAsSb solid solution is difficult, because
this system features an extended immiscibility region
hindering the obtaining of epitaxial layers with Eg

below 0.5 eV. Promising materials for the active region
of photoconverters operating at an emitter temperature
about 1000°C or even below are offered by solid solu-
tions of the InAsSbP and GaInAsSbP systems possess-
ing lattice parameters coinciding with that of InAs [4, 5].

In a quaternary solid solution of the InAs1 – x – ySbyPx

type, the bandgap width and the spin–orbit splitting
energy are close in a broad range of compositions [6].
This feature is known to increase the efficiency of non-
radiative recombination via the Auger process. Intro-
ducing Ga into the four-component solid solution
changes the spin–orbit splitting energy and, hence,
decreases the probability of Auger recombination, the
main process limiting the characteristics of photoelec-
tric conversion [7]. In addition, the results of calcula-
tions show that GaInAsSbP solid solutions with small
Ga content (<10 at. %) provide for the matching of both
lattice parameters and thermal expansion coefficients at
the heteroboundary. This decreases the formation of
dislocations negatively influencing the working proper-
ties of photoelements.

This study was aimed at the synthesis and character-
ization of InAsSbP and GaInAsSbP solid solutions iso-
periodic with InAs, suitable for TPV conversion appli-
1063-7850/03/2910- $24.00 © 20851
cations. For the obtaining of photoconverters effec-
tively operating in the range of wavelengths above
2.2 µm, it is necessary to form InAsSbP layers with a
bandgap width of 0.45–0.48 eV, which corresponds to
phosphorus content in the solid solution on a level of
0.25–0.3 mol %.

Optimum technological parameters of the process
of liquid phase heteroepitaxy of InAsSbP and GaIn-
AsSbP solid solutions isoperiodic with InAs were
determined based on an analysis of the liquid–solid
equilibrium phase diagrams within the framework of a
simple solution model. The method of analysis and the
main parameters of calculations are presented in mono-
graph [8]. Using justified values of the excess model
energies of mixing, we successfully calculated the tem-
peratures and compositions of both liquidus and solidus
in the region of temperatures (T ~ 853 K) for the epit-
axy of compositions isoperiodic with InAs on both
sides of the binodal space.

The epitaxial growth was performed under isother-
mal conditions, by step cooling at a temperature of T =
843 K. The initial charge compositions were selected
such that the liquid phase at the epitaxial growth tem-
perature would be supercooled by 11–17 K relative to
the liquidus temperature.

The layers of five-component solid solutions of the
GaxIn1 – xAs1 – x – yPySbz system lattice-matched with
InAs were obtained in the region of compositions cor-
responding to y = 0.22–0.29 and x = 0.03–0.08. Under
the isoperiodic substitution conditions, an increase in
the content of gallium in the solid phase led to a
decrease in the content of phosphorus, while the band-
gap width of the five-component solid solution practi-
cally remained unchanged. The above range of compo-
sitions provides for the bandgap width required for the
effective TPV conversion.
003 MAIK “Nauka/Interperiodica”
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The photoluminescence (PL) spectra of InAsSbP
and GaInAsSbP solid solutions were measured at
T = 77 K using samples cooled with liquid nitrogen.
Figure 1 shows the typical PL spectrum of the epitaxial
layer of a five-component solid solution isoperiodic
with InAs, exhibiting emission within the wavelength
interval from 2.4 to 2.7 µm. It should be noted that the
intensity of emission from samples of the five-compo-
nent solid solutions studied was several times that for
the epitaxial layers of InAsSbP with close values of the
bandgap.

The results of experiments on the growth and char-
acterization of InAsSbP/InAs(100) heterostructures
allowed us to begin with the development of high-effi-
ciency TPV converters operating in the middle infrared
wavelength range. The p-type conductivity region was
created by method of zinc diffusion from the gas phase
in a quasiclosed volume. Generated in the subsurface
layer of InAsSbP, the built-in electric field of the diffu-
sant ions draws the photoproduced charge carriers into

45

30

15

I, a.u.

2.7 2.5 2.3 2.1
λ, µm

Fig. 1. The PL spectrum of a five-component solid solution
Ga0.08In0.92As0.58Sb0.16P0.26/InAs(100) at T = 77 K.
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Fig. 2. The spectral characteristic of an InAsSbP/InAs het-
erostructure: (1) reflectance; (2) external quantum yield;
(3) internal quantum yield.
TE
the semiconductor bulk, thus providing a high quantum
yield in the shortwave range.

Figure 2 shows the spectral characteristic of a het-
erostructure of the p-InAsSbP/n-InAsSbP/n-InAs type.
The internal quantum yield with allowance of reflection
losses (curve 1) in the wavelength range from 550 to
2500 nm amounts to 50–90%. The measured values of
spectral sensitivity are indicative of a high crystallo-
graphic quality of the active region of this hetero-
structure.

The photosensitivity of these heterostructures in the
longwave range can be increased by optimizing the
depth of zinc diffusion and the thickness of the
InAsSbP solid solution layer and by improving the
quality of heteroboundaries. Additional promising
ways to increase the longwave photosensitivity are the
growth of wide-bandgap layers of the rear potential bar-
rier and the wide-bandgap window (e.g., of
AlGaAsSb), as well as the use of GaInAsSbP (isoperi-
odic with InAs) as the active layer of a TPV converter.

To summarize, we obtained for the first time the epi-
taxial layers of five-component solid solutions of the
GaxIn1 – xAs1 – x – yPySbz system (y = 0.22–0.29 and x =
0.03–0.08) with a low gallium content (<10%). Lattice-
matched with InAs, these materials have good pros-
pects for use in optoelectronic devices. 

In addition, we studied the spectral characteristics of
InAsSbP/InAs heterostructures with a longwave photo-
sensitivity threshold at 2.7 µm and an internal quantum
yield of 50–90% in the wavelength range from 500 to
2500 nm.
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Rotation of the Magnetization Vector of a Monodomain Particle
under the Action of a High-Frequency Field Pulse
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Abstract—We obtained a numerical solution of the modified Hilbert equation describing rotation of the mag-
netization vector in a high-frequency field of large amplitude. Based on this solution, we have studied rotation
of the magnetization vector of a spherical ferromagnetic monodomain particle, possessing a cubic anisotropy,
from the direction parallel to an easy magnetization axis to the perpendicular direction under the action of a
high-frequency magnetic field pulse. The amplitudes and the interval of frequencies of the magnetic field capa-
ble of rotating the particle magnetization vector are determined. © 2003 MAIK “Nauka/Interperiodica”.
An alternative energy-dependent information car-
rier is offered by an ensemble of independent, oriented
ferromagnetic monodomain particles [1, 2]. The
method of reading information from such a carrier is
based on excitation of the ensemble with a low-power
alternating magnetic field at a ferromagnetic resonance
frequency [1]. The readout process consists in scanning
over a certain frequency range: the presence of a
response at some frequency corresponds to logical 1,
while the absence of such response corresponds to log-
ical 0. Recording data with the aid of a high-frequency
field consists in rotating the magnetization vector of a
particle from the direction parallel to the easy axis to a
perpendicular direction.

For the sake of simplicity, the particles are consid-
ered as independent and possessing a spherical shape.
Let us consider one particle and represent its magnetic
energy density as a sum of the energy density of the
cubic anisotropy and the Zeeman energy density for the
particle magnetic moment in an alternating magnetic
field [3]:

(1)

Here, K1 > 0 and K2 < 0 are the first and second con-
stants of the cubic anisotropy, respectively; h · sin(ωt)
is the external alternating magnetic field with a fre-
quency ω; m = M/|M| is the vector of direction cosines
of the particle magnetization vector M. The coordinate
axes Ox, Oy, and Oz are assumed to correspond to the
principal crystallographic axes [100], [010], and [001],
respectively. In the absence of external fields, the mag-
netic moment occurs in one of the three stable positions
with minimum energies, being parallel to one of the
three easy axes.

U m( ) K1 mx
2my

2 my
2mz

2 mx
2mz
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+ K2mx
2my

2mz
2 M– h ωt( ).sin⋅ ⋅
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An equation of the Hilbert type describing the motion
of the particle magnetization vector can be written, after
some transformations, in the following form [3]:

(2)

where α is the dimensionless damping parameter,
 = –δU*/δm is the reduced effective magnetic field

acting upon the magnetic moment, U*(m) =
U(m)|M|/2K1 is the reduced free energy density, t* =
t2γK1/|M| is the reduced time, ω* = ω|M|/2γK1 is the
reduced frequency, h* = h|M|/2K1 is the reduced alter-
nating magnetic field amplitude, and γ is the gyromag-
netic ratio. In the spherical coordinate system, Eq. (2)
is written as

(3)

where θ and ϕ are the polar and azimuthal angles (the
polar and azimuthal axes coincide with the Oz and Ox
axes, respectively, of the above Cartesian system).

Let the initial magnetization vector direction be par-
allel to the Oy axis and the alternating field be applied
parallel to the Ox axis. A solution to Eqs. (3), obtained
by the Runge–Kutta method of the 4–5th order is illus-
trated in Fig. 1. As the amplitude of the alternating
magnetic field increases, the oscillating magnetization
vector deviates from the equilibrium direction, passes
through an unstable equilibrium state, and acquires
another stable orientation perpendicular to the initial
direction. This phenomenon exhibits a resonance char-
acter: the magnetization vector rotation is observed in a
certain interval of reduced frequencies ∆ω* called

dm
dt*
-------- m Heff*×[ ]– α m

dm
dt*
--------× ,+=

Heff*

dθ
dt*
--------

1

θ α2 1+( )sin
-------------------------------∂U*

∂ϕ
-----------–

α
α2 1+
---------------∂U*

∂θ
-----------,–=

dϕ
dt*
--------

1

θ α2 1+( )sin
-------------------------------∂U*

∂θ
----------- α

θ α2 1+( )sin
2

---------------------------------∂U*
∂ϕ

-----------,–=









003 MAIK “Nauka/Interperiodica”



854 KOTOV, NOSOV
1.0

0.5

0

–0.5

–1.0
0

1000

2000

3000
1.0 0.9 0.8 0.7 0.6 0.5 0

ω*

t*

my

Fig. 1. The envelope surface of my as a function of reduced time t* and frequency ω* for α = 0.01, h* = 0.09, and the magnetic field

pulse duration τ = 20/α = 2 × 103 (observation time ∆t* = 1.5τ = 3 × 103).
reorientation band. The reorientation band is determined
by the modulus of the reduced magnetic field amplitude
h* and the dimensionless damping parameter α. We can
also introduce the reorientation threshold, representing a
minimum value of h* (at a fixed field frequency) for
which the magnetization vector rotation takes place.

In all cases, the resonance rotation of the magnetiza-
tion vector for a minimum reorientation threshold 
takes place at a frequency below the reduced frequency

of the ferromagnetic resonance  = 1/ .
When the threshold h* grows, the reorientation band
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Fig. 2. The surface of reorientation threshold h* as a func-
tion of the reduced frequency ω* and damping parameter α
for K2/K1 ≈ –0.16.
TE
width increases. As the damping parameter α decreases
at a fixed field amplitude, the reorientation band exhib-
its narrowing and shifts toward higher frequencies
(Fig. 2). For a very large magnetic field amplitude
(h* @ ), the particle magnetization vector exhibits
a chaotic behavior. Under the action of the external
magnetic field, this vector exhibits reorientation both in
the perpendicular direction and in the directions paral-
lel and antiparallel to the initial magnetization.

Thus, based on the numerical solution of the modi-
fied Hilbert equation, we determined the conditions of
rotation of the magnetization vector of a ferromagnetic
monodomain particle from the direction parallel to an
easy magnetization axis to the perpendicular direction
under the action of a high-frequency magnetic field
pulse. The results can be used for data recording in a
medium representing an ensemble of independent fer-
romagnetic monodomain particles, the readout being
effected through excitation of this ensemble by a weak
alternating magnetic field [1, 2].
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Rigid Rotations of a Plate and the Related Speckle Displacements
in the Image Plane
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Abstract—We describe an optical setup created for the verification of theoretical results concerning the dis-
placement of speckles in the plane imaging a surface, which performs rotational motion. On the whole, the
experimental results are consistent with the theory: there is a linear relationship between the surface rotation
and the speckle displacement. The sensitivity of this method is proportional to the distance from a lens to the
observation plane. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. Researchers dealing with lasers give
attention to the phenomenon whereby speckles shift
and change in response to the displacements, deforma-
tions, and rotations of a rough surface. These effects
were summarized and generalized by Yamaguchi [1],
who theoretically studied the relations between small
displacements, rotations, and deformations of a surface
and the speckle dynamics. Within the framework of a
more general problem, these effects were studied in [2].

Using a three-dimensional diffuser model justified
in [3], a relation was established between translations,
deformations, and rotations of elements of a thin three-
dimensional object and the displacements of speckles
in the image plane. The component Ay of the vector of
speckle displacement in the vicinity of some observa-
tion point is given by the formula [2]

(1)

where m is the lens magnification; lsx , lsy , lsz are the
components of a unit vector directed from the object to
the radiation source; Z is the distance from the image
plane to the observation plane;  is the distance from
the lens to the image plane; L0 is the distance from the
object to the lens; Ls is the distance from the radiation
source to the object; ux0, uy0, uz0 are the components of
the translation vector; εxy , εyy , εyz are the components of
the deformation tensor; and Ωz , Ωx are the components
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of the rigid rotation tensor averaged over a region of the
lens resolution.

For an undeformed flat object performing no trans-
lations, illuminated with a parallel light beam incident
along the normal, formula (1) with m = 1 yields the
relation

(2)

where ωx =  is the angle of rotation around the

0x axis (expressed in radians). This study was aimed at
experimental verification of this relationship.

Experiment. Figure 1 shows an optical scheme of
the experimental setup. The distance from object 5 to
lens 9 was equal to L0 = 168 mm (two focal lengths of
the lens). The angle between illumination and observa-
tion directions was 10°. The diameter of diaphragm 10
was 2.1 mm. The films of speckle dynamics in response
to 5-s plate rotations were recorded into the memory of
computer 13 for various distances L from lens 9 to TV
camera 12 under otherwise identical experimental con-
ditions. The rotation rate was (1.52 ± 0.04) × 10–3 rad/s.
The records were made with a monochrome camera of
the STA-572 type. The radiation source was a He–Ne
laser of the LGN-207F type operating at a power of
1.6 mW. The signal from the camera was fed into the
computer via a videocard of the Miro Video DC30 type.

An analysis of the recorded films showed the fol-
lowing. There is a certain position of the camera (L =
182 mm) for which the speckles exhibit no displace-
ment, but the pattern of speckles is subject to gradual
variation. Should the camera move closer or farther
from this special position, the speckles exhibit a shift,
the displacement increasing with the distance from the
camera to said position.

These effects were analyzed and the speckle dis-
placements were determined by processing digitized

Ay 2Zωx,=

∂uz

∂y
--------
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records using a computer routine analogous to that
described in [4]. This software allowed the operator to
select an arbitrary line on the display and specify a
desired frame frequency for the digital processing. The
video signals were digitized along the line and the
sequentially requested images were ordered top to bot-
tom. Thus, a two-dimensional pattern was obtained in
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11
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Z

Fig. 1. An optical scheme of the experimental setup:
(1) laser; (2) laser beam; (3) collimator; (4) illuminating
beam; (5) duralumin plate; (6) rotating platform; (7) driving
shaft; (8) belt drive; (9) lens; (10) diaphragm; (11) image
plane; (12) TV camera; (13) computer.
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Fig. 2. The typical plots of speckle shift Ay versus plate rota-
tion angle ωx for various distances L from lens to camera.
TE
which the speckle response was visualized as varying in
space (along the line) and time. When the speckles did
not shift, the pattern displayed vertical lines, while dis-
placed speckles were imaged by oblique lines.

The speckle displacements were determined as
shifts of the peak of the function

where I1 = I1(n) and I2 = I2(n) are the video signal inten-
sities at two moments of time on the line selected, K is
the number of pixels in the line, and top bar indicates
signals averaged over the line. Figure 2 shows the typi-
cal plots of the speckle shift Ay versus plate rotation
angle for various distances L from lens to camera. Fig-
ure 3 presents a plot of the speckle displacement per
unit rotation angle (radian) versus lens to camera dis-
tance L constructed by the experimental data.

Discussion of results. On the whole, the experimen-
tal results are consistent with the theory. There is a spe-
cial position of the observation plane at which the
speckles exhibit no displacement. When the camera is
moved closer or farther from this special position, the
speckles exhibit a shift. The displacement of speckles is
linearly dependent on the rotation angle. Also in agree-
ment with the theory, the displacement per unit rotation
angle is a linear function of the distance from the lens
to the observation plane. However, the slope of this
dependence (1.54 ± 0.03) differs from the theoretical
value (2.0). The position of the observation plane cor-
responding to zero displacement also deviates by
21 mm from that predicted by the theory.

B m( ) 2
K
---- I1 k( ) I1–[ ] I2 k m+( ) I2–[ ] ,

k 1=

k /2

∑=
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Ay/ωx, mm/rad

Fig. 3. A plot of the speckle displacement per unit rotation
angle versus distance L from the lens to the observation
plane.
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The discrepancies are probably related to the fact
that diaphragm 10 (Fig. 1) was spaced by 12.3 mm
from the middle plane of the lens, which was not taken
into account in the theoretical description. In addition,
the positions of the object plane and the image plane at
a magnification of m = 1 were visually determined in
the absence of the diaphragm. With a small diaphragm,
these positions may change. The plot in Fig. 3 shows
two points significantly deviating from the linear rela-
tionship in the region of L between 240 and 264. The
reasons for such scatter are unclear. There are probably
some drawbacks in the experimental technique. This
makes necessary new and more precise measurements.

Conclusions. Based on the results obtained using
the experimental setup described above, we arrive at the
following conclusions.

(i) For the directions of illumination and observation
of an object close to the normal to the rotating sample
surface, there exists an observation plane for which the
speckles exhibit no displacement in the image plane.

(ii) When the observation plane is shifted along the
optical axis from the above special position, the speck-
les exhibit displacement, the sign of which depends on
the direction of shift of the observation plane.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
(iii) The displacement of speckles is proportional to
the rigid rotation angle.

(iv) The displacement of speckles per unit rotation
angle is a linear function of the shift of the observation
plane.

The above results generally agree with the theory.
However, the position of the observation plane corre-
sponding to the zero displacement of speckles and the
sensitivity of the method differ from theoretically pre-
dicted values.
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Abstract—Optical transmission and reflection spectra of the layers of hydrogenated amorphous carbon depos-
ited onto fused quartz substrates from a glow discharge plasma are studied on samples of two series, which dif-
fer by the substrate temperatures (200 vs. 400°C) during deposition. The dispersion of the imaginary part of the
dielectric function and the spectrum of the effective electron density of states involved in optical transitions are
reconstructed. It is shown that this spectrum is adequately described by a sum of two Gaussian contours. The
maximum of the first contour falls in the range of low frequencies and reflects the contribution of π electrons
to the optical absorption of the material, while the second contour with the maximum in the high-frequency
region is assigned to the contribution of σ electrons. © 2003 MAIK “Nauka/Interperiodica”.
1. Introduction

The layers of hydrogenated amorphous carbon
(a-C:H), sometimes called diamondlike carbon, grown
at different conditions may possess considerably differ-
ent properties. Using methods of nondestructive test-
ing, it is possible to assess the potential of such layers
for application in one or another practical field and to
modify their properties by making the necessary
changes in the deposition process. Optical spectros-
copy undoubtedly is among these methods, since the
optical transparence is a very important characteristic
of materials used, for example, for coating laser disks.
Using this method, one can experimentally determine
the parameters for quantitative characterization of the
material produced by the given technology.

In this paper, we present the reflection and transmis-
sion spectra of a-C:H grown by a modified method of
the glow discharge plasma deposition in the atmo-
sphere of pure methane. Both the optical reflection
and transmission spectra are analyzed. It is shown that
the reflection spectra allow the number of the interfer-
ence peaks to be determined, while the ratio between
the reflection and transmission coefficients contains
information on the refractive index. In addition, the
transmission spectra allow one to extract information
on the effective density of states created by π and σ
electrons.

2. Experimental

2.1. Samples and experimental techniques. The
layers of amorphous carbon were grown by a modified
1063-7850/03/2910- $24.00 © 20858
method of the glow discharge plasma deposition in the
atmosphere of pure methane (the saddle-field glow dis-
charge deposition method) [1]. The films were depos-
ited onto fused quartz substrates. The substrate holder
was grounded. The growth occurred at a pressure of
50 mTorr, the gas flow rate was 2.5 cm3/s, and the dis-
charge current was 40 mA. The substrate temperate was
200 and 400°C for samples no. 200 and no. 400, respec-
tively. Dependences of the transmission (T) and reflec-
tion (R) coefficients on the wavelength λ were mea-
sured using a Perkin-Elmer Lambda 18 spectrophotom-
eter in the wavelength region from 185 to 900 nm. Data
on the optical properties of this material were previ-
ously reported in [2]. 

Figure 1 shows the transmission and reflection spec-
tra for the two types of amorphous carbon samples and
for the substrate. It is seen that the substrate makes no
considerable contribution to the transmittance. The
reflection spectra exhibit interference profiles. The
inset in Fig. 1 shows the maxima of the reflection coef-
ficient versus the reciprocal wavelength for both sam-
ples. It should be noted that the experimental points are
in good agreement with the linear dependence extrapo-
lated to an infinitely large wavelength.

2.2. Calculation of the film thickness and refrac-
tive index. The phase shift ϕ for the maximum with the
number (1 + 2µ) observed in the dependence of the
reflectance on the wavelength λ is [4]

(1)ϕ π 1 2µ+( ).=
003 MAIK “Nauka/Interperiodica”



        

OPTICAL PROPERTIES OF HYDROGENATED AMORPHOUS CARBON FILMS 859

                                                                               
On the other hand, it is known that

(2)

where d is the film thickness, n is the refractive index,
and λmax is the wavelength at which the reflectance
reaches its maximum.

The refractive index of the film was calculated using
an equation that can be derived by neglecting absorp-
tion in the relation between the energy reflection and
transmission coefficients of the air–film–substrate sys-
tem [3–5]:

(3)

Here, Rtm is the value of the function R(λmax)/T(λmax) at
the wavelength λmax and ns is the refractive index of the
substrate. For the case displayed in Fig. 1, λmax = 517
and 564 nm for samples no. 200 and no. 400, respec-
tively. To find the refractive index, it is necessary to
know the refractive index ns of the substrate, which can
be easily determined using an equation for the substrate
transmittance T (Fig. 1) at the wavelength λmax [3, 2],

(4)

From the two roots of this equation, 0.682 and 1.465,
we choose the solution 1.465. Substituting the root of
Eq. (4) and the values of R(λmax) and T(λmax) from
Fig. 1 in to relation (3), we obtain the refractive indices
of about 1.7 for both samples.

The number (1 + 2µ) of the reflection coefficient
maximum was determined by plotting (1 + 2µ) versus
the reciprocal wavelength. The results are shown in the
inset in Fig. 1. As the initial point, we took the number
of the reflectance interference maximum (1 + 2µ) = 1 at
the infinitely large wavelength [4]. A good agreement
of the experimental points with the linear dependence
confirms the correct choice of the numbers of the inter-
ference peaks. The first maximum experimentally
observed for each sample is marked by an arrow in
Fig. 1. It is seen that its number is 3. Substituting this
number and the refractive index in to (2), we obtain the
film thicknesses of 228 and 250 nm for samples no. 200
and no. 400, respectively.

2.3. Calculation of the extinction coefficients and
the imaginary part of the dielectric function. The
extinction coefficient k was calculated using the expres-
sion for the transmittance [5]

(5)

where X = exp  is the Bouguer term, T(λ) is the

experimental dependence of the transmittance on the
wavelength (Fig. 1), and A is a preexponential factor,
which we assumed to be constant because of a sup-
pressed interference pattern observed for the transmis-
sion spectra (Fig. 1). Taking this constant into account

ϕ 4πnd
λmax

-------------, d
ϕλ max

4πn
--------------,= =

n2 2 nsRtm( )1/2n– ns– 0.=

Tns
2 2ns T 2–( ) T+ + 0.=

T λ( ) AX ,=

4πdk
λ

------------- 
 
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by the normalization of the transmission spectra to their
maxima, we obtained a simple expression for the wave-
length dependence of the extinction coefficient:

(6)

Figure 2 presents the dependence of the extinction

coefficient on the photon energy "ω (ω = , where

c is the speed of light in vacuum) obtained from exper-
imental data using expression (6). The dispersion of the
imaginary part of the dielectric function κ''("ω) was
calculated using the expression

(7)

For this calculation, we used the data given in Fig. 2 and
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Fig. 1. (1) Transmission and (4) reflection spectra of the
substrate, transmission spectra of the samples (2) no. 400
and (3) no. 200, and reflection spectra of the samples
(5) no. 400 and (6) no. 200. The inset shows the plot of the
number (1 + 2µ), corresponding to the interference maxima
in the reflection spectra, versus the reciprocal wavelength.
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Fig. 2. Dependence of the extinction coefficients of samples
(1) no. 200 and (2) no. 400 on the photon energy.
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ignored the dispersion of the refractive index. Indeed,
as is seen from Fig. 2, the extinction coefficient in the
spectral range under consideration varies within the
same limits as in [5, 6], where the refractive index dis-
persion amounted to several percent of the value deter-
mined in the transparency region.

3. Results and Discussion

To characterize the optical properties, we use the
Kramers–Kronig relations [7]

(8)

Here, κ'("ω) and κ''("ω) are the real and imaginary
parts of the dielectric function, respectively; e and m are
the charge and mass of electron, respectively;
f("ω)d("ω) is the oscillator strength within the energy
range d("ω); "ω is the light quantum energy; and

(9)

where ρ("ω) is the effective density of oscillator states.
Let us find the relation between the ρ("ω), the den-

sity of states g("ω), and the function ϕ(ε) of the elec-
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24πe2
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Fig. 3. Dependence of the effective density of states on the
energy for the samples (1) no. 200 and (2) no. 400 and
decomposition of the experimental data into two Gaussian
curves for the samples (3, 4) no. 200 and (5, 6) no. 400. The
sum of the two Gaussian distributions virtually coincides
with the experimental curve. The area, the peak position, the
width, and the peak height of the first and the second Gaus-
sian distributions for the two samples are, respectively,
0.45, 4.81, 2.03, and 0.17 eV for curve (3); 0.56, 6.52, 1.58,
and 0.29 eV for curve (4); 0.8, 4.47, 2.3, and 0.31 eV for
curve (5); and 0.52, 5.97, 1.5, and 0.27 eV for curve (6).
TE
tron energy distribution. To this end, we use the relation
know as the sum rule [7],

(10)

and the known expression relating the density of states
g("ω) and the oscillator energy distribution function
ϕ(ε),

(11)

Here, N(ε) is the total number of oscillators with the
energy ε = "ω per unit volume of the material. Differ-
entiating (10) and (11), we have

(12)

In the case of degeneracy, the function ϕ(ε) can be
approximated by a jump function (a step), while singu-
larities of the function ρ(ε) in expression (12) cha-
racterize specific features of the density of oscillator
states g("ω). 

Figure 3 shows the curves plotted from the experi-
mental data given in Fig. 2 processed in terms of
expression (12). It is seen that the function ρ(ε) has two
pronounced features in the energy range under consid-
eration. Namely, this dependence for both samples
no. 200 and no. 400 exhibits shoulders (at about 4.7 and
4 eV, respectively) and maxima (at about 6.4 and
5.5 eV, respectively). This gives us ground to decom-
pose the spectra of the density of states into two com-
ponents. For this purpose, we use a sum of two Gauss-
ian distributions. The result of the decomposition is
shown in Fig. 3. According to the model energy spec-
trum of amorphous carbon [8], the Gaussian curve with
the maximum in the low-frequency region (hereafter,
the first Gaussian distribution) reflects the contribution
of π electrons in the optical absorption, while the curve
with the maximum in the high-frequency region (the
second Gaussian distribution) can be assigned, accord-
ing to the same model, to the contribution of σ elec-
trons. As the layer growth temperature increases, the
maximum of the first Gaussian distribution moves to
lower frequencies and its amplitude grows by almost
two times. According to the suggested interpretation,
such behavior points to an increase in the number of π
electrons with increasing temperature of the synthesis.
The maximum of the second Gaussian distribution also
shifts to lower frequencies with increasing growth tem-
perature and simultaneously becomes somewhat
broader. However, due to the limited spectral range of
the measurements, the quantitative estimation of the
change in the total number of σ electrons with increas-
ing temperature may be insufficiently correct, which
leaves an open field for further investigations.
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Our analysis shows that the optical experiment
allows one to determine informative parameters of
amorphous carbon films, which provide for a more
detailed characterization of a material depending on the
film growth conditions than does simple determination
of the absorption edge. In addition, the proposed
approach allowed us to study the spectrum of the den-
sity of states of elementary excitations responsible for
the optical absorption of amorphous carbon.
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Abstract—The possibility to control the frequency spectrum of Cherenkov radiation in a microwave wakefield
dielectric waveguide with the aid of an external ferroelectric layer has been studied. Using the proposed multi-
layer waveguide structure in combination with a special configuration of control electrodes, it is possible both
to adjust the wake field frequency spectrum and to attenuate the modes corresponding to beam-deflecting (defo-
cusing) fields in the waveguide. © 2003 MAIK “Nauka/Interperiodica”.
A new method for the acceleration of charged parti-
cles, which makes use of the wake fields existing
behind electron bunches traveling through a dielectric
waveguide structure, is now extensively studied by
experimental and theoretical methods [1–4]. A com-
plex investigation of the wakefield acceleration pro-
cesses in dielectric waveguides is now underway at the
St. Petersburg State Electrotechnical University in
cooperation with the Argonne National Laboratory
(USA).

A widely used type of dielectric waveguide [1–3] is
a single-layer structure in the form of an evacuated
dielectric (usually ceramic) tube with an internal vac-
uum channel in which electron bunches are traveling.
The external surface of the dielectric tube is metal-
coated. Wake field acceleration is based on the energy
transfer from a high-current electron bunch to a low-
current high-energy bunch. The primary high-current
low-energy bunches excite a Cherenkov electromag-
netic wave in the waveguide system, the longitudinal
electric field component of which (with an electric field
intensity of up to ~100 MV/m) is used to accelerate the
secondary low-current electron bunch.

However, besides the longitudinal fields, transverse
fields of comparable intensity are generated in the
wakefield waveguides as well. These fields lead to devi-
ation of the beam from the waveguide axis, whereby
charged particles are lost on the walls [3], decreasing
the bunch charge and leading to the surface electrical
breakdown of the dielectric material.

On the other hand, the necessity of obeying the
phase relations (ensuring that a low-current bunch is
kept in phase with the accelerating wave) poses strict
requirements on the waveguide structure parameters
and the bunch positioning. By changing the permittivity
of the waveguide system, it is possible to provide for
the real-time control of phase relations in the wave–
1063-7850/03/2910- $24.00 © 20862
bunch system and to ensure the most favorable energy
conditions for the acceleration process [4].

In order to solve these problems, we developed a
controlled accelerator system, in which the frequency
spectrum of the Cherenkov radiation in the waveguide
can be modified with the aid of a thin ferroelectric film
applied onto the external surface of the dielectric
waveguide [5].

The aim of this study was to create an accelerating
system in which the resonance frequency of the dielec-
tric waveguide (excited either by the wake field of the
electron beam or by an external microwave source) can
be controlled and the transverse fields responsible for
the electron beam deviation can be attenuated. Figure 1
shows a schematic diagram of the multilayer structure
intended to solve this task. This waveguide structure
comprises a layer of high-Q ceramic with the internal

Rw

Rf

Rd

Rc

1
2

34
56

Fig. 1. A schematic diagram of the tunable wakefield
waveguide accelerator with transverse deflection mode
damping: (1) metal coating; (2) microstrip electrodes;
(3) ferrite layer; (4) ferroelectric layer; (5) dielectric layer;
(6) vacuum channel.
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vacuum channel of radius Rc and the external radius Rd,
a thin ferroelectric film with the external radius Rf
bearing microstrips of insulated longitudinal control
electrodes, and a layer of absorbing material (ferrite)
with external metal coating of radius Rw.

By applying a dc voltage to the electrodes (creating
a field of up to 10 V/µm for the materials employed), it
is possible to change the permittivity of the ferroelec-
tric layer and, thus, tune the fundamental frequency of
the accelerating waveguide structure. The electrodes
can be created using the well-developed technology of
photolithography and microetching, which is widely
used to obtain microwave phase rotators and adjustable
filters based on such ferroelectric films [6]. To imple-
ment this technology in our project, it is necessary to
solve the following main problems.

(i) The electrode configuration has to provide for the
propagation of only the fundamental accelerating mode
and attenuation of the deflection modes.

(ii) The electrode system must ensure a maximum
amplitude of the constant electric field penetrating into
the ferroelectric layer, so as to increase the control
range.

(iii) The electrode configuration should introduce
the minimum possible electrodynamic losses in the
microwave range.

In an accelerating waveguide structure intended to
operate in a frequency range of 10–15 GHz, the micro-
electrode system has to possess a special topology with
dimensions obeying certain requirements. For a ferro-
electric control film with a thickness of 180–220 µm in
a ceramic waveguide characterized by an average fre-
quency of 13.625 GHz, the optimum calculated relation
between the layer thickness h and microstrip width d is
h = 3d and the interelectrode spacing also has to be
approximately equal to d. In the frequency interval of
10–15 GHz, the optimum value of d is 50–60 µm. A
potential difference of 0.5–1 kV applied to the inter-
electrode gap provides for a control field strength of up
to 10 V/µm inside the ferroelectric layer. The proposed
longitudinal arrangement of the control microstrip elec-
trodes will maintain only the longitudinal electric
modes of the microwave wake field. In this configura-
tion, the conducting microstrips on the ferroelectric
surface can be used both as contacts for applying the
constant control field and as a system of attenuation of
the transverse deflection modes.

In developing the aforementioned microelectrode
topology, we used the filtration method proposed by
Chojnacki et al. [7], according to which the transverse
deflection modes are attenuated by a longitudinally
anisotropic (segmented) external conducting
waveguide shell, rather than by a continuous isotropic
external metal film. The main idea of the transverse
mode attenuation by providing a purely longitudinal
conductivity of the waveguide shell through application
of a system of axial insulated conductors was originally
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
proposed in [7], and the results of numerical modeling
and first experiments were reported in [8].

The existence of hybrid modes in dielectric
waveguides requires both axial and azimuthal surface
electric currents to flow in the waveguide shell. If the
external conductor admits only the axial surface current
(as in our system configuration in Fig. 1), the deflection
modes will be absorbed outside the waveguide space
surrounded by the longitudinal electrodes (these modes
will decay in the form of surface waves in an external
microwave absorber). Thus, the proposed special con-
figuration of microstrip electrodes ensures propagation
of a single fundamental mode in the waveguide.

The results of numerical modeling and experi-
ments [8] showed that the axially conducting shell does
not affect the accelerating field, while ensuring expo-
nential damping of the transverse fields over a distance
of several microwave periods.

Figure 2 shows the structure of the radial field of the
first transverse waveguide mode as a function of the
distance z behind a bunch possessing a charge of Q =
100 nC and a length of 0.4 cm, shifted by r0 = 0.001 cm
relative to the waveguide axis. The calculations were
performed for three values of the ferrite layer thickness
∆ and the following waveguide parameters: Rc =
0.5 cm; Rd = 0.6 cm; Rf = 0.6233 cm; Rw = Rf + ∆; εdiel =
16; εferroel = 200; σferrite = 0.1 Ω–1 m–1; µferrite = 10;
εferrite = 1. As can be seen from Fig. 2, an increase in the
thickness of the ferrite layer (absorbing energy and
characterized by exponential decay of the deflection
mode amplitude in the waveguide) provides for an
additional decrease in the deflection mode amplitude in
the vacuum channel as a result of redistribution outside
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Fig. 2. Plots of the radial deflection field amplitude of the
first transverse mode versus distance z behind the electron
bunch for the waveguide structures with various ferrite layer
thicknesses ∆ = 0.002 (1), 0.005 (2), and 0.05 cm (3).
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the waveguide space surrounded by the longitudinal
electrodes. For accelerating and accelerated electron
bunches separated by z = 23–25 cm from each other
(which corresponds to about 10λ, λ being the wave-
length corresponding to the fundamental frequency of
13.625 GHz), the radial field of the first mode is atten-
uated by a factor of 100 and above, to become compa-
rable with or smaller than the zero-order deflection
mode field. According to our estimates, the latter does
not exceed 100 V/m for the proposed geometry and, in
the absence of an additional ferrite layer in the tradi-
tional waveguide, is negligibly small as compared to
the radial field amplitude of the first mode.

Thus, a longitudinal electrode structure used to con-
trol the permittivity of the ferroelectric layer, in combi-
nation with an additional absorbing shell, also ensures
attenuation of the transverse deflection modes. The
possibility of effective control over the waveguide fre-
quency spectrum is completely retained. The possibil-
ity of real-time adjustment of the waveguide frequency
(and, hence, of the phase velocity of the accelerating
wave) is a significant advantage of the ceramic
waveguide structure over the standard vacuum
waveguides. This opens the way to wide use of the pro-
posed structure in systems requiring wave–beam syn-
chronization.
TE
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Abstract—The effect of treatment at 800°C in various liquid metal solvents (Sn, Bi, Pb) on the minority carrier
lifetime τ in polycrystalline silicon has been studied. The results of dc photoconductivity measurements show
evidence of the external gettering effect, the best gettering being observed when tin was used as the solvent.
A 2-h treatment leads to a twofold increase in the τ value. The experimental data indicate that the external get-
tering effect can be used in practice. © 2003 MAIK “Nauka/Interperiodica”.
Polycrystalline silicon (poly-Si) is a promising
material for solar cells [1] due to low cost and good
technological properties. However, the solar cells fabri-
cated using poly-Si are still characterized by relatively
low conversion efficiencies. This is explained by a high
rate of the surface and intergranular recombination
caused by the presence of various dangling bonds, by
low values of the minority carrier lifetime τ, etc. In
order to obtain solar cells with increased efficiency, it is
necessary to improve these characteristics. This task
can be solved by various methods [2].

Previously [3], it was demonstrated that the minor-
ity carrier lifetime in poly-Si can be increased by get-
tering impurities and inclusions from the material
through treatment in liquid tin. The present study was
aimed at determining the influence of the liquid metal
type and the treatment duration on the characteristics of
poly-Si. The experiments were performed with three
metals, bismuth, lead, and tin, widely used in liquid
phase epitaxy of silicon.

The choice of Bi, Pb, and Sn as potential getters is
explained by two circumstances. On the one hand, sili-
con is virtually insoluble in these metals at T = 700°C
and is only slightly soluble at 800–900°C [4]. On the
other hand, these metals are good solvents for GaAs,
which provides for the growth of GaAs layers without
any negative influence upon the substrate. It was dem-
onstrated [5, 6] that epitaxial GaAs layers can be grown
from these metal solvents on poly-Si substrates even
without forming special buffer layers matching the
crystal lattice parameters of the film and substrate.

In this context, it was of interest to study the influ-
ence of these metal solvents on the properties of poly-
Si in various regimes used for the epitaxial growth of
GaAs [5, 6], since the properties of substrates affect
some parameters of the epitaxial films. This is espe-
cially important from the standpoint of creating cas-
1063-7850/03/2910- $24.00 © 20865
cade structures for solar cells, in which the bottom nar-
row-band element is based on poly-Si.

It is suggested to increase the properties of poly-Si
substrates through gettering the defects with liquid
metal solvents, which is based on the exchange of
freely mixing elements between solvent and substrate.
The outdiffusion of excess impurity elements from a
substrate to solution melt purifies a subsurface layer to a
certain extent from various undesired elements, which
leads to an increase in the minority carrier lifetime [2, 7].
The value of τ depends both on the time of treatment in
a liquid metal and on the metal type, since the segrega-
tion coefficients of impurities in various metal are
known to be different [8, 9].

The gettering process was effected at 800°C. The
initial material was poly-Si of the p type with a resistiv-
ity of ρ ≈ 2.0–2.5 Ω cm and a minority carrier lifetime
of τ ≈ 10–6 s, which are typical parameters of the sub-
strates used for the fabrication of solar cells [1, 10]. The
samples had the form of disks with a diameter of 2.0 cm
and a thickness of 1.0 ± 0.1 mm (after all pretreatment
stages, including grinding and chemical polishing, the
sample thickness was 0.8 ± 0.05 mm). All plates,
including both the initial (control) ones and those upon
gettering treatments, were cut into six identical 6 ×
4 mm samples so as to obtain data averaged over each
plate.

The experimental setup, the sample preparation
stage, and the gettering procedure were analogous to
those described previously [3]. After termination of the
gettering process, the samples were ground to remove
the damaged surface layer with a thickness of 50 ±
2.0 µm (the sample thickness was measured with a
micrometer to within 1.0 µm). Then, the ohmic con-
tacts of In (50%)–Sn (50%) eutectic were applied by
thermal deposition in vacuum onto the samples heated
to 120°C.
003 MAIK “Nauka/Interperiodica”
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The minority carrier lifetime τ was determined from
data on the dc photoconductivity and on the quenching
of photo emf generated by pulsed illumination of a
sample [11, 12]. The results of these measurements are
presented in the figure, from which it can be seen that a
2-h treatment leads to an almost twofold increase in τ,
irrespective of the metal solvent, in comparison to that
in the control samples treated in the same reactor with-
out contact with the gettering solution. The rate of
growth in the τ value decreases with the treatment dura-
tion, exhibiting saturation at a gettering time of 4–5 h.
The data presented in the figure indicate that the best
result is obtained with tin, while bismuth shows a
somewhat less pronounced gettering effect.

An increase in the minority carrier lifetime as a
result of gettering is related to deformation of the sur-
face structure, which provides a sink for uncontrolled
rapidly diffusing impurities. Since the bulk recombina-
tion in poly-Si is determined by the residual content of
rapidly diffusing deep donors, such as Cu, Ni, Fe, Cr
[7], it is suggested that the treatment at 800°C leads to
decomposition of the solid solutions of silicon with
these elements and accelerates their outdiffusion from
bulk to the sample surface. This leads to the growth in
τ with saturation upon the treatment for 4–5 h (see the
figure). The trend in the variation of τ depending on
the metal solvent type suggests that the mechanical
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The plots of minority carrier lifetime τ for poly-Si sub-
strates versus the time of treatment t at 800°C in various liq-
uid metals: (1) Sn; (2) Bi; (3) Pb; (4) control.
TE
stress depends on the covalent radius of the metal sol-
vent [4, 9].

The obtained experimental results show evidence
that the external gettering offers effective means of
increasing τ and can be used in practice. The poly-Si
substrates gettered as described above can be success-
fully used both as elements of solar cells and as sub-
strates for the growth of films of some other materials,
such as A3B5 semiconductor compounds, for various
applications.
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Abstract—A heterojunction between p-type indium monoselenide and propolis (bee glue) has been created for
the first time. The influence of technological factors on the electrical properties of the heterojunction has been
studied. It is demonstrated that propolis behaves similarly to a p-type semiconductor. The heterojunction pos-
sesses a significant photosensitivity in the near infrared range. The prospects of using photodetectors of the new
type are discussed. © 2003 MAIK “Nauka/Interperiodica”.
Investigations into the properties of heterojunctions
of various types are continuously expanding, which
provides a basis both for increasing the parameters of
traditional semiconductor devices and for finding new
functional relations, which stimulates the development
of novel devices and systems [1]. Some recent papers
reported the results of investigations of the physical
properties of biological objects [2] and heterojunctions
between semiconductors and biological media [3–5].
Provided that proper technological solutions are found,
the main photoelectric characteristics of such structures
can be comparable with or even higher than those of
traditional devices [5].

Below we present the results of the first investiga-
tion of a semiconductor–propolis heterojunction, the
semiconductor being represented by p-type indium
monoselenide (p-InSe). Propolis (bee glue) is widely
used in pharmaceuticals and cosmetics. This product of
the living activity of honey bees represents a highly
complicated mixture of organic substances, including
tarry compounds (50–55%), wax (up to 30%), and
essential oils and balms (about 10%). In addition, pro-
polis contains organic acids, antibiotics, a number of
vitamins, many trace elements (aluminum, vanadium,
iron, calcium, silicon, manganese, strontium), and a
number of natural enzymes (e.g., carotene) [6]. There is
extensive literature devoted primarily to the chemical
composition of propolis (see, e.g., [7]). Each subse-
quent analysis reveals new components in this sub-
stance. The physical measurements are reduced mostly
to determining the density, the temperatures of phase
transitions, etc.

We have undertaken the first attempt to use propolis
as a material for photosensitive devices. For this pur-
pose, we prepared sample heterostructures using the
p-InSe:Cd substrates with a charge carrier density of
p ≈ 1014 cm–3 at T = 300 K. The choice of this semicon-
ductor was determined by a number of factors, the main
1063-7850/03/2910- $24.00 © 20867
of which are as follows. First, the possibility of obtain-
ing plates with an atomically smooth surface and low
density of surface states (below 1010 cm–2) by cleavage
of an InSe ingot in air. Second, the ability of this semi-
conductor to create rectifying barriers in contacts with
various materials possessing both lower and higher
electron work function [8].

The experiments were performed with samples of
two kinds. Heterostructures of the first type were pre-
pared by applying one drop of an ethanol solution of
propolis to freshly cleaved semiconductor substrates
with a metal (silver) contact preliminarily deposited
onto the rear side. In order to obtain an organic film of
uniform thickness, the substrate with applied propolis
was treated in a centrifuge. The electrode on the propo-
lis side was also made of silver. The thicknesses of pro-
polis films varied from 10 to 30 µm, and their specific
conductivities were on the order of 10–6–10–7 Ω–1 cm–1.
In what follows, these samples will be referred to as the
propolis film (PF) type. Structures of the second type
represented the semiconductor in contact with a solu-
tion of propolis in 96% ethyl alcohol. These structures,
referred to as propolis solution (PS) type, are virtually
identical to those employed in semiconductor–protein
junctions [4]. The thickness of an ethanol solution layer
varied within 1–1.5 mm and the specific conductivity
was on the order of 10–3–10–4 Ω–1 cm–1.

The stationary current–voltage (J–V) characteristics
of the p-InSe–propolis heterojunctions of both types
exhibit clearly pronounced rectification effect (Fig. 1,
curves 1 and 2): for a bias voltage of 1.5–2 V, the for-
ward current exceeds the reverse current by not less
than two orders of magnitude for PS and by not less
than three orders of magnitude for PF structures. The
forward direction corresponds to the bias voltage
source plus on p-InSe for PS and on propolis for PF.
Taking into account that the resistivity of propolis in PF
003 MAIK “Nauka/Interperiodica”
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is higher than in PS, this fact may indicate that the given
biological medium in contact with InSe behaves as
a semiconductor of the p-type.

For comparison, Fig. 1 (curve 3) shows a stationary
J–V curve of the p-InSe–96% ethanol junction. Note
that the reverse branch of this junction is characteristic
of the metal–dielectric–semiconductor structures [12].
In this case, an increase in the current density observed
in negatively biased samples (|V| ≈ 1.5−2 V) can be
related to a resonance tunneling through a space charge
region and the dielectric layer [9]. In a contact of p-InSe
with 70% ethanol (Fig.1, curve 4), the current density
in both the forward and reverse directions increases in
comparison with that for 96% ethanol, which is evi-
dence of increasing conductivity of the liquid phase. In
this case, the molecules of alcohol forming an electro-
chemical Helmholtz layer [10], play the role of a high-
ohmic component of the structure. For the p-InSE–70%
ethanol junction, an increase in the current density
observed in the region of reverse bias voltages |V| ≈
1.5–2 V is significantly lower as compared to that for a
96% ethanol. This can be related to a decrease in the
thickness of a dielectric layer at the interface between
the two phases in contact [9]. Analogous results
(increasing current density in both directions) is
observed for the contacts of p-InSe with an ethanol
solution of propolis.

The capacitance–voltage (C–V) characteristics of
the semiconductor–propolis heterojunctions of both
types are linearized in the C2 versus V coordinates for
the bias voltages up to 2 V, which is typical of sharp het-
erojunctions and can be considered as evidence of a
sharp interface in the system studied. In addition, the
C–V characteristics vary with the frequency ω at which
the measurements are performed, representing a family
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Fig. 1. The stationary current–voltage characteristics of the
p-InSe heterojunctions with propolis and ethanol solutions:
(1) p-InSe–PF; (2) p-InSe–PS; (3) p-InSe–96% ethanol;
(4) p-InSe–70% ethanol at T = 290 K. The forward current
direction corresponds to the bias voltage source minus
(1) and plus (2−4) on the organic phase (propolis).
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of parallel lines, which is typical of the structures with
large serial resistances [11]. In this case, the contact
potential difference Vbi , as determined by extrapolating
V0(ω) to zero frequency [11], amounted to 1.24 and
1.52 eV for PS and PF, respectively. These values agree
well with the barrier heights determined by extrapolat-
ing the linear portions of the J–V curves to the voltage
axis (1.2 and 1.48 eV for PS and PF, respectively). In
the course of a long-term (6 month) storage, the electri-
cal characteristics of the p-InSe–propolis heterojunc-
tions of both types remained virtually unchanged and
were well reproduced, which is evidence of the absence
of irreversible processes both at the semiconductor–
propolis interface and in the propolis layer.

Under illumination, p-InSe–propolis heterojunc-
tions exhibit photo emf, whereby propolis acquires
negative charge in PS and positive in PF structures,
which is consistent with the forward current direction
in the corresponding heterojunctions. The maximum
values of the open circuit voltage Uoc were observed for
samples illuminated from the side of propolis and
amounted to Uoc ~ 0.45 and 0.24 V for PF and PS, respec-
tively, for an incident light intensity of 100 mW/cm2 (in
the p-InSe–ethanol system, the values of Uoc measured
under otherwise identical conditions were much lower
than those in the p-InSe–PS junctions). To determine
the relative quantum efficiency Q(hν) of the structures
studied, the voltage was measured on a linear portion of
the illumination–voltage characteristic and normalized
to the number of incident photons.

Figure 2 shows the typical spectra of quantum effi-
ciency Q(hν) measured at 300 K for various semicon-
ductor–propolis heterojunctions (curves 1–4) illumi-
nated in different modes. For comparison, we also
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Fig. 2. The typical spectra of the relative quantum efficiency
of photoconversion at the (1, 2) p-InSE–PF, (3, 4) p-InSE–
PS, and (5, 6) p-InSE–ethanol heterojunctions illuminated
from the side of (1, 3, 5) semiconductor and (2, 4, 6) organic
phase (T = 290 K).
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present the Q(hν) curves of the p-InSe–ethanol hetero-
junctions (curves 5 and 6). The latter are qualitatively
similar to the spectra of photosensitivity of a semicon-
ductor–distilled water [10] or semiconductor–protein [4]
systems and can be interpreted in an analogous way. In
the presence of propolis (in both PS and PF forms), the
photosensitivity band of the heterojunctions shifts
toward longer wavelengths.

A characteristic feature of the photosensitivity of
p-InSe–propolis heterojunctions is that, within gener-
ally the same band, the peak of Q(hν) is shifted toward
longer waves for PF and toward shorter wavelengths for
PS structures (Fig. 2, curves 1–4). This difference can
be explained, first, by the relative electrical parameters
of two phases in contact, whereby the active region is
localized in the more high-ohmic component (i.e., in
semiconductor for the InSe–PS system and in propolis
for the InSe–PF system). Second, this shape of the
Q(hν) curve is characteristic of nonideal structures
with a large density of surface states at the heter-
oboundary [12]. Third, the Q(hν) spectrum may be cor-
related with the optical transmission spectra of the two
materials in contact [3]. However, the latter assumption
is at variance with the experimental data (the results of
optical investigations will be reported in a forthcoming
paper).

The most interesting behavior is observed for the
p-InSe–PF system, whereby the voltage drops mostly
on the propolis layer. The forward branch of the cur-
rent–voltage characteristic of this heterojunction (with
allowance of the serial differential resistance at T =
290 K) can be divided into three regions (Fig. 3,
curve 1): (i) at low bias voltages, J ~ exp(eV/nkT) with
n ~ 2; (ii) for V ≈ 4–9 V, J ~ exp(αV + βT), where α and
β are the parameters independent of voltage and tem-
perature; (iii) for V > 8.7–9 V, J ~ exp(eV/nkT) with
n ~ 1. Similar forward branches of the J–V curves were
observed for ZnTe–ZnSe heterojunctions, in which the
forward current represented a superposition of the
recombination current in the space charge region (Jgr),
tunneling current (Jt), and over-barrier current (Jd)
components [13]. However, in our case, the J–V curves
in all regions exhibit parallel shift with the temperature
(Fig. 3, curves 2 and 3), which is evidence of the tun-
neling current present at all values of the forward bias.
This behavior can be explained either by the presence
of a dielectric gap at the heteroboundary [10] or by the
influence of a reversely biased diode realized (in the
simplest variant) between the Helmholtz layer and the
Gouy–Chapman layer in propolis (or between an adsor-
bate and the Helmholtz layer). The latter assumption
seems to be more realistic, since it also explains a con-
siderable difference between the values of the contact
potential difference determined from the current–volt-
age characteristic and photo emf measurements.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 10      20
Although the mechanism of photosensitivity of the
p-InSe–propolis heterojunctions is incompletely clear,
it is possible to make some conclusions.

(i) The results of our first experiments with the semi-
conductor–propolis allow the spectrum of materials
used in photodetectors for the near infrared range to be
expanded.

(ii) In p-InSe–propolis heterojunctions, propolis
behaves as a p-type semiconductor.

(iii) Determining the substance (or a group of sub-
stances) responsible for the photosensitivity of p-InSe–
propolis heterojunctions in the infrared range and
increasing the content of this component in propolis
may lead to the development of photodetectors with
competitive photoelectric characteristics, as was done
in [5].

In addition, it would be of interest to study the het-
erojunctions of propolis with other biological media
(including green leaves), since this substance is capable
of preventing living matter from decaying over a time
period of up to several years [6].
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Abstract—We present the working characteristics of a continuous UV lamp emitting at λ = 206 nm, pumped
by a longitudinal glow discharge. The pressure of the working Xe–I2 gas–vapor mixture was within 0.1–10 kPa.
The power deposited in the discharge was varied within 10–130 W. The current–voltage characteristics, the
emission spectra in a 200–600 nm wavelength range, the line emission intensity as a function of the power
deposited in the discharge plasma, and the partial pressure of xenon in the lamp were studied. It is established
that the lamp operates in the range of 206–342 nm on a resonance line of iodine at 206 nm and on the bands at
253 nm [XeI(B–X)] and 342 nm [I2(B–X)]. Not less than half of the output UV emission power is concentrated
in the bactericidal spectral interval (around λ = 206 nm). The total UV emission power of the lamp reaches
6−7 W at an efficiency of ≤5%. © 2003 MAIK “Nauka/Interperiodica”.
High-power sources of spontaneous UV radiation,
capable of emitting in a bactericidal spectral interval
using the electron-vibrational transitions in inert gas
monohalides and halogen dimers, are widely used in pho-
tochemistry, ecology, biophysics, and medicine [1, 2].
Excimer halogen lamps pumped with longitudinal dc
discharge are among the sources most simple from the
standpoint of manufacturing technology [3–5]. Unfor-
tunately, the working life of such lamps employing
highly reactive fluorine and chlorine-containing media
does not exceed 100 h, being determined by gas purity
and the rate of interaction between halogens and the
electrodes and walls of the discharge tube. Passage to a
less aggressive halogen-containing media based on
bromine and iodine allows the working life of the such
discharge lamps to be increased almost tenfold [6]. In
the case of iodine-containing media, the main radiation
component is that at λ = 206 nm, but the relative contri-
butions of XeI* and  molecules to the total emission
power previously remained unknown.

Here we present the results of investigations aimed
at optimization of the output characteristics of a contin-
uous discharge UV lamp employing a xenon–iodine
gas–vapor mixture. The glow discharge was initiated in
a quartz discharge tube transmitting not less that 70%
of the total intensity at λ = 200 nm. The discharge tube
had an internal diameter of 14 mm and an interelectrode
distance of 190 mm. The device was equipped with
cylindrical electrodes made of nickel. High-purity crys-
talline nickel was contained into a special finger behind
the anode.

The discharge emission spectrum was analyzed by a
monochromator of the MDR-2 type and detected by a
photomultiplier (FEU-106). The detector was cali-
brated with respect to the relative spectral sensitivity

I2*
1063-7850/03/2910- $24.00 © 20871
using standard lamps of the SI 8-200U (∆λ = 400–
1000 nm) and DVS-25 (200–400 nm) types. The dis-
charge was power supplied from a high-voltage rectifier
(Ich ≤ –70 mA; Uch ≤ 10 kV). Prior to being filled with
xenon, the discharge tube was evacuated to a residual
pressure of 5 Pa. The quartz tube was air-cooled by a
ventilator, so that the temperature of the finger with
iodine was in most cases close to room temperature.
The tube temperature did not exceed 35–40°C, so that
the iodine pressure was within 130–200 Pa [7]. The
total UV power was measured using a power meter of
the Quartz-01 type as described in [8, 9]. A filter
(UFS-5) placed in front of the detector head of the
power meter rejected radiation in the visible and infra-
red range. The electric power deposited in the plasma
was varied in a range from 10 to 130 W. Stable initia-
tion of the glow discharge was observed at a voltage
drop between electrodes ≤3.0 kV. The current–voltage
characteristics corresponded to the subnormal and nor-
mal stages of glow discharge.

Figure 1 shows the emission spectrum of the lamp
(without correction for the relative spectral sensitivity
of the monochromator and photomultiplier). The most
intense emission line within the bactericidal spectral
interval corresponds to the resonance line of iodine
observed at λ = 206 nm. Because of incomplete vibra-
tional relaxation process at a low gas pressure, the
bands at 253 nm [XeI(B–X)] and 342 nm [I2(B–X)] are
strongly broadened and may also contribute to the total
UV emission from the discharge plasma. For a partial
xenon pressure of P(Xe) = 266 Pa (close to the opti-
mum level ensuring maximum UV emission power), a
distribution of the relative intensity of emission in the

 and Xe  molecular lines and the resonance line of
iodine was 1.0/0.3/0.7.
I2* I2*
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In the visible spectral range, the emission spectrum
exhibited the most intense atomic emission lines of
xenon and iodine on the background of the continuum.
The plots of emission intensity in the I(I) (Fig. 2) and
Xe(I) lines versus glow discharge power were close to
linear. This fact indicates that excitation of both xenon
and iodine atoms in the discharge plasma is produced
by direct electron impact or, for iodine molecules only,
by dissociative excitation with electrons.

The absolute output UV emission power from the
side surface of the discharge tube measured in a spec-
tral interval from 200 to 400 nm amounted to 6–7 W at
an efficiency of ≤5%. The working life with respect to
the UV emission in a gasostatic operation mode was not
less than 300 h.

In conclusion, we have demonstrated that the most
intense emission of a stationary low-density electric
discharge plasma formed in xenon–iodine gas–vapor
mixture is observed in a bactericidal emission interval
at λ = 206 nm [I(I)]. Other significant output radiation
power components represent the wideband emission
due to the electron-vibrational transitions in XeI(B–X)
and I2 molecules in the interval from 230 to 350 nm.
The optimum partial pressure of xenon in the working
gas–vapor mixture is within 130–270 Pa. The total UV

200 240 280 320 360

λ, nm

206 nm I*

253 nm XeI (B–X)

342 nm I2 (B–X)

Fig. 1. The emission spectrum of a dc glow discharge in a
xenon–iodine gas–vapor mixture at P(Xe) = 133 Pa.
TE
emission power of the lamp reaches 6–7 W at an effi-
ciency of ≈5%.
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Fig. 2. Plots of the intensity of atomic emission lines at
(1) 206 nm [I(I)] and (2) 476 nm [Xe(I)] versus electric
power deposited in the glow discharge at P(Xe) = 133 Pa.
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Abstract—An abnormal discharge is realized in which electron beams with energies in a kiloelectronvolt range
are generated at an efficiency of η ~ 1. The results are explained within the framework of a photoelectron dis-
charge model. A transition to this mechanism is possible due to a significant increase in the power of self-illu-
mination from a large electron beam drift volume. The passage to a discharge with predominant photoemission
leads to a decrease in the cathode potential fall region, a drop in the ion current to the cathode, and an increase
in the efficiency. © 2003 MAIK “Nauka/Interperiodica”.
Low-pressure gas discharges are traditionally used
as simple and reliable sources of electron beams with
the energies ranging from units to hundreds of kiloelec-
tronvolts. A relatively high electron beam generation effi-
ciency (η > 0.5) in an abnormal glow discharge in helium
is retained at a gas pressure of up to P ~ 1 Torr [1]. Under
these conditions, it is possible to connect the region of
electron acceleration directly to the active region of a
laser or some other plasma device. This possibility is
used, for example, in a large class of electron beam
pumped lasers [2].

Further development of the methods of electron
beam generation at medium gas pressures was provided
by the discovery of the open discharge [3–5], which
significantly increased the possibilities of creating
high-efficiency metal vapor lasers [2, 5]. In the open
discharge, electrons are accelerated in a narrow
(~1 mm) gap between a cathode and a grid anode and
then enter a long drift space. Owing to the small gap
width, ionization processes in this region are relatively
weak and the main source of electrons is photoemission
under the action of vacuum ultraviolet (VUV) radiation
emitted from the drift space. This mechanism provides
for high electron beam generation efficiencies (η > 0.9)
at medium gas pressures (for helium, above 10 Torr). In
a system with the metal grid replaced by a developed
dielectric structure [7, 8], the photoelectron mechanism
becomes absolutely predominant and the practical effi-
ciency of the electron beam generation in a kiloelec-
tronvolt energy range reaches η ~ 1.

In this study, the self-sustained photoemission dom-
inated discharge was realized under the conditions dif-
ferent from those used previously [7, 8]. The approach
based on suppression of the ion flux to the cathode
1063-7850/03/2910- $24.00 © 20873
results in a discharge current density j = f(Ucf, P) three
orders of magnitude lower then that in the abnormal
glow discharge (Ucf is the cathode potential fall, which
is virtually equal to the applied voltage U). However,
the photoelectron discharge mechanism can be ren-
dered predominant without taking special technical
measures for suppressing the ion-induced electron
emission. In this study, the same goal was achieved by
increasing the discharge volume (mostly, by increasing
the cathode diameter and the drift space length). The
ion-induced electron emission under the abnormal
glow discharge conditions is essentially a one-dimen-
sional phenomenon: the process is determined by the
ion (or fast atom) energy and is independent (to the first
approximation) of the cathode area and the drift space
length. In contrast, the photoemission current density is
controlled by the discharge geometry [6]. If the dis-
charge volume is increased to a certain level, the den-
sity of the electron current due to photoemission can
exceed that due to the heavy particle bombardment of
the cathode. In the experiment, this is manifested by an
increase in the current density (at constant U and P) and
in the electron beam generation efficiency calculated as
η = Ie/(Ie + Ia), where Ie is the electron beam current and
Ia is the electron current to the anode compensating for
the ion current to the cathode.

The experiments were performed in discharge cells
(Fig. 1) analogous to that described previously [1],
using neon as the working gas. The discharge was initi-
ated between a spherical aluminum cathode and an iron
ring anode (fixed on the cell wall). The electron beam
current was detected by the electron collector. The dis-
tance between cathode and anode was l = 3 cm > lcf,
where lcf is the cathode potential fall length (in the nor-
003 MAIK “Nauka/Interperiodica”
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mal discharge at a pressure used in the experiment).
The cathode diameter D, the curvature radius R, and the
cell length L (see table) obey an approximate similarity
relation (except cell no. 4, for which the electron beam
penetration depth in the range of working pressures and
discharge voltages could be much smaller than L =
50 cm according to the similarity relation).

Figure 2 shows the current–voltage (j–U) character-
istics of the discharge and the electron beam generation
efficiency η as a function of the voltage U for cells no. 2
(j2, η2) and no. 4 (j4, η4) at a neon pressure of P = 38 Pa
(ji is the total current density in the corresponding cell).

Figure 3 presents the plot of η(D) for U = 1000 V
and P = 38 Pa (curve 1); curves 2 and 3 show η(P) and
j/jAGD(P), respectively, for cell no. 4 operating at U =

500 V (here, jAGD = 5.65 × 10–13P2  [mA/cm2] is the
current density for an abnormal glow discharge in neon,

Ucf
3

Electron

Gas

R

Anode

D

Cathode

Gas

Fig. 1. A schematic diagram of the gas discharge cell (see
the text for explanations).

Discharge cell dimensions

Cell no. D, mm R, mm L, mm S, mm2

1 17.5 42 52 241

2* 34 100 103 908

3 76 240 217 4536

4 170 560 230 22700

* Cell no. 2 has the same cathode diameter as the cell studied in [1].

collector

L

TE
determined from the data of Gunterschulze and
Klarfeld reproduced in [9, 10]).

As can be seen from Fig. 2, cell no. 2 with the cath-
ode dimensions analogous to those used in [1] exhibits
an efficiency typical of the abnormal glow discharge,
whereas the η value for cell no. 4 reaches 0.99. Such
values of the electron beam generation efficiency can
be obtained only in the photoemission dominated dis-
charge [6]. The j–U curves also reveal a difference: the
current density in cell no. 2 obeys the law jAGD ~ U3 typ-
ical of the abnormal glow discharge, while that in cell
no. 4 is almost ten times greater and is described by the
relation j ~ (U–230), where Uin ≈ 230 V is the discharge
initiation voltage. A change in the character of the j–U
curve is related to an increase in the energy per electron
of the beam dissipated in the drift space, which is
approximately proportional to U (for the given dis-
charge geometry and voltage interval).

A transition to the photoelectron discharge with
increasing cathode diameter and working gas pressure
is clearly manifested in Fig. 3 by curves 1 and 2, respec-
tively. At a pressure of P = 38 Pa, the effect of photoe-
mission for a cathode with D = 34 mm is already signif-
icant, while the discharge for D = 76 mm is maintained
mostly due to this factor (see curve 1 in Fig. 3). In a cell
with D = 170 mm, the photoelectron discharge becomes
predominant in the region of pressures P > 25 Pa, where
the current density is almost twice that in the abnormal
glow discharge; at P = 60 Pa, this growth becomes
almost tenfold (Fig. 3, curve 3) and reaches j/jAGD = 12
at U = 400 V.

Thus, the dominating mechanism of electron emis-
sion exhibits a change in a discharge cell of sufficiently
large dimensions. It is interesting to note that a signifi-
cant influence of photoemission for a cell with increas-
ing D in the open discharge [6] and in this study is
observed at approximately equal values of the P × D
product and is accompanied by a rapid growth in the
efficiency η. An analogous transition to the photoemis-
sion dominated discharge takes place in the microchan-
nels of plasma displays [11], where (by analogy with
the open discharge) this is provided by increased pres-
sure in the working medium. The calculations [6] show
that the photoemission coefficient in cell no. 4 reaches
γ = 1 already for an energy of 300–400 eV per electron
dissipated in the drift space, which also confirms the
photoelectron emission mechanism. On the other hand,
the value of η ~ 0.99 is not merely a consequence of this
transition: for a ratio of j/jAGD = 10 provided by the pho-
toinduced current, the calculation yields η ~ 0.9, rather
than 0.99 as observed in the experiment. From this we
infer that the ion current to the cathode (and, accord-
ingly, the compensating electron current to the anode)
in the photoemission dominated discharge is signifi-
cantly reduced as compared to that in the abnormal
glow discharge.

In order to elucidate the mechanism responsible for
a decrease in the ion current and an increase in the effi-
CHNICAL PHYSICS LETTERS      Vol. 29      No. 10      2003
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ciency up to η ~ 0.99, we calculated the potential pro-
file in the cathode region with allowance of the predom-
inant photoemission and the gas displacement as a
result of heating. Under these conditions, the cathode
potential fall length decreases as compared to that in the
abnormal glow discharge (as was established long ago
by Engel, see [10]). At a pressure of P = 60 Pa, this
decrease is approximately twofold. As the cathode
potential fall length in the photoelectron discharge
decreases, the field strength in this region grows. This
leads to a decrease in the rate of secondary ionization
processes and to exponential drop in the flux of ions
and fast atoms to the cathode. As a result, the secondary
electrons generated in the range of energies corre-
sponding to the maximum ionization cross section
exhibit runaway and are detected on the collector,
rather than on the anode.

Taking into account that the ion-induced electron
emission is characterized by η ~ 0.5 (the left point of
curve 1 for D = 17.5 mm in Fig. 3) and j/jAGD = 10 for
D = 170 mm, we obtain with allowance of the above
considerations that Ie/Ia > 50 and η > 0.98 in agreement
with experiment.

In conclusion, we have demonstrated that an
increase in the discharge cell volume leads to a change
in the principal mechanism of electron emission in the
abnormal glow discharge, whereby photoemission
begins to prevail over the ion-induced emission. This
phenomenon allows simple discharge devices to be cre-
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Fig. 2. The current–voltage (j–U) characteristics of the dis-
charge and the electron beam generation efficiency η as a
function of the applied voltage U for the cells no. 2 (j2, η2;
D = 34 mm) and no. 4 (j4, η4; D = 170 mm).
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ated for the obtaining of high-power electron beams
with energies in the kiloelectronvolt range, an effi-
ciency η ~ 1, and a reduced level of cathode sputtering.
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Abstract—We analyze the influence of a weak phase modulation of multiply scattered partially coherent light
fields on the variance of fluctuations of the scattered field intensity. It is suggested to perform diagnostics of
scattering media by analyzing the probing radiation scattered from a “modulating” medium and determining
the speckle intensity index (or contrast ratio) upon introduction of an object studied into the scheme of mea-
surements. The proposed method is experimentally verified on model scattering media. © 2003 MAIK
“Nauka/Interperiodica”.
Probing randomly inhomogeneous media by par-
tially coherent radiation is a promising direction in the
development of optical diagnostics. Various modifica-
tions of the method of incoherent interferometry, based
on the measurement of interference of partially coher-
ent object and reference beams at a periodic variation of
the path length difference between these beams, is now
widely used in various medical and technological appli-
cations [1–4]. One of the methods used for the diagnos-
tics of scattering media is the statistical analysis of
speckle fields formed when a partially coherent probing
light is scattered from an object [5–9]. In this case, the
diagnostic parameter is the scattered field intensity
index, βI = 〈(δI)2〉/〈I 〉2, or the related speckle contrast

ratio defined as V = , where 〈(δI)2〉  is the variance
of intensity fluctuations and 〈I 〉  is the average intensity
of speckles over the detection zone.

Within the framework of a scalar model describing
interference of the partial components of scattered
fields, characterized by the probability density ρ(s) of
the optical path lengths in a scattering medium, the
speckle intensity index is expressed as follows [8, 9]:

(1)

Here, g(∆s/lc) is the coherence function of the radiation
source, lc is the coherence length of the probing radia-

tion, and R(∆s) = (s)ρ(s + ∆s)ds is the probability

density function of the optical path length difference
for the partial components. In this case, the diagnostics
consists in restoration of the probability density ρ(s)

βI

βI g ∆s/lc( ) 2R ∆s( ) ∆s( ).d

0

∞

∫=

ρ
0

∞∫
1063-7850/03/2910- $24.00 © 20876
from the experimental dependences of βI on lc by means
of numerical inversion of Eq. (1) for a given form of
g(∆s/lc). Using the known ρ(s) and solving the inverse
problem of the theory of radiation transfer, it is possible
to determine the optical characteristics of the medium.

We propose an approach to incoherent probing of
scattering media based on an analysis of the probing
radiation scattered from a “modulating” medium and
the calculation of βI upon introduction of an object
studied into the scheme of measurements. An advanta-
geous feature of the proposed method is the possibility
of controlling the sensitivity of βI with respect to varia-
tions of the optical properties of the object by selecting
the “modulating” medium for the given characteristics
of a light source. This method can be used for the anal-
ysis of weakly scattering media generating (in the case
of traditional low-coherence radiation sources, such as
superluminescent diodes) the speckle fields with βI ≈ 1,
which makes this parameter almost insensitive to
changes in the object characteristics.

This study was aimed at a theoretical analysis and
experimental verification of the proposed method in the
case of a weakly scattering medium playing the role of
a source of phase modulation of the radiation transmit-
ted through the “modulating” medium.

From an analysis of Eq. (1) in the case when 〈∆s〉 @ lc,
so that βI ! 1, it follows that βI ≈ KR(0)lc , where K is
the normalization coefficient. Taking into account the
relation between R(∆s) and ρ(s) and using the Fourier
image of the optical path length function Fρ(ω) =

(s)exp(–jωs)ds, we arrive at the expression βI ≈

Klc dω. Introduction of an additional scat-

ρ
0

∞∫
Fρ ω( ) 2

∞–

∞∫
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terer into the scheme of measurements alters the path
length statistics. The change can be described in terms
of a convolution of the unperturbed density ρ(s) and the
pulsed response function h(s) of the object: ρ'(s) =
ρ(s) ⊗  h(s). In the absence of perturbations (i.e., when
an optically homogeneous object is introduced to the
scheme of measurements), h(s) = δ(s), where δ(s) is the
delta function. In the presence of a scatterer, the value
of βI is determined as

(2)

where H(ω) = (s)exp(–jωs)ds. When the object

produces a weak phase modulation of the radiation
scattered from the “modulating” medium, |H(ω)|2 can
be represented as a combination of the unperturbed and
perturbed components, |H(ω)|2 ≈ 1 – |∆H(ω)|2, so that

(3)

Let us consider an object in the form of random
phase screen (RPS) [10, 11] and establish a relationship
between the RPS parameters (correlation radius rφ and

the variance of fluctuations  of the boundary field)
and the transmission function H(ω). Perturbations of
the ensemble of partial components of the scattered
radiation field are related to random phase shifts upon
scattering on the object structure. Within the framework
of an RPS model with Gaussian statistics of the bound-
ary field phase fluctuations, h(s) can be represented as

(4)

with a permissible accuracy obeying the condition s ≥ 0.

Then, |H(ω)|2 ≈ exp{– ω2} and the variance of optical

path lengths  has to be evaluated proceeding from
the scheme of detection of scattered radiation.

In particular, in the case when a lens system is used
for imaging the surface of a “modulating” medium,
with the statistical analysis of speckles in the image

plane, the  value is determined by the structural
function of fluctuations of the boundary field phase,

Dφ( ) = 〈{φ( ) – φ(  + )}2〉  [10], and depends on the
resolving power of the lens system. We can use the fol-

lowing expression:  ≈ K'Dφ(R), where K' is a coeffi-
cient dependent on the radiation wavelength and R is
the characteristic size of an RPS area determining the
dispersion s as a function of the lens resolution. We

βI' Klc Fρ ω( )H ω( ) 2 ω,d

∞–

∞

∫≈

h
0

∞∫

βI' βI ∆βI βI Klc Fρ ω( )∆H ω( ) 2 ω.d

∞–

∞

∫–≈–=

σφ
2

h s( ) 1/ 2πσs( ) s 3σs–( )2/2σs
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2
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adopt the following model [12]: Dφ( ) = 2 {1 –

exp –(| |/rφ)a }, where a is a parameter. This implies
that |H(ω)|2 has a quadratic asymptotics of the type 1 –

2K'P(σφ, rφ)ω2, where P(σφ, rφ) = {1 –
exp−(R/rφ)a }. Under the given conditions of detec-
tion, the asymptotic behavior corresponds to the linear
dependence of ∆βI on P(σφ, rφ).

Figure 1 shows a schematic diagram of the experi-
mental setup used for verification of the proposed
method. The radiation source was a superluminescent

diode (Pem = 10 mW,  = 820 nm, ∆λ = 16 nm). The
radiation beam was collimated and transmitted through
a 10-mm-thick optic fiber plate (OFP) with a fiber
diameter of 5 µm and aperture ratio of 0.2, which plays
the role of a “modulating” medium. The speckle-mod-
ulated images of the plate surface in the system with
and without objects were recorded using a CCD camera
of the VS-CTT-60-075 type (SObI Videoscan, Russia)
equipped with an LMZ13A5M (LMZ) objective lens.
The objective aperture was selected so that the average
speckle size in the image plane would be 3–4 times the
CCD matrix pixel size. The speckle modulation of the
image was provided by stochastic interference of the
paraxial beams propagating from the OFP–object sys-
tem. In order to exclude the depolarizing influence of
the “modulating” medium upon the βI value, we used
polarizers with parallel oriented layers.

The image was processed and βI values for a
selected fragment were calculated. For the OFP surface
in the absence of objects, the βI value was 0.24 ± 0.03.
The model objects were RPSs (whitened speckle pat-
terns [12] with various values of σφ, rφ, and a). Prelim-
inary estimates of the σφ, rφ, and a values were obtained
upon probing the system with a spatially modulated
laser beam [13]. For some objects, the fluctuation auto-
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Fig. 1. A schematic diagram of the experimental setup:
(1) superluminescent diode with collimator; (2) polarizer;
(3) “modulating” medium; (4) sample (random phase
screen); (5) polarizer; (6) objective; (7) CCD camera;
(8) personal computer with display.
03
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correlation functions φ( ) exhibited an oscillating char-
acter (the oscillation period was taking into account in
evaluating rφ).

Figure 2 shows a plot of ∆βI versus P(σφ, rφ) for the
samples studied. The P(σφ, rφ) values were calculated
using R as a fitting parameter, which was determined
from the comparison of ∆βI values for the samples with
significantly different rφ but close σφ and a values (sam-
ples 2 and 7). The R value amounted to 3.3 µm. The
confidence intervals indicated in Fig. 2 were deter-
mined from an analysis of the uncertainty of evaluating
σφ, rφ, and a and determining ∆βI in our experiments.
Thus, within the developed model, the dependence pre-
sented in Fig. 2 for a weakly scattering medium admits
with acceptable accuracy a linear approximation. An
increase in P(σφ, rφ) is accompanied by the natural
growth of a systematic error of the linear approxima-
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Fig. 2. A plot of the scattered field intensity index ∆βI in the
image plane versus parameter P(σφ, rφ) for the optical
scheme with various RPS samples: (1) σφ = 0.7, rφ = 7 µm,
a = 2 (oscillating autocorrelation function of the boundary
field phase); (2) σφ = 1.4, rφ = 21 µm, a = 1.6; (3) σφ = 1.6,
rφ = 18.5 µm, a = 1.6; (4) σφ = 1.7, rφ = 18 µm, a = 1.5;
(5) σφ = 1.95, rφ = 19 µm, a = 1.6; (6) σφ = 1.4, rφ = 6.5 µm,
a = 1.6 (oscillating autocorrelation function of the boundary
field phase); (7) σφ = 1.3, rφ = 4.1 µm, a = 1.6; (8) σφ = 1.25,
rφ = 3 µm, a = 1.65.
TE
tion (sample 8), reaching large values for the sample
with σφ ≥ 2 and small rφ (these points are not depicted
in the plot).

The proposed method can be used for a rapid diag-
nostics of weakly scattering media by evaluating
P(σφ, rφ) from the measured values of ∆βI . Additional
possibilities in determining σφ, rφ, and a values can be
provided by using various detection conditions corre-
sponding to different values of the parameter R.
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