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On the mechanisms of superfluidity in atomic nuclei
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A system of equations is obtained for the Cooper gap in nuclei. The
system takes two mechanisms of superfluidity into account in an ap-
proximation quadratic in the phonon-production amplitude: a Bardeen–
Cooper–Schrieffer~BCS!-type mechanism and a quasiparticle–phonon
mechanism. These equations are solved for120Sn in a realistic approxi-
mation. If the simple procedures proposed are used to determine the
new particle–particle interaction and to estimate the average effect,
then the contribution of the quasiparticle–phonon mechanism to the
observed width of the pairing gap is 26% and the BCS-type contribu-
tion is 74%. This means that at least in semimagic nuclei pairing is of
a mixed nature — it is due to the two indicated mechanisms, the first
being mainly a surface mechanism and the second mainly a volume
mechanism. ©1999 American Institute of Physics.
@S0021-3640~99!00110-3#

PACS numbers: 21.60.2n, 74.20.Fg, 67.20.1k

In the microscopic theory of ordinary superconductors the E´ liashberg theory,1 in
which the interaction of the electrons that leads to pairing is due to the exchan
phonons, describes the mechanism of superconductivity quite well. In the weak elec
phonon interaction limitg2!1 this mechanism reduces to the well-known Bardee
Cooper–Schrieffer~BCS! model.

The situation is somewhat different in the microscopic theory of nuclei with pai
~nonmagic nuclei!. As a rule, the width of the superfluid gap is determined experim
tally or calculated using the BCS equation with a phenomenologically chosen part
particle~pp! interaction.2,3 This interaction and therefore the gap are energy-independ
In other words the quasiparticle–phonon interaction~QPI! in the problem of pairing in
nuclei is taken into account only effectively — to the extent that the quasiparti
phonon pairing mechanism can be reduced to the indicated BCS mechanism. This
be justified if g2!1, whereg is the phonon production amplitude, in nuclei. In nuc
with pairing, however,g2.1 can occur in each of the two nucleon systems becaus
the existence of a low-lying 21 collective level.4 In nuclei with pairing the weak inequal
ity g2,1 can occur in one of the nucleon systems~semimagic nuclei; see calculations
Ref. 5 for120Sn). Therefore the quasiparticle–phonon pairing mechanism must be e
ined explicitly, and it is of interest to study the realistic caseg2,1 first.
7150021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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It is well known that the most highly collective low-lying phonons, which make
largest contribution to QPI effects in nuclei, are mainly surface oscillations. For
reason, singling out the quasiparticle–phonon pairing mechanism explicitly will ma
possible to answer the old question of whether pairing in nuclei is a volume or su
effect. This question has been discussed in Ref. 6 at the phenomenological lev
introducing the ‘‘internal’’Fin

j and ‘‘external’’ Fex
j pp-interaction amplitudes — on the

basis of the theory of finite Fermi systems, where it was found that for Sn isot
pairing is primarily a volume effect. The question of the nature of pairing has been r
in Ref. 7 at the microscopic level.

It has been found that it is important to take into account the QPI in the parti
hole channel in order to gain a quantitative and a qualitative understanding of
nuclear phenomena, above all for describing excitations of nuclei.3,4,8 A systematic al-
lowance for the QPI in thepp channel, including for the pairing problem, should impro
the description of at least the low-lying excitations in odd-mass nuclei~see Ref. 5, where
this is shown quantitatively! and in even-even nuclei with pairing. This is especia
important now in connection with the advent of qualitatively new experimental poss
ties in EUROBALL g spectrometers, which are now in operation in Europe and
USA.9

In Fermi systems with superfluidity it is necessary to use, besides the sta
single-particle Green’s functionsG andG(h), the anomalous single-particle Green’s fun
tionsF (1) andF (2). For a realistic description the well-known components, i.e., the m
field and pairing, described by a BCS-type equation, should be singled out expl
after which corrections to first order ing2 in all mass operators should be studied. T
problem, i.e., the formulation of the gap equations in theg2 approximation, is studied in
the first part of this letter. The first computational results for120Sn are presented in th
second part.

We shall represent each of the complete mass operators in the system of equ
for G andF as a sum of two terms, the first being energy-independent and the se
energy-dependent

S~«!5S̃1M ~«!, S~h!~«!5S̃~h!1M ~h!~«!, ~1!

S (1)~«!5S̃ (1)1M (1)~«!, S (2)~«!5S̃ (2)1M (2)~«!,

whereS̃ andS̃ (h) correspond to the mean field andS̃ (1) andS̃ (2) correspond to pairing,
described by a BCS-type mechanism. The quantitiesMi contain the QPI explicitly and
are taken in theg2 approximation:

~2!

~3!

where a circle denotes the phonon production amplitudeg and the Green’s functions in
the mass operatorsMi do not contain phonons. Pair phonons are neglected here
below, since their contribution should be small.

In what follows it should be kept in mind that the initial components of the prob
are the mean field, described by the phenomenological Woods–Saxon potential, a
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gap width, which satisfies the BCS equation with a phenomenologically chosenpp inter-
action. At present this approach is the most realistic in the theory of nuclei, especial
describing experiments for nonmagic nuclei.

On account of the phenomenological nature of the input quantities — the si
particle energies«l and the gap widthsDl (l denotes the single-particle quantum num
bers!, the energies«l should contain a contribution from the termsM,10 and the quantities
Dl

(1),(2) should contain a contribution due to the termsM (1),(2). The latter can be see
from the standard BCS equation with a phenomenologicalpp interaction, written in terms
of the Green’s functions method,2

Dl
(2)5Dl

(1)5(
l8

Fll̄l8l̄8
j

Fl8
(2) ; ~4!

where Fl8
(2) is the anomalous Gor’kov–Green’s function andFj is the renormalized

interaction amplitude, which is irreducible in thepp channel. ThereforeFj contains
diagrams corresponding to phonon exchange, i.e., we can write7,11 ~symbolically!

Fj5W1gDg, ~5!

whereW is a newpp interaction andD is the phonon Green’s function. Then, singling o
the pole diagram with a phonon in Eq.~5!, according to Eq.~4!, corresponds to taking
M (2) from Eq. ~3! into account in Eq.~1!. Therefore, in order to avoid taking the qua
tities Mi into account twice they must be excluded from the phenomenological quan
i.e., the QPI must be ‘‘removed’’ from the latter. These refined quantities are everyw
marked with a tilde.

The system of equations for the single-particle Green’s functions in ourg2 approxi-
mation has the~symbolic! form5,12

G5G̃1G̃MG2F̃ (1)M (h)F (2)2G̃M (1)F (2)2F̃ (1)M (2)G, ~6!

F (2)5F̃ (2)1F̃ (2)MG1G̃(h)M (h)F (2)2F̃ (2)M (1)F (2)1G̃(h)M (2)G,

whereG̃ and F̃ (2) are the well-known Gor’kov Green’s functions, which, in contrast
the standard case,2,3 contain«̃ andD̃ from which the contributions of the correspondin
Mi have been removed.

Next, following Ref. 7 we represent the mass operatorsM and M (h) as a sum of
parts which are even and odd as a function of energy, for example,M5M (e)1M (o) .
Then, determining the excitations of an odd-mass nucleus as the poles of the G
functions, we obtain from the system~6! the formal expression for these energies5

Elh5A«lh
2 1Dlh

2 , ~7!

where

«lh5
«̃l1M (e)l~Elh!

11qlh
and Dlh5

D̃l1Ml
(1,2)~Elh!

11qlh
, ~8!

and qlh52M (o)l(Elh)/Elh . Here the indexh is the number of the solution of th
system~7!–~8!. Here the difference from Ref. 7 lies in the fact that by introducing
unobservable, or refined, quantities«̃l andD̃l we avoid taking theMi into account twice.
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A relation between the phenomenological and refined quantities can be obt
from relations~7! and~8!. Since the experimental single-quasi-particle energies which
are using should correspond to the dominant~having the maximum spectroscopic facto!
levels, the refinement should be such that after the Dyson equations~6! are solved one
solution should correspond to an experimental value and the level should remain
nant. These experimental single-quasi-particle energies serve as input data for our
problem. Using this condition and relations~8! we obtain

«l5
«̃l1M (e)l~El!

11ql~El!
, Dl[Dl

(1,2)5
D̃l1Ml

(1,2)~El!

11ql~El!
, ~9!

whereEl5A«l
21Dl

2. The energies«̃l and «l in Eqs. ~7!–~9! are measured from the
corresponding chemical potentialm̃ or m. Solving these nonlinear equations, we can fi
the refined«̃l and D̃l , if the phenomenological«l andDl are known.

We shall now obtain an equation forD̃l . For this, since in the limit of no QP
(Mi50) S (1,2) becomes the standard BCS gap, and generalizing the corresponding
sis in the theory of finite Fermi systems2 @see Eq.~4!#, we write the mass operator as

S (1,2)5F̄jF (1,2), ~10!

whereF (1,2) satisfies the system of the equations~6!. HereF̄j is the amplitude, which is
irreducible in thepp channel and should differ fromF (j) in Eq. ~4!, since the Green’s
functions in Eqs.~4! and ~10! are different. It can also be represented as a sum of
parts, similar to Eq.~5!,

F̄j5W̄1gDg. ~11!

The interactionW̄ is assumed to be energy-independent. The Green’s functionF (2) in Eq.
~10! must also be taken in theg2 approximation@first iteration in Eq.~6!#:

F (2)'F̃ (2)1F̃ (2)MG̃1G̃(h)M (h)F̃ (2)2F̃ (2)M (1)F̃ (2)1G̃(h)M (2)G̃. ~12!

From relations~10!–~12!, dropping terms of order higher thang(2), we obtain

S (2)~«!5WF̃(2)1gDgF̃(2)1W~ F̃ (2)MG̃1G̃(h)M (h)F̃ (2)

2F̃ (2)M (1)F̃ (2)1G̃(h)M (2)G̃![D̄1M (2). ~13!

Comparing Eqs.~1! and~13! we see thatD̄5D̃ (2), i.e., the refinedD̃ (2) introduced above
satisfies the nonlinear equation

D̃ (2)5W~ F̃ (2)1WF̃(2)MG̃1G̃(h)M (h)F̃ (2)2F̃ (2)M (1)F̃ (2)1G̃(h)M (2)G̃!. ~14!

The terms withMi in Eq. ~14! give the desired contribution of the QPI toD̃, and the term
D̃BCS[W̄F̃ (2) describes the BCS pairing mechanism but with an interactionW̄ that is
different fromF (j) in Eq. ~4!.

Therefore two problems must be solved in order to take the QPI into account
pletely~in theg2 approximation! in the problem of pairing in nuclei: 1! D̃l must be found
from the system of equations~9!, having determined first the quantities«l andDl from
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experiment, and 2! Eq. ~14! must be solved forD̃l or, more precisely, knowing thes
quantities, we must find the interactionW̄ and thereby determine the contribution
terms with and without phonons toD̃l .

We have performed the corresponding calculations for the semimagic120Sn nucleus.
First, using an iterative fitting procedure, the phenomenological«l andDl were deter-
mined, starting from existing experimental data for the neighboring119Sn and121Sn
nuclei ~see Ref. 5!. The equation~4! was solved using the phenomenologicalpp interac-
tion obtained in Ref. 6:Fj52C0 /ln(cp /j), wherej is the cutoff parameter for summa
tion in the rangej2m,«l,j1m. To solve the system~9! and Eq.~14! we used 21 of
the most collective 21, 32, 41, 52, and 61 phonons with energy not exceeding th
neutron binding energy, which we calculated for120Sn on the basis of the theory of finit
Fermi systems2 ~see Ref. 5 for more detailed discussion!. On account of computationa
difficulties in solving the indicated nonlinear equations, the calculations were perfo
for eight single-particle neutron levels from 1g9/2 to 3p3/2 near the Fermi surface
However, this restriction is quite reasonable, since the contribution of the QPI is gre
precisely for such levels.

Determining the parameters of the new interactionW̄ in Eq. ~14! is a separate and
very complicated problem, even ifW̄ is found from the condition that the quantitiesD̃l

obtained from the system~9! are identical to the values obtained by solving Eq.~14!. For
this reason, here we used the simplest method. The interactionW̄ was taken in the same
functional form6 as in Eq.~4!, but the parametercp was determined from the conditio

that the average valuesD̃̄ found by solving the system~6! and Eq.~14! are the same. The
averaging was done according to the formula

D̃̄5
( j D̃l~2 j 11!

( j~2 j 11!
. ~15!

We have obtained the following results. The contribution ofD̃̄BCS, which charac-
terizes the BCS mechanism with the new interactionW̄, is 74% of the average phenom
enological gap, which is 1.42 MeV. Therefore the contribution of the quasiparti
phonon pairing mechanism is 26%. The contribution from the retardedpp interaction due

to phonon exchange~the quantity (D̄2 D̃̄)/D̄) is 31%, and the average contribution toD̃̄
from diagrams with the QPI which appear in Eq.~14! is 25%. The latter result is
obvious: Just as in the case of the particle–hole channel,8 the contribution of terms
corresponding to diagrams with a ‘‘transverse phonon’’~phonon exchange diagram! and
with ‘‘inserts’’ ~self-energy diagram! are opposite in sign. However, the contribution
diagrams with ‘‘inserts’’ is small in our case.

The main result of our calculation is that pairing in semimagic nuclei is of a mi
nature. The BCS mechanism with the refinedpp interaction makes the largest contrib
tion to the gap width, while the contribution of the quasiparticle–phonon mechan
which is mainly of a surface nature, is smaller. If the simple recipes proposed are u
determine a newpp interaction and to estimate the effect by averaging according to
~15!, then the QPI contribution will be 26% of the gap observed for120Sn. In any case the
result obtained must be taken into account in the microscopic description of mo
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experiments studying low-lying excitations in nonmagic nuclei. For odd-mass nucle
will be shown in Ref. 5 on the basis of a more phenomenological approach than i
present work, where only the system of equations~9! was solved.

S. K. thanks B. Mottelson and G. M. E´ liashberg for a discussion of the resul
obtained in this work.
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Flavored multiskyrmions

V. B. Kopeliovich
Institute for Nuclear Research, 117312 Moscow, Russia

W. J. Zakrzewski
Department of Mathematical Sciences, University of Durham, DH1 3LE, UK

~Submitted 12 April 1999!
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Static properties of multiskyrmions with baryon numbers up to 8 are
calculated on the basis of the recently given rational map Ansa¨tze. The
spectra of baryonic systems with strangeness, charm, and bottom are
considered within a ‘‘rigid oscillator’’ version of the bound state soli-
ton model. It is suggested that the recently observed negatively charged
nuclear fragment can be considered as a quantized strange multiskyr-
mion with B56 or 7. In agreement with previous observations, bary-
onic systems with charm or bottom have a better chance of being bound
by the strong interactions than do strange baryonic systems. ©1999
American Institute of Physics.@S0021-3640~99!00210-8#

PACS numbers: 12.39.Dc

1. The topological soliton models, and the Skyrme model among them, are attra
because of their simplicity and the possibility that they may give a good descriptio
various properties of low-energy baryons. The models of this kind provide also a
good framework within which to investigate the possible existence of nuclear m
fragments with unusual properties, such as their flavor being different fromu and d
quarks. In addition to being important by itself, this issue can have consequenc
astrophysics and cosmology. It is well known that the relativistic many-body prob
cannot be solved directly using the existing methods, and the chiral soliton approac
make it possible to overcome some of these difficulties.

The description of skyrmions with large baryon numbers is complicated becaus
explicit form of the fields is not known. The recent remarkable observation2 that the fields
of the SU~2! skyrmions can be approximated accurately by rational map Ansa¨tze giving
values of masses close to their exact values has considerably simplified their
Similar Ansätze have also been recently presented forSU(N) skyrmions~which are not
embeddings ofSU~2! fields!.3

Here we use theSU~2! rational map Ansa¨tze as the starting points for calculating th
static properties of bound states of skyrmions, which are needed for their quantizat
the space ofSU~3! collective coordinates. The energy and baryon number densities o
B53 configuration have tetrahedral symmetry, those forB54 have octahedral~cubic!
symmetry,4 those forB55 — D2d symmetry, forB56 — D4d symmetry, forB57 —
dodecahedral symmetry, forB58 — D6d symmetry,5,2 etc. A minimization with the help
7210021-3640/99/69(10)/7/$15.00 © 1999 American Institute of Physics
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of a three-dimensional variationalSU~3! program6 lowers the energies of these config
rations by a few hundred MeV and shows that they are local minima in theSU~3!
configuration space. The knowledge of the ‘‘flavor‘‘ moment of inertia and theS term
then allows us to estimate the flavor excitation energies. The mass splittings of the l
states with different values of strangeness, charm, or bottom are calculated with
rigid oscillator version of the bound-state approach. The binding energies of bar
systems with different flavors are also estimated.

2. Let us consider simpleSU~3! extentions of the Skyrme model:1 we start with
SU~2! skyrmions~with flavor corresponding to (u,d) quarks! and extend them to variou
SU~3! groups, (u,d,s), (u,d,c), or (u,d,b). We take the Lagrangian density of th
Skyrme model, which in its well-known form depends on parametersFp , FD , ande
and can be written in the following way:7

L5
Fp

2

16
Trl ml m1

1

32e2 Tr@ l m ,l n#21
Fp

2 mp
2

16
Tr~U1U†22!1

FD
2 mD

2 2Fp
2 mp

2

24

3Tr~12A3l8!~U1U†22!1
FD

2 2Fp
2

48
Tr~12A3l8!~Ul ml m1 l ml mU†!. ~1!

where UPSU(3) is a unitary matrix incorporating chiral~meson! fields, and
l m5U†]mU. In this modelFp is fixed at the physical value:Fp5186 MeV. MD is the
mass of aK, D or B meson.

The flavor symmetry breaking in the Lagrangian is of the usual form, and
proved sufficient for describing the mass splittings of the octet and decuplets of bary7

The Wess–Zumino term, not shown here, plays an important role in the quantiz
procedure, but it does not contribute to the static masses of classical configuration8

We begin our calculations withUPSU(2), as wasmentioned above. The classic
mass ofSU~2! solitons, in the most general case, depends on 3 profile functions:f, a, and
b. Here we use the following general parametrization ofU0 for an SU~2! soliton:
U05cf1sft•n with nz5ca , nx5sacb , ny5sasb , sf5sin f, cf5cosf, etc.

The masses of solitons, moments of inertia,G and G̃ are presented in Table I.

The flavor moment of inertia enters directly in the quantization procedure,9–17 and
for arbitrarySU~2! skyrmions is given by15,17

QF5
1

8 E ~12cf !FFD
2 1

1

e2 ~~­f !21sf
2~­a!21sf

2sa
2~­b!2!Gd3r . ~2!

It is simply connected withQF
(0) for the flavor symmetric case:QF5QF

(0)1(FD
2 /Fp

2

21)G/4, whereG is defined in~3! below. The isotopic moments of inertia are th
components of the corresponding tensor of inertia,9,10 in our case this tensor of inertia i
close to the unit matrix multiplied byQT . The quantization procedure uses the quanti
G ~or the S term!, which determines the contribution of the mass term to the class
mass of the solitons, andG̃:

G5
Fp

2

2 E ~12cf !d
3r , ~3!
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G̃5
1

4E cf@~­f !21sf
2~­a!21sf

2sa
2~­b!2#d3r . ~4!

3. To quantize the solitons inSU~3! configuration space, in the spirit of the boun
state approach to the description of strangeness proposed in Refs. 11 and 12 and
Refs. 13 and 14, we consider the motion, in collective coordinates, of the meson
incorporated into the matrixU:

U~r ,t !5R~ t !U0~O~ t !r !R†~ t !, R~ t !5A~ t !S~ t !, ~5!

whereU0 is the SU~2! soliton embedded intoSU~3! in the usual way~into the upper
left-hand corner!, A(t)PSU(2) describesSU~2! rotations,S(t)PSU(3) describes rota-
tions in the ‘‘strange,’’ ‘‘charm.’’ or ‘‘bottom’’ directions, andO(t) describes rigid
rotations in real space;

S~ t !5exp~ iD~ t !!, D~ t !5 (
a54, . . . 7

Da~ t !la , ~6!

la are Gell-Mann matrices of the (u,d,s), (u,d,c) or (u,d,b) SU~3! groups. The
(u,d,c) and (u,d,b) SU~3! groups are quite analogous to the (u,d,s) group. For the
(u,d,c) group a simple redefinition of hypercharge should be made. For the (u,d,s)
group, D45(K11K2)/A2, D55 i (K12K2)/A2, etc. And for the (u,d,c) group
D45(D01D̄0)/A2, etc.

The angular velocities of the isospin rotations are defined in the standard
A†Ȧ52 i vt/2. We shall not consider the ordinary spatial rotations explicitly here
cause the corresponding moments of inertia for baryonic systems are much greate
the isospin moments of inertia, and for the lowest possible values of the angular mo
tum J the corresponding quantum correction is either exactly zero~for evenB) or small.

The fieldD is small in magnitude, at most of order 1/ANc, whereNc is the number
of colors in QCD. Therefore, an expansion of the matrixS in D can be made safely. To
the lowest order in fieldD the Lagrangian of the model~1! can be written as

TABLE I.

B Mcl. QF
(0) QT G G̃ vs vc vb Des Dec Deb

1 1.702 2.04 5.55 4.83 15.6 0.309 1.542 4.82 — — —
3 4.80 6.34 14.4 14.0 26.7 0.289 1.504 4.7520.041 20.01 0.03
4 6.20 8.27 16.8 18.0 31.4 0.283 1.493 4.7420.020 0.019 0.06
5 7.78 10.8 23.5 23.8 35.3 0.287 1.505 4.7520.027 0.006 0.05
6 9.24 13.1 25.4 29.0 38.2 0.287 1.504 4.7520.019 0.017 0.05
7 10.6 14.7 28.7 32.3 44.4 0.282 1.497 4.7520.017 0.021 0.06
8 12.2 17.4 33.4 38.9 46.9 0.288 1.510 4.7720.018 0.014 0.02

Characteristics of the bound states of skyrmions with baryon numbers up toB58. The classical massM cl. of

solitons is in GeV, the moments of inertiaG andG̃ are in GeV21, the excitation frequenciesvF for flavor F are
in GeV. The parameters of the model areFp5186 MeV, e54.12. The accuracy of the calculations is bett
than 1% for the masses and a few % for the other quantities. TheB51 quantities are shown for comparison
Des,c,b , in GeV, are the changes of binding energies of the lowest baryonic system with flavors, c, or b,
uFu51, in comparison with usual (u,d) nuclei ~see Eq.~14!!.
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L52Mcl,B14QF,BḊ†Ḋ2FGBS FD
2

Fp
2

mD
2 2mp

2 D
1G̃B~FD

2 2Fp
2 !GD†D2 i

NcB

2
~D†Ḋ2Ḋ†D !. ~7!

Here and belowD is the doubletK1, K0 (D0, D2, or B1, B0). We have kept the
standard notation for the moment of inertia of the rotation into the ‘‘flavor‘‘ direct
QF5Qs , Qc or Qb ~Refs. 10 and 15! ~the indexc denotes the charm quantum numb
except inNc). The contribution proportional toG̃B is suppressed in comparison with th
term;G by the small factor;FD

2 /mD
2 , and is more important for strangeness. The te

proportional toNcB in ~7! arises from the Wess–Zumino term in the action and
responsible for the difference of the excitation energies of strangeness and antist
ness~flavor and antiflavor in the general case!.13,14

Following the canonical quantization procedure, we write the Hamiltonian of
system, including the terms of orderNc

0 , in the form:11,12

HB5Mcl,B1
1

4QF,B
P†P1S GBm̄D

2 1G̃B~FD
2 2Fp

2 !1
Nc

2B2

16QF,B
DD†D

1 i
NcB

8QF,B
~D†P2P†D !; ~8!

m̄D
2 5(FD

2 /Fp
2 )mD

2 2mp
2 . The momentumP is canonically conjugate to the variableD.

Equation~8! describes an oscillator-type motion of the fieldD in the background formed
by the (u,d) SU~2! soliton. After diagonalization, which can be done explicitly followin
Refs. 13 and 14, the normal-ordered Hamiltonian can be written as

HB5Mcl,B1vF,Ba†a1v̄F,Bb†b1O~1/Nc!, ~9!

where a†, b† are the creation operators for the strangeness~i.e., antikaons! and anti-
strangeness~flavor and antiflavor! quantum numbers, andvF,B , v̄F,B are the frequencies
of flavor ~antiflavor! excitations.D andP are connected witha andb in the following
way:13,14

Di5~bi1a†i !/ANcBmF,B, P i5ANcBmF,B~bi2a†i !/2i ~10!

with mF,B5@1116(m̄D
2 GB1(FD

2 2Fp
2 )G̃B)QF,B /(NcB)2#1/2. For the lowest states th

values of D are small,D;@16GBQF,Bm̄D
2 1Nc

2B2#21/4, and increase with increasin
flavor numberuFu as (2uFu11)1/2. As was noted in Ref. 14, deviations of the fieldD
from the vacuum decrease with increasing massmD , as well as with increasing numbe
of colorsNc , and the method works for anymD ~and also for charm and bottom quantu
numbers!.

The excitation frequenciesv and v̄ are:
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vF,B5NcB~mF,B21!/8QF,B , v̄F,B5NcB~mF,B11!/8QF,B . ~11!

As was observed in Ref. 15, the differencev̄F,B2vF,B5NcB/4QF,B coincides, to lead-
ing order inNc , with the expression obtained in the collective-coordinates approac16

The flavor symmetry breaking in the flavor decay constants, i.e., the fact
FK /Fp.1.22 andFD /Fp51.760.2 ~we takeFD /Fp51.5 andFB /Fp52) leads to an
increase in the flavor excitation frequencies, in better agreement with data for charm
bottom.18 It also leads to some increase of the binding energies of baryonic system15

The behavior of static characteristics of multiskyrmions and flavor excitation
quencies shown in Table I is similar to that obtained in Ref. 19 for toroidal configura
with B52,3,4. The flavor inertia increases withB almost proportionally toB. The fre-
quenciesvF are smaller forB>3 than forB51.

4. The terms of orderNc
21 in the Hamiltonian, which depend on the angular velo

ties of rotations in the isospin and ordinary spaces and which describe the zero
contributions are not crucial but are still important for numerical estimates of the sp
of baryonic systems.

In the rigid oscillator model the states predicted do not correspond to the de
SU~3! or SU~4! representations. How this can be remedied was shown in Ref. 14
example, the state withB51, uFu51, I 50 should belong to the octet of (u,d,s), or
(u,d,c), SU~3! group, if Nc53.

Here we consider quantized states of baryonic systems which belong to the l
possibleSU~3! irreps (p,q), p12q53B, viz., p50, q53B/2 for evenB, and p51,
q5(3B21)/2 for oddB. For B53, 5, and 7 they are 35-, 80-, and 143-plets, and
B54, 6, and 8 they are 28-, 55- and 91-plets. Since we are interested in the lowest e
states, here we discuss the baryonic systems with the lowest allowed angular mom
i.e., J50, for B54, 6, and 8. For oddB the quantization of the baryonic system mee
with some difficulties, but the correction to the energy of quantized states due t
nonzero angular momentum is small and decreases with increasingB, since the corre-
sponding moment of inertia increases in proportion to;B2. Moreover, theJ-dependent
correction to the energy cancels out in the quantities of interest, which are the e
differences of flavored and flavorless states.

For the energy difference between the state with flavorF belonging to the (p,q)
irrep and the ground state withF50 and the same angular momentum and (p,q), we
obtain:

DEB,F5uFuvF,B1
mF,B21

4mF,BQF,B
@ I ~ I 11!2Tr~Tr11!#1

~mF,B21!~mF,B22!

4mF,B
2 QF,B

I F~ I F11!,

~12!

Tr5p/2 is the quantity analogous to the ‘‘right’’ isospinTr in the collective-coordinates
approach,9,10 andTr5Ib f2IF . Clearly, the binding energy of multiskyrmions cancels o
in Eq. ~12!. For the states with maximal isospinI 5Tr1uFu/2 the energy difference ca
be simplified to:

DEB,F5uFuFvF,B1Tr

mF,B21

4mF,BQF,B
1

~ uFu12!

8QF,B

~mF,B21!2

mF,B
2 G . ~13!
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This difference depends on the flavor moment of inertia but not onQT . In the case of
antiflavor excitations we have the same formulas, with the substitutionm→2m. For the
lowestSU~3! irreps one hasTr50 for evenB andTr51/2 for oddB. It follows from ~12!
and~13! that when some nucleons are replaced by flavored hyperons in baryonic sy
the binding energy of the system changes by

DeB,F5uFuFvF,12vF,B2
3~mF,121!

8mF,1
2 QF,1

2Tr

mF,B21

4mF,BQF,B
2

~ uFu12!

8QF,B

~mF,B21!2

mF,B
2 G . ~14!

For strangeness Eq.~14! is negative, indicating that stranglets should have binding e
gies smaller than those of nuclei, or can be unbound. SinceQF,B increases with increas
ing B and mD , this leads to stronger binding with increasingB and ‘‘flavor’’ mass, in
agreement with Ref. 15. For charm and bottom expression~14! is positive forB>3; see
Table I for the caseuFu51.

The nuclear fragments with sufficiently large values of strangeness~or bottom! can
be found in experiments as fragments with negative chargeQ, according to the well
known relationQ5T31(B1S)/2 ~similarly for the bottom number!. One event of a long
lived nuclear fragment with mass about 7.4 GeV was reported in Ref. 20. Using the a
formulas it is not difficult to establish that this fragment can be the state withB52S
56, or B57 and strangenessS523. Greater values of strangeness are not exclude

As in the B51 case,21 the absolute values of the masses of multiskyrmions
controlled by the poorly known loop corrections to the classic masses, or the Ca
energy. And as was done for theB52 states,16 the renormalization procedure is nece
sary in order to obtain physically reasonable values of the masses. This genera
uncertainty of around several tens of MeV, as the binding energy of the deuter
30 MeV instead of the measured value 2.23 MeV, so;30 MeV characterizes the unce
tainty of our approach.16,17 But this uncertainty is cancelled in the binding energy diffe
encesDe shown in Table I.

5. Using rational map Ansa¨tze as starting configurations, we have calculated
static characteristics of bound skyrmions with baryon numbers up to 8. The excit
frequencies for different flavors — strangeness, charm, and bottom — have been
lated using a rigid-oscillator version of the bound-state approach of the chiral so
models. This variant of the model overestimates the mass splitting of strange hyp
when flavor symmetry breaking in the decay constantFK is included, but it works better
for c and b flavors.18 Our previous conclusion that baryonic systems with charm
bottom have better chances to be bound with respect to strong decay than do s
baryonic systems15 is reinforced by the present investigation. This conclusion takes p
also in the case of flavor symmetry,FD5Fp .

Consideration of baryonic systems with ‘‘mixed’’ flavors is possible in principle
would be technically more involved. Our results agree qualitatively with the resul
Ref. 22, where the strangeness excitation frequencies were calculated within the b
state approach. However, there is a difference in the behavior of the excitation fre
cies: we have found that they decrease when the baryon number increases fromB51,
thus increasing the binding energy of the corresponding baryonic systems.

The charmed baryonic systems withB53, 4 were considered in Ref. 23 within
potential approach. TheB53 systems were found to be very near the threshold, and
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B54 system was found to be stable against strong decay, with a binding ener
;10 MeV. Further experimental searches for baryonic systems with flavor different
u andd could shed more light on the dynamics of heavy flavors in baryonic system

This work has been supported by the UK PPARC grant: PPA/V/S/1999/00004.
is indebted to the Institute for Nuclear Theory at the University of Washington, wher
work was initiated, for its hospitality and DOE for support.
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In experiments on theb decay of polarized neutrons where only the
electron and proton momentum distributions are observed and theg
radiation is not registered, the asymmetry factorB of the antineutrino
angular distribution cannot be obtained rigorously — the value ofB is
only estimated on the average by taking into consideration the expec-
tation ~mean! value ^B& and the rms deviationDB. The resulting un-
avoidable ambiguities in the determination ofB amount to several per-
cent, which is significant for the present-day experimental attempts to
obtain B to very high precision;(0.1– 1)%. © 1999 American In-
stitute of Physics.@S0021-3640~99!00310-2#

PACS numbers: 23.40.Bw, 13.30.Ce, 14.20.Dh

Recently there has been a great deal of interest in high-precision measuremen
neutronb-decay characteristics, first, the lifetimet ~Ref. 1!, and, if the neutron is polar
ized, the asymmetry factorsA and B, respectively, of the electron2 and antineutrino3

angular distributions with respect to the neutron polarization vectorj. The rigorous
determination of theb-decay characteristicst, A, B, . . . is well understood nowadays t
be of fundamental importance for the general elementary particle theory~see, e.g.,
Refs. 4–7!.

The electron and antineutrino momentum distribution4,5

dW~«,p,nn ,j!5dw
dnn

4p
~gV

213gA
2 !$11~vj!A~gV ,gA ,«!

1B~gV ,gA ,«!~nnj!1a~gV ,gA ,«!~nnv!% ~1!

is usually what haunts us whenever we consider theb decay process. In Eq.~1! we have

dw5
G̃2

2p3
«pvn

2d«~dne/4p!, ne5p/p, v5p/«, nn5pn /vn ,

whereG̃ stands for the effectiveb-decay amplitude4,5 and «,vn ,p,pn are the electron
and antineutrino energies and momenta, respectively; a system of units withh5c51 is
adopted. But so far as antineutrino registration is unfeasible, Eq.~1!, immediately as it
stands, is useless for obtaining the value ofB from experiment. Since an experiment fo
7280021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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obtaining the antineutrino angular distribution without registering the antineutrino its
expounded thoroughly in Ref. 3, here we only recall that in its ideal scheme, whi
sufficient for our purposes, the registered electron momentump is directed strictly along
the x axis ~see Fig. 1!, the at-rest neutron polarization vectorj is also directed exactly
along or opposite thex axis direction, and the proton momentum projection on thex axis,
Px , is registered in coincidence with the electron momentump, while the components o
the proton momentumP perpendicular tox are not observed at all, nor is theg radiation.
If for a moment we leave aside theg radiation and neglect the kinetic energy of th
proton on account of its very large mass, the antineutrino energyvn0 and the cosine of
the angle between thex axis and the direction of the antineutrino emission are clea
given by

vn05D2«, y0[cosQnx5~2Px2upu!/vn0 , ~2!

with the corresponding momentum distribution taking the form

dWz~Px ,p!5dPx

dw

2vn0
wz~Px ,p!,

wz~Px ,p!5~gV
213gA

2 !@11Azv1B0y0z1ay0v#. ~3!

In ~3! and hereafter, the valuez51 stands for neutron polarization along thex axis and
z52 for the opposite direction. We have appended a subscript 0 onB to stress that it is
the value that would be obtained if theg radiation were turned off. In the experiment o
Ref. 3 the distribution

dWexp
z ~Px ,p!5Wexp

z ~Px ,p!•dp dPx ~4!

was obtained. Using Eqs.~1!–~4!, for which theg radiation has been left aside, on
would infer the equation

Wexp
z ~Px ,p!5 f 0~vn0!~11zAv !1 f 0~vn0!y0~zB01av !, ~5!

and, consequently, one would arrive at the following expression, in terms ofWexp
z ~4!, for

the coefficient multiplying (j•nn)5zy0 in Eqs.~1! and ~5!:

FIG. 1.
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B05
1

zy0f 0
@Wexp

z 2 f 0~11zAv !2 f 0avy0#, f 05
G̃2vn0

16p4
~gV

213gA
2 !. ~6!

Accordingly,3 B050.982160.004.

However, the experiment of Ref. 3 deals with theb-decay probability for given
Px ,p values, involvingg radiation with all the allowed momentak. In describing each
single event, the expressions fory0 ,vn0 in ~2! will be replaced~see Fig. 1! as follows:

y0→y~v!5cosQnx5
2Px2upu2xv

vn
, x5cosQgx , ~7!

f 0→ f ~v!5
G̃2vn

16p4
~gV

213gA
2 !, vn0→vn~v!5D2«2v,

where v5uku is the g-ray energy, andQgx stands for the angle of theg radiation
direction relative to thex axis. It is natural to estimate the quantityB in ~1! via the
expectation valuêB& expressed in terms of the expectation values^y f&,^ f &, which are to
be calculated by averagingf (v), f (v)y(v,x) over the momentum distribution
Wg

z(Px ,p,k) of the g radiation accompanying the decay event with givenPx ,p,z. Each
single decay event with a givenk value enters into the experimentalWexp

z (Px ,p) value
with its own weight, its own probabilityWg

z(Px ,p,k)dk, which is the probability ofg
radiation with a given momentumk accompanyingb decay with the givenPx ,p values.
Consequently, Eq.~5! is replaced by a new relation in which the experimentally obser
quantity Wexp

z (Px ,p) is equated to theb-decay probability averaged with the weig
Wg

z(Px ,p,k), namely:

Wexp
z ~Px ,p!5

E dkWg
z~Px ,p,k! f ~v!@11zAv1z^B&zy~v,x!1avy~v,x!#

E dkWg
z~Px ,p,k!

5^ f &z~11zAv !1^y f&z~z^B&z1av !, ~8!

where the familiar notation of averaging is introduced:

^F&z~Px ,p!5

E
0

D2«

dv2E
x1

x2
dxF~Px ,p,v,x!E

0

2p

dfWg
z~Px ,p,v,x,f!

E
0

D2«

dv2E
x1

x2
dxE

0

2p

dfWg
z~Px ,p,v,x,f!

. ~9!

Here the limitsx1 ,x2 emerge merely from kinematics of the process under considera
the quantities to be averaged,f (v), f (v)y(v,x), being independent of the azimuthf of
the g radiation~see Fig. 1!.

Thus we have derived Eq.~9! to replace the former equation~5!. In the absence of
an immediate one-to-one correspondence between the distribution~8! involving ^B&z and
the antineutrino angular distribution~1! involving B, the quantitŷ B&z is seen, neverthe
less, to be relevant for our goal, which is to estimate, on the average, the value oB in
~1!:
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^B&z5z@~11zAv !~ f 02^ f &z!1y0f 0~av1zB0!#/^y f&z2zav. ~10!

To judge with full confidence the accuracy and even the very validity of the af
mentioned estimation ofB in terms of ^B&z, let us visualize the distributions of th
quantitiesf (v), f (v)y(v,x) around their mean or expectation values^ f &,^ f y&, that is,
let us evaluate the rms deviations off (v), f (v)y(v,x). In short, in addition to the
quantities ^ f &,^ f y& themselves, we must calculate the mean square deviation
f (v), f (v)y(v,x) from their expectation valueŝf &,^ f y& ~i.e., the variances of thes
quantities!:

^~D f !2&z5^ f 2&z2~^ f &z!2, ^~D~y f !!2&z5^~y f !2&z2~^y f&z!2,

^D~ f •y f !&z5^ f •y f&z2^ f &z
•^y f&z. ~11!

Accordingly, the attainable accuracy

DBz[A^~DBz!2&5A^B2&z2 ~^B&z!2

of theB value estimation~10! is expressed in the usual way~see, for instance, Ref. 8! in
terms of the quantities~11! and the derivatives

]^B&z/]^ f &z, ]^B&z/]^y f&z.

Thus the ambiguities in estimating the true value ofB from the expectation value
^B&6 stem from the difference between the quantities^B&1 and ^B&2 themselves and
from the emergence of an rms deviationDB6.

Upon integrating overdf in ~9!, theg radiation distribution takes the form9

v2dvdxdpdPxE
0

2p

dfWg
z~Px ,p,v,x,f!

5S eG̃

2A2
D 2

8

~2p!7

1

4«2

«n

@12xv#2

1

m S m

v D (12o)

dxdvdPxdp$~12x2!«v@v~«1v!

3~gV
213gA

2 !1y~v1v2«!~gV
22gA

2 !#1v2@~gV
213gA

2 !1yx~gV
22gA

2 !#~12vx!

12zgA@~12x2!«v@~gV2gA!~v2«1v!1~gV1gA!vy~«1v!#1v2~12vx!

3@~gV2gA!x1~gV1gA!y##%, ~12!

where

o5
2a

p F1

v
lnS «1upu

m D21G .
It should be noted that it is the presence of the quantityo in Eq. ~13! that governs the true
infrared (v→0) behavior ofWg

z(Px ,p,v,x,f) ~see Refs. 4,9,10!.

It is pertinent to present the calculated quantities (B62B0)/B0 , DB6/^B&6 as
functions of the electron energy« and of the quantityy0 ~2!, as was done in Ref. 3. Her
the dependence on« proves to be rather smooth, whereas the dependence ony0 , in
contrast, becomes strong, as is seen in Figs. 2 and 3, which typify the results
calculations.
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The expectation valuêB&z is relevant for ascertaining the true value ofB in ~1!
when the distributions of the values off (v), f (v)y(v,x) are sharp enough, that is, whe
at givenPx ,p, the ratiosD f /^ f &,D( f y)/^ f y& and, hence,DB/^B& turn out to be substan
tially smaller than~i.e., negligible in comparison with! the desired accuracy of determ
nation ofB ~Ref. 3!. The magnitude of the ratioDB/^B& sets the bound on the precisio
of obtaining the value ofB ~1! from the processing3 of the experimental data~4!. Yet,
when at certainPx ,p the distributions off (v), f (v)y(v,x) around^ f &,^ f y& turn out to
be so smoothed thatD f /^ f &;1,D( f y)/^ f y&;1, and, consequently,DB/^B&;1, there
will apparently be no reason at all to estimate the quantityB ~1! in terms of^B&z. In that
case, the antineutrino kinematics, the antineutrino angular distribution~1!, cannot be
reconstructed from the experimentally observed3 distribution~4! even on the average. O
course, it is no wonder that the values in Figs. 2 and 3 increase sharply asy0→0, the
physical reason for such behavior of^B&,DB being quite visible. Indeed, wheny0'0,

FIG. 2. They0 dependence of the quantity (^B&z2B0)/B0 , in %, at the value«51 MeV. The solid line stands
for z51, the dashed line forz52.

FIG. 3. The same as in Fig. 2, but for the quantityDBz/^B&z.
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that is upu1Px'0, the inclusion of the termxv in y(v,x) ~7! gives rise to appreciable
values of the ratios (y2y0)/y0 ,Dy/^y& at anyv, even a very tiny one. In this case, an
g radiation absolutely destroys the antineutrino kinematics that would hold in the ab
of electromagnetic interactions. In turn, the values of (^B&62B0)/B0 ,DB6/^B&6 in-
crease significantly and can even get arbitrary large atuy0u→0. Of course, under such
circumstances one can say nothing about the expectation~mean! values themselves. By
processing all the experimental data beyond these smalluy0u values, we can claim to
acquire a semiquantitative estimate ofB to an accuracy of a few percent. At best, wh
only events withuy0u'0.8– 1.0 are taken into account, an accuracy better than 1%
thought to be attainable in recovering the antineutrino asymmetry coefficientB.

Thus there is, alas, no justification for glossing over the effect ofg radiation on the
determination ofB and touting the achievement of very high accuracy'0.4% in the
measurement ofB, as proclaimed in Ref. 3.

* !e-mail: bunat@cv.jinr.dubna.su
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On the ‘‘supercollimation’’ of x-ray beams in rough
interfacial channels

T. A. Bobrova and L. I. Ognev* )

Nuclear Fusion Institute, Kurchatov Institute Russian Research Center, 123182 Mosc
Russia

~Submitted 15 March 1999; resubmitted 15 April 1999!
Zh. Éksp. Teor. Fiz.69, No. 10, 686–690~25 May 1999!

The transmission of x rays through rough submicron narrow channels is
investigated by numerical simulation with diffraction and decay of co-
herence taken into account. It is found that transmission is strongly
increased for directions within the diffraction limitl/d (d is the chan-
nel width!. For larger angles strong roughness scattering results in rapid
decay of coherence and absorption of the x-ray beams. When the co-
herent part is a significant portion of the transmitted beam, its diver-
gence is also within the diffraction limit, which can be an order of
magnitude smaller than the Fresnel angle of total external reflection.
The effects are explained with the statistical theory of x-ray scattering
in a rough transitional layer. Such ‘‘supercollimation’’ can be used for
fine angular discrimination of x radiation and for the production of very
narrow diffraction-quality x-ray beams. ©1999 American Institute of
Physics.@S0021-3640~99!00410-7#

PACS numbers: 41.50.1h, 07.85.2m

Monitoring of x-ray beams by capture into a narrow dielectric channel is use
waveguide x-ray laser physics,1 in the production of thin x-ray probe beams,2 and other
applications based on the total external reflection effect. The minimum angle of d
gence of the beam in this case is limited by the Fresnel angleqF , and roughness
scattering can only degrade this parameter. In this letter we consider the role of d
tion, which can be important for narrow beams, especially when the roughness is
Scattering from surfaces with high roughness requires a special approach because
perturbation methods fail.3 X-ray scattering at rough surfaces is usually investiga
within the well-known Andronov–Leontovich approach,4 but for very small angles of
incidence the ‘‘parabolic equation’’ model for slowly varying scalar amplitudesA(x,z)
of the electric field vector should be used. Within this model, scattering and absorpti
not disappear in the small grazing angle limit that results from the Andronov–Leonto
approach.4 In this case large-angle scattering is neglected, so that

]2A~x,z!/]z2!k•]A~x,z!/]z,

and, because the beam is narrow,

]2A~x,z!/]z2!]2A~x,z!/]x2,

wherez andx are the coordinates along and across the channel. Here consideratio
7340021-3640/99/69(10)/5/$15.00 © 1999 American Institute of Physics
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be restricted to two-dimensional channels~gaps!, although the same approach can
applied to capillaries. The assumption results in the ‘‘parabolic equation’’ of quasiop

2ik
]A

]z
5D'A1k2

«2«0

«0
A, ~1!

A~x,z50!5A0~x!,

wherek5A«0(v/c). ~Here«0 is the dielectric permittivity of air, and«1 is the dielectric
permittivity of glass.! The evolution of the channeled x-ray beam was calculated by d
integration of the ‘‘parabolic’’ equation.5 The dielectric permittivity on the rough bound
ary, with the random shapex5j(z), was represented as«(x,z)5«11(«02«1)H(x
2j(z)), whereH(x) is a step function. The distribution of roughness heights is assu
to be normal. It is known from the results of Ref. 4 that at grazing incidence the effe
scattering is very small. Therefore special surfaces are needed to observe sca
effects in the gap interface at a reasonable distance. In the calculations we used rou
amplitudes up to 400 Å. The results of direct simulation of scattering with the m
rough surface by integration of Eq.~1!, calculated for an x-ray energyE510 keV,
channel widthd50.5 mm, s5400 Å, and roughness correlation lengthzcorr55 mm and
averaged over 40 realizations, are shown in Fig. 1 as the incoherent partr inc normalized
to the initial value of the total intensity of the beamr tot , where

r i5E
2`

`

I i~x!dx/E
2d/2

d/2

I 0~x!dx.

The initial angles of incidence wereq50, 3•1024, and 6•1024 rad.

Angular spectra of the coherent and incoherent parts of the wave amplitude ave
over 40 realizations are shown in Fig. 2.

Statistical averaging of Eq.~1! gives for the last term the expression~the angle
brackets correspond to averaging!

k2x~x,z!^A~x,z!&1k2^d«8•A~x,z!&,

FIG. 1. Evolution of the total integral normalized intensity of the beamr tot and normalized incoherent par
r part5r inc /r tot for different angles of incidenceq. q50, r tot ~curve1!, r part ~curve18!; qF/10 ~curves2 and28!;
qF/5 ~curves3 and38!.
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where

x~x,z!5~^«~x!&2«0!/«0 , d«8~x,z!5~«~x,z!2^«~x!&!/«0 .

The first term in the sum corresponds to absorption of the x-ray beam and the last te
decay of coherence due to incoherent scattering. Assuming that the variation ofA(x,z)
over the roughness correlation lengthzcorr is small and that̂d«(x,z)&50, we can use the
statistical method of Tatarsky~see Ref. 6!, which is valid for d-correlated fluctuating
media. Thus

^d«8~x,z!•A~x,z!&5^A~x,z!&~2 ik/4!E
2`

`

^d«8~x,z!d«8~x,z8!&dz8.

The same generalization of the method to include stratified media has been used
case of electron channeling in single crystals.7 Thus the coefficient multiplyinĝA(x,z)&
has the meaning of a ‘‘scattering potential’’ that causes decay of coherence and c
written as

W~x!5~2 ik/4!E
2`

`

^d«8~x,z!d«8~x,z8!&dz852
k

4

~«02«1!2

p~«0!2

3E
2`

1`

dz8E
2`

x/s

exp~2j2!djE
x/s

x/s2R(z8)j/(12R2(z8))1/2

exp~2h2!dh, ~2!

whereR(z) is the autocorrelation coefficient, ands is the variance of thej(z) distribu-
tion. Thus the coherent part of the amplitudeA(x,z) can be calculated from the statist
cally averaged equation

2ik]^A~x,z!&/]z2D'^A~x,z!&2k2x~x!^A~x,z!&2 ik2W~x!^A~x,z!&50, ~3!

and

^A~x,z50!&5A0~x!.

It can be shown that the value ofW(x) in the middle of the transitional layer (x
50) does not depend ons and is nearly proportional to the roughness correlation len

FIG. 2. Angular spectra of coherent~solid curve! and incoherent~dots! components of the x-ray beam afte
transmission through a 2 cmrough gap.
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zcorr. The same is true forx5d. This results in a weak dependence of the phase shift
the incoherently scattered wave on the value ofs, unlike the case for the higher angle
of incidence of the beam which have usually been investigated in experiments.

The inner double integrals in Eq.~2! can be simplified for smallR, and an approxi-
mation forW(x) can be written as

W~x!'2
k

4

~«02«1!2

p~«0!2 E
2`

`

dz8E
2`

0

exp~2j2!dj

3E
0

2R(z8)j/(12R2(z8))1/2

exp~2h2!dh•expS 2
x2

s2D ~4!

with a clear dependence on the vertical coordinatex.

The results for the coherent part of the beam obtained by averaging the solut
equation~1! and integrating Eq.~3! with approximation~4! are shown in Fig. 3.

The decay of coherence can be described with attenuation coefficientsb l . The
attenuation coefficients can be found as overlap integrals,

b l52
k

2E w l* ~x!@ Im~x~x!!1W~x!#w l~x!dx,

where the eigenfunctionsw j (x) are solutions of the equations

D'w j~x!5k@2kjz2kRe~x~x!!#w j~x!.

It can be shown for lower channeled modes that the incoherent scattering atten
coefficient is proportional tos ~see the discussion above about the dependence ofW(x)
on s):

bscatter;k2~«02«1!2sE
2`

`

dz8E
2`

0

exp~2j2/2!dj

3E
0

2R(z8)j/(12R2(z8))1/2

exp~2h/22!dh.

FIG. 3. Decay of the coherent part of the radiation,r coh, calculated with statistical averaging~solid curves! and
in the transitional layer model~2! with the assumption~4! ~dashed curves!, q50. zcorr55 mm ~curves1 and18!;
zcorr52 mm ~curves2 and28!; s5400 Å.
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The results for the attenuation coefficients@mm21# for various wave modes ar
shown in Fig. 4 separately for absorption and incoherent scattering within a 0.5mm
quartz glass channel. The angle of incidenceqN corresponding to the center of theNth
mode (N>1) is qN5l/2d•(N11/2).

It is seen from Fig. 4 that the effect of incoherent scattering for given correla
length is an order of magnitude higher than the effect of real absorption. Cohe
effects for modes number ‘‘1’’ and higher will decay after several millimeters of chan
length. And decreasing the correlation length will result in a nearly proportional dec
of the incoherent scattering. The rate of coherence decay of the ‘‘0’’ mode agrees
with the results shown in Fig. 3.

The ‘‘supercollimation effect’’ can be measured as the strong sharpening o
angular dependence of the transmission of x rays through an interface, to belo
Fresnel angle of total external reflection. Such ‘‘supercollimation’’ can be used for
angular discrimination of x radiation and for the production of very narrow diffracti
quality x-ray beams for use as probes and also of high-quality soft x-ray beams for
laser amplifiers.

*e-mail: ognev@nfi.kiae.su
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FIG. 4. Dependence of the attenuation coefficients for incoherent scatteringbscatter ~dashed lines2, 3! and
absorptionbabsorp ~solid line 1! on the mode numberN; s5100 Å, zcorr52 mm ~curve 2!; s5400 Å, zcorr

55 mm ~curve3!. The center of modeN corresponds toqN'1.24•1024
•N.
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Development of Rayleigh–Taylor and
Richtmyer–Meshkov instabilities in three-dimensional
space: topology of vortex surfaces

N. A. Inogamov
L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences,
142432 Chernogolovka, Moscow Region, Russia

A. M. Oparin
Institute of Computer-Aided Design, Russian Academy of Sciences, 123056 Moscow
Russia

~Submitted 20 April 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 10, 691–697~25 May 1999!

The evolution of the boundary of a liquid during the development of
mixing instabilities is studied. The vortex filaments, which transport
liquid masses, are generators of the boundary surface. There is a fun-
damental difference between two-dimensional~2D! and three-
dimensional~3D! motions. In the first case the vortices are rectilinear in
planar geometry (2Dp) and ring-shaped in axisymmetric geometry
(2Da). In the second case the vortices are very complicated. Spatially
periodic ~‘‘single-mode’’! solutions, which are important in mixing
theory, are investigated. These solutions describe one-dimensional
chains of alternating bubbles and jets in 2Dp geometry and planar~two-
dimensional! arrays or lattices of bubbles and jets in 3D geometry. An
analytical description is obtained for the basic types of arrays~rectan-
gular, hexagonal, and triangular!. The analysis agrees with the results
of numerical simulation. ©1999 American Institute of Physics.
@S0021-3640~99!00510-1#

PACS numbers: 47.20.2k, 47.32.Cc, 47.55.Dz

It is well known that hydrodynamic instabilities play a large role in astrophysics
inertial confinement fusion, and in the physics of explosions. An idea of the present
of the research can be obtained from Refs. 1–16. Bubbles and jets form at the un
interface between liquids with different densities. The bubbles~jets! are columns of a
light ~heavy! substance penetrating into a heavy~light! substance. At the late stages
subharmonic instability of the periodic solutions increases the characteristic mixing
and leads to an inversion cascade.3–5,8,10,11,17

In Layzer’s model,18 to the three-dimensional~3D! generalization of which the
present letter is devoted, a parabolic approximation of the boundary near the top
bubble is used. This makes it possible to obtain a system of dynamical equations f
velocity and curvature of a bubble.7,8,11–13,16The solutions of the system describe t
transition from an initial weakly perturbed state into a strongly nonlinear state~into a
7390021-3640/99/69(10)/8/$15.00 © 1999 American Institute of Physics
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stationary state or a stationary point!, where the instability ‘‘saturates’’ as a result o
compensation by nonlinear terms. Exact analytical solutions of the Layzer system
two-dimensional~2D! geometry have been obtained recently.7,11–13,16In Ref. 11 the exact
solution is written out for a square array. In what follows the 3D nonstationary solu
are presented for a wide class of different arrays. We note that the problem of stat
points for the Rayleigh–Taylor instability~RTI! has been studied in Refs. 9, 11, 12, a
15 ~square array! and in Ref. 15~hexagonal array!. Of course, the problem of the RT
stationary state is narrower than the complete formulation, where the RTI,
Richtmyer–Meshkov instability~RMI!, and a nonstationary transition having a station
state as a limit of temporal evolution, are studied. Higher-order Layzer approxima
where the surface is approximated not by a parabola (N51) but by a polynomial of
degree 2N (N.1) are analyzed in Refs. 7 and 12. A three-dimensional numerical s
lation is given in Refs. 10 and 19–22.

We shall study an incompressible, nonviscous liquid with an infinite density rat
the boundary along lines similar to Refs. 1, 2, 7–9, 11–13, and 15–17. The vortic
concentrated at the boundary, and the motion inside the liquid is potential. The equ
of motion have the form

¹2w50, h t5wzuh2hxwxuh2hywyuh , 22w tuh5wx
2uh1wy

2uh1wz
2uh12gh, ~1!

wherez5h(x,y,t) is the boundary of the liquid, the liquid occupies the regionz.h,
g5$0,2g% is the acceleration of gravity,g50 for RMI and g51 for RTI, and
w(x,y,z,t) is the 3D velocity potential (v5¹w), whose spectral decomposition has t
form

w52
1

2 (
n50

`

(
m50

`
anm

qnm
cosnx cosmqyexp~2qnmz!, qnm5An21m2q2, ~2!

w52
1

6 (
n50

`

(
m50

`
anm

qnm
~cncm

11snsm
11cncm

21snsm
21cn

1cm
22sn

1sm
2!enm , ~3!

cn5cosnx, cn
65cosnj6, sn5sinnx, sn

65sinnj6, j65
x6A3y

2
,

enm5exp~2qnmz!, qnm5An22nm1m2.

The series~2! refers to a rectangular array, a particular case of which is a square
when the edge length ratio for the rectangleq51, and the series~3! refers to hexagona
and triangular arrays.

In Layzer’s model the expansions~2! and ~3! are truncated at the first terms. Th
potentials of the hexagonal (w6), square (w4), triangular (w3), and rectangular (w2)
arrays of bubbles have the form

w652
a~ t !

3
~c1c11c2!e2z, c5cosx, c65cosj6, ~4!

w452
a~ t !

2
~cosx1cosy!e2z, ~5!
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w35
a~ t !

6
~c2A3s1c11A3s11c21A3s2!e2z, s5sinx, s65sinj6, ~6!

w252
â~ t !

2
cosx e2z2

b̂~ t !

2q
cosqx e2qz. ~7!

The tops of the bubbles in all cases lie at the centerx5y50, a.0 in Eqs. ~4!–~5!,
a,0 in Eq. ~6!, andâ.0 andb̂.0 in Eq. ~7!.

The principal curvatures of the surfaceh at the top of a bubble are the same for
hexagon, square, and triangle. For this reason the expansion of the boundary of the
near the top has the form

h~x,y,t !5h0~ t !2K~ t !
D

2
, D5x21y2. ~8!

For a rectangle the principal curvatures are different. Correspondingly,

h~x,y,t !5h0~ t !2Kx2/22Qy2/2. ~9!

Expanding the potentials~4!–~7! in powers of the small deviationsx2 andy2 from
the top of the bubble, substituting these expansions and the expansions~8! and ~9! into
the boundary conditions~1!, and retaining only terms which are quadratic inx andy, we
arrive at the following system of dynamical equations:

K̇5
124K

2
W, Ẇ52

W224gK

2~122K !
, ~10!

K̇5~123K !a2qKb, ~11!

Q̇52Qa1q~q23Q!b, ~12!

~12K !ȧ2Kḃ52a21gK, ~13!

2Qȧ1~q2Q!ḃ52q2b21gQ. ~14!

The system~10! is universal. It describes hexagonal, square, and triangular array
bubbles. The system~11!–~14! refers to a rectangular array. In Eqs.~10! W5ḣ0 is the
rise velocity of a bubble, and in Eqs.~11!–~14! this velocity isa1b.

The system~10! can be easily integrated forg50 ~RMI!. Its solution has the form

A122K

124K
212

1

A2
ln

A2~122K !1A124K

A211
5W0t,

W0

W
211

1

2A2
lnS A211

A221

A2W02W

A2W01W
D 5W0t.

Analysis of the systems~10! and ~11!–~14! shows that they describe a transitio
from an initial state with a small perturbation amplitude into a stationary state
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t→`. The stationary state is a node where all trajectories converge. This is easy to
for Eqs. ~10! by constructing the phase plane (K,W). For the system~10!–~14! this
follows from an analysis of the stability of stationary states.

We now give the stationary solutions. Forg51 ~RTI! we have

K51/4, W51. ~15!

For g50 ~RMI! we have

K51/4, W51/t. ~16!

The stationary states~15! and~16! correspond to hexagonal, square, and triangular ar
of bubbles.

The case of a rectangular array is more complicated. We shall consider the RT
K̇5Q̇5ȧ5ḃ50 in Eqs.~11!–~14!. We eliminate the unknownsa.0, b.0 using Eqs.
~13! and~14! andQ using Eqs.~11! and~12!. As a result we arrive at an equation forK.
This equation has the form

8K22@61~q21!/3#K1150.

Comparing with the case of a squareq51, we find that only the root

K~q!5~q1172r !/48, r 51Aq2134q11, ~17!

is physically meaningful. The other unknown functions are given by the expression

Q~q!5
q21

3
1K~q!, a~q!51AK~q!, b~q!51

AQ~q!

q
. ~18!

The stationary state~17! and ~18! is unique in the physically meaningful region.

Let us consider the RMI. In this case, in the stationary state the curvaturesK andQ
are constant, while the amplitudes area5a/t and b5b/t. Substituting these relation
into the system~11!–~14!, we arrive at an algebraic system for the unknownsK, Q, a,
andb. Eliminating the unknownsb anda and thenQ, we obtain the equation

24~32q!K31~q2146q275!K212~13211q!K13~q21!50 ~19!

for the desired functionK(q). The physically meaningful root is selected by the con
tion K(1)51/4, signifying that the case of a square array~16! is reached asq→1. Let
K(q) be this root. The remaining functions can be expressed in terms of it. We ha

Q5
123K

328K
q, a512

1

q
1S 3

q
21DK, b5

123K

qK
a, w5a1b. ~20!

The velocity of the bubbles isw/t. The rootK(q) exists in the segment 1,q,1.26. For
q.1.26 Eq.~19! does not possess the required real roots. Therefore the physically c
solution in the parabolic approximation is limited to this segment.

We shall now investigate the stability of the solutions~17!,~18! and ~19!,~20!. We
linearize the system~11!–~14! around the stationary states. We write

K~ t !5K1dK elt, Q~ t !5Q1dQ elt, a~ t !5a1da elt, b~ t !5b1db elt

for the RTI and
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K~ t !5K1dK tl, Q~ t !5Q1dQ tl, a~ t !5
a1da tl

t
, b~ t !5

b1db tl

t

for the RMI. The matricesM for the eigenvaluesl have the form

2l23a2qb 0 123K 2qK
0 2l2a23qb 2Q q223qQ
1 0 2(12K)l22a Kl
0 1 Ql 2(q2Q)l22q2b

in the RTI case and

2l23a2qb 0 123K 2qK
0 2l2a23qb 2Q q223qQ
a1b 0 (12K)(l21)12a K(12l)
0 a1b Q(12l) (q2Q)(l21)12q2b

in the RMI case. In these matricesK, Q, a, b ~RTI! andK, Q, a, b ~RMI! are given by
expressions~17!,~18! and ~19!,~20!, respectively. Calculation of the characteristic equ
tions detM50 shows that the solutions~17!,~18! and ~19!,~20! are stable.

We shall now compare the hexagonal, square, and triangular arrays. From th
versal system~10! follows the unexpected conclusion that for the same initial value
the curvature and velocity the trajectories describing the evolution of these diff
bubble arrays will be identical. Specifically, the limiting bubble velocities and curvat
are the same.

For the same wave numberk, the area per bubble in the hexagonal, square,
triangular arrays is

S65
8 p2

A3 k2
5

2

A3
S4 , S45

4 p2

k2
, and S35

4 p2

A3 k2
5

1

A3
S4 .

We require the areas to be the same. Then the wave numbers of the arrays are in t

k6 :k4 :k35AS6

S4
:1:AS3

S4
5

A2

31/4
:1:

1

31/4
'1.07:1:0.76.

The radii R6 , R4 , andR3 for RTI and RMI are in the opposite ratio~the radiusR6 is
shortest!. With respect to the rate of the transient process the arrays fall into the seq
6, 4, and 3, i.e., the transition to the triangular array is slowest. But in return the m
mum bubble velocity in this array is highest. These velocities are in the ratio

w6 :w4 :w35~S4 /S6!1/4:1:~S4 /S3!1/45~1/Ak6!:~1/Ak4!:~1/Ak3!

5~31/8/21/4!:1:31/8'0.97:1:1.15

for RTI and (1/k6) :(1/k4) :(1/k3) for RMI.

Let us compare the analytical results with the numerical results. The complete
tem of Euler equations for a compressible nonviscous medium written in the dive
form23,24 was integrated. A quasimonotonic mesh–characteristic scheme of second
approximation was used. Monotonicity is attained by combining schemes with ce
and oriented differences. A similar hybrid method has been used for numerical simu
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of flows of an incompressible liquid.25 The computational scheme does not employ a
ficial viscosity or smoothing or a flow-limiting procedure. The scheme possesses h
qualities, such as conservativeness, monotonicity, and a high order of approximatio
monotonicity requirement gives nonlinear dissipation, which smooths the s
wavelength disturbances with wavelength of the order of several grid steps. The in
tion region is a rectangular parallelepiped, on whose lateral boundaries the sym

FIG. 1. Hexagonal array, symmetry planesBB,BJ, andJJ, tops of the bubblesB and jetsJ. For a triangular
array the bubbles and jets change places.

FIG. 2. Topology of the interfaceh, hexagonal array, and a transverse section of this region — the recta
BBBB, shown by the fine dashes in Fig. 1.
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conditions hold and on whose bottom and top boundaries the impenetrability cond
hold. The transverse sectionBSBSfor a hexagonal array is shown in Fig. 1~dots!.

Square and rectangular arrays withq5A2 2, and 4 and a hexagonal array we
studied. The agreement with theory is good. The form of the surface at timet511 for a
hexagonal initial perturbation with a small amplitudea(0)50.05 andg51 is shown in
Fig. 2. The figure was obtained by adding four working parallelepipeds~the rectangles
BSBSand BBBB in Fig. 1!. The formation of a periodic structure of rounded finge
shaped bubbles and topologically complicated vortex formations in the region of i
action of jets of heavy liquid, falling from above~the density ratiom51/10), with the
underlying light liquid can be seen. Figure 3 shows the time dependence of the b
displacementh0(t) for the hexagonal array shown in Fig. 2. As we can see, the ag
ment between the analytical and numerical results is good.
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in this work. We thank the Russian Fund for Fundamental Research~Grants Nos. 99-02-
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The leading correction-to-scaling exponentv for the three-dimensional
~3D! dilute Ising model is calculated in the framework of the field
theoretic renormalization group approach. Both in the minimal subtrac-
tion scheme and in the massive field theory~resummed four-loop ex-
pansion! excellent agreement with recent Monte Carlo calculations~H.
G. Ballesteroset al., Phys. Rev. B58, 2740 ~1998!! is achieved. The
expression ofv as a series in aA« expansion up toO(«2) does not
permit a reliable estimate ford53. © 1999 American Institute of
Physics.@S0021-3640~99!00610-6#

PACS numbers: 75.10.Hk, 64.60.Ak, 05.50.1q

From renormalization group~RG! theory one knows that in the asymptotic regio
the values of the critical exponents are universal and scaling laws between them
There the couplings of the model Hamiltonian describing the critical system have rea
their fixed-point values. In the nonasymptotic region deviations from the fixed-p
values are present. They die out according to a universal power law governed b
correction-to-scaling exponentv. For example, for the zero-field susceptibility the a
proach from above to the critical temperatureTc is characterized by the so-called Wegn
expansion1

x.G0t2g~11G1tv/n1G2t2v/n1 . . . !, ~1!

wheret5(T2Tc)/Tc and theG i are the nonuniversal amplitudes, andg andn are the
asymptotic values of the susceptibility and correlation-length critical exponents.
smaller the exponentv, the larger is the region where corrections to the asympt
power laws have to be taken into account. Even further away from the fixed point
necessary to consider the complete nonlinear crossover functions. This exponent ha
calculated with high accuracy for theO(n) symmetric model~in particular for the three-
dimensional~3D!-Ising model, see Table I!, but is much less known for the correspon
ing diluted model. As a result of a 3D calculation of the field theoretic functions wi
7470021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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the minimal subtraction scheme2 and a thorough analysis of different methods for calc
lating critical exponents,3 we are able to present accurate values of the correction
scaling exponent for weakly diluted quenched 3D Ising model.

Ascertaining the implications of quenched dilution for the critical behavior i
long-standing problem attracting theoretical, experimental, and numerical efforts. I
3D Ising model quenched disorder causes the asymptotic critical exponents to diffe
the pure values.4,5 In principle this statement should hold for arbitrary weak dilution. B
in order to observe this change one must approach close enough to the critical poin
width of the corresponding region turns out to be dilution dependent.

In particular, Monte Carlo~MC! calculations of the critical exponents in the dilu
3D Ising model are more difficult to perform than for the pure model, since they req
much larger lattice sizes.6 Even on the larger lattices the exponents were found to
nonuniversal and continuously varying with dilution, i.e., they were effective expone7

It became clear that a correction-to-scaling analysis is unavoidable and indeed has
universal exponents.8 Without it one still obtains concentration-dependent effect
exponents.9

The value of the correction-to-scaling exponentv found in MC calculations from an
analysis invoking the first correction term in~1! turned out to be8

v50.3760.06. ~2!

Thus it is almost half as large as its corresponding value in the pure model~see Table I!,
and this smallness ofv in the dilute case explains its importance for an analysis of
asymptotic critical behavior. It is therefore highly desirable to have an independent
titative theoretical prediction for the value of the correction-to-scaling exponent in
dilute system.

In theoretical calculations the value ofv found by a scaling-field RG analysis10 is
v50.42. So far field theoretical RG studies have concentrated mainly on the asym
values of the leading exponents. Correction-to-scaling exponents have been calc
within the massive RG in the two-loop approximation in Ref. 11 (v50.450) and within
the minimal subtraction scheme in the three-loop approximation in Ref. 12v
50.366). Here, we improve this value in the massive RG scheme up to four-loop o
with the result

TABLE I. Values of correction-to-scaling exponentv as obtained from different methods in dilute an
pure 3D Ising models

Method Dilute Pure

scaling field 0.42 Ref. 10 0.87 Ref. 10
« expansion see text 0.81460.018 Ref. 23
massive RG,d53 0.372 0.79960.011 Ref. 23
min. sub. RG,d53 0.390 0.791

0.860.1 Ref. 16,
MC 0.3760.06 Ref. 8 0.8–0.85 Ref. 24

0.8760.09 Ref. 25

Note: For the accuracy of our values see text and Fig. 1.
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v50.372 ~3!

in excellent agreement with~2!. In the minimal subtraction scheme we obta
v50.390, which lies within the bandwidth of MC accuracy.

The critical behavior of the quenched weakly dilute Ising model in the Euclid
space ofd542« dimensions is governed by a Hamiltonian with two couplings:13

H~f!5E ddRH 1

2 (
a51

n

@ u¹fau21m0
2fa

2 #2
v0

4! S (
a51

n

fa
2 D 2

1
u0

4! (
a51

n

fa
4J , ~4!

in the replica limit n→0. Here fa are the components of order parameter;u0.0,
v0.0 are bare couplings;m0 is the bare mass.

We describe the long-distance properties of the model~4! in the vicinity of the phase
transition point using a field-theoretical RG approach. The results presented in this
are obtained on the basis of two different RG schemes: the normalization conditio
massive renormalized theory at fixed14 d53, and the minimal subtraction scheme.15 The
last approach allows both fixedd53 calculations16 and an« expansion.

In the RG method the change of the couplingsu and v under renormalization is
described by twob functions

bu~u,v !5mS ]u

]m D
0

, bv~u,v !5mS ]v
]m D

0

, ~5!

wherem corresponds to the mass in the massive field theory approach and to the
parameter in the minimal subtraction scheme. The subscript in~5! indicates that the
derivatives are taken at constant unrenormalized parameters. Theb functions differ for
different RG schemes and in consequence the fixed-point coordinatesu* , v* , defined by
the simultaneous zeros of bothb functions, are scheme dependent. The asymptotic c
cal exponents as well as the correction-to-scaling exponent do not depend on th
scheme and take universal values.

The correction-to-scaling exponentv is defined by the smallest eigenvalue of t
matrix of derivatives of theb functions

S ]bu

]u

]bu

]v

]bv

]u

]bv

]v
D ~6!

taken at the stable fixed point. For the stable fixed point both eigenvalues of this m
have a positive real part.

Our results for the correction-to-scaling exponent are based on the known high-
expansions for the functionsbu andbv . In the massive scheme they are known in t
four-loop approximation.17 In the minimal subtraction scheme one can obtain these fu
tions in the five-loop approximation in the replica limit from those of a cubic model.2 In
the limiting case of the pure model only the couplingu is present. The correspondin
b-function results from puttingv50 in bu(u,v), and the correction-to-scaling expone
is simply the derivative]bu(u,0)/]u taken at the stable fixed pointu* . Note that for the
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pure model theb functions in the massive scheme are known in the six-lo
approximation,18 and the five-loop results for the RG functions in the minimal subtrac
scheme19 agree with those recovered from Ref. 2.

It is known that the series obtained in the perturbational RG approach are a
asymptotic~for the dilute model see, however, Ref. 20!. An appropriate resummation
procedure has to be applied to theb functions in order to obtain reliable information. Th
choice of the resummation procedure depends on the information about the high
behavior of the series expansion. This information is not available for the case ofb
functions~5!. In this situation we have used in our analysis several resummation p
dures. In particular we tried Pade´–Borel resummation18 for resolvent series21 as well as
the Chisholm–Borel resummation technique.11,22 Simple Pade´ tables were analyzed a
well. In that case special attention was paid to the choice of the fitting parameter~in the
Borel–Leroy transform!. We observed the standard ‘‘benchmarks,’’ namely, fastest c
vergence of the perturbation theory results and reproducibility of the best acc
known for the exponent values of the pure model. Moreover, different forms of
approximants were tried and analyzed on the basis of a model function.3

The steps which we follow in the calculation of the correction-to-scaling exponev
are the following: First theb functions~5! are resummed and the system of equations
the fixed points,bu(u* ,v* )50, bv(u* ,v* )50, is solved. Then the matrix of derivative
~6! is calculated for the resummedb functions. The stability of the fixed points i
checked. The fixed point with bothu* Þ0 andv* Þ0 is the stable one atd53, and the
smallest eigenvalue gives the desired correction-to-scaling exponent. Note that the
values might be complex, in which case both have the same positive real part definv.

In Fig. 1 we present our results for the exponentv obtained in successive orders
perturbation theory in the number of loops. To perform the resummation, the B
transforms of the truncatedl th-order perturbation theory expansion for theb functions
were presented in the form of@( l 21)/1# rational approximants of two variables.22 This
form of rational approximants appeared to give the most reliable results. The four
results for the exponentv obtained in the two RG schemes are given in the sec
column of Table I. The behavior ofv in successive numbers of loops shown in Fig.
The uncertainty inv may be estimated by taking the difference between the four-l
and three-loop results. In all cases it gives a typical accuracy of lower then 10%
though the two RG schemes lead to comparable values forv, the convergence of the
values in the massive scheme is much faster. Note that the result forv combined with the
corresponding four-loop results for the asymptotic critical exponents17,26 confirms the
conjectured inequality for the random-model critical exponents,2nv,a,0, wherea is
the specific-heat exponent.27

As was noted above, five-loop results for the minimal subtraction scheme
available.2 In particular applying the resummation scheme28 to the pure Ising model case
v50, we get the following values forv with increasing number of loops, starting from
two loops:v50.566; 0.852; 0.756; 0.791. This leads to an improvement in accurac
the previously calculatedd53 five-loop value16 ~see the third column of Table I!.

The degeneracy of the dilute Ising modelb functions at the one-loop level leads
theA« expansion.13,29 For the critical exponents this expansion is known30 up toO(«2).
Starting from the five-loop results of Ref. 2 in the replica limit, we get the follow
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expansions31 for the eigenvaluesv1 andv2 of the stability matrix~5! at the fixed point
u* Þ0, v* Þ0:

v152 «13.704011194«3/2111.30873837«2, ~7!

v250.6729265850«1/221.925509085«20.5725251806«3/2213.93125952«2.

From naively adding the successive perturbational contributions one observes thv2

becomes negative already in the three-loop approximation (;«), and thereforeno stable
fixed pointexists in the strictA« expansion. Even the resummation procedures we
plied above do not change this picture.26 This can be considered as indirect evidence t
the A« expansion is not Borel summable, as may be expected from Ref. 20. A phy
reason might be the existence of the Griffith singularities caused by the zeros o
partition function of the pure system.32 The fixed-d approach, both within the massive14

and minimal subtraction15,16 schemes, seems to be the only reliable way to study
critical behavior of the model by means of the RG technique.

We acknowledge valuable correspondence with Alan J. McKane and Victor Ma´n-
Mayor.
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The question of the effect of the structure of the anisotropic quasi-two-
dimensional electron spectrum of high-Tc superconductors on the char-
acter of the screening of the Coulomb interaction and the symmetry of
the superconducting order parameter is studied. Calculations of the po-
larization operator of electrons are performed on the basis of the single-
particle band spectrum extracted from angle-resolved photoemission
spectroscopy data. It is shown that the static screened Coulomb repul-
sion has a minimum at small momentum transfers. This corresponds to
an effective electron–electron attraction in thedx22y2-wave channel of
Cooper pairing of the charge carriers on account of their interaction
with the long-wavelength charge-density fluctuations. This attraction
together with the anisotropic electron–phonon interaction increase the
critical superconducting transition temperatureTc with increasing hole
density and can give quite high values ofTc while at the same time
suppressing the isotope effect, in qualitative agreement with the experi-
mental data for underdoped hole-type cuprate metal-oxide compounds.
© 1999 American Institute of Physics.@S0021-3640~99!00710-0#

PACS numbers: 74.20.Mn, 74.72.2h

1. As numerous angle-resolved photoelectron spectroscopy experiments~ARPES
method! show,1–4 in the quasi-two-dimensional band spectrum of layered crystal
optimally doped hole-type cuprate metal-oxide compounds~MOCs!, so-called ‘‘flat’’
bands, or extended saddle features~SFs!, with anomalously weak dispersion in the dire
tion of the principal crystallographic axesa andb in the plane of the conducting CuO2

layers, are observed near the Fermi level. As a result, the Fermi velocityvF(k) on a
closed cylindrical Fermi surface~FS! centered at a corner of the first Brillouin zone~BZ!
can be strongly anisotropic in thea–b plane, and the density of states~DOS! near
extended SFs can possess logarithmic or square-root Van Hove singularities~VHSs!.5,6

It can be shown that a strong anisotropy of the single-electron spectrum a
vF(k) in the plane of the layers leads to anomalies in the collective electron spec
7530021-3640/99/69(10)/9/$15.00 © 1999 American Institute of Physics
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specifically, the existence of a weakly damped branch of collective electron-densi
cillations with quasiacoustic dispersion that is similar to the acoustic plasmon bran
multiband metals.7,8

Indeed, let us consider the long-wavelength limit (qi→0) of the random-phase
approximation~RPA!, in which the electron polarization operator~PO! at zero tempera-
ture (T50) can be represented as

P~qi ,v!52
1

2p2E d2kid~E~ki!2EF!
qi•v~ki!

v2qi•v~ki!1 ih
~h→01!, ~1!

whereqi is the longitudinal momentum transfer in thea–b plane,v„(ki)5¹ki
E(ki) is

the group velocity of quasiparticles with a 2D dispersion lawE(ki), and the Fermi
energyEF in the argument of thed function determines the position of the Fermi lev
relative to the conduction-band bottom. As an example, we shall consider a simple m
of a 2D metal with a cylindrical FS with a circular cross section and Fermi velo
anisotropyvF(w), whose dependence on the anglew between the Fermi momentumkF

and the crystallographica axis forC4v symmetry of the spectrum can be approximated
the step function

vF~w!5H v1 , 0,w<w0 ;

v2 , w0,w<p/4,
~2!

where the anglew0 lies in the range 0,w0,p/4. Performing the integration in Eq.~1!,
for v1!v/q!v2 andw05p/8 we obtain the following expression for the real part of t
PO:

ReP~qi ,v!'
kF

2pv1
S 12

qi
2v1•v2

2v2 D . ~3!

In the limit qi→0 the zeros of ReP(qi ,v) coincide with the zeros of the real pa
of the permittivitye(q,v)511Vc(q)P(q,v), and they therefore determine the dispe
sion of the collective electron-density oscillations. Therefore it follows from Eq.~3! that
even for a simply connected FS with quite strong anisotropy of the spectrum (v1!v2)
there can exist a collective branch with acoustic dispersion,

vpl~qi!'qiAv1•v2/2, ~4!

corresponding to quasineutral electron-density oscillations with opposite phases o
sections of the FS with different Fermi velocity and similar to the acoustic plas
branch in metals with a multiply connected FS.7,8

Figure 1 shows the dependence of the real and imaginary parts of the PO~1! on the
ratio v/qi for v2 /v155. The acoustic plasmon branch corresponds to a zero
ReP(v/qi) at the point where ImP(v/qi) is minimum. The spectral function of th
charge-density fluctuations

Spl~q,v!52
1

p
Ime21~q,v! ~5!

possesses a low-frequency~LF! peak as well as a high-frequency~HF! plasma peak and
depends linearly onv asv→0 ~see inset in Fig. 1!.
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2. On the basis of the Kramers–Kronig relation fore21(q,v) the matrix element of
the static (v50) screened Coulomb repulsion between electrons can be represent

Ṽc~q!5
Vc~q!

e~q,0!
5Vc~q!F122E

0

`dv

v
Spl~q,v!G , ~6!

where Vc is the matrix element of the unscreened Coulomb interaction in a lay
crystal with spacingd between the layers and is calculated in the plane-wave app
mation as

Vc~q!5
2pe2d

qi

sinhqid

coshqid2cosqzd
, ~7!

where qz is the transverse momentum transfer~along thec axis!. Since the acoustic
plasmon branch and the corresponding LF peak inSpl(q,v) exist for smallqi ~the width
of this region is determined by the size of the extended SFs with a high DOS!, while the
existence region of the undamped HF-plasmon branch and the corresponding p
Spl(q,v) is also limited on the high-momentum sideqi<kF , it follows from Eq.~6! that
the static screened Coulomb repulsion should be suppressed for smallqi all the more
strongly, the greater the contribution of LF and HF peaks in the spectral function t

FIG. 1. Real and imaginary parts of the polarization operator in the long-wavelength limitqi→0 as a function
of v/qi for qi directed along thea axis with the Fermi velocity ratiov2 /v155 andw05p/8 @see Eq.~2!#. The
filled dot shows the position of the zero of ReP(v/qi), determining an acoustic plasmon. Inset: correspond
low-frequency peak of the spectral functionSpl(q,v) of charge-density fluctuations, multiplied by the Coulom
matrix element.
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integral overv is. Figure 2 showsṼc(q)[Vc(q)(11Vc(q)P(q,0)21 as a function of

qi . This function was calculated for the upper~antibonding! branch of the empirical band
spectrum, extracted in Ref. 4 from ARPES data for a YBa2Cu3O72d crystal, under the
condition that the Fermi level lies near extended SFs~Fig. 3!. We note that in this case
on account of the high DOS the conditionVc(q)P(q,0)@1 holds in the entire volume o

the BZ, so that to a high degree of accuracyṼc(qi)'1/P(qi,0). This makes it possible
to neglect the difference of expression~7! from the exact Coulomb matrix element ca
culated using Bloch functions.

As we can see, the screened Coulomb interactionṼc(q) possesses a minimum fo
small qi , which, similarly to the repulsion maximum at the corner of the BZ
qi5(p/a,p/a) ~Ref. 9! or the attraction maximum at the center of the BZ forqi510
~Ref. 10!, leads to an effective electron–electron attraction in thed-wave channel of
Cooper pairing.

Near the critical temperature (T→Tc) the linearized equation for the anisotropic g
D(ki ,v) on the cylindrical FS, taking the retarded interaction of electrons with phon
and with charge-density fluctuations into account in the tight-binding approximatio11

can be written in the form

FIG. 2. Matrix element of the screened Coulomb interaction V˜
c(q), averaged overqz in the range

(2p/d,p/d), as a function ofqi along the principal directions in the BZ.
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~11lph~ki!!D~ki,0!52E d2ki8

~2p!2E2`

` dv

2p
ImF D~ki8 ,v!

v22j2~ki8!1 ih
G

3H E
0

`

dV@^gph
2 ~k,k8;V!&'Sph~V!^Vc~k2k8!Spl~k2k8;V!&'#

3F tanh~v/2Tc!1coth~V/2Tc!

V1v2 ih
1

tanh~v/2Tc!2coth~V/2Tc!

V2v1 ih G
2^Vc~k2k8!&'tanh

v

2Tc
J . ~8!

Herej(ki)[E(ki)2EF is the quasiparticle energy, measured from the Fermi levelEF ;
gph is the matrix element of the electron–phonon interaction~EPI!; Sph(V) is the photon
spectral function;lph is the dimensionless EPI constant determining the normaliza
effects:

lph~ki!5E d2ki8

~2p!2
@Wph~ki ,ki8!#d~j~ki8!!, ~9!

Wph~ki ,ki8!52E
0

Ṽph dV

V
^gph

2 ~k, k8;V!&'Sph~V!; ~10!

Ṽph is the maximum frequency of the phonon spectrum; and, the brackets^ . . . &' denote
averaging over the transverse component of the momentum along thec axis.

FIG. 3. Empirical dispersion law obtained in Ref. 4 for the lower~bonding! and upper~antibonding! branches
of the band spectrum along the principal directions in the BZ.
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Since the characteristic frequencies inSph(V) andSpl(ki2ki8 ;V) are much higher
thanTc , the low-frequency rangev!V makes the main contribution to the integral ov
v in Eq. ~8!, so thatv can be neglected in the denominators@V6v7 ih#21. As a result,
performing the integration overv, switching from integration overki8 to integration over
j[j(ki8) and over the anglew8 betweenki8 and thea axis, and using the relation~6! we
write Eq. ~8! in the angular variablesw andw8:

~11lph~w!!D~w!5
1

2E0

2p

dw8D~w8!E
2EF

EF dj

j
n~w8,j!

3@Wph~w,w8!u~Ṽph2uju!2Ṽc~w,w8!#tanh
j

2Tc
, ~11!

wheren(w,j) is the anisotropic DOS, which, when theC4v symmetry of the spectrum is
taken into account, can be approximated by the expression

n~w,j!5n1~j!1n2~j!cos 4w, n6~j!5
1

2
@n1~j!6n2~j!#. ~12!

Heren1(j) andn2(j) correspond to the values of the DOS

n~j![
ki

2p
u¹ki

E~ki!u21

along directions determined by the anglesw50 andw5p/4. In the integrand in Eq.~11!,
the functionsD(w8,j), Wph(w,w8,j), andṼc(w,w8,j), which are smooth as a functio
of j, are replaced by their values on the FS (j50).

In the subsequent numerical calculations the spectrumE(ki) corresponding to the
upper branch of the empirical band spectrum is used~see Fig. 3!. We note that according
to the experimental data4 the Fermi level lies;0.12 eV above extended SFs. Howeve
as noted in Ref. 12, this could be due to the presence of an unneutralized charge
surface of the sample, giving rise to a substantial shift of the electrochemical poten
near-surface layers; this shift should contribute a systematic error in the ARPES
mination of the position of the Fermi level. Recently, such a surface charge has
observed experimentally in small YBaCuO granules.13 Analysis of other experiments
~specifically, inelastic neutron scattering12! shows that the VHSs lie much closer to th
Fermi level. In this connection, the subsequent calculations are performed for diff
positions of the Fermi level near extended SFs.

3. Following the method proposed in Ref. 14, we shall solve Eq.~11! by expanding
the matrix elementsWph(w,w8), Ṽc(w,w8) and the gapD(w) in Fourier series inw and
w8. For this, we represent Eq.~11! in the form

D~w!5E
0

2p dw8

2p
K~Tc ;w,w8!D~w8!, ~13!

where the kernelK(Tc ;w,w8) corresponds to the integral overj in Eq. ~11!, divided by
(11lph(w)).

The critical superconducting transition temperatureTc is determined from the con
dition that the maximum eigenvalue of the kernelK(Tc ;w,w8) is equal to 1. A numerical
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solution of Eq.~13! shows that in the absence of the EPI the screened Coulomb repu
with a minimum at smallqi ~see Fig. 2!, which, as follows from Eq.~6!, is due to the
interaction of electrons with charge-density fluctuations, can itself give Cooper pairi
the d-wave channel. Here the symmetry of the superconducting gap corresponds
irreducibleB1 representation of theC4v group:

D~w!5 (
n51

`

a4n22 cos~4n22!w, ~14!

where the first two Fourier coefficientsa2 anda6 play the main role.

It should be underscored that the quite strong anisotropy of the matrix ele
Ṽc(w,w8) is due mainly to the dependence of the screened Coulomb repulsion o
momentum transfer, while the anisotropy of the phonon spectrum and the EPI are
mined by the symmetry of the crystal lattice. As noted in Ref. 15, the HF phonon m
with frequencyVO'600 cm21, corresponding to the vibrations of apical oxygen~along
thec axis! and giving rise to Cooper pairing withdx22y2 symmetry of the superconduc
ing gap, makes a large contribution to the EPI. For this reason, in what follows, tog
with the isotropic components of the EPI, the presence of an anisotropic compo
whose constant was assumed to belph

d 50.3 in accordance with the estimates made
Ref. 15, was also taken into account.

At the same time the isotropic EPI constant, which appears in the renormaliz
factor Z(0)511lph

0 , was chosen aslph
0 50.44, so that as the Fermi level approach

extended SFs in the band spectrum, the value ofTc obtained with both the EPI anisotrop
and the interaction of electrons with charge-density fluctuations taken into account w

be Tc'100 K for values of the EPI cutoff and Coulomb interaction energiesṼph5VO

'900 K andEF'1100 K, respectively. The dimensionless constant of the anisotr
component of the Coulomb interaction corresponding to thed-wave pairing is
lc

d50.28.

We note that for the band spectrum considered here the isotropic constant
screened Coulomb interaction is quite large and ismc[lc

0'0.520.8, depending on the
position of the Fermi level. Since in the presence case the Bogolyubov–Tolma

logarithm ln(EF /Ṽph) is small,mc does not decrease~in contrast to the Morel–Anderso
pseudopotential in ordinary superconductors!, so that the isotropic Coulomb repulsio
constant is always greater thanlph

0 , ands-wave Coulomb pairing of the charge carriers
impossible.

Figure 4 showsTc as a function of the position of the Fermi level relative to t
conduction-band bottom. The maximum critical temperatureTc

max'110 K corresponds to
the Fermi level position shown in Fig. 3. As we can see,Tc increases monotonically a
the Fermi level drops~i.e., as the hole density increases!. As the Fermi level drops furthe
~when it lies close to SFs!, Tc drops sharply on account of the change in the topology
the decrease in the radius of the FS. This agrees qualitatively with the experimenta
for Tc in hole-type cuprate MOCs.

Figure 4 also shows the exponent for the isotope effecta5 1
2] lnTc /] lnṼph as a

function of EF . This dependence demonstrates a tendency fora to decrease asTc
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increases. This also agrees with existing experimental data16,17on the change inTc when
18O is substituted for16O.

We can see therefore that thedx22y2 symmetry of the superconducting order para
eter can be determined to a large degree by the strong suppression of the sc
Coulomb repulsion for small momentum transfers as a result of the interaction of
trons with long-wavelength charge-density fluctuations. When this interaction is t
into account together with an anisotropic EPI, the correct density dependences
critical temperatureTc and exponenta of the isotope effect for high-Tc superconductors
are obtained.

We note that a plasmon mechanism due to the Cooper pairing of 2D electro
account of their interaction with characteristic 2D plasmons having quasiacoustic d
sion was recently proposed in Ref. 18 for the superconductivity observed in Re
However, such a mechanism is unlikely, since in the limitq→0 the phase velocity of 2D
plasmons is much higher than the electron Fermi velocity, and forq>kF there exists a
wide region of strong quantum Landau damping, due to the decay of plasmons
electron–hole pairs, where the electron–electron Coulomb repulsion predominates

At the same time, as has been shown in Ref. 19, weakly damped 2D surface
mons with square-root dispersion and relatively low frequency can exist near an inte
~heterojunction! between semiconductors with ‘‘light’’ electrons and ‘‘heavy’’ holes~as,
for example, in a GaAs/AlGaAs heterostructure!. Interaction with such plasmons~to-

FIG. 4. Critical temperatureTc ~solid line! and exponenta of the isotopic shift~dotted line! versus the position
of the Fermi level relative to the conduction-band bottom.
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gether with the strong EPI due to the slow SAWs! can give rise to Cooper pairing o
degenerate 2D electrons with a sufficiently high DOS~or in a strong QMF, whereTc does
not depend on the DOS!.

In closing, we express our sincere appreciation to M. Ya. Valakh, A. L. Kasa
V. M. Loktev, S. M. Ryabchenko, and V. B. Timofeev for helpful discussions of
questions considered in this letter and also to A. E´ . Pashitski� and V. I. Pentegov for
performing the computer calculations.
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The intra- and intermolecular basis of the zero-shear
viscosity in unentangled polymers
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A general expression for the zero-shear viscosity in unentangled poly-
mers is derived on the basis of chain pair correlations of normal modes
and mutual interaction forces. ©1999 American Institute of Physics.
@S0021-3640~99!00810-5#

PACS numbers: 61.25.Hq, 66.20.1d

It is widely believed that the zero-shear viscosity of concentrated polymer liq
below the critical molecular mass can be treated solely on the basis of intramole
forces and normal modes. A typical result of this approach is the linear molecular-
dependence of the viscosity, a finding that is often identified with Rouse chain dynam1

In this letter we show that the neglect of interchain forces and of interchain normal-m
correlations is not compatible with basic physical laws. The fact that the linear molec
mass dependence of the viscosity apparently predicted by the Rouse model matc
experimental findings may suggest tempting conclusions. However, in the light o
present discussion, the conformity is coincidental and not representative of the real
of chain dynamics.

The polymer variant of the Green/Kubo linear-response formula for the zero-s
viscosity in liquids reads2,3

h5
V

kBTE0

`

^sab~ t !sab~0!& dt, ~1!

whereV is the sample volume,kB is Boltzmann’s constant,T is the absolute temperature
andsab(t) is an off-diagonal element of the stress tensor, given by

sab~ t !52
1

V (
i 51

Np

(
n51

Ns

@m vni
a ~ t !vni

b ~ t !1r ni
a ~ t !Fni

b ~ t !#. ~2!

The subscriptn labels the Kuhn segments within thei th polymer chain, where
n51,2,3, . . . ,Ns andi 51,2,3, . . . ,Np . The total number of Kuhn segments per chain
Ns , the total number of polymer chains in the sample isNp . The quantitiesr ni

a (t) and
vni

a (t) are thea components of the position and velocity vectors, respectively, of thenth
segment in thei th chain at timet. Analogously,Fni

b (t) is theb component of the tota
force vector exerted on thenth segment in thei th chain owing to interactions with al
7620021-3640/99/69(10)/5/$15.00 © 1999 American Institute of Physics
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other segments. The velocity-dependent term in Eq.~2! represents the kinetic contribu
tion to the stress. Neglecting this term as usual leads to the well-known Kram
Kirkwood relation for the stress,

sab~ t !52
1

V (
i 51

Np

(
n51

Ns

r ni
a ~ t !Fni

b ~ t !. ~3!

The total force acting on segmentn of chain i may be analyzed into intra- an
interchain contributions,

Fni~ t !5Fni
intra~ t !1Fni

inter~ t !. ~4!

The intramolecular force mainly arises from entropy elasticity, and can be written in
continuum limit as1

Fni
intra~ t !5

3kBT

b2

]2rni~ t !

]n2
, ~5!

whereb is the Kuhn segment length. Newton’s second law now tells us that the
force acting on segmentn of chain i is related to the segment acceleration according

m ani[m
d2

dt2
rni5Fni~ t !. ~6!

If the many-particle problem of a polymer melt could be solved exactly, the seg
accelerationsani would be known, and the total forceFni(t) could be determined via Eq
~6!. That is, the stress tensor~3! and the viscosity~1! could then be calculated exactly. I
reality, we are restricted to approximations.

We therefore proceed in the following way. The solutions of semiphenomenolo
equations of motion such as the Rouse equation provide the time dependence
segment position vector,rni , so that the accelerations and, hence, the total force vec
~6! can be derived. Using Eqs.~3! and ~6!, we can rewrite Eq.~1! in the form

h5
m2

kBT

1

V (
i ,n; j ,o

E
0

`

^r ni
a ~ t ! r̈ ni

b ~ t ! r o j
a ~0! r̈ o j

b ~0!& dt. ~7!

The position vector of thenth segment is expressed in the usual normal-mode repre
tation,

rni~ t !5X i0~ t !12 (
p51

Ns21

X ip~ t !cosS pnp

Ns
D , ~8!

where the subscripts indicate the normal modep of chain i. Substituting Eq.~8! into Eq.
~7! and summing up over all segments, i.e., the terms in the sum with the subscriptsn and
o for the segments of the chainsi and j, respectively, gives

h5
m2

kBT

1

V (
i , j

E
0

`K FX0i
a ~ t !Ẍ0i

b ~ t !12Ns (
p51

Ns21

Xpi
a ~ t !Ẍpi

b ~ t !G
3FX0 j

a ~0!Ẍ0 j
b ~0!12Ns (

p851

Ns21

Xp8 j
a

~0!Ẍp8 j
b

~0!G L dt. ~9!
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Apart from the noncritical approximations mentioned so far, Eq.~9! is an exact result. It
obviously correlates normal modes of single chains as well as of pairs of chainsi , j . Let
us now discuss three levels of treatments of different physical relevance and accu

Treatment 1. Ignoring all intermolecular correlations implied in Eq.~1! and all
intermolecular forces in Eq.~4! and considering solely the intrachain force given by E
~5! leads to a fictitious result that is usually believed to represent the Rouse version
shear viscosity,1

h intraforce5
1

36

z

b
Ns , ~10!

wherez is the friction coefficient of a Kuhn segment. This is an expression very fam
to polymer scientists. However, there is no physical justification to replace the total
on a segment by just the intramolecular entropy elasticity contribution. The coincid
of the chain length dependence suggested by Eq.~10! with experimental data measured
polymer melts below the critical molecular weight4 must therefore be considered to b
coincidental. The neglect of inertial forces in the Rouse equation of motion doe
justify doing so in evaluating the Green/Kubo formula given in Eq.~1!. Inertial forces are
small relative to the other force terms in that equation, and therefore do not matte
much for the intrachain relaxation modes to be derived in the frame of the Rouse m
However, the Green/Kubo formula given in Eq.~1! is explicitly based on the total force
acting on a segment. Seeking an approximate solution of an equation of motio
deriving an expression for the stress tensor are two different things which should n
intermingled. The neglect of the total force in the evaluation of the Green/Kubo form
would simply mean that the viscosity takes the value zero. According to Newton’s se
law, the total force on a particle is equal to the inertial force. Vanishing total fo
therefore would mean constant velocity, in contradiction to viscous behavior.

Treatment 2. A somewhat more consistent attempt is to ignore all interchain
relations but to take all forces acting on a segment into account via Newton’s secon
With this strategy, Eq.~9! becomes

h intracorr5
m2

kBT

Np

V E
0

`

dtH ^X0
a~ t !X0

a~0!& ^Ẍ0
b~ t !Ẍ0

b~0!&

14Ns
2 (

p51

Ns21

^Xp
a~ t !Xp

a~0!& ^Ẍp
b~ t !Ẍp

b~0!&J
5

1

9

m2c

kBTNs
E

0

`

dtH ^X0~ t !X0~0!& ^Ẍ0~ t !Ẍ0~0!&

14Ns
2 (

p51

Ns21

^Xp~ t !Xp~0!& ^Ẍp~ t !Ẍp~0!&J , ~11!

where the chain number subscripts are now irrelevant, and have therefore been o
The quantityc[NpNs /V5const is the Kuhn segment number density. The correla
function terms in Eq.~11! can be evaluated using the stationarity relation

^Ȧ~ t !B~0!&52^A~ t !Ḃ~0!&. ~12!
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That is,

^Ẍp~ t !•Ẍp~0!&5K d4

dt4
Xp~ t !•Xp~0!L 5

d4

dt4
^Xp~ t !•Xp~0!&. ~13!

Inserting the well-known Rouse normal-mode solutions1 gives

^Ẍp~ t !•Ẍp~0!&5S 1

tp
D 4

^Xp
2~0!&expH 2

t

tp
J . ~14!

The relaxation time of the normal modep is given by tp5tsN
2/p2, where

ts5zb2/(3p2)kBT is the Rouse relaxation time of a Kuhn segment. Furtherm
^Xp

2(0)&5Nb2/(2p2p2).

Inserting Eq.~14! into Eq. ~11! now leads to entirely unrealistic results. For e
ample, the first term on the right-hand side of Eq.~11!, which is the zeroth mode, refer
to the absolute position of the center of mass of a chain. Designating the linear dime
of the sample byL and considering the thermodynamic limit, this suggests thath}L2

→`. The origin of this singularity is that the treatment is restricted to single-chain m
correlations. It is readily conceivable that the viscous behavior is generally base
motions of molecules relative to each other. That is, intermolecular interactions, a
the case of polymers, intermolecular mode correlations are therefore crucial. The n
of intermolecular phenomena is not permissible.

It is also of interest to note that a calculation of the contribution of all intrach
modes to the viscosity in analogy with Treatment 1 leads to an expression whi
independent of the molecular mass, in contrast to Eq.~10! obtained in Treatment 1. In
practice this contribution can be safely neglected, since the effects of intra- and int
lecular forces on the Rouse dynamics tend to compensate each other.

Treatment 3. A correct result for the zero-shear viscosity can only be expected
interactions and all mode correlations are taken into account. That is, Eq.~9! must be
examined in full. This in particular refers to the two-chain mode correlations implie
this equation. As the zero-shear viscosity is determined by motions of the centers o
of the polymer chains, we consider the center-of-mass contribution to the stress t
Eq. ~3!,

scm
ab~ t !52

1

V (
i 51

Np

(
n51

Ns

Xni
a ~ t !Fni

b ~ t !, ~15!

in terms of the normal-mode representation~8!. The total force exerted on chaini by all
the other chains is

Fi~ t !5 (
n,i ;o, j

Fn,i ;o, j~ t ! ~ j Þ i !, ~16!

whereFn,i ;o, j (t) is the force exerted by segmento of chain j Þ i on segmentn of chaini.
Using Newton’s third law,Fn,i ;o, j (t)52Fo, j ;n,i(t), and summing up over all segmentsn
ando converts Eq.~15! into

scm
ab~ t !52

1

2V (
iÞ j

~X0i
a ~ t !2X0 j

a ~ t !!Fi j
b~ t !, ~17!
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whereFi j
b (t) is the total force exerted on chainj by chaini. Inserting Eq.~17!, which was

first established in Ref. 5, into Eq.~1! results in the expression for the true zero-sh
viscosity of polymers,

h5
1

4kBTV (
iÞ j

E
0

`

dt^~X0i
a ~ t !2X0 j

a ~ t !!Fi j
b~ t !~X0i

a ~0!2X0 j
a ~0!!Fi j

b~0!&. ~18!

Equation~18! relates the normal modes of orderp50 of two chainsi and j and the
mutual total forces. It is therefore of an intrinsically intermolecular character. Its fur
evaluation requires the knowledge of interchain mode correlations and forces for w
no theoretical treatment is available so far. However, it is obvious that the singularity
has appeared in Treatment 2 does not occur any more: This expression now depe
the difference of the zeroth order normal modesX0i

a (t)2X0 j
a (t) rather than on the norma

modesX0i
a (t) themselves in Treatment 2. That is, the absolute position of the cent

mass does not enter any more.

Equation~18! tells us that the zero-shear viscosity of concentrated polymer liquid
based on many-chain correlations and interactions even for molecular masses bel
critical value, M,Mc . This finding is supported by recent computer simulations
Loriot and Weiner,6–8 which also reveal that the main contribution to stress arises f
interchain interactions. We conclude that single-chain formalisms cannot describ
coelastic phenomena. That is, even for relatively simple systems such as unent
polymers and contrary to the impression one gets from the literature, we are far fr
satisfactory theoretical description of viscous behavior.

Financial support by the Deutsche Forschungsgemeinschaft and RFBR~Grant No.
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First-sound rarefaction and compression waves in
superfluid He-II

V. B. Efimov, G. V. Kolmakov, E. V. Lebedeva, L. P. Mezhov-Deglin,
and A. B. Trusov
Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovk
Moscow Region, Russia

~Submitted 20 April 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 10, 716–720~25 May 1999!

The evolution of the form of first-sound waves, excited in superfluid
He-II by a pulsed heater, with increasing powerQ of the perturbing
heat pulse is investigated. In liquid compressed to 13.3 atm, a first-
sound rarefaction wave~wave of heating! is observed, which trans-
forms into a compression wave and then into a compression shock
wave asQ increases, i.e., the change in the conditions of heat transfer
at a solid–He-II interface can be judged according to the change in the
form of the sound wave. It follows from our measurements that in He-II
compression waves are excited at pressuresP>1 atm primarily as a
result of the thermal expansion of a normal He-I liquid layer arising at
the He-II–heater interface for powerQ above a critical level. ©1999
American Institute of Physics.@S0021-3640~99!00910-X#

PACS numbers: 67.40.Mj

The present letter is devoted to the study of the evolution of the form of first-so
waves excited by a source of short~0.3–10ms! thermal disturbances in superfluid heliu
~He-II! at pressuresP>1 atm with increasing power of the heat pulse. It is well known1–3

that a pulsed heater in He-II excites together with second-sound waves~entropy waves or
temperature waves! ordinary first-sound waves~density waves!. Since the thermal expan
sion coefficient of He-II is negative at temperatures above 1.2 K,b52(1/r)(]r/]T)s

,0 ~herer is the density of the liquid!, a rarefaction wave (dr5rbdT1,0 for dT1

.0) corresponds to a wave of heating propagating with amplitudedT1.0 and first-
sound velocity away from the heater in He-II. At low heat flux densityQ the energy in
the first-sound wave is much less than the energy in the second-sound wave. F
reason, the amplitudedT1 of temperature oscillations in a quasiadiabatic first-sound w
can be much smaller than the amplitudedT2 of the second-sound wave. In a line
approximation~for small Q), using the relations presented in Refs. 1–3, it can be e
mated that at saturated-vapor pressureP;PSVP<0.05 atm and temperatureT51.9 K the
amplitude ratio isdT1 /dT2.231024. Therefore a first-sound rarefaction wave wi
amplitudedT1,0.2 mK should correspond to a second-sound linear wave with am
tude dT2,1 mK. As a rule this falls outside the resolution of detectors of short h
pulses~bolometers!. The amplitude of linear waves in He-II cannot be increased subs
tially by increasing the powerQ of the perturbing heat pulse, since asQ increases, the
second-sound linear wave rapidly transforms into a shock wave, and instead of a w
heating~rarefaction! the bolometer detects the arrival of a first-sound wave of cool
7670021-3640/99/69(10)/5/$15.00 © 1999 American Institute of Physics
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i.e., a compression wave~for dT1,0, dr.0). For this reason, most previously pu
lished works~see, for example, Refs. 4–6 and the references cited there! have reported
the observation of first-sound compression shock waves produced in He-II by pow
short heat pulses.

As will be shown below, by increasing the pressure in He-II toP513.3 atm we
were able to detect simultaneously the propagation of second-sound linear wave
first-sound rarefaction waves for smallQ. It was found that asQ increases, a rarefactio
wave transforms into a compression~cooling! wave and then into a shock sound wa
with a discontinuity~jump of temperature and pressure! at the front of the traveling pulse

The construction of the experimental apparatus is similar to that described p
ously in Ref. 7, which is devoted to nonlinear second-sound waves in He-II. The
surements were performed in a 0.3 cm in diameter and 2.9 cm long cylind
waveguide, filled with a superfluid liquid, in the pressure range 1–13.3 atm at tem
turesT.1.2 K. A film heater, connected with a generator of rectangular electric pu
and a superconducting rhenium bolometer8 were placed on the waveguide faces. The
signal from the bolometer was amplified and stored in the memory of a digital osc
scope. The average power density of the emitted heat pulses in the waveguide
estimated from the relationQ5U2/RS>0.11U2 W/cm2, whereU is the voltage on the
heater,R is the resistance of the heater, andS is the cross sectional area of the waveguid
The power densityQ of the pulsed heat flux in the waveguide was varied from 0.1
150 W/cm2, and the durationt of the perturbing pulse was varied in stepst50.3, 1, 3,
and 10ms.

Just as in Refs. 4 and 5, only a first-sound compression wave (dT1,0, dr.0)
could be observed in He-II at low pressures. As an example, Fig. 1 shows oscillog
describing the evolution of the form of a first-sound compression wave in He–IIT
52.013 K andP51.05 atm with an increase in the power density of a heat pulse
fixed durationt50.3 ms ~a! and 10ms ~b!. The voltage on the oscillograph scree
(dU;dT1) is indicated along the ordinate, i.e., in all plots the signal amplitudes
measured in relative units. AdU;0.001 V noise level corresponds todT1;5
31026 K. The sweep time is measured inms. The numbers on the plots indicate th
electric voltageU on the heater. The repetition frequency of the perturbing pulses i
Hz. We note that for smallU and perturbing pulse durationst>1 ms the duration of the
detected compression wave is close to that of the perturbing pulse. ForU.18 V the
bolometer detects the appearance of a shock wave with a discontinuity at the front
traveling pulse. Similar dependences have been observed in He-II at pressures 2–

Figures 1c and 1d show oscillograms describing the evolution of the form of
sound pulses in He-II atP513.3 atm andT51.895 K with heat pulse durationst
50.3 ms ~c! and 10ms ~d!. Increasing the pressure substantially changed not only
form but also the polarity of the detected first-sound waves. For smallU the bolometer
detects the arrival of a wave of heating~rarefaction wave,dT1.0, dr,0), whose width
is close tot for t>1 ms, while the amplitude increases approximately asU2. As U
increases, the wave of heating transforms into a wave of cooling~compression wave
dT1,0, dr.0) and then into a shock compression wave, immediately after w
long-period oscillations are observed. Similar oscillations were observed at pres
below and above the critical pressurePcr52.26 atm, i.e., they can be attributed to tra
sient processes at the heater–He-II interface.
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We shall now discuss the results. It is evident from the oscillograms shown in F
1a and 1b that for;0.001 V noise a compression wave with amplitudeA5udUu
.0.001 V ~which corresponds toudT1u.331026 K) is observed with power above a
certain thresholdQcr , whose value decreases with increasing duration of the perturb
pulse. Figure 2 showsA1/2 versus the voltageU on the heater. These dependences we
calculated from measurements in He-II atP51.05 atm andT52.013 K as well as atT
52.124 K. We estimated the values ofQcr , using straight lines to fit the curvesA1/2

5 f (U). It turned out that at constant temperature and pressure in He-II the pro
Qcrt

1/2>const with the perturbing pulse durationt varying by a factor of 30, in agree-
ment with previous observations4–6 in He-II at saturated-vapor pressure. According to ou
observations, at pressuresP5126 atm the constant is essentially pressure-independe

FIG. 1. Evolution of the form of first-sound waves in compressed He-II:P51.05 atm, T52.031 K, t
50.3 ms ~a!, t510 ms ~b!; P513.3 atm, T51.895 K, t50.3 ms ~c!, t510 ms ~d!. The numbers on the
oscillograms indicate the voltage on the heater.
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but in contrast to Refs. 4–6 it is strongly temperature-dependent. This indicates th
mechanism leading to the appearance of a compression wave atP;PSVP ~pulsed boiling
up of liquid! is appreciably different from that at high pressuresP>1 atm. Since com-
pression waves are observed at pressures below and above the critical pressPcr

52.26 atm, where there is no liquid–vapor transition, they can appear primarily only
to the expansion of a normal He-I layer arising at the interface between the heate
He-II for Q.Qcr ~in He-I at temperaturesT.Tl10.006 K the coefficientb.0).

The curvesuAu1/25 f (U) constructed from measurements atP513.3 atm~Figs. 1c
and 1d! are presented in Fig. 3. The filled symbols correspond to a rarefaction wav
expected, the straight lineuAu1/2;U drawn through them passes through the origin. T
open symbols correspond to a compression wave. The threshold powersQcr , above
which a compression wave is excited, can be estimated from the intersection o

FIG. 2. First-sound amplitudeA versus the heater voltageU plotted as A1/25 f (U). P51.05 atm, T
52.013 K, t50.3 ms — squares,t510 ms — triangles,T52.124 K, t510 ms — diamonds.

FIG. 3. First-sound amplitudeA versus the voltageU on the heater plotted asA1/25 f (U). P513.3 atm,
T51.895 K,t50.3, 1, 3, and 10ms; filled symbols — rarefaction waves, open symbols — compression wa
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straight lines drawn through the open symbols with the abscissa. It turned out that, j
at lower pressures, the productQcrt

1/2 remains essentially unchanged ast increases from
0.3 to 10ms.

At the beginning of this letter we noted that in the linear approximation the c
puted ratio of the amplitudes of temperature oscillations in first- and second-sound w
of heating in He-II at saturated-vapor pressure and temperatureT51.9 K is dT1 /dT2

5231024. Our numerical calculations based on the two-fluid model1,2 showed that as
pressure increases in He-II up to 15 atm the ratiodT1 /dT2 at T51.9 K must increase by
an order of magnitude. To compare the computational predictions with experimen
estimated the ratio of the slopes of the straight linesA1

1/25k1U and A2
1/25k2U drawn

through the experimental points describing for smallU the dependences of the amplitud
A15 f (U) andA25 f (U) of the first- and second-sound waves of heating excited in H
at P513.3 atm andT51.895 K by heat pulses with durationst51, 3, and 10ms. The
ratio of the coefficients lies in the rangek2 /k1'2366, i.e., the results of the measur
ments agree with the theoretical calculationk2 /k15(dT2 /dT1)1/2'23.

In summary, our investigations have shown that increasing pressure in He-II
atm increases by an order of magnitude the ratio of the amplitudes of temperature
lations in first- and second-sound waves of heating generated by a pulsed heate
superfluid liquid at lowQ.

For power above a critical levelQcr , which is essentially pressure-independent
P.1 atm but increases away fromTl or with decreasing duration of the perturbing pul
~ast21/2), the mechanism of heat transfer at the heater–He-II interface changes qu
tively, which is manifested as excitation of first-sound compression~cooling! waves. The
observations of compression waves at pressures below and abovePcr indicate that these
waves appear mainly as a result of the thermal expansion of a normal He-I liquid
arising near the surface of the heater with large heat loads. At low pressuresP'PSVP the
film boiling up of liquid, previously thought to be the main mechanism leading to
excitation of first-sound shock waves with pulsed heating of He-II, must also be t
into account.

We thank A. A. Levchenko, A. V. Lokhov, and A. F. G. Wyatt for assisting in t
investigations and for discussing the results. This work was performed as part of i
tigations supported by the Grant INTAS-93-3645-EXT.
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Instability of the non-Fermi-liquid state in a metal with
d or f impurities

L. A. Manakova
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

~Submitted 20 April 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 10, 721–726~25 May 1999!

It is shown that the non-Fermi-liquid state is unstable with respect to
scattering of multiparticle excitations with different quantum numbers
by one another. As a result of the scattering, a multiparticle Fermi-
liquid resonance forms at the Fermi level. An anomalous increase in the
conductivity occurs as a result of a transition between the non-Fermi-
liquid and Fermi-liquid states. ©1999 American Institute of Physics.
@S0021-3640~99!01010-5#

PACS numbers: 71.10.Hf, 71.10.Ay

1. The most popular systems showing non-Fermi-liquid behavior at presen
generalized variants of Anderson’s impurity model and multichannel, both spin an
bital ~quadrupole!, Kondo models~see, for example, the review in Ref. 1!. As is well
known,2,3 the non-Fermi-liquid~NFL! state is unstable with respect to any excitatio
that lift the degeneracy with respect to the orbital or spin degrees of freedom. Sp
cally, in the two-channel quadrupole Kondo model two instability mechanisms w
known previously. The first one is an instability with respect to distortions of an impu
center that lower the symmetry of the center~Jahn–Teller or pseudo Jahn–Teller effec!2

and lift the orbital degeneracy of the impurity level. The second mechanism descr3

the instability of the NFL state with respect to the anisotropy of the scattering chan
The anisotropy of the channels arises in an external magnetic field and the corresp
crossover from the NFL to the FL state has been observed in Ref. 4. A new phy
realization of the two-channel quadrupole Kondo model and instability of the NFL s
with respect to tunneling-induced interband scattering were described in Ref. 5 for d
quantum-size structures.

In the present letter it is shown that in metals containing an impurity with unfilled
or f shells there occurs aninstability of the NFL state with respect to the rescattering
one another of multiparticle excitations having different zprojections of the quadrupole
moment. A transition between the NFL and FL states occurs as the impurity leve
comes deeper.

2. Physical realizations of the two-channel quadrupole Kondo model have
proposed in Ref. 2 for U-based heavy-fermion compounds and for high-Tc superconduc-
tors. Keeping this in mind, in the present letter a nonmagnetic quadrupole doublet
crystal field of 3d or G3 symmetry is considered as the deep impurity state. The ta
into account of the splitting of thef or d levels by the crystal field signifies a transitio
7720021-3640/99/69(10)/7/$15.00 © 1999 American Institute of Physics
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from the angular momentum representation to the irreducible representations of the
group of the crystal. As is well known, a cubic crystal field splits the 3d states of
transition-metal ions into a doubly degenerateeg level and a triply degeneratet2g level.
The eigenfunctions and quantum numbers of an electron in aneg level are, correspond
ingly, the cubicdeg functions and the row number of the irreducible representation of
meg

group is61. It is convenient to describe aneg doublet with one electron~or hole! by

the pseudospin variablet̂d , whose projections on the coordinate axes are also the c
ponents of the quadrupole moment tensor. The two values of the quantum nu
m561 correspond to the projections of the quadrupole moment on thez axis: t̂d

z

5(1/12)@3Lz
22L(L11)#561/2 corresponding to occupieddz2 orbitals (Lz50) and

dx22y2 orbitals (uLzu52), whereL̂ is the angular momentum operator. The operatort̂d
x

;Lx
22Ly

2 rotates the pseudospin. In U-based compounds the ground state of the U41 ion
is a 5f 2 G3 doublet obtained as a result of splitting of a multiplet with total angu
momentumJ54 by a cubic crystal field. TheG3 doublet possesses a quadrupole mom
and has no magnetic dipole moment. The parametrization of theG3 doublet by pseu-
dospin 1/2 is similar to the parametrization for theeg doublet above, the difference bein
that the projections of the quadrupole moment can be expressed in terms of the
values of the operatorsĴ2 andĴz . The collection of quantum numbers in a crystal field
denoted below as (L,m), L[eg , G3 . The initial Hamiltonian of the system has th
standard form for the generalized Anderson model

H5H001Hh1HU and H005 (
kk8s

«kaks
1 aks1(

ms
«LdLms

1 dLms ,

whereHh andHU are the hybridization and Coulomb repulsion on a deep level and
given by

Hh5(
ksm

~Tkm
L aks

1 dLsm1h.c.! and HU 5 (
m,m8;s,s8

Umm8nLmsnLm8s8~12dmm8dss8!,

~1!

the operatorsdLms
1 anddLms describe the quasilocal electronic states of theL doublet

with z projection of the pseudospinm and spins ~spin for theeg doublet!. For a deep
impurity level (gL /«L!1, gL;uTkFm

L u2r0 , andr0 is the density of itinerant states! the

effective interaction between itinerant electrons and an electron in a deep level
tained after applying a Schrieffer–Wolf transformation to the HamiltonianH. The inter-
action, which is an exchange interaction with respect to the quadrupole moment
impurity and a ‘‘non-Kondo’’ interaction with respect to the spin variables, is stud
below. The physical conditions under which this is the predominant interaction have
examined in detail in the second of Refs. 5.

It should also be noted that the states of theG3 doublet hybridize with the band
states withG8 symmetry ~the partial components areuG8,2& and uG8,1&) and Ḡ8 ~the
partial components areuG8 ,22& anduG8 ,21&). Scattering processes occur only betwe
two partial states within each group.2 Correspondingly, the complete Hamiltonian is

sum of two terms withs51.2[G8 , Ḡ8 , corresponding to exchange scattering with
each group. On this basis the transformed Hamiltonian has the formH̄5H001Hsc

1H int , where
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Hsc5 (
kk8ns

~Tkk8
Ln akns

1 ak8ns1h.c.! andH int 5 (
kk8mm8ns

Vmm8
Ln

~kk 8!akns
1 ak8nsdLm

1 dLm8 .

~2!

Heren enumerates the bands with which theL doublet can hybridize.

The Hubbard repulsionUmm8 at a site is the largest parameter in the proble
Therefore the matrix elements satisfy the standard relations:

Vmm8
Ln

~kk 8!;2
Tkm

Ln* Tk8m8
Ln

EL2«F
, Tkk8

Ln ;(
mm8

Vmm8
Ln

~kk 8!, «F2EL[«L .

If the symmetry of the band states is such that the hybridization matrix elementsTkm
Ln

have nonzero values for both components of theL doublet, then they are at the same tim
spatially nonlocal. On account of this, in Eq.~2! the matrix elements of the interaction a
spatially nonlocal and possess nonzero values withmÞm8. These two conditions are
sufficient for the HamiltonianH int in Eq. ~2! to be reducible to the Hamiltonian of th
two-channel quadrupole Kondo model. For this we expand the operatorsakns and matrix
elementsTkk8

Ln and Vmm8
Ln (kk 8) in terms of the cubic harmonicsKLb(Vk…, b561. It is

assumed that the conduction electrons can also be described by pseudospin 1/2. U
partial componentsakbns the HamiltonianH̄ can be written as

H̃5H001 (
kk8s

(
bb8n

Tbb8
Ln

~kk8!akbns
1 ak8b8ns

1 (
kk8s

(
i 5x,y,z

(
b,b8n

Vibb8
Ln

~kk8!akbns
1 ak8b8nst̂L

i , ~3!

where the interaction matrix elements and the pseudospin operator are as follows (ŝ i are
Pauli matrices!:

Vmm8
Ln

~kk 8!5 (
i 5x,y,z

Vkk8
Ln

~ t̂L
i !mm8 , t̂L

i 5 (
mm8561

dLm
1 smm8

i dLm8 ,

and (
m561

dLm
1 dLm51.

In the system described by the HamiltonianH̃ in Eq. ~3! there are two physica
mechanisms which give rise to resonant states near the Fermi level. The interactioH int

is responsible for the formation of multiparticle NFL resonances at the Fermi level.
term Hsc describes scattering of multiparticle excitations with quantum numbersbÞb8
by one another.This scattering can lead to the formation of an additional and only
Fermi-liquid resonance at the Fermi level.

According to the formalism developed in Ref. 5, it is convenient to diagonalize
Hamiltonian in Eq.~3! in two steps. At the first step we diagonalize the Hamilton
H05H001H int and obtain multiparticle excitations at the Fermi level. Next we take
account the scattering induced between multiparticle excitations by the termHsc.

3. In the present letter we shall be interested in the main effect of the interactio
the existence of a multiparticle resonance at the Fermi level. The Green’s functioGL
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corresponding to this resonance can be calculated by the bosonization method, whi
introduced in Ref. 6 for an interaction of the type~3!. The crux of the method consists i
expressing the operatorsakbns5*2`

1`e2 ikxcbs
(n)(x) in terms of collective variables, which

are described by the Fourier components of the Bose fields corresponding to chargc),
spin or~equivalently! color (f ), pseudospin (s), and mixed~pseudospin–color5 spin–
quadrupole,s f) density operators. The HamiltonianH05H001H int can be represented i
terms of these variables as a sum of four terms corresponding to four spinless coll
fermion channels. The charge and spin~color! channels are not related with the impuri
pseudospin. In the two other channels the interactions in Eq.~3! have the form

H int5(
n

Vx
Ln

~2ap!1/2
@cs f

(n)1~0!1cs f
(n)~0!#t̂L

x 1Ṽz
Lncs

(n)1~0!cs
(n)~0!t̂L

z . ~4!

Here a is the lattice constant,cs,s f
(n) (0)[cs,s f

(n) (x50), x is the spatial coordinate, an
Ṽz

Ln52(Vz
Ln2pvF). The representationVibb8

Ln (kk8)5Vi
Ln(ŝ i)bb8 was used for the ma

trix elements of the interaction in Eq.~3!.

The resonance level is described by fermion operatorsd1 andd, which are related
with the pseudospin operator by means of the Majorana representation:6 d15 t̂L

1ĥ,
tL

z 5d1d21/2, andĥ is a Majorana~real! fermion operator, whereĥ251. The Green’s
function of the resonant level possesses both normal (;^dd1&) and anomalous
(;^dd&, ;^d1d1&) components, since the number of fermions in Eq.~4! is not con-
served. The HamiltonianH0 with finite interaction constantsṼz

Ln can be diagonalized
because the ‘‘hybridization’’ and the interaction in Eq.~4! are ‘‘distributed’’ in different
channels. A method for calculating the Green’s function of the resonant level with
interaction constantsṼz

Ln has been proposed in Ref. 5. Using the results of Ref. 5
obtain

ĜL
(6)~z!5A6G~12as!r̃0F ~ ŝ02ŝx!S W

z1 iGK
LD 12as

1~ ŝ01ŝx!S W

z D 12asG , ~5!

A6 are phase factors for Rez:0, G(x) is the gamma function,as5(nasn , asn

5(dsn /p)2, dsn are phase shifts characterizing the scattering in pseudospin chan
r̃05r0(r01/r0)as1(r02/r0)as2, r0;1/W, r0n;1/Wn , W5(nWn , Wn are of the order
of the band widths,GK

L[(nGKn
L , GKn

L ;(Vx
Ln)2/Wn ~the Fermi level is taken as th

reference zero point everywhere!, and Imz,0, since we are calculating the retard
Green’s function. The NFL resonance of widthGK

L at the Fermi level is formed by a
mixed spin-quadrupole mode, which is charged on account of the quadrupole con
tion. The interactions in the pseudospin channels are of a screening character and p
an effective broadening of the NFL resonance. It follows from Eq.~5! that the interfer-
ence of the resonances from different electron groups also leads to an effective bro
ing of the total resonance as compared with the single-resonance case.

The Green’s functions of the conduction electrons can be obtained by the equa
of-motion method.7 Their components which are diagonal with respect to the inden
have the form

G0m
n ~kk 8;z!5dkk8G00m

n ~k;z!1G00m
n ~k;z!Tkm

Ln* GLmm~z!Tk8m
Ln G00m

n ~k8;z!, ~6!
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whereG00m
n (k;z) is the Green’s function of the noninteracting electrons andGLmm(z) is

the Green’s function of the impurity level with the interaction taken into account.
obtain the density of states at the Fermi level, we substitute into Eq.~6! the Green’s
function of the resonance levelGL(z) from Eq. ~5! and write the Green’s function~6!
using the partial statesaknbs . Then we obtain

rLn~«!2r0n~«!52
1

p
Ar Im SpĜL

(1)~«!5Ar (
i 51,2

sin@~12as!arctanG i /«#

Was~«21G i
2!(12as)/2

, «.0,

~7!

Ar;gLnr0n , gLn5(bgLnb[(buTkFb
Ln u2r0n , and the widthsG15d→0 and G25GK

L

correspond to two terms in the Green’s functionĜL
(1) .

4. The scattering induced between multiparticle excitations having differentz pro-
jections of the quadrupole moment (bÞb8) by the termHsc in Eqs.~2! and~3! gives rise
in the complete Green’s functions to a pole corresponding to a Fermi-liquid resonan
the Fermi level. With the scattering taken into account, the Green’s function has the

Gb
n ~kk8;z!5dkk8G0b

n ~k;z!1G0b
n ~k;z!

Tkb
LnTk8b

Ln* Sb8
Ln

~z!

«L
2 D~z!

G0b
n ~k8;z!, bÞb8, ~8!

~in Eq. ~8! all quantities are summed overm), G0b
n (k;z) are the Green’s functions

determined for the spectrum with the density of statesrLn(«),

Sb
Ln~z!5(

k

uTkb
Lnu2f ~«kn!

z2«kn
, D~z!512

Sb
Ln~z!Sb8

Ln
~z!

«L
2

, bÞb8, ~9!

and f («) is the Fermi function. The self-energy functionsSb
Ln(z) have singularities at the

Fermi level which correspond to multiparticle peaks in the density of states. For sim
ity, the term quadratic in the self-energy functions is retained inD(z), since this term
contains the maximum singularity at the Fermi level. This term is present only
bÞb8. At zero temperature the contribution of the resonance levels to the self-en
functionsSb

Ln(z) is determined by the expressions

Sb
Ln~z!5uTkFb

Ln u2E
2`

0

d«
rLn~«!

z2«
'AngLngLnbr̃0S W

z1 iGK
LD 12as

~21!as21, ~10!

An;1. Foras50 an additional term, which is singular foruzu!GK
L , appears inSb

Ln(z).
It corresponds to ad-like contribution to the spectral function of the impurity degrees
freedom, which are not related with the conduction electrons~see the second term i
GL

(6) in Eq. ~5! with as50, z5«1 id), and it has the form

Sb
n ~z!;1/z, uzu!GK

L . ~11!

The poles of the Green’s functions in Eq.~8! and, correspondingly, the new Ferm
liquid resonances with energyzr5« r1 ig r at the Fermi level are determined by th
solutions of the equationD(zr)50.

Using expressions~10! is it easy to show that for allas<1/3, includingas50, there
exist FL resonances with widthsug r2GK

Lu!GK
L , which for g r@u« r u are determined by

the expression
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ug r2GK
Lu

W
5Ar S gLn

2 r̃0

«L
D 1/(12as)S gLnbgLnb8

gLn
2 D 1/2(12as)

, ~12!

Ar;1. This expression determines two resonances with close widths:g r
6[GK

L6dg,
dg!GK

L . For as51/3 both resonances lie at the Fermi level, forming a total resona
with a weakly non-Lorentzian shape. Foras,1/3 the resonances are ‘‘separated’’ by
amount 2« r symmetrically with respect to the Fermi level. The maximum splitting w
« r5dg occurs foras50. The width of the NFL resonance at the Fermi level, i.e.,
characteristic binding energy of the collective states comprising it, decreases as t
purity level becomes deeper. Correspondingly, the FL resonances, whose existen
quires decay of the NFL collective states, can exist for a sufficiently deep impurity l
Specifically, for equivalent parameters for both groups of electrons the position o
level should satisfy

«L /W@~gL /W!2as, ~13!

and asas decreases, the FL resonance exists for increasingly deeper levels.

Using Eq. ~11! we obtain that on account of scattering due toHsc the impurity
degrees of freedom which are not related with the conduction electrons engen
localized state with energy«b5dg above the Fermi level.

We see that scattering of multiparticle excitations having differentz projections of
the quadrupole moment by one anotherleads to a transition between NFL and Ferm
liquid states as the impurity level becomes deeper. The former corresponds to a powe
law singularity inG0m

n (kk 8;z) in Eq. ~6! and the latter corresponds to a simple pole
Gb

n (kk8;z) from Eq. ~8!.

5. The transition rate for scattering fromukn& into uk8n& is determined by the
expression

W~k,«kn ;k8,«k8n!52puT~k,«kn ;k8,«k8n!u2d~«kn2«k8n!

with the scattering amplitude

T~k,«kn ;k8,«k8n!5 (
pp8s

^aknsuHscuapns&^apnsuGuap8ns&^ap8snuHscuak8ns&, ~14!

whereGpp8
n is the Green’s function determined in Eq.~8!. Using a Landauer-type formula

for the conductivity and comparing the resonant and non-Fermi-liquid contribution
the transition rate, it is easy to obtain the following relation for the maximum value
the conductivities:

s r
max~0!@sNFL

max~0! ~15!

for all values of the parameters for which an FL resonance exists. This relation m
that a transition between the NFL and FL states is accompanied by an anomalou
crease in the conductivity.

The termHsc with potential scattering is obtained, simultaneously with the effec
interaction, as a result of a Schrieffer–Wolf transformation. In this sense the insta
considered above is ‘‘primary’’ as compared with the previously known instabilitie2,3

For fixedas the existence of this instability depends only on the depth of the level.
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is also true when the scale of thehtL
z -type tetragonal distortions of the impurity site

less than the characteristic energygL associated with scattering. Thekey conditionfor
the existence of an instability is spatial nonlocality of the hybridization matrix eleme

A direct experimental method making it possible to observe instability is tunne
spectroscopy, specifically, the determination of the current–voltage characteristic
presence of tunneling through a barrier containing orbitally degenerate local states
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Above-barrier excitons: first magnetooptic investigation

M. R. Vladimirova, A. V. Kavokin, M. A. Kaliteevski , S. I. Kokhanovski ,
M. É. Sasin, and R. P. Se syan* )

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St.
Petersburg, Russia

~Submitted 6 January 1999; resubmitted 24 April 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 10, 727–732~25 May 1999!

An above-barrier localized excitonic state in a Bragg confining semi-
conductor superstructure based on an~In, Ga!As/GaAs heterosystem is
observed experimentally. A sharp excitonic resonance corresponding to
the interference mechanism of localization is observed in the absorption
spectrum of this structure at 1.548 eV, i.e., 33 meV above the energy of
a bulk exciton in GaAs. The oscillator strength of the above-barrier
exciton is twice that of the main excitonic state in the system, and the
above-barrier exciton gives rise to sharp Landau oscillations in the
magnetoabsorption spectra. ©1999 American Institute of Physics.
@S0021-3640~99!01110-X#

PACS numbers: 71.35.Cc, 78.20.Ls, 73.40.Kp

1. LOCALIZATION IN A REPULSIVE POTENTIAL

More than 60 years ago Wigner and von Neumann1 predicted theoretically that an
electron can be spatially localized not only by an attractive but also by a repu
potential if this potential has a special form. Localization for positive energies a
because of repeated above-barrier reflection of the electronic wave function on the
of the potential. In 1975 Stillinger2 proposed semiconductor superstructures~complex
multilayer heterostructures! as an object where Wigner–von Neumann localization
possible. Superlattices with built-in thick layers and ideally smooth interfaces wer
quired to observe such localized states experimentally.

In the last five years a series of observations of above-barrier localized electron
excitons in superlattices with thick layers have been reported.3–8 The nature of these
states can be easily understood by drawing an analogy between a superlattice
ordinary crystal lattice. A superlattice, as a quasicrystal, possesses its own band str
different from that of its constituent semiconductor crystals. The band structure
superlattice is characterized by alternation of one-dimensional allowed and forb
minibands, possessing energies both above and below the barrier. A thick laye
superlattice is the analog of an impurity center in a crystal lattice. Discrete levels
ciated with these ‘‘impurities,’’ including in the presence of above-barrier energies,
in the forbidden minibands. Bragg-ordered superlattices, where the layer thickn
equal one-fourth the de Broglie wavelength of an electron with energy correspondi
the above-barrier state, are optimal from the standpoint of spatial localization of a
barrier electrons. The thickness of the thick barrier equals half the de Broglie wavele
7790021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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The penetration depth of the electron wave function into the region of the superl
‘‘mirrors’’ can be easily calculated by the transfer matrix method. It is given by

L5d ln21F mBE

mA~E2V!G , ~1!

whered is the superlattice period,E is the electron energy measured from the conducti
band bottom in the ‘‘well’’ material,V is the barrier height, andmA and mB are the
effective electron masses in the ‘‘well’’ and ‘‘barrier’’ materials, respectively. It is o
vious that the penetration depth of an electron into the effective barrier vanish
E5V. Thus interference above-barrier localization of an electron can be more effe
than localization in an ordinary quantum well. We have shown previously7,8 that the
oscillator strength of an exciton localized above a barrier can be an order of magn
greater than that of a bulk exciton.

Excitonic states formed by above-barrier electron and hole have been studie
perimentally thus far primarily by photoexcitation of luminescence and Ra
spectroscopy4,6 in GaAs/~Al,Ga!As-based periodic structures. In the present work
investigated the system~In, Ga!As/GaAs, which is more suitable for identifying a
above-barrier excitonic transition, since in this system the barrier height determine
the offset of the bands in GaAs is known exactly.8 Moreover, the excitonic absorption
edge spectra as well as the electron and hole dispersion laws have been studie
oughly in GaAs.

The structure grown by molecular-beam epitaxy at the A. F. Ioffe Physicotech
Institute consisted of 10.5 periods, each of which included a 13 nm thick GaAs
surrounded by 10 periods of an In0.1Ga0.9As/GaAs superlattice with 3.4 and 6.5 nm thic
layers, respectively. The GaAs substrate was completely etched off, which made i
sible to measure the transmission spectra of the sample directly. According to ca
tions, an above-barrier exciton should be formed in this structure by an electron
hole occupying the first forbidden minibands of the superlattice. Figure 1 shows a se
of the sample and the band scheme of the structure as well as the electron an
wave-function envelopes, calculated by the transfer matrix method, at energies
sponding to the localized above-barrier states. It is evident that both the electron an
possess compact wave functions which are localized as a result of Bragg interfere
the superlattices. Strictly speaking, the Bragg condition holds in this structure only f
electron, but hole confinement by the forbidden valence minibands is just as effect
electron confinement, since the hole mass is larger. The overlap integral betwee
electron and hole wave functions isI eh50.98.

2. EXPERIMENT AND ANALYSIS

The light transmission spectra of the sample were measured at liquid-helium
perature in magnetic fields up to 7 T. Figure 2 demonstrates the transmission spect
zero field~solid line!. Three excitonic resonances, corresponding to transitions marke
arrows in Fig. 1, are clearly seen. These are peaks due to transitions between th
electron and hole minibands (SLE1), an above-barrier localized exciton (UBE), and
also~see Fig. 3! an above-barrier transition between the second allowed minibands f
electron and hole in the superlattice (SLE2). It is evident that the energy of a localize
above-barrier exciton is approximately 30 meV greater than the band gap in GaAs
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FIG. 1. Schematic band structure and cross section of the sample. At the top and bottom of the band sc
computed electron and hole envelopes of the wave functions for above-barrier states.

FIG. 2. Light transmission spectrum of the structure: experiment~solid lines! and theory~dotted lines!.
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also important to note that no resonance features in the spectrum are seen at the en
a bulk exciton in GaAs. This means that the artificial band structure of the superl
completely dominates the band structure of the constituent crystalline materials
narrow excitonic lines attest to a high quality of the structure grown, much higher
that of the samples investigated in previous works on an above-barrier exciton.3–6

The dotted lines in Fig. 2 show the theoretically computed spectra, obtained b
transfer matrix method with a complex dielectric function containing three resonant t
describing different excitonic transitions as well as an imaginary part with a small
quency dependence, describing interband absorption. The excitonic parameters giv
best agreement with experiment were obtained. The energy\v0 of an exciton in the first
miniband was found to be 1.452 eV. Its longitudinal–transverse splitting\vLT was 0.12
meV, and the damping\G was 0.5 meV. For the above-barrier exciton these parame
were:\v051.548 eV,\vLT50.14 meV, and\G55 meV.

Let us compare the results of first-principles calculations and the excitonic ch
teristics obtained by fitting the spectra. In this calculation we employed the single-pa
electron and hole envelopes, shown in Fig. 1, and the corresponding energies obtai
solving the one-dimensional Schro¨dinger equation by the transfer-matrix method. T
technique which we employed is described in detail in Ref. 7. Using the single-pa
functions, we calculated the excitonic state by a variational method using a very s
trial function describing the relative motion of an electron and a hole in the plane:

FIG. 3. Absorption spectra in a magnetic field. The arrows mark excitonic transitions, due to an above-
state (UBE) and the second minibands of the superlattice (SLE2), as well as the band gap in GaAs (Eg(GaAs)).
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f ~r!5A2

p

1

a
expS 2

r

aD , ~2!

wherea is the variational parameter~the details of the calculation in a magnetic field a
given in Ref. 9!. To solve the excitonic problem in a superlattice we employed
two-parameter trial function

f ~r,z!5~par
2az!

21/2expF2S r2

ar
2

1
z2

az
2D 1/2G ~3!

and we made use of the approximate method of an effective mass in a miniband
procedure reduced to elaborating the formalism of Ref. 10 for magnetoexcitons.

The excitonic parameters calculated in this manner were found to be\v0

51.456 eV,\vLT50.13 meV, and\G54.8 meV for an exciton in the first miniban
and \v051.544 eV, \vLT50.14 meV, and\G56 meV for an above-barrier exciton
Comparing these results with the data presented above it is obvious that the calcu
and experiment agree very well, which attests once again to the high quality o
experimental structure.1! It is important to note that, as follows from the calculations, t
above-barrier exciton possesses binding energy and oscillator strengthgreater thanthose
of the main excitonic state in a superlattice. This confirms the extraordinary efficien
above-barrier interference localization by the Wigner–von Neumann scenario.

Figures 3 and 4 show the magnetooptic spectra of the structure and the corres
ing ‘‘fan diagram,’’ i.e., the magnetic field dependence of the energies of the peaks
initial spectrum in Fig. 3 (H50) shows two wide smooth maxima, which are the res
of interference accompanying reflections at the interfaces of a thin sample an
vacuum. This ‘‘parasitic’’ interference can be easily eliminated by dividing the trans
sion in a field by the transmission without a field~the series of spectra lying below!. We
underscore the complete absence of any spectral features in the region of the abs
edge of GaAs, the thick-barrier material. Landau quantization is clearly seen fo
superlattice exciton and for the above-barrier exciton. Correcting the ‘‘fan diagrams
adding the excitonic binding energies to the energies of the absorption peaks, w
tracted the true electron cyclotron energies. Further, reconstructing the fan diagra
reduced-field coordinates with allowance for the numbers of the electron Landau l
x5\v0( l 11/2), wherev0 is the electron cyclotron frequency in vacuum, we obtain
curves presented in Fig. 4 which can be described by the following regression
E1(x)51.4553118.04x2189x2 and E2(x)51.5509114.25x213.3x2. The cyclotron
masses presented, which correspond to the reciprocal of the linear coefficient,
m50.054m0 for the superlattice exciton andm50.07m0 for the above-barrier exciton
The latter value agrees well with the effective mass of an electron in GaAs with en
;30 meV aboveEg . This means that the mass of the heavy hole forming the ab
barrier exciton is infinite in the plane of the layers, which indicates that the above-b
hole is localized in the plane. Such localization is probably due to monolayer interf
fluctuations in the structure. If the hole is localized in a plane, the standard selection
for transitions between electron and hole Landau levels break down and transitions
a lower hole level to all electronic Landau levels contribute to the ‘‘fan.’’ This means
the cyclotron mass of the exciton becomes equal to the electron mass.
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FIG. 4. Fan diagram formed by the main excitonic state (SLE1) and an above-barrier exciton (UBE) in the

coordinatesx5\v0( l 1
1
2). The diagram was constructed according to the energies of the experimental

adjusted by the computed binding energies of excitons~see inset!. The slope of these lines gives the reduc
cyclotron mass as a function of the transition energy.
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Anomalous magnetic properties of the complex „ET…2C60
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L. Weckhuysen and V. V. Moshchalkov
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N. G. Spitsina and É. B. Yagubski 
Institute of Chemical Physics, Russian Academy of Sciences, 142432 Chernogolovka
Moscow Region, Russia

~Submitted 21 April 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 10, 733–738~25 May 1999!

Investigations of the temperature dependences of the magnetic perme-
ability and dielectric permittivity in the temperature range 4.2 K<T
<300 K and the field dependence of the magnetizationM (B) in fields
B<50 T show that the magnetic properties of the complex (ET)2C60

cannot be described on the basis of the standard model, which assumes
that the paramagnetic oxygen impurity makes the dominant contribu-
tion. It is found that the magnetism in~ET!2C60 is due to the diamag-
netic properties of the C60 and ET molecules and to specific paramag-
netic centers of the type C60

2 , which possess an anomalously lowg
factor ugu'0.14. Anexperimentum crucisis proposed for checking the
oxygen paramagnetic center model for pure C60 films. © 1999 Ameri-
can Institute of Physics.@S0021-3640~99!01210-4#

PACS numbers: 81.05.Tp, 81.40.Rs, 75.20.Ck, 77.22.Ch

1. According to the conventional point of view, the magnetic1,2 and dielectric3 prop-
erties of C60 fullerene are determined by oxygen impurity. For example, the experime
data on the temperature dependence of the magnetic susceptibility1,2 can be represente
as a sum of two terms

x~T!5xdia1xpara~T!, ~1!

where xdia is a negative constant andxpara is positive and increases with decreasi
temperature, following the Curie lawxpara;1/T. It is the existence of the paramagne
contributionxpara(T) that is ordinarily attributed to oxygen impurity, while the diama
netic contributionxdia is due to the internal properties of the C60 molecule.1,2 In the
opinion of the authors of Ref. 3 the dipole moments of the oxygen molecules
completely determine the temperature and frequency dependences of the permitti

It should be noted that the dielectric and magnetic characteristics of C60 films
depend strongly on the preparation and annealing conditions:1–4 Annealing can change
the oxygen impurity density and the properties of the C60 matrix, making it difficult
7850021-3640/99/69(10)/7/$15.00 © 1999 American Institute of Physics
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to distinguish these effects unequivocally. Single crystals of fullerene–org
donor complexes, characterized by small charge transfer, may be more prom
from this standpoint.5,6 This situation occurs in (ET)2C60, where ET is
bis~ethylenedithio!tetrathiafulvalene.5,6

In the present letter we shall show that for (ET)2C60, even though the temperatur
dependence of the magnetic susceptibility has the form~1! and a substantial correlatio
remains between the magnetic and dielectric properties, the magnetic properties
be satisfactorily described in a model based on oxygen impurity. Moreover, experim
performed in a strong magnetic fieldB,50 T show that the characteristics of the hyp
thetical paramagnetic center must be either substantially modified or this model can
used at all to explain the magnetic properties. We note that the magnetic propert
C60-based compounds and C60 molecular complexes in strong magnetic fields have,
all practical purposes, not been studied.

2. The experiments were performed on 23130.5 mm (ET)2C60 single crystals. The
structural characteristics of the samples were identical to those obtained previou
Refs. 5 and 6. During the investigation of the magnetization the magnetic field vecto
in the crystallographicab plane ~the arrangement of the C60 and ET molecules in this
plane is shown in the inset in Fig. 1!.

The temperature dependence of the magnetizationM (T) in fieldsB<6 T was mea-
sured in the temperature range 4.2–300 K on an Oxford Instruments vibrating coil
netometer. The field dependence of the magnetizationM (B) in fields up to 50 T at
liquid-helium temperatures was investigated on the pulsed-field apparatus at Ca
University in Leuven~Belgium!. An induction method was used to determineM (B) in
strong fields,7 and both electronic compensation and control experiments with an e
measuring coil were used to distinguish accurately the signal due to the sample
measurements of the dielectric properties of (ET)2C60 in the range 10–100 MHz were
performed using an apparatus based on a NR-4191 A impedance meter, descr
Ref. 8.

FIG. 1. Temperature dependence of the magnetic susceptibility in (ET)2C60 for B,6 T. Dots — experiment;
solid line — fit using Eq.~2!. The statistical fitting error for the parameters presented in the text is shown o
straight line corresponding to thexdia5const region. Inset: (ET)2C60 structure in the crystallographicab plane.
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3. The temperature dependence of the magnetic susceptibility for~ET!2C60 is shown
in Fig. 1. One can see that qualitatively the curvex(T) corresponds to Eq.~1!: At room
temperaturex(T),0, while for T,25 K ‘‘paramagnetic’’ growth ofx is observed. At
the same time,xdia remains constant only in the range 25,T,200 K, while for
T.200 K the susceptibility decreases somewhat with temperature~Fig. 1!. In the entire
temperature range 1.8,T,300 K the empirical formula

x~T!5a1bT1cT21p/T, ~2!

wherea524.0331027, b55.6310210, c522.42310212, p51.0531026, andx(T)
is measured in cm3/g ~emu/g! and T in K, can be used to fit the experimental data
x(T).

It is interesting that x'23.531027 cm3/g in the plateau region 25 K,T
,200 K. This value is essentially identical to the value ofxdia for C60.1,2 However, 1 g
of C60 contains 8.631020 C60 molecules, while (ET)2C60 is a dilute system, 1 g ofwhich
contains 431020 C60 molecules. As a result, the diamagnetic response per C60 molecule
for ~ET!2C60 is approximately two times stronger than for pure C60. It is natural to infer
that the ‘‘additional diamagnetism’’ in (ET)2C60 is due to ET molecules with completel
filled electron shells and occupying the ground state. This situation agrees with the
of small charge transfer in the~ET!2C60 complex,5,6 since for a chemical bond with stron
charge transfer the ET molecules will exhibit not diamagnetic but rather paramag
properties.9

We note that the ‘‘paramagnetic’’ contribution tox(T) in ~ET!2C60 is much smaller
than for pure C60, as a result of which the experimental samples remained diamag
even at liquid-helium temperatures~Fig. 1!. At first glance such behavior can be attri
uted to the lower oxygen impurity density in~ET!2C60 single crystals compared with C60

films.

The correlation between the temperature dependences of the permittivitye(T) and
magnetic susceptibility also agrees qualitatively with the ‘‘oxygen model’’~Fig. 2!. For

FIG. 2. Temperature dependence of the permittivity at 100 MHz in (ET)2C60 . The dashed curve shows th
temperature dependence ofx @the results of fitting Eq.~2!#. The arrow marks the low-temperature section
growth of x(T) ande(T).



note
e

ange

c

e of
om

e
gh

he

d

m-

th

788 JETP Lett., Vol. 69, No. 10, 25 May 1999 Demishev et al.
T.100 K e'const, while forT,25 K a kink is observed in the curvee(T), and the
permittivity and magnetic susceptibility increase with decreasing temperature. We
that the minimum ofe(T) nearT'80 K ~Fig. 2! is apparently due to the fact that th
rotation of C60 molecules is ‘‘frozen’’ ~order–disorder transition1! in this temperature
range. According to the data of Ref. 10, the frequency of dipole transitions in this r
is of the order of the measurement frequencyf '102100 MHz. This is what leads to the
features in the temperature dependencee(T). A more detailed description of dielectri
relaxation in (ET)2C60 will be given in a separate report.

4. If the oxygen paramagnetic impurity model is valid, then the field dependenc
the magnetization of (ET)2C60 at low temperatures should be strongly nonlinear. Fr
Eq. ~1! follows the expression

M ~B,T!5M ~B,T!para1M ~B,T!dia[
3xpara~T!kBT

~J11!gmB
BJS gmBJB

kBT D1Mdia~B,T!, ~3!

where Mdia(B,T)5xdiaB to a first approximation. In Eq.~3! BJ(x) is the Brillouin
function, the Lande´ g factor and total angular momentumJ set the characteristics of th
paramagnetic impurity, andxpara(T) is described by the Curie law. However, althou
for T<25 K the amplitudesxpara and xdia in (ET)2C60 are comparable~Fig. 1!, it was
found that right up to the fieldB56 T reached in a vibrating coil magnetometer t
magnetization of the sample was proportional to the fieldM;B.

Measurements ofM (B) at T54.2 K performed in pulsed fields up to 50 T showe
that the field dependence of the magnetic moment remains linear forB<30 T, while for
B.30 T a small deviation downwards from linear asymptotic behavior is observed~Fig.
3a, curve1!.

Since the ESR data4 for oxygen impurity in C60 show thatg'2, it can be assumed
that the orbital angular momentum is frozen.11 Then, in the most general case the para
eterJ in Eq. ~3! can vary fromJ51/2 (O2 ion! to J52 (O2 molecule!. Since the values

FIG. 3. a! Experimental field dependence of the magnetic moment atT54.2 K ~1! and computational results
obtained in the paramagnetic oxygen impurity model~2!. b! Model calculation for a paramagnetic center wi
a renormalizedg factor ~see text!; the numbers on the curves correspond to the values of theg factor.
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of xparaandxdia at T54.2 K are known~Fig. 1!, Eq.~3! contains no free parameters oth
than the total angular momentumJ. The family of curvesM (B,T54.2 K) calculated
using Eq.~3! for various values ofJ (J51/2, 1, 3/2, 2) is presented in Fig. 3a~curves2!.
Comparing the computational results with experiment~Fig. 3a, curves1 and2!, it is easy
to see that the experimental data on the field dependence of the magnetization can
explained on the basis of the paramagnetic oxygen impurity hypothesis.

Nonetheless, the paramagnetic center model@Eq. ~3!# can be used to give a quant
tative description of theM (B) data if the possibility of strong renormalization of theg
factor is admitted. To obtain an estimate we setJ51/2. Then it follows from the data in
Fig. 3b that for (ET)2C60 g'0.14. We note that Eq.~3! correctly describes the curvatur
of the experimental curveM (B) ~Fig. 3!.

In summary, the hypothetical paramagnetic center in (ET)2C60 apparently must
possess anomalously small values of theg factor. In principle, for~ET)2C60 a charged ET
molecule could play the role of such a center, but at present there are no experim
data attesting to a lowg factor for these molecules. At the same time, a strong renorm
ization of theg factor is predicted for the C60

2 ion, in whose ground state a small negati
g factor g'20.1 can be expected as a result of the dynamic Jahn–Teller effect.12 For
(ET)2C60 it is known that the excess electron density is localized on the C60 molecule,13

so that the existence of C60
2 type defects seems to us to be very likely. We note that

~3! does not depend on the sign of theg factor, and therefore the data in Fig. 3b can
interpreted as confirming the model where the C60

2 ion plays the role of a paramagnet
center. Theg valueugu'0.14 found is close to the theoretical valueugu'0.1 calculated in
Ref. 12 from first principles.

The exotic characteristics of the hypothetical paramagnetic center that are nec
in order to use Eq.~3! to give a quantitative description of the experiment show t
alternative physical mechanisms giving rise to the anomalies in the magnetic prop
of C60 and not related with the magnetic impurities can be realized. As an example,
consider the classical expression for the diamagnetic susceptibility of a molecule14

x52
Ne2

6mc2 (
k51

z

^nmur k
2unm&1

3

2 (
n8,m8

u^n,muM̂ ~0!un8,m8&u2

En8,m82Enm

, ~4!

where the second term describes van Vleck paramagnetism~the notations used in Eq.~4!
are identical to those of Ref. 14!. It is known that for spherically symmetric states a
off-diagonal elements withn8m85nm are zero, and the second term in Eq.~4!
vanishes.14 For this reason,x can be related with the symmetry and spatial characteris
of the wave functions of the molecules forming the complex. From this standpoin
data in Fig. 1 reflect a possible change in the geometry of the bonds in C60 and ~or! ET
molecules in the crystals with decreasing temperature, leading to an increase in van
paramagnetism that compensates the first term in Eq.~4!. It is important that in the range
of applicability of relation~4! M (B)5xB ~Ref. 14! and the field dependence of th
magnetization should be close to linear in the entire experimental temperature
~including in the rangeT,25 K, where partial compensation of the diamagnetic con
bution by the paramagnetic contribution is observed!. Therefore this mechanism makes
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possible to explain the weak nonlinearity of the field dependenceM (B) at liquid-helium
temperatures~Fig. 3!, but the reason for possible changes in the structure of the bon
(ET)2C60 at low temperatures remains undetermined.

5. The above analysis of the experimental results shows that the magnetic prop
of (ET)2C60 are not related with the paramagnetic oxygen impurity and reflect the in
nal properties of the crystal. The most likely situation is one in which the diamagne
is due to the properties of the neutral C60 and ET molecules and the paramagnetism is d
to specific paramagnetic defects, such as a C60

2 ion, which possess an anomalously lowg
factor ugu'0.14. In such a situation the correlation between the magnetic and diele
properties of (ET)2C60 indicates that even the permittivity does not depend on the oxy
impurity but rather it is determined by the internal properties of the material. We note
the authors of Ref. 10, where the dielectric properties of C60 films were investigated,
arrived at a similar conclusion.

The data from the present investigation cast doubt on the adequacy of the ‘‘oxy
interpretation of the magnetic properties of pure C60. Using Eq.~3! and the published
data1,2 on x(T) for C60, it is easy to calculate the possible form of the field depende
of the magnetization for a paramagnetic impurity withg52 andJ51/2 ~Fig. 4!. It is
evident that at liquid-helium temperatures a strong nonlinearity and a change in signM
should occur nearB'7 T ~inset in Fig. 4!. At the same time, if the ideas developed in t
present letter are applicable for pure C60, then a weaker, closer to linear, dependen
M (B) can probably be expected. Thus, the investigation of the magnetic properti
fullerenes in strong magnetic field becomes an experimentum crucis for the parama
oxygen impurity model. Further experiments in this field are therefore crucial.

We thank F. Herlach for a helpful discussion of the results. This work was
formed as part of the program ‘‘Fullerenes and Atomic Clusters’’ of the Ministry
Science of the Russian Federation with additional support by Grants Nos. 98-02-1

FIG. 4. Temperature dependence of the magnetic susceptibility of pure C60 according to the data from Refs.
and 2 and the expected behavior of the curveM (B) in the paramagnetic center model withg52 and
J51/2.
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Copper nuclear quadrupole resonance and zero-field nuclear magnetic
resonance~ZFNMR! studies of YBa2Cu3O6.5 show that a magnetic
phase appears in underdoped 123 superconductors treated in ambient
moist air. The studies give convincing evidence that the ‘‘empty’’ CuO
chains play the role of easy water insertion channels. The reaction
occurs first in ordered regions of the crystallites. The final product of
the reaction is a nonsuperconducting antiferromagnetic compound char-
acterized by at least two types of magnetically ordered copper ions,
with ZFNMR spectra in the frequency ranges 46–96 and 96–135 MHz,
respectively. Even for powder samples fixed in an epoxy resin, this
reaction is found to have partially occurred after a few years. ©1999
American Institute of Physics.@S0021-3640~99!01310-9#

PACS numbers: 74.72.Bk, 74.25.Ha, 75.50.Gg, 76.60.Gv

The idea of coexistence of superconductivity and local antiferromagnetism in h
temperature superconductors~HTSCs! is appearing more and more frequently in the
retical and experimental papers. Recently we found1 that in aged samples o
YBa2Cu3O61x with x,0.8, which had been packed in paraffin and kept at room t
perature for about 6 years, the superconducting volume fraction had decreased s
tially. We also found that, along with the typical copper nuclear quadrupole reson
~NQR! spectrum of the superconducting 1-2-3 system, these samples also exhibite
per zero-field nuclear magnetic resonance~ZFNMR! spectra in the frequency range 46
135 MHz, indicating the presence of a magnetically ordered phase which remain
servable up to 200 K.

The initial goal of this study was to find a way of artificially aging the compound
produce the magnetic phase. At the time of our previous report,1 we considered the
presence of the magnetic phase to be the result of stripe pinning due to the Ort
7920021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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phase, which was well-ordered during the very long-term room-temperature anneali
we began the artificial aging experiments with attempts to accelerate the oxygen or
process. It is known2 that the temperature boundary of the Ortho-III phase is about 75
so the first experiments were devoted to annealing at 55–60 °C for a few weeks, b
failed to produce the magnetic phase. Further attempts were therefore underta
somewhat higher temperatures. Finally we managed to get a small amount of ma
phase exhibiting the characteristic ZFNMR spectra.1 However, the mass of the sample
during the ambient air annealing had increased, and controlled annealing of dry p
sealed in an ampoule showed neither the mass changes nor the appearance of th
netic phase.

The most natural explanation for the mass increase is the occurrence of a che
reaction of YBCO with components of the air, in particular, with water vapor, since
significant reactivity of 123 with water is well established. Most of the early paper
the reaction of 123 with water reported reaction products such as Y2BaCuO5 ~‘‘green
phase’’!, CuO, BaCO3, and some others. Some of these compounds are antiferroma
having either low Ne´el temperatures~15–30 K! or ZFNMR spectra very different from
the one we observed in Ref. 1. More recent studies~see Ref. 3 and references there!
using high-resolution electron microscopy and x rays have shown that the 123 sup
ductors react with water vapor via a topotactic mechanism. The final product of
reaction, which occurs in a bulk material at 75–250 °C, is a so-called pseudo-248
H2zYBa2Cu3O61x1z ~isostructural with the familiar 248 structure but with 50% of t
Cu~1! sites vacant; it is referred to as phaseB in Ref. 3!.

For NQR and NMR studies of the changes occuring in 123 HTSCs under rea
with water vapor, a number of samples with different water contents were prepare
the starting material we used samples of YBa2Cu3O6.5 (Tc556 K) in the form of a free
powder with a particle size of about 30mm, freshly synthesized using the convention
solid-state reaction of powdered Y2O3, BaO, and CuO at about 940 °C, with period
interruptions for grinding. The free powder was annealed in air at 150 °C. A v
pressure~about 35 mbar at 150 °C! was established in a closed furnace by evaporat
The samples were weighed periodically to measure the water uptake. After anneal
samples were packed in Stycast 1266A epoxy. With this procedure, we obtained a
ber of samples of YBa2Cu3O6.5(H2O)z with water concentrationsz50, 0.14, 0.24, 0.55,
and 1.2, the last value being the maximum water uptake, beyond which further ann
did not yield a mass increase.

Home-built pulsed NMR spectrometers were used to measure NQR and ZF
spectra at 4.2 K. The copper NQR spectra of the annealed free-powder sampl
shown in Fig. 1. Since the nuclear spin–lattice relaxation rate of the ‘‘chain’’ copp
significantly slower than that of the ‘‘plane’’ copper,1 it is possible to separate the
spectra~Fig. 1b and 1c!. The large difference in their transverse relaxation rates can
be used for separation of the spectra. The assignment of different NQR lines to the
of Cu~1! residing in different oxygen coordinations is done in Ref. 4. The rapidly relax
part of the copper NQR spectrum~Fig. 1c! is usually assigned to the plane copper nuc
It consists of two groups of lines at frequencies 30.8 and 28 MHz for the iso
63Cu(2). Tosimplify the discussion, hereafter we will discuss only the frequencies
intensities of the NQR lines for this isotope; naturally, the corresponding65Cu lines are
also observed.
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One can see in Fig. 1 that the intensity of the copper NQR spectrum decrease
increasing water uptake. It is remarkable that at the initial stage of the reaction~at a small
water uptake! the narrow63Cu NQR lines at 31.5 and 31 MHz, i.e., the lines of63Cu1

nuclei belonging to the ‘‘empty’’ . . . – Cu – Cu – . . . chains located between
‘‘full’’ . . . – C u – O – Cu – . . .chains~31.5 MHz, Ortho-II phase! and between ‘‘full’’
and ‘‘empty’’ chains,4 begin to disappear first. At the same time the broad, rap
relaxing line at 28 MHz~the plane63Cu21(2)) also decreases. At water uptake of a
proximately 0.5 molecules of H2O per YBa2Cu3O6.5, the narrow lines of Cu~1! and the
Cu~2! line at 28 MHz are practically absent in the NQR spectrum, and the intensity o
NQR line of Cu~2! at 30.8 MHz has decreased by a factor of 2 compared to the unre
compound. The intensity of the NQR line belonging to the threefold-coordinated co
nuclei ~located at the ends of the chains, 24 MHz! doesn’t change significantly, though
small increase of its intensity at the first stages of water uptake was noted. At max
water uptake~1.2 molecules! the copper NQR spectrum typical for YBa2Cu3O6.5 has
disappeared, giving way to a broad copper NQR line at 18.4 MHz.

The copper ZFNMR spectra of annealed free-powder samples are shown in F

FIG. 1. Copper NQR spectra for YBa2Cu3O6.5 with different water uptakez ~open circles, solid line, solid
circles, dotted line, and open triangles correspond toz50, 0.14, 0.24, 0.55, and 1.2, respectively!: a! as-taken
spectra; b! slowly relaxing part of the spectra~Cu~1! spectra!; c! rapidly relaxing part. For details see text.
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At low water uptake (z,0.5) the spectrum, as in Ref. 1, consists of two groups
well-resolved lines. The low-frequency group~46–96 MHz! resembles the Cu~2!
ZFNMR spectrum of antiferromagnetic PrBa2Cu3O7 ~Ref. 5! and corresponds to a hy
perfine magnetic field of;64 kOe at the copper nucleus and to a quadrupolar freque
of nQ'30 MHz. A field of about 103 kOe andnQ'16 MHz produces a high-frequenc
group ~96–135 MHz!, this part of the spectrum is practically identical to that6 of the
antiferromagnet Nd2CuO4. The relative intensity of the two groups, corrected for t
difference in transverse relaxation rate and the~square! frequency dependence, is es
mated to beI LFG/I HFG5160.5.

The intensities of both groups of the spectrum scale with water uptake forz,0.5
~Fig. 2b!, while for z.0.5 a new component appears and grows to maximum intensi
the sample with the maximum water uptake. Although the separate lines of this co
nent are not well resolved, it can be assigned to copper nuclei located in a hyperfin
of approximately 80 kOe, just as in the compound YBa2Cu3O6.

Changes in the superconducting volume fraction were determined by measurin
ac diamagnetic susceptibility (H1'1 Oe, f 51 kHz). The superconducting volume fra
tion decreases with water uptake~Fig. 3!, while Tc remains practically unchanged. Th
sample with maximum water uptake is completely nonsuperconducting.

FIG. 2. Copper ZFNMR spectra for YBa2Cu3O6.5 with different water uptakez ~open and solid triangles and
open and solid circles correspond toz50.14, 0.24, 0.55, and 1.2, respectively!: a! as-taken spectra; b! spectra
normalized by water uptake; the spectrum forz51.2 is normalized by 0.6.
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So, in accordance with Ref. 3, we conclude that insertion of water into a
compound proceeds in two stages. The first stage (z,0.5) is characterized by the pres
ence of two types of magnetically ordered copper ions, whose nuclei experience in
magnetic fields of 64 and 100 kOe. The changes of the copper NQR spectra des
above provide straightforward evidence that Cu~1! chains that contain no oxygen an
belong to the well-developed Ortho-II phase present an easy diffusion path for the
tion of water or other related species~e.g., hydroxide ions!. The superconducting volum
fraction decreases at this stage approximately at the same rate as the sharp Cu~1! NQR
lines do, but twice as fast as the total NQR intensity in the 21–33 MHz range~Fig. 3!.
The superconducting volume fraction for the sample withz50.55 is only 14% of that for
z50. The simultaneous disappearance of the broad, rapidly relaxing NQR line at 28
allows us to assign it to Cu~2! nuclei belonging to the well-developed Ortho-II phase
is quite reasonable to suppose3 that water diffusion is hampered in areas of oxyg
disorder within the crystallites, i.e., in areas where the empty-chain diffusion channe
blocked by oxygen in O5 positions, twin boundaries, etc. From this, we assign
‘‘residual’’ NQR spectrum of thez50.55 sample primarily to such areas. A small i
crease of the intensity of the terminating Cu~1! NQR line ~at 24 MHz! at the initial stage
of the reaction is thus most likely due to the destruction of long Cu~1! chains.

Our studies of water insertion allow us to tentatively clarify the often debated q
tion: Do all the nuclei from the superconducting regions of 123 contribute to the N
NMR signal, i.e., does the rf field fully penetrate superconducting 123? The obse
correlation of the copper NQR intensity, superconducting volume fraction, and w
uptake allows us to conclude thatall superconducting regions contribute to the NQ
signal in the case of underdoped YBa2Cu3O6.5 in the form of 30-mm powder packed in
Stycast. For comparison, our attempt to insert water~two hours 200 °C annealing! into
YBa2Cu3O7 lead to a 30% decrease of the superconducting volume fraction, but d

FIG. 3. Superconducting volume fraction~solid circles!, copper NQR spectra intensity~solid squares!, NQR
intensity of slowly relaxing Cu~1! nuclei ~open squares!, and ZFNMR intensity~triangles! versus water uptake
z. The straight lines represent the functionsy5z ~solid line!, y512z ~dashed line!, andy5122z ~dotted line!.



on-

e
ar

men-

ra,
ered

how
Ref.

sitions
tify
weak

o the

of
react

e, but

r-
dered
. This
n de-

earch,
cien-

797JETP Lett., Vol. 69, No. 10, 25 May 1999 Dooglav et al.
better rf field penetration into a ‘‘spoiled’’ superconductor we observed a 20%increase
of the observed Cu~2! NQR intensity.

The second stage of the reaction (z.0.5) leads to total disappearance of superc
ductivity and to dramatic changes in the NQR spectrum~Fig. 1!. At maximum water
uptakezmax51.2 ~different from zmax51 in Ref. 3! two new copper centers arise: on
characterized by a hyperfine field;80 kOe at the Cu nuclei, and another with a nucle
quadrupole frequency of 18.4 MHz and a lack of magnetic ordering. It should be
tioned that magnetically ordered areas which have appeared atz,0.5 are still present and
become even larger atz51.2. As estimated by relative intensities of ZFNMR spect
they represent about 70–80% of the total number of Cu ions participating in well-ord
magnetic phase~s!, which corresponds to about one water molecule (z'1) involved in
producing this phase.

X-ray diffraction spectra taken for the sample with a maximum water uptake s
that the final product of the reaction in our case is identical to the one considered in
3 as the tetragonal pseudo-248 structure with 50% defects at chain copper po
~phaseB in Ref. 3!. In this structure there are 3 inequivalent Cu sites. We could iden
at least 3 in the magnetically ordered phase, and we find an additional relatively
copper NQR line at 18.4 MHz~not far from the 19.8 MHz Cu~1! NQR line in
YBa2Cu4O8). Further studies are necessary to relate the NMR spectra in detail t
structure.

Our copper NQR/ZFNMR studies of the reaction of YBa2Cu3O6.5 compound with
water vapor give straightforward evidence that ‘‘empty’’ CuO chains play the role
easy water insertion channels. The most highly ordered regions of the crystallites
most easily. The water insertion reaction proceeds very slowly at room temperatur
over 6 years in air, water reaches even samples packed in paraffin.1 At 100–200 °C the
reaction proceeds quickly~in few days!. The final product of the reaction is a nonsupe
conducting antiferromagnet characterized by at least two types of magnetically or
copper ions, with ZFNMR spectra in the frequency ranges 46–96 and 96–135 MHz
antiferromagnetic signal, indicating decomposition of the superconductor, was eve
tected in samples packed in Stycast and left at room temperature~normally deemed a safe
storage procedure! for a few years.

This study was supported in part by the Russia Fund for Fundamental Res
under Project 98-02-17687, by INTAS, under Grant 96-0393, and by the Russian S
tific Council on Superconductivity, under Project 98014.
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Anomalous electrodynamic response in the mixed-
valence superconductor CeRu 2
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~Submitted 7 April 1999!
Pis’ma Zh. Éksp. Teor. Fiz.69, No. 10, 745–749~25 May 1999!

We report the first results of microwave magnetoabsorption measure-
ments ~35–140 GHz! in the intermediate-valence superconductor
CeRu2 . The anomalous electrodynamic response is found to derive
from a transition from a weak to a strong pinning regime in the super-
conducting mixed state of this unusual metal. The experimental results
strongly support the appearance in the CeRu2 mixed state of a first-
order phase transition that may be explained in terms of Fulde–Ferrel–
Larkin–Ovchinnikov state formation. ©1999 American Institute of
Physics.@S0021-3640~99!01410-3#

PACS numbers: 74.60.Ec, 74.70.Ad, 74.25.Ha

1. Recently much attention has been drawn to the mixed state of the supercond
C-15 Laves phase compound CeRu2 , which exhibits an anomalous magnetic response
the vicinity of the upper critical fieldHc2 at temperaturesT<0.9TC ~Refs. 1–6!. The
unconventional peak effect is observed for samples of different origin,2 including metal-
lurgically clean samples and high-quality single crystals, contrary to the classical
effect7 studied extensively since the 1960s. The unconventional peak effect in CeR2 is
very similar to that found in the heavy-fermion superconductors UPd2Al3 ~Ref. 8! and
UPt3 ~Ref. 9!. However, contrary to the widely discussed unconventional supercond
ing state~SCS! with a multiple-component order parameter in UPt3 ~Ref. 10!, the SCS in
CeRu2 may be interpreted in terms of a single-component order parameter (s-wave
pairing! in the framework of the strong-coupling BCS model.2

The origin of the anomalous peak effect in CeRu2 should be sought within the
nature of the phase transition inside the mixed state. In particular, the Fulde–Ferrell11 and
Larkin–Ovchinnikov12 models, in which the superconducting order parameter is spat
modulated as a function of magnetic field, can be used to consider the first-order
transition between a weak and a strong pinning regime. More systematic studies
peak effect, in particular, by means of direct and microscopic techniques, are nee
7980021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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reveal which intriguing pinning phenomenon accompanies this transition in the m
state.

The electrodynamic response of type-II superconductors in the mixed sta
strongly affected by vortex dynamics, as has been shown by extensive dc-transpo
microwave-frequency studies of both low- and high-TC superconductors.13–15 Addition-
ally it has been reported recently16,17 that microwave magnetoabsorption~reflection!
methods are very convenient experimental tools to study the magnetic phase transit
Ce-based Kondo-lattice compounds.

The aim of the present work is to investigate the features of the unconvent
pinning phenomenon. The electrodynamic response has been studied in the freq
range 35–120 GHz in magnetic fields up to 7 T for the normal and superconducting sta
of CeRu2 . For example, microwave magnetoabsorption measurements have bee
formed for frequencies well below the energy-gap value (2D'4.0kBTC)18 within the
mixed state of the Ce-based superconductor. Simultaneously, direct measurement
hysteretic peak effect and magnetic susceptibility have been carried out for the
samples of CeRu2 .

2. Polycrystalline samples of CeRu2 were synthesized by the arc melting of stoichi
metric amounts of the constituent elements 4N~99.99% pure!-Ce and 3N~99.9%
pure!-Ru in an argon atmosphere. The sample was annealed in an evacuated quar
for two weeks at 900 °C . The longitudinal resistance was measured using dc four-
techniques with isothermal magnetic field sweeps (H'J) at different rates.

Measurements of the microwave radiation powerP(H) absorbed in the sample wer
performed on a magnetooptical spectrometer17 in a magnetic field up to 7 T. The micro
wave radiation sources used were BWT-generators (n535– 140 GHz, about 10 mW
output!. The experimental setup allowed us to carry out magnetoabsorption mea
ments at temperatures of 1.8–4.4 K. The low-frequency-modulated (f 523 Hz) radiation
was transmitted by a waveguide into a cryostat containing a vertical magnet. A co
nation of waveguide accessories and movable quasioptical Teflon lenses was u
focus microwave radiation on the surface of sample. The polycrystalline CeRu2 sample
was mounted on a thin silver diaphragm located on the cold finger. A miniature ca
thermometer for detecting low-frequency-modulated microwave absorption was glu
the opposite~‘‘dark’’ ! surface of sample for better thermal contact. To avoid the in
ence of heat-release effects, different rates of magnetic field sweeps were used.

3. The family of resistivityr(H) isotherms is shown in Fig. 1a for liquid-helium
temperature and different current densitiesJ in the interval 0 – 200 A/cm2. The increase
of J is accompanied by a dramatic elevation of ther(H) amplitude in intermediate
magnetic fieldsH,Hc2 , and additionally the resistivity anomaly spreads out over a w
interval of magnetic fields~Fig. 1a!. Contrary to the classical peak-effect phenomen
there is no ‘‘peak-effect region’’ forH,0.7 T, which rules out the scaling-law behavi
found empirically for the classical peak effect.7 Moreover, the state I~Fig. 1b! is much
more reversible than in the classical cases, for which the critical current remains e
where at least a few percent of its value at the peak height. The electrical resis
isotherms Fig. 1a and 1b are similar to the results obtained in Refs. 19 and 20 fo
films and polycrystalline samples of CeRu2 .

The hysteresis inr(H) ~Fig. 1b, region II on curves3–4! is accompanied by the
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appearance of a substantial nonmonotonic microwave magnetoabsorption signal
mixed state of CeRu2 . The typical field dependence of the microwave absorption
T54.2 K is presented in Fig. 1b forn'45.4 GHz~curve1! together with magnetoresis
tance datar(H,T54.2 K) for J5192.3 A/cm2 ~curves2 and 3!. Note that hysteresis
~region II in Fig. 1b! is always present at the onset of the anomalous pinning region,
hence the related nonmonotonic magnetoabsorption in the CeRu2 mixed state~Fig. 1b,
intervals II–III of curve1! can be regarded as a characteristic feature of a strong pin
regime belowHc2(T).

In Fig. 2 we present the family of magnetoabsorptionP(H) curves obtained a
different temperatures between 1.8–4.4 K for microwave frequencies of 37.2 GHz
99.4 GHz. Note that the magnitude of the SCSP(H) anomaly increases substantially
the temperature decreases, and at the same time an enlargement of the interval
mixed-state electrodynamic response is also observed. To summarize theP(H) data
taken at different temperatures, we have plotted the characteristic parameters of th
magnetoabsorption~the initial H* and finalHc2 values of theP(H) maxima! in Fig. 3a.
The magneticH –T phase diagram deduced in the aforementioned manner from
microwave absorption data is presented in Fig. 3a. This phase diagram is in good

FIG. 1. a! Magnetic field dependences of the resistivityr(H) at liquid-helium temperature for different curren
densities: (1) J596.5 A/cm2, (2) J5115.5 A/cm2, (3) J5131.0 A/cm2, (4) J5153.9 A/cm2, (5)
J5192.3 A/cm2. b! Magnetic field dependence of the microwave absorption (n545.43 GHz, curve1! and
resistivity isothermsr(H,J5192.3 A/cm2) ~curves3 and4! at liquid-helium temperature; I–III — supercon
ducting state for weak and strong pinning regions, IV — normal state.
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ment with results published previously.1–6 In addition, the temperature of theP(H)
maximum is plotted on theH—T plane~Fig. 3a!.

It is well established for conventional type-II superconductors that microwave m
surements are not hindered by pinning effects.21 Since the depinning frequency is foun
to be in the MHz range for several low-TC superconductors,22,23 we can expect that for
the SCS in CeRu2 the microwave magnetoabsorption at frequencies 35–120 GHz,
below the energy gap (2D'4.0 kBTC),18 will contain basic information about the powe
absorption~the time-averaged rate of energy dissipation per unit area! and the penetration
depth. However, the penetration depth usually varies monotonically with magnetic
and frequency,19,24and it is therefore natural to expect a smooth variation ofP(H) in the
vicinity of the transition region~see curve2 in Fig. 1b!. Since experiment shows
strongly nonmonotonic behavior of the magnetoabsorption, the anomalousP(H) peak in
Figs. 1 and 2 can be attributed mostly to the effect of an additional power absor
during the phase transformation in the mixed state.

From this point of view it is very difficult to attribute our microwave magnetoa

FIG. 2. Microwave magnetoabsorption in CeRu2 in the mixed state forn537.2 GHz~a! andn599.4 GHz~b!
at different temperatures:(1) 4.35 K, (2) 3.66 K, (3) 3.23 K, (4) 3.68 K, (5) 3.26 K, (6) 2.19 K.

FIG. 3. a! MagneticH –T phase diagram as deduced fromP(H,T0) results obtained at different temperatur
~1.8–4.4 K! and microwave radiation frequencies~35–120 GHz!: d—TC value from the magnetic suscept
bility measurements of the same CeRu2 sample. b! Superconducting mixed-state anomaly of the microwa
magnetoabsorption signalP(H,T052.12 K), n537.2 GHz(1) and its ‘‘fine structure’’(2) ~see text!.
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sorption results~Figs. 2 and 3! to the presence of the microstructure containing sligh
different superconducting characteristics, as was recently suggested for CeRu2 from
small-angle neutron scattering investigations.25 Moreover, our x-ray diffraction measure
ments, together with the magnetic susceptibility and resistivity data and also prelim
results of Hall coefficient and thermopower experiments, allow us to consider the C2

samples investigated here as homogeneous superconductors with only a small vari
TC ~the detailed description of these results will be published elsewhere!.

It is very interesting to note that there is an additional ‘‘fine structure’’ of
magnetoabsorption signal inside the intervalH* <H<Hc2 , which can be interpreted in
terms of an enhanced noise in the vicinity of theP(H) maxima~Fig. 3b, curves1 and2!.
In this situation one cannot rule out the appearance in theP(H) signal of an additional
contribution due to collective pinning effects arising from the presence of the supe
ductive layered structure consisting of periodic sheets with a vanishing order para
perpendicular to the applied field.26 Another possible explanation for the anomalo
microwave magnetoabsorption~Figs. 2 and 3! could be the formation of a long
wavelength magnetic order which might also evolve with temperature and field, b
present there is not enough experimental evidence27 to support this kind of interpretation

To summarize, we have reported the first results of microwave magnetoabso
measurements in CeRu2 in the superconducting mixed state. An anomalous electro
namic response is found in the frequency range~35–140 GHz!, well below the super-
conducting gap in this intermediate-valence compound, and can be attributed to a
sition from a weak to a strong pinning regime. The experimental results may be expl
in terms of a first-order phase transition in the CeRu2 mixed state, which is not incon
sistent with the Fulde–Ferrel–Larkin–Ovchinnikov state formation in this unusual su
conductor.
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The near-field effect in a quantum computer

O. N. Gadomski * ) and Yu. Yu. Voronov
Ulyanovsk State University, 432700 Ulyanovsk, Russia
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It is shown that in principle it is possible to write optical information on
individual quasiresonant atoms in a concentrated system by changing
the angle of incidence of an external light wave. ©1999 American
Institute of Physics.@S0021-3640~99!01510-8#

PACS numbers: 03.67.Lx

The near-field effect was predicted theoretically in Ref. 1, and its properties
been investigated in detail in certain boundary-value problems of classical,

2
nonlinear,3

and quantum4 optics. The crux of the method is that the self-consistent interactio
polarizing fields of closely arranged atoms substantially changes the field of these
at any point of observation located in the near or wave zone with respect to these a
This effect is the basis of the idea, advanced in Refs. 5 and 6, of using optical rad
to investigate the structure of small objects with linear dimensionsa!l, wherel is the
wavelength of the light wave.5,6 In Refs. 5 and 6 the interaction of a light wave who
wave vector was directed along an axis connecting two dipole atoms was studied
microscopic field at the location of the atoms and the field in the wave zone, whic
shown in Refs. 5 and 6, depends strongly on the interatomic distance, the polarizab
the atoms, the frequency of the external field, and so on, was calculated. In the p
letter it is suggested that the near-field effect be used to write information on indiv
atoms in a concentrated system of two-level atoms by varying the angle of inciden
the external light wave. To demonstrate this method we examine a system of two
quasiresonant atoms~small object! in the field of an intense light wave that can chan
substantially the inversion of the atomic states. We shall fix the location of each ato
means of a corresponding phase factor of the resulting microscopic field.

Three basic problems can be distinguished in a quantum computer.7–9 1. Identifying
in a system of atoms an individual qubit atom which carries definite information f
sufficiently long period of time. In the method of Ref. 9, which is based on the use
system of cold atoms in optical traps, the qubit atoms are located at distancesa!l and
despite this, as will be shown below, they can be distinguished according to the m
tude of the field at the location of each qubit atom. As specific qubit atoms we
consider Cr31 ions in ruby with energy relaxation timeT15(4v0

3d2/3\c3)21, whered
54.8310221 cgs esu is the transition dipole moment andv0 is the transition frequency
corresponding to theR1 line in ruby.10 2. Encoding information and performing bas
logical operations. In the method proposed, this can be done by using different ang
incidence of an external light wave, which can be changed using acoustooptic or
8040021-3640/99/69(10)/6/$15.00 © 1999 American Institute of Physics
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trooptic modulators.3. A method for reading information after the calculations have b
performed. In our analysis probe radiation can be used for this purpose. It was sho
Ref. 5 that the near-field effect also occurs when a weak light wave acts on a syst
dipole atoms, which were treated as Lorentzian oscillators.

We shall determine the microscopic fieldE(r ,t) of a light wave at an observatio
point r at time t by the equation3,11

E~r ,t !5EI~r ,t !1(
j 51

2

curl curl
pj~ t2R/c!

Rj
, ~1!

whereEI(r ,t) is the intensity of the electric field of the external light wave propagat
with the speed of lightc and pj is the induced dipole moment of thej th atom. The
distanceRj5ur2r j u, wherer j is the radius vector of thej th atom relative to the origin of
the coordinate system, which is placed, for example, at the center of the first atom
differentiation in Eq.~1! is performed with respect to the coordinates of the observa
point.

Let us consider the interaction of atoms with the field of an external light wav

EI~r ,t !5eE0 exp~2 i @k0•r2vt# !1c.c. ~2!

wheree is a unit polarization vector of the electric field,E0 is the real amplitude of the
wave, andv andk0 are the frequency and wave vector (k05v/c) of the external wave.
Then we represent the dipole moment of thej th atom as

pj5~1/2!dj~uj1 iv j !exp~ ivt !1c.c. ~3!

wheredj is the transition dipole moment between two chosen quantum states of thj th
atom, and the quantitiesuj andv j satisfy the equations3,10

u̇ j52~v0 j2v!v j2
2

\
~dj•E0 j

9 !wj2
uj

T2
8

,

v̇ j5~v0 j2v!uj1
2

\
~dj•E0 j

8 !wj2
v j

T2
8

, ~4!

ẇj5
2

\
~dj•E0 j

9 !uj2
2

\
~dj•E0 j

8 !v j2
wj2w0

T1
,

wherev0 j is the resonance transition frequency in the spectrum of thej th atom,wj is the
inversion of the quantum states of thej th atom which are coupled by the resident tra
sition,w0 is the initial inversion, andT1 andT28 are relaxation times.10 The quantitiesE0 j8
andE0 j9 are the real and imaginary parts of the amplitude of the electric field at thej th
atom:

E~r j ,t !5~E0 j
8 1 iE0 j

9 !exp~ ivt !1c.c. ~5!

This determines the system of equations that will be used to solve the self-cons
problem of the interaction of two dipole atoms with an external field.

We shall assume that the time elapsed from the moment the external fie
switched ont@T1 , T28 , i.e., all processes occurring in the system can be assumed
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steady. This limitation makes it possible to express the atomic variables in terms
field variables. Indeed, setting in Eq.~4! u̇ j5 v̇ i5ẇj50 and solving the system of linea
algebraic equations obtained we have

uj52w0kT2
8
~v0 j2v!T2

8~e•E0 j
8 !1~e•E0 j

9 !

D j
,

v j5w0kT2
8
~e•E0 j

8 !2~v0 j2v!T2
8~e•E0 j

9 !

D j
, ~6!

wj5w0

11~~v0 j2v!T28!2

D j
,

where

D j511~~v0 j2v!T28!21k2T1T2
8@~e•E0 j8 !21~e•E0 j

9 !2#, k52d/\.

In deriving these expressions we assumed thatud1u5ud2u5d, and the corresponding
vectors are directed along the vectore.

Let us place the origin of the coordinate system at the pointr1 . Then we obtain~0;
0; 0! for the coordinates of the first atom and~0; R; 0! for the coordinates of the secon
atom. Let us assume also that the vectorsk0 ande lie in theyz plane, andw is the angle
betweenk0 and they axis. Now, studying Eq.~1! only for observation points located o
the atoms, we obtain the equations

E01
8 (y)1 iE01

9 (y)5e(y)E01
1

2
Bd~u21 iv2!exp~ ik0R!, ~7!

E01
8 (z)1 iE01

9 (z)5e(z)E01
1

2
Ad~u21 iv2!exp~ ik0R!,

E02
8 (y)1 iE02

9 (y)5e(y)E0 exp~2 ik0•r2!1
1

2
Bd~u11 iv1!exp~ ik0R!,

E02
8 (z)1 iE02

9 (z)5e(z)E0 exp~2 ik0•r2!1
1

2
Ad~u11 iv1!exp~ ik0R!,

wheree5(0;2sinw;cosw), A521/R32 ik0 /R21k0
2/R, and B52/R31 i2k0 /R2. Sub-

stituting expression~6! into Eq. ~7! we obtain a system of four complex nonlinear alg
braic equations for the same number of variables.

In the calculations below we shall use the following values of the parameters in
~6! and ~7!:

T151023 s, T2
851028 s, d51.38310218 cgs esu, R51 nm.

We shall investigate the solutions of the system~7! for various values of the angle
w.
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CASE A. THE ATOMS POSSESS THE SAME RESONANT FREQUENCIES

Let v01/c5v02/c50.01 nm21. In this case, numerical calculations show that t
inversions of the resonant levels on the first and second atoms have the same
Figure 1 showsw5w15w2 versus the anglew between the vectork0 and they axis for
various values of the amplitude of the external field. Changing the angle produces
changes of the inversion at the atoms, indicating the possibility of writing informatio
the atoms of a small object. AsE0 increases, the width of the writing region, i.e., th
difference between the maximum and minimum values of the inversion, at first incr
to approximately 0.3 and then decreases to 0. This property can be used to impro
quality of the writing. Large changes inw are possible only ifk0 differs from v01/c by
not more than 1024 nm21. However, if this difference becomes less than 1026 nm21,
then multistability appears: For fixed values of the parameters the system has mor
one solution, the realization of any particular physical state being determined b
initial values ofuj , v j , and wj , i.e., the initial conditions. Figure 2 shows the corr
sponding dependences for this case. Two types of solutions are possible here. Firs
are solutions for which the inversions on the atoms are different. Such solution
possible for any angle. Second, for angles 0°,w,26° and 154°,w,180° there exist
solutions with different values of the inversion on the atoms. This makes it possib
write nonidentical information on the atoms of a small object. It is important to note
together with the solutions for which inversion on the first atom is greater than on
second atom, there exist solutions with the opposite ratio of the inversions. The exis
of such solutions already follows from the form of the system~7!. Indeed, since in our
casek0•r2'1022, we can set approximatelye2 ik0•r251, and then it is easy to see th
the system~7! transforms into itself whenE01 andE02 are interchanged.

FIG. 1. Inversion on the atoms versus the angle for the case where the resonant frequencies of the atom
same,k059.98531023 nm21, and the external field assumes a series of values.
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FIG. 3. Inversion on the atoms versus the angle for the case where the resonant frequencies of the a
different,k051022 nm21 andE054 cgs esu. Curve1 — inversion on the first atom, curve2 — inversion on
the second atom.

FIG. 2. Inversion on the atoms versus the angle for the case where the resonant frequencies of the atom
same,k059.99931023 nm21 andE050.5 cgs esu. The branches 1 and 2 correspond to different atoms
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CASE B. THE ATOMS HAVE DIFFERENT TRANSITION FREQUENCIES

Let k050.01 nm21, while v01/c5(121023)k0 and v02/c5(111023)k0 . Then
~Fig. 3! the inversions on the atoms are different for all angles except angles at whic
plots of the angular dependences of the inversions intersect. This shows that it is po
to write nonidentical information on the atoms of a small object using the entire an
range. It should be noted that this method of writing becomes impossible whe
difference of the resonant frequencies is large.

In summary, it has been shown in this letter that the near-field effect mak
possible to change the inversion of the individual atoms of a concentrated system
wide range of values depending on the angle of incidence of the external wave. On
stationary solution of the equations of motion~6! was used to show only the fundament
possibility of writing information on individual atoms. The optimal method for encod
information on individual atoms by varying the angles of incidence of the writing li
beams can be chosen by decreasing the transition dipole moment, thereby increas
time T1 , and using the impulsive solution of equations~6!.

We thank K. A. Valiev, for calling our attention to the possibility of using t
near-field effect in a quantum computer, as well as the participants of the scie
seminar at the Physicotechnical Institute of the Academy of Sciences for a helpfu
cussion of this possibility.
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