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A system of equations is obtained for the Cooper gap in nuclei. The
system takes two mechanisms of superfluidity into account in an ap-
proximation quadratic in the phonon-production amplitude: a Bardeen—
Cooper-Schrieffe(BCS)-type mechanism and a quasiparticle—phonon
mechanism. These equations are solved4®8n in a realistic approxi-
mation. If the simple procedures proposed are used to determine the
new particle—particle interaction and to estimate the average effect,
then the contribution of the quasiparticle—phonon mechanism to the
observed width of the pairing gap is 26% and the BCS-type contribu-
tion is 74%. This means that at least in semimagic nuclei pairing is of
a mixed nature — it is due to the two indicated mechanisms, the first
being mainly a surface mechanism and the second mainly a volume
mechanism. ©1999 American Institute of Physics.
[S0021-364(99)00110-3

PACS numbers: 21.66n, 74.20.Fg, 67.2&:k

In the microscopic theory of ordinary superconductors :tlh'asEberg theory, in
which the interaction of the electrons that leads to pairing is due to the exchange of
phonons, describes the mechanism of superconductivity quite well. In the weak electron—
phonon interaction limitg?<1 this mechanism reduces to the well-known Bardeen—
Cooper—Schrieffe(BCS model.

The situation is somewhat different in the microscopic theory of nuclei with pairing
(nonmagic nuclei As a rule, the width of the superfluid gap is determined experimen-
tally or calculated using the BCS equation with a phenomenologically chosen particle—
particle (pp) interaction? This interaction and therefore the gap are energy-independent.
In other words the quasiparticle—phonon interacti@fPl) in the problem of pairing in
nuclei is taken into account only effectively — to the extent that the quasiparticle—
phonon pairing mechanism can be reduced to the indicated BCS mechanism. This would
be justified ifg2<1, whereg is the phonon production amplitude, in nuclei. In nuclei
with pairing, howeverg?>1 can occur in each of the two nucleon systems because of
the existence of a low-lying 2 collective level? In nuclei with pairing the weak inequal-
ity g2<1 can occur in one of the nucleon systef@smimagic nuclei; see calculations in
Ref. 5 for'?%Sn). Therefore the quasiparticle—phonon pairing mechanism must be exam-
ined explicitly, and it is of interest to study the realistic cagec1 first.
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It is well known that the most highly collective low-lying phonons, which make the
largest contribution to QPI effects in nuclei, are mainly surface oscillations. For this
reason, singling out the quasiparticle—phonon pairing mechanism explicitly will make it
possible to answer the old question of whether pairing in nuclei is a volume or surface
effect. This question has been discussed in Ref. 6 at the phenomenological level —
introducing the “internal”F?n and “external” Fﬁx pp-interaction amplitudes — on the
basis of the theory of finite Fermi systems, where it was found that for Sn isotopes
pairing is primarily a volume effect. The question of the nature of pairing has been raised
in Ref. 7 at the microscopic level.

It has been found that it is important to take into account the QPI in the particle—
hole channel in order to gain a quantitative and a qualitative understanding of many
nuclear phenomena, above all for describing excitations of nti¢feA systematic al-
lowance for the QPI in thep channel, including for the pairing problem, should improve
the description of at least the low-lying excitations in odd-mass n(sés Ref. 5, where
this is shown gquantitativelyand in even-even nuclei with pairing. This is especially
important now in connection with the advent of qualitatively new experimental possibili-
ties ig EUROBALL vy spectrometers, which are now in operation in Europe and the
USA.

In Fermi systems with superfluidity it is necessary to use, besides the standard
single-particle Green’s functior® andG(", the anomalous single-particle Green’s func-
tionsFM) andF(?). For a realistic description the well-known components, i.e., the mean
field and pairing, described by a BCS-type equation, should be singled out explicitly,
after which corrections to first order g in all mass operators should be studied. This
problem, i.e., the formulation of the gap equations ingRepproximation, is studied in
the first part of this letter. The first computational results ¥98n are presented in the
second part.

We shall represent each of the complete mass operators in the system of equations
for G andF as a sum of two terms, the first being energy-independent and the second
energy-dependent

S(e)=S+M(e), SM(e)=SM4MM(g), (1)
SM(e)=SD+MD(g), 2O(g)=3@+MO(s),

whereS and3 (™ correspond to the mean field aBd? andS(® correspond to pairing,
described by a BCS-type mechanism. The quantMeéscontain the QPI explicitly and
are taken in the? approximation:

.""“‘.
M(e) = MM (—g) = >0>0>—, )
s R
MO (e) = >0<b < MO(e) = <O Sb>, ()

where a circle denotes the phonon production ampligided the Green’s functions in
the mass operators!' do not contain phonons. Pair phonons are neglected here and
below, since their contribution should be small.

In what follows it should be kept in mind that the initial components of the problem
are the mean field, described by the phenomenological Woods—Saxon potential, and the
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gap width, which satisfies the BCS equation with a phenomenologically clppseter-
action. At present this approach is the most realistic in the theory of nuclei, especially for
describing experiments for nonmagic nuclei.

On account of the phenomenological nature of the input quantities — the single-
particle energies, and the gap widtha, (A denotes the single-particle quantum num-
bers, the energies, should contain a contribution from the teris'® and the quantities
AN should contain a contribution due to the terM$")(?), The latter can be seen
from the standard BCS equation with a phenomenologipahteraction, written in terms
of the Green’s functions methdd,

2)_ A (1) _ ¢ 2).
AP=AP=3 Fio SFQ, (4)
)\I
where F?) is the anomalous Gorkov—Green’s function aRd is the renormalized

)\!
interaction amplitude, which is irreducible in thgp channel. Thereford¢ contains
diagrams corresponding to phonon exchange, i.e., we can’writgymbolically

Fé=W+gDg, (5

whereW is a newpp interaction and is the phonon Green'’s function. Then, singling out
the pole diagram with a phonon in E), according to Eq(4), corresponds to taking
M®) from Eg.(3) into account in Eq(1). Therefore, in order to avoid taking the quan-
tities M' into account twice they must be excluded from the phenomenological quantities,
i.e., the QPI must be “removed” from the latter. These refined quantities are everywhere
marked with a tilde.

The system of equations for the single-particle Green’s functions imdapproxi-
mation has thésymbolig form®*2

G=G+GMG-FOMMWEFR-GMOFR-FOMAG, (6)

FO=FE@Q4+EOMG+EMMMER_EQMOEQR 1+ G0\ @G,

whereG andE® are the well-known Gor'’kov Green’s functions, which, in contrast to
the standard cage, containe andA from which the contributions of the corresponding
M' have been removed.

Next, following Ref. 7 we represent the mass operatddrand M(™ as a sum of
parts which are even and odd as a function of energy, for exarpteM ¢+ M.
Then, determining the excitations of an odd-mass nucleus as the poles of the Green’s
functions, we obtain from the systef®) the formal expression for these energies

Ex,=Ver, AL, 7)
where
ey + Mo (E A, +MEAE, )
:Sx (e))\( M?) and A, = A \ A7
” 1+aq,, Ay 1+a,,

and d,,= =M\ (Ey,)/E,,. Here the indexy is the number of the solution of the
system(7)—(8). Here the difference from Ref. 7 lies in the fact that by introducing the

unobservable, or refined, quantitiesandA, we avoid taking thévl’ into account twice.

: ®

Ex
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A relation between the phenomenological and refined quantities can be obtained
from relations(7) and(8). Since the experimental single-quasi-particle energies which we
are using should correspond to the domin@r@ving the maximum spectroscopic fagtor
levels, the refinement should be such that after the Dyson equd@pase solved one
solution should correspond to an experimental value and the level should remain domi-
nant. These experimental single-quasi-particle energies serve as input data for our entire
problem. Using this condition and relatio(® we obtain

_Ex+M(e)>\(E>\) _ (112)_ZA+M§\112)(E)\)

AT TIrgE) TN T I Ey ©

whereE, = \/8)\2+A}\2. The energieg, ande, in Egs. (7)—(9) are measured from the
corresponding chemical potentialor . Solving these nonlinear equations, we can find
the refinede, andA, , if the phenomenological, andA, are known.

~We shall now obtain an equation fdr, . For this, since in the limit of no QPI
(M'=0) 32 pecomes the standard BCS gap, and generalizing the corresponding analy-
sis in the theory of finite Fermi systefisee Eq.(4)], we write the mass operator as

3 (L) FEp(12) (10)

whereF (2 satisfies the system of the equatidfs HereF¢ is the amplitude, which is
irreducible in thepp channel and should differ fror&(©) in Eq. (4), since the Green's
functions in Eqs(4) and (10) are different. It can also be represented as a sum of two
parts, similar to Eq(5),

Fé=W+gDg. (11

The interactionV is assumed to be energy-independent. The Green’s furietfdin Eq.
(10) must also be taken in thg? approximatior{first iteration in Eq.(6)]:

FQ_E@ 4 E@OME 1+ EMMMEQ_E@QMOER L EMMDE. (12)
From relationg10)—(12), dropping terms of order higher tha#?), we obtain
3@(g)=WF®+gDgF®+WE@PMG+GMMME®R
—EOMWE@ 1 EOMAE) =2+ M@, (13)

Comparing Egs(1) and(13) we see thah =A@, i.e., the refined (? introduced above
satisfies the nonlinear equation

A@=WE@+ WEDIMG+ EMMNEQ _ERMOER L GOM@F). (14)

The terms withM' in Eq. (14) give the desired contribution of the QP14q and the term
Apcs=WF@ describes the BCS pairing mechanism but with an interadfibthat is
different fromF () in Eq. (4).

Therefore two problems must be solved in order to take the QPI into account com-

pletely (in theg? approximatiofin the problem of pairing in nuclei:)iA, must be found
from the system of equatior{8), having determined first the quantities andA, from
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experiment, and )2Eq. (14) must be solved folA, or, more precisely, knowing these
guantities, we must find the interactioff and thereby determine the contribution of
terms with and without phonons b, .

We have performed the corresponding calculations for the semingic nucleus.
First, using an iterative fitting procedure, the phenomenologigadnd A, were deter-
mined, starting from existing experimental data for the neighbotfign and!?'sn
nuclei(see Ref. h The equatior(4) was solved using the phenomenologipplinterac-
tion obtained in Ref. 6F¢= —Co/In(c,/§), whereg is the cutoff parameter for summa-
tion in the ranget— u<e, <&+ u. To solve the syster(®) and Eq.(14) we used 21 of
the most collective 2, 37, 47, 57, and 6" phonons with energy not exceeding the
neutron binding energy, which we calculated f#Sn on the basis of the theory of finite
Fermi system%(see Ref. 5 for more detailed discussio®n account of computational
difficulties in solving the indicated nonlinear equations, the calculations were performed
for eight single-particle neutron levels fromg@/2 to 3p3/2 near the Fermi surface.
However, this restriction is quite reasonable, since the contribution of the QPI is greatest
precisely for such levels.

Determining the parameters of the new interactigrin Eqg. (14) is a separate and
very complicated problem, even\it/ is found from the condition that the quantitiE&
obtained from the systeii®) are identical to the values obtained by solving Edf). For
this reason, here we used the simplest method. The interattio!as taken in the same
functional fornf as in Eq.(4), but the parameter, was determined from the condition

that the average valudsfound by solving the systeli6) and Eq.(14) are the same. The
averaging was done according to the formula

= 3A\(2j+1)
©3(2j+1) (15

We have obtained the following results. The contributionAgfs, which charac-
terizes the BCS mechanism with the new interaciiénis 74% of the average phenom-
enological gap, which is 1.42 MeV. Therefore the contribution of the quasiparticle—
phonon pairing mechanism is 26%. The contribution from the retgpgédteraction due

to phonon exchangghe quantity A —A)/A) is 31%, and the average contributiono
from diagrams with the QPI which appear in Ed4) is —5%. The latter result is
obvious: Just as in the case of the particle—hole chéhtte, contribution of terms
corresponding to diagrams with a “transverse phongplonon exchange diagrarand
with “inserts” (self-energy diagrajnare opposite in sign. However, the contribution of
diagrams with “inserts” is small in our case.

The main result of our calculation is that pairing in semimagic nuclei is of a mixed
nature. The BCS mechanism with the refingulinteraction makes the largest contribu-
tion to the gap width, while the contribution of the quasiparticle—phonon mechanism,
which is mainly of a surface nature, is smaller. If the simple recipes proposed are used to
determine a nevpp interaction and to estimate the effect by averaging according to Eq.
(15), then the QPI contribution will be 26% of the gap observedf88n. In any case the
result obtained must be taken into account in the microscopic description of modern
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experiments studying low-lying excitations in nonmagic nuclei. For odd-mass nuclei this
will be shown in Ref. 5 on the basis of a more phenomenological approach than in the
present work, where only the system of equati®swas solved.

S. K. thanks B. Mottelson and G. MI.IiEshberg for a discussion of the results
obtained in this work.
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Static properties of multiskyrmions with baryon numbers up to 8 are
calculated on the basis of the recently given rational map #&xesdhe
spectra of baryonic systems with strangeness, charm, and bottom are
considered within a ‘“rigid oscillator” version of the bound state soli-
ton model. It is suggested that the recently observed negatively charged
nuclear fragment can be considered as a quantized strange multiskyr-
mion with B=6 or 7. In agreement with previous observations, bary-
onic systems with charm or bottom have a better chance of being bound
by the strong interactions than do strange baryonic systemsl9@D
American Institute of Physic§S0021-364(99)00210-§

PACS numbers: 12.39.Dc

1. The topological soliton models, and the Skyrme model among them, are attractive
because of their simplicity and the possibility that they may give a good description of
various properties of low-energy baryons. The models of this kind provide also a very
good framework within which to investigate the possible existence of nuclear matter
fragments with unusual properties, such as their flavor being different fraand d
quarks. In addition to being important by itself, this issue can have consequences in
astrophysics and cosmology. It is well known that the relativistic many-body problem
cannot be solved directly using the existing methods, and the chiral soliton approach may
make it possible to overcome some of these difficulties.

The description of skyrmions with large baryon numbers is complicated because the
explicit form of the fields is not known. The recent remarkable obseratiat the fields
of the SU(2) skyrmions can be approximated accurately by rational map taeggiving
values of masses close to their exact values has considerably simplified their study.
Similar Ansdze have also been recently presentedStl(N) skyrmions(which are not
embeddings o8U2) fields).3

Here we use th&U(2) rational map Ansze as the starting points for calculating the
static properties of bound states of skyrmions, which are needed for their quantization in
the space 08U(3) collective coordinates. The energy and baryon number densities of the
B=3 configuration have tetrahedral symmetry, thoseBer4 have octahedrdlcubic
symmetry? those forB=5 — D,y symmetry, forB=6 — D,q symmetry, forB=7 —
dodecahedral symmetry, f@r=8 — Dgq Symmetry>2 etc. A minimization with the help

0021-3640/99/69(10)/7/$15.00 721 © 1999 American Institute of Physics
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of a three-dimensional variation8lU(3) progran? lowers the energies of these configu-
rations by a few hundred MeV and shows that they are local minima inStHe3)
configuration space. The knowledge of the “flavor* moment of inertia and3hterm

then allows us to estimate the flavor excitation energies. The mass splittings of the lowest
states with different values of strangeness, charm, or bottom are calculated within the
rigid oscillator version of the bound-state approach. The binding energies of baryonic
systems with different flavors are also estimated.

2. Let us consider simpl&U(3) extentions of the Skyrme modéhve start with
SU(2) skyrmions(with flavor corresponding tou,d) quarks and extend them to various
SU(3) groups, @,d,s), (u,d,c), or (u,d,b). We take the Lagrangian density of the
Skyrme model, which in its well-known form depends on paramdters Fy, ande
and can be written in the following wdy:

F2 1 , Fim? : FZm3—F2m2
EZETF|M|M+@TF[|M,|V] +TTT(U+U _2)+T
2_p2
XTr(1—3rg)(U+UT—2)+ D48 T Tr(1—3Ng) (Ul 1441, 1#UT). (1)

where UeSU(3) is a unitary matrix incorporating chiralmeson fields, and
|M=UTaﬂu. In this modelF  is fixed at the physical valud: =186 MeV. My, is the
mass of &, D or B meson.

The flavor symmetry breaking in the Lagrangian is of the usual form, and has
proved sufficient for describing the mass splittings of the octet and decuplets of baryons.
The Wess—Zumino term, not shown here, plays an important role in the quantization
procedure, but it does not contribute to the static masses of classical configutations.

We begin our calculations withh e SU(2), as wagnentioned above. The classical
mass ofSU(2) solitons, in the most general case, depends on 3 profile funcfiamsand
B. Here we use the following general parametrizationUyf for an SU(2) soliton:
Ug=cs+si7-n with n,=c,, ny=s,Cz, Ny=5,Sg, s;=sinf, c;=cosf, etc.

The masses of solitons, moments of inerfiaandT" are presented in Table I.

The flavor moment of inertia enters directly in the quantization procetidfand
for arbitrary SU(2) skyrmions is given b{!’

F2D+é((af)2+s%(aa)2+s$s§(aﬂ)2) ddr. 2)

1
Fzg f (1—cp)

It is simply connected with®(®) for the flavor symmetric case®-=0+ (F3/F2
—1)I'/4, wherel" is defined in(3) below. The isotopic moments of inertia are the
components of the corresponding tensor of inertféin our case this tensor of inertia is
close to the unit matrix multiplied b§ ;. The quantization procedure uses the quantities
I' (or the X term), which determines the contribution of the mass term to the classical

mass of the solitons, anid:

F2
rsz(l—cf)oﬁr, ©)
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TABLE I.

B Mg 09  ©O7 r T ws W wy Aeg Ae,  Ae,

1 1702 204 555 483 156 0.309 1542 4.82 — — —
3 4.80 6.34 144 140 267 0.289 1504 4.75-0.041 -0.01 0.03

4 6.20 827 16.8 180 31.4 0.283 1.493 4.74-0.020 0.019 0.06
5 778 10.8 235 238 353 0287 1505 4.750.027 0.006 0.05
6 9.24 131 254 290 382 0.287 1504 4.75-0.019 0.017 0.05
7 10.6 147 287 323 444 0282 1497 4.750.017 0.021 0.06
8 12.2 17.4 334 389 469 0288 1510 4.770.018 0.014 0.02

Characteristics of the bound states of skyrmions with baryon numbers B & The classical maddl of

solitons is in GeV, the moments of inerfiaandI” are in GeV'!, the excitation frequenciasg for flavor F are

in GeV. The parameters of the model &¢=186 MeV, e=4.12. The accuracy of the calculations is better
than 1% for the masses and a few % for the other quantitiesBFh& quantities are shown for comparison.
Aeg ., in GeV, are the changes of binding energies of the lowest baryonic system with §lagoor b,
|[F|=1, in comparison with usualu(d) nuclei(see Eq(14)).

r= %f cil (9)%+7(da)?+s7si(9B)?]dr . (4)

3. To quantize the solitons i8U(3) configuration space, in the spirit of the bound-
state approach to the description of strangeness proposed in Refs. 11 and 12 and used in
Refs. 13 and 14, we consider the motion, in collective coordinates, of the meson fields
incorporated into the matril:

U(r,H)=R(Uo(O(MNR'(t), R=AD)S(1), (5

whereU, is the SU(2) soliton embedded int&U(3) in the usual way(into the upper
left-hand corner, A(t) e SU(2) describessU(2) rotations,S(t) e SU(3) describes rota-
tions in the “strange,” “charm.” or “bottom” directions, andO(t) describes rigid
rotations in real space;

S(t)y=expiD(t)), D(t)= 2, Da(Dha, (6)

N\, are Gell-Mann matrices of theu(d,s), (u,d,c) or (u,d,b) SU(3) groups. The
(u,d,c) and (u,d,b) SU(3) groups are quite analogous to the,d,s) group. For the
(u,d,c) group a simple redefinition of hypercharge should be made. Foruhd )

group, D,=(K*+K™)/y2, Ds=i(K*—=K™)/\2, etc. And for the ¢,d,c) group
D,=(D°+DY%/2, etc.

The angular velocities of the isospin rotations are defined in the standard way:
A'A=—iw2. We shall not consider the ordinary spatial rotations explicitly here be-
cause the corresponding moments of inertia for baryonic systems are much greater than
the isospin moments of inertia, and for the lowest possible values of the angular momen-
tum J the corresponding quantum correction is either exactly geroevenB) or small.

The fieldD is small in magnitude, at most of order/M,, whereN, is the number
of colors in QCD. Therefore, an expansion of the ma8ix D can be made safely. To
the lowest order in field the Lagrangian of the modél) can be written as
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L=-— MC|,B+4®F,BDTD_

F2
r (FSmZD m2

~ NB .. .
+T(F3—F2) DTD—i%(DTD—DTD). 7

Here and belowD is the doubletk*, K® (D° D™, or B, B%). We have kept the
standard notation for the moment of inertia of the rotation into the “flavor* direction
Or=0,, 0. or 04 (Refs. 10 and 1p(the indexc denotes the charm guantum number,
except inN.). The contribution proportional tb5 is suppressed in comparison with the
term ~1I" by the small factor- FzD/sz , and is more important for strangeness. The term
proportional toN.B in (7) arises from the Wess—Zumino term in the action and is
responsible for the difference of the excitation energies of strangeness and antistrange-
ness(flavor and antiflavor in the general casé!*

Following the canonical quantization procedure, we write the Hamiltonian of the
system, including the terms of orddi, in the form?%12

2R2

NZB
— M+ | Tgm3+T(FE—F2)+ —— DTD

Hg=M¢ g+ 75— 160.

40r g

+i (DTH 11'D); (8)

8®FB

m3=(F3/F2)m3—m? . The momentunil is canonically conjugate to the variakie
Equation(8) describes an oscillator-type motion of the fi€dn the background formed
by the (u,d) SU(2) soliton. After diagonalization, which can be done explicitly following
Refs. 13 and 14, the normal-ordered Hamiltonian can be written as

HB:MC|,B+ wF'BaTa+;F'BbTb+O(1/NC), (9)

wherea’, b' are the creation operators for the strangeress, antikaonsand anti-

strangenes@lavor and antiflavorquantum numbers, ang g, EF,B are the frequencies

of flavor (antiflavop excitations.D andII are connected witla andb in the following
13,14

way:

D'=(b'+a")/yNBurg, I'=NBuggb'—a')/2i (10)

with up g=[1+16(m3T g+ (F3—F2)T5) O 5/(N:B)?]*2 For the lowest states the
values of D are small,D~[16I'g®( gm3+NZB2]" Y4 and increase with increasing
flavor number|F| as (3F|+1)Y2 As was noted in Ref. 14, deviations of the fid
from the vacuum decrease with increasing nags as well as with increasing number
of colorsN,, and the method works for amy (and also for charm and bottom quantum
numbers.

The excitation frequencies andw are:



JETP Lett., Vol. 69, No. 10, 25 May 1999 V. B. Kopeliovich and W. J. Zakrzewski 725

wr g=NeB(urs—1)/80r5, wrg=NB(urg+1)/80¢ . (11)

As was observed in Ref. 15, the differen;e'B—wF,B=NCB/4®F_B coincides, to lead-
ing order inN,, with the expression obtained in the collective-coordinates appr8ach.

The flavor symmetry breaking in the flavor decay constants, i.e., the fact that
Fx/F,=1.22 andFp/F_.=1.7+0.2 (we takeF,/F.=1.5 andFg/F ,=2) leads to an
increase in the flavor excitation frequencies, in better agreement with data for charm and
bottom?® It also leads to some increase of the binding energies of baryonic syStems.

The behavior of static characteristics of multiskyrmions and flavor excitation fre-
quencies shown in Table | is similar to that obtained in Ref. 19 for toroidal configurations
with B=2,3,4. The flavor inertia increases wiBhalmost proportionally tdB. The fre-
quencieswg are smaller foB=3 than forB=1.

4. The terms of ordeNC’1 in the Hamiltonian, which depend on the angular veloci-
ties of rotations in the isospin and ordinary spaces and which describe the zero-mode
contributions are not crucial but are still important for numerical estimates of the spectra
of baryonic systems.

In the rigid oscillator model the states predicted do not correspond to the definite
SU(3) or SU(4) representations. How this can be remedied was shown in Ref. 14. For
example, the state witB=1, |F|=1, =0 should belong to the octet ofi(d,s), or
(u,d,c), SU(3) group, ifN.=3.

Here we consider quantized states of baryonic systems which belong to the lowest
possibleSU(3) irreps (p,q), p+2q=3B, viz., p=0, q=3B/2 for evenB, andp=1,
g=(3B—1)/2 for oddB. ForB=3, 5, and 7 they are 35-, 80-, and 143-plets, and for
B=4, 6, and 8 they are 28-, 55- and 91-plets. Since we are interested in the lowest energy
states, here we discuss the baryonic systems with the lowest allowed angular momentum,
i.e.,J=0, for B=4, 6, and 8. For odd@ the quantization of the baryonic system meets
with some difficulties, but the correction to the energy of quantized states due to the
nonzero angular momentum is small and decreases with increBsisigce the corre-
sponding moment of inertia increases in proportiontB?. Moreover, theJ-dependent
correction to the energy cancels out in the quantities of interest, which are the energy
differences of flavored and flavorless states.

For the energy difference between the state with fldvdyelonging to the |§,q)
irrep and the ground state with=0 and the same angular momentum apdqj, we
obtain:

(MF,B_ 1)(MF,B_ 2)
4:“42:,B®F,B

AEgr=|F|og g+ (I +1),

12

T,=p/2 is the quantity analogous to the “right” isospin in the collective-coordinates
approact?*®andT,=1,;— . Clearly, the binding energy of multiskyrmions cancels out
in Eq. (12). For the states with maximal isospis= T, +|F|/2 the energy difference can
be simplified to:

mEp—1
—[I(I+1)-T(T,+1)]+
G gl (1T D =TT+ 1))

pee—1  (IF[+2) (pep—1)7?
r4MF,BF,B 8®F,B /.le-:’B '

AEB,F=|F| wF,B+T (13)
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This difference depends on the flavor moment of inertia but no®en In the case of
antiflavor excitations we have the same formulas, with the substitutien— w. For the
lowestSU(3) irreps one ha3, =0 for evenB andT,= 1/2 for oddB. It follows from (12)
and(13) that when some nucleons are replaced by flavored hyperons in baryonic systems
the binding energy of the system changes by

3(mea—1)  _ mep—1  ([F[+2) (prp—1)°
8,u,2:’1®,:,1 "4urpOrp  80fg ,u,Z:’B

AfB,F=|F| WE17 WFB™ (14)

For strangeness E@l4) is negative, indicating that stranglets should have binding ener-
gies smaller than those of nuclei, or can be unbound. Stheg increases with increas-
ing B andmp, this leads to stronger binding with increasiBgand “flavor” mass, in
agreement with Ref. 15. For charm and bottom expresdidhis positive forB=3; see
Table | for the casé¢F|=1.

The nuclear fragments with sufficiently large values of stranget@dsottom) can
be found in experiments as fragments with negative ch&geaccording to the well
known relationQ= T3+ (B+ S)/2 (similarly for the bottom numbegrOne event of a long
lived nuclear fragment with mass about 7.4 GeV was reported in Ref. 20. Using the above
formulas it is not difficult to establish that this fragment can be the state Béth-S
=6, orB=7 and strangenes$= — 3. Greater values of strangeness are not excluded.

As in theB=1 casé’! the absolute values of the masses of multiskyrmions are
controlled by the poorly known loop corrections to the classic masses, or the Casimir
energy. And as was done for ti=2 states® the renormalization procedure is neces-
sary in order to obtain physically reasonable values of the masses. This generates an
uncertainty of around several tens of MeV, as the binding energy of the deuteron is
30 MeV instead of the measured value 2.23 MeV~s80 MeV characterizes the uncer-
tainty of our approach®?’ But this uncertainty is cancelled in the binding energy differ-
encesA e shown in Table I.

5. Using rational map Angae as starting configurations, we have calculated the
static characteristics of bound skyrmions with baryon numbers up to 8. The excitation
frequencies for different flavors — strangeness, charm, and bottom — have been calcu-
lated using a rigid-oscillator version of the bound-state approach of the chiral soliton
models. This variant of the model overestimates the mass splitting of strange hyperons
when flavor symmetry breaking in the decay constgpis included, but it works better
for ¢ and b flavors!® Our previous conclusion that baryonic systems with charm and
bottom have better chances to be bound with respect to strong decay than do strange
baryonic systers is reinforced by the present investigation. This conclusion takes place
also in the case of flavor symmetlyp=F ..

Consideration of baryonic systems with “mixed” flavors is possible in principle but
would be technically more involved. Our results agree qualitatively with the results of
Ref. 22, where the strangeness excitation frequencies were calculated within the bound-
state approach. However, there is a difference in the behavior of the excitation frequen-
cies: we have found that they decrease when the baryon number increasd3=frbm
thus increasing the binding energy of the corresponding baryonic systems.

The charmed baryonic systems with=3,4 were considered in Ref. 23 within a
potential approach. ThB=3 systems were found to be very near the threshold, and the
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B=4 system was found to be stable against strong decay, with a binding energy of
~10MeV. Further experimental searches for baryonic systems with flavor different from
u andd could shed more light on the dynamics of heavy flavors in baryonic systems.

This work has been supported by the UK PPARC grant: PPA/V/S/1999/00004. VBK
is indebted to the Institute for Nuclear Theory at the University of Washington, where the
work was initiated, for its hospitality and DOE for support.
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In experiments on th@g decay of polarized neutrons where only the
electron and proton momentum distributions are observed and the
radiation is not registered, the asymmetry fadBoof the antineutrino
angular distribution cannot be obtained rigorously — the valuB f

only estimated on the average by taking into consideration the expec-
tation (mean value(B) and the rms deviatiodB. The resulting un-
avoidable ambiguities in the determination®&mount to several per-
cent, which is significant for the present-day experimental attempts to
obtain B to very high precision~(0.1-1)%. © 1999 American In-
stitute of PhysicsS0021-364(109)00310-2

PACS numbers: 23.40.Bw, 13.30.Ce, 14.20.Dh

Recently there has been a great deal of interest in high-precision measurement of the
neutronB-decay characteristics, first, the lifetimgRef. 1), and, if the neutron is polar-
ized, the asymmetry factor& and B, respectively, of the electrérand antineutrind
angular distributions with respect to the neutron polarization vegtofhe rigorous
determination of thgg-decay characteristics A, B, ... is well understood nowadays to
be of fundamental importance for the general elementary particle thses, e.g.,
Refs. 4-7.

The electron and antineutrino momentum distribution

dn,
dW(e,p.n,,, &) = dw7—(gy+30a) {1+ (VE)A(Qy.Ga )

+B(9gv.9a.e)(n, ) +a(gy,ga,e)(N,V)} D
is usually what haunts us whenever we consider@hidecay process. In Eql) we have
G2
dw= Fapwids(dneMﬂ'), ne=p/p, v=ple, n,=p,lw,,
aw

where G stands for the effectivgg-decay amplitude® and,w,,p,p, are the electron
and antineutrino energies and momenta, respectively; a system of unith withk 1 is
adopted. But so far as antineutrino registration is unfeasible(Bgimmediately as it
stands, is useless for obtaining the valuBdfom experiment. Since an experiment for

0021-3640/99/69(10)/6/$15.00 728 © 1999 American Institute of Physics
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obtaining the antineutrino angular distribution without registering the antineutrino itself is
expounded thoroughly in Ref. 3, here we only recall that in its ideal scheme, which is
sufficient for our purposes, the registered electron momemtisrdirected strictly along
the x axis (see Fig. ], the at-rest neutron polarization vectiis also directed exactly
along or opposite the axis direction, and the proton momentum projection onxtlagis,

P, is registered in coincidence with the electron momengymwhile the components of
the proton momentur® perpendicular to are not observed at all, nor is theradiation.

If for a moment we leave aside the radiation and neglect the kinetic energy of the
proton on account of its very large mass, the antineutrino energyand the cosine of

the angle between the axis and the direction of the antineutrino emission are clearly
given by

w,0=A—¢g, Yo=c0 ,=(—Py—|p])/w,o, @

with the corresponding momentum distribution taking the form

WP, .p) = dP, L wi(p
( X!p) X W( le)l

Zw,,o
WP, ,p)=(g%+3g3)[1+Az +Bgyoz+aye]. (3)

In (3) and hereafter, the value= + stands for neutron polarization along thexis and
z= — for the opposite direction. We have appended a subscript B tonstress that it is
the value that would be obtained if theradiation were turned off. In the experiment of
Ref. 3 the distribution

AW, Py, p) =Wey Px,p) - dp d Py (4)

was obtained. Using Eq$1)—(4), for which the y radiation has been left aside, one
would infer the equation

Wed Px.p) = fo(@,0)(1+2Av) + fo(w,0)Yo(zBy+av), 5

and, consequently, one would arrive at the following expression, in terMLé)ng(4), for
the coefficient multiplying £ n,)=zy, in Egs.(1) and(5):
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2
G (O3]

1
Bo= - [Wap— fo(1+2Av) —foavyel, fo= (95+303). (6)
ZYofo

774
Accordingly? Bo=0.9821+0.004.

However, the experiment of Ref. 3 deals with tBedecay probability for given
P,,p values, involvingy radiation with all the allowed momenta In describing each
single event, the expressions oy, o in (2) will be replaced(see Fig. 1 as follows:

_ __Px_|p|_xw .
Yo ¥ (@) =€080 ,y=———————, X=C0S0, @

G’w,

fo—f(w)= (93+303), =0 (0)=A—c—o,

167

where w=|K| is the y-ray energy, andd ,, stands for the angle of the radiation
direction relative to thex axis. It is natural to estimate the quantByin (1) via the
expectation valuéB) expressed in terms of the expectation val(del,(f), which are to
be calculated by averaging(w), f(w)y(w,x) over the momentum distribution
Wzy(Px,p,k) of the y radiation accompanying the decay event with giV&np,z. Each
single decay event with a givdnvalue enters into the experimentadéxp( P, ,p) value
with its own weight, its own probabilitwvzy(Px,p,k)dk, which is the probability ofy
radiation with a given momentut accompanying3 decay with the giver®, ,p values.
Consequently, Eq5) is replaced by a new relation in which the experimentally observed
quantity Wéxp(Px,p) is equated to theB-decay probability averaged with the weight
W?(Py,p,k), namely:

f dkWZ(Py,p,K) f(0)[1+2Av +2(B)*y(w,X) +avy(w,x)]

Wéxp(PXap):
f de'Zy( I:)X vprk)

=(fY*(1+zAv)+(yf)*(z(B)*+av), (8

where the familiar notation of averaging is introduced:

A—g X 2m
0 X1 0

(F)*(Pyx,p)= 9

A—e Xo 27
f dwzf dx | d¢Wi(Py,p,@,X,®)
0 X1 0

Here the limitsx, ,x, emerge merely from kinematics of the process under consideration,
the quantities to be averagddw),f(w)y(w,x), being independent of the azimughof

the y radiation(see Fig. 1L

Thus we have derived E@9) to replace the former equatidh). In the absence of
an immediate one-to-one correspondence between the distril§8tisvolving (B)? and
the antineutrino angular distributidd) involving B, the quantityB)? is seen, neverthe-
less, to be relevant for our goal, which is to estimate, on the average, the vaum of

(2):
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(B)*=2[(1+2Av)(fo—(f)*)+Yofo(av +2By) 1/(yf)*~zav. (10

To judge with full confidence the accuracy and even the very validity of the afore-
mentioned estimation oB in terms of (B)?, let us visualize the distributions of the
quantitiesf (w),f(w)y(w,x) around their mean or expectation valués,(fy), that is,
let us evaluate the rms deviations tfw),f(w)y(w,x). In short, in addition to the
quantities (f),(fy) themselves, we must calculate the mean square deviations of
f(w),f(w)y(w,x) from their expectation valueéf),(fy) (i.e., the variances of these
quantities:

(AH22=(f22=((H)H%  ((AyH))H*=((yHD*—((yHH?

(A(F-yD)?=(f-y )2 (1)2-(yf)~ (11
Accordingly, the attainable accuracy

AB?=((AB")%) =(B%)*~ ((B)")*
of the B value estimatior{10) is expressed in the usual wésee, for instance, Ref) &
terms of the quantitie€ll) and the derivatives

A(BYHa(f)?, B a(yf)~

Thus the ambiguities in estimating the true valueBdfrom the expectation values
(B)™ stem from the difference between the quantitigs* and(B)~ themselves and
from the emergence of an rms deviatiamB .

Upon integrating oved¢ in (9), the y radiation distribution takes the form

2
wzdwdxddexfO dPWE(Py,p,@,X, &)

eG\?
22

X (g2+393) +y(w+v2e)(92—g2) ]+ 0¥ (g3+392) +yx(gZ—g2)1(1—vX)

+22ga[ (1—x%)ev[(gy—ga) (Ve + @) +(gy+ga)vy(e+ @) ]+ 0*(1—vX)

8 1 e, 1
(2m)" 4?2 [1—xv]? M

m (1-o0)
(5) dxdwdP,dp{(1—x?)ev[v(e+ w)

X[(gv—ga)X+(gv+aalyll}, (12)
where
_2a|1 e+|p|
R m _1}

It should be noted that it is the presence of the quantityEq. (13) that governs the true
infrared (w—0) behavior ofVVZy(PX,p,w,x,¢>) (see Refs. 4,9,10

It is pertinent to present the calculated quantiti®s ¢ By)/By, AB*/(B)* as
functions of the electron energyand of the quantity, (2), as was done in Ref. 3. Here
the dependence oa proves to be rather smooth, whereas the dependenag,,om
contrast, becomes strong, as is seen in Figs. 2 and 3, which typify the results of the
calculations.
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FIG. 2. They, dependence of the quantityg)*— B,)/B,, in %, at the value =1 MeV. The solid line stands
for z=+, the dashed line for=—.

The expectation valuéB)? is relevant for ascertaining the true value Bfin (1)
when the distributions of the values fiffw), f () y(w,X) are sharp enough, that is, when,
at givenP,,p, the ratiosA f/(f),A(fy)/(fy) and, henceAB/(B) turn out to be substan-
tially smaller than(i.e., negligible in comparison wijithe desired accuracy of determi-
nation of B (Ref. 3. The magnitude of the ratidB/(B) sets the bound on the precision
of obtaining the value oB (1) from the processintgof the experimental dat&d). Yet,
when at certairP, ,p the distributions off (w),f(®)y(w,x) around{f),{fy) turn out to
be so smoothed that f/{f)~1,A(fy)/{fy)~1, and, consequenthAB/(B)~1, there
will apparently be no reason at all to estimate the quaiitg) in terms of(B)Z. In that
case, the antineutrino kinematics, the antineutrino angular distrib@tigncannot be
reconstructed from the experimentally observeigtribution(4) even on the average. Of
course, it is no wonder that the values in Figs. 2 and 3 increase shargly—e8, the
physical reason for such behavior ),AB being quite visible. Indeed, wheyy~0,

40 £
30
20 £
10
O_, S Ta
1.0 -05 0 05 1.0

Yo

FIG. 3. The same as in Fig. 2, but for the quanttB?/(B)?*.
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that is|p|+ P,~0, the inclusion of the termw in y(w,X) (7) gives rise to appreciable
values of the ratiosy(—yg)/yq,Ay/(y) at anyw, even a very tiny one. In this case, any

v radiation absolutely destroys the antineutrino kinematics that would hold in the absence
of electromagnetic interactions. In turn, the values @) —B,)/By,AB*/(B)™ in-
crease significantly and can even get arbitrary larggygt—0. Of course, under such
circumstances one can say nothing about the expectatiearn values themselves. By
processing all the experimental data beyond these dyglllvalues, we can claim to
acquire a semiquantitative estimateBto an accuracy of a few percent. At best, when
only events with|y,|~0.8—1.0 are taken into account, an accuracy better than 1% is
thought to be attainable in recovering the antineutrino asymmetry coeffigient

Thus there is, alas, no justification for glossing over the effect oddiation on the
determination ofB and touting the achievement of very high accurae.4% in the
measurement dB, as proclaimed in Ref. 3.

*)e-mail: bunat@cv.jinr.dubna.su
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The transmission of x rays through rough submicron narrow channels is
investigated by numerical simulation with diffraction and decay of co-
herence taken into account. It is found that transmission is strongly
increased for directions within the diffraction limitd (d is the chan-

nel width). For larger angles strong roughness scattering results in rapid
decay of coherence and absorption of the x-ray beams. When the co
herent part is a significant portion of the transmitted beam, its diver-
gence is also within the diffraction limit, which can be an order of
magnitude smaller than the Fresnel angle of total external reflection.
The effects are explained with the statistical theory of x-ray scattering
in a rough transitional layer. Such “supercollimation” can be used for
fine angular discrimination of x radiation and for the production of very
narrow diffraction-quality x-ray beams. @999 American Institute of
Physics[S0021-364(09)00410-7

PACS numbers: 41.56¢h, 07.85—m

Monitoring of x-ray beams by capture into a narrow dielectric channel is used in
waveguide x-ray laser physitsn the production of thin x-ray probe bearhand other
applications based on the total external reflection effect. The minimum angle of diver-
gence of the beam in this case is limited by the Fresnel awWgle and roughness
scattering can only degrade this parameter. In this letter we consider the role of diffrac-
tion, which can be important for narrow beams, especially when the roughness is high.
Scattering from surfaces with high roughness requires a special approach because small-
perturbation methods fail.X-ray scattering at rough surfaces is usually investigated
within the well-known Andronov—Leontovich approatibut for very small angles of
incidence the “parabolic equation” model for slowly varying scalar amplitudés, z)
of the electric field vector should be used. Within this model, scattering and absorption do
not disappear in the small grazing angle limit that results from the Andronov—Leontovich
approacHt. In this case large-angle scattering is neglected, so that

P?A(X,2)] 922<k- IA(X,2)/ dz,
and, because the beam is narrow,
PPA(X,2)1972< *°A(X,z)] IX2,

wherez andx are the coordinates along and across the channel. Here consideration will

0021-3640/99/69(10)/5/$15.00 734 © 1999 American Institute of Physics
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FIG. 1. Evolution of the total integral normalized intensity of the beggpand normalized incoherent part
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be restricted to two-dimensional channéigpsg, although the same approach can be
applied to capillaries. The assumption results in the “parabolic equation” of quasioptics:

€~ €&p

2'kaA—A A+k?
: E_ L 80

A(X,z=0)=Ay(x),

wherek= \eo(w/c). (Heree, is the dielectric permittivity of air, and, is the dielectric
permittivity of glass). The evolution of the channeled x-ray beam was calculated by direct
integration of the “parabolic” equation The dielectric permittivity on the rough bound-

ary, with the random shape=¢(z), was represented as(x,z)=e,+(gg—e&1)H(X
—£&(2)), whereH(x) is a step function. The distribution of roughness heights is assumed
to be normal. It is known from the results of Ref. 4 that at grazing incidence the effect of
scattering is very small. Therefore special surfaces are needed to observe scattering
effects in the gap interface at a reasonable distance. In the calculations we used roughness
amplitudes up to 400 A. The results of direct simulation of scattering with the model
rough surface by integration of Eql), calculated for an x-ray energg=10 keV,
channel widthd=0.5 um, 0 =400 A, and roughness correlation lengtg,=5 um and
averaged over 40 realizations, are shown in Fig. 1 as the incoheremt parrmalized

to the initial value of the total intensity of the bearny,, where

% dr2
ri:f,m Ii(x)dx/fid/2 [o(X)dX.

A, («h)

The initial angles of incidence wer@=0, 3-10" 4, and 6 10 * rad.

Angular spectra of the coherent and incoherent parts of the wave amplitude averaged
over 40 realizations are shown in Fig. 2.

Statistical averaging of Eq.l) gives for the last term the expressidime angle
brackets correspond to averaging

k2x(x,2){A(X,2)) + k¥ 8s' - A(X,2)),
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FIG. 2. Angular spectra of coherefsolid curvg and incoherentdoty components of the x-ray beam after
transmission throudga 2 cmrough gap.

where
X(x,2)=((e(x))—eg)leg, Je'(x,2)=(e(x,2) —(e(X)))/eq.

The first term in the sum corresponds to absorption of the x-ray beam and the last term to
decay of coherence due to incoherent scattering. Assuming that the varia#qx,aj

over the roughness correlation lengtl,, is small and thaf5e(x,z))=0, we can use the
statistical method of Tatarskisee Ref.  which is valid for 5-correlated fluctuating
media. Thus

(58’(x,z)'A(x,z)>=<A(x,z))(—ik/4)J_m (6e'(x,z) 8¢’ (x,2"))dZ".

The same generalization of the method to include stratified media has been used in the
case of electron channeling in single crystakhus the coefficient multiplyingA(x,z))

has the meaning of a “scattering potential” that causes decay of coherence and can be
written as

1 s ! ! ! ! k (80_81)2
W(x)=(—|k/4)ﬁ (8e'(x,2) 8¢’ (x,2'))dz :_ZW
+o xl o o— ’ _p2(,\\112
Xf dZ’J’ exq_gz)dgf)(/ R(z")¢/(1-R5(2")) exq_ 772)d77, (2)
— — xlo

whereR(z) is the autocorrelation coefficient, awmdis the variance of thé&(z) distribu-
tion. Thus the coherent part of the amplitudléx,z) can be calculated from the statisti-
cally averaged equation

2ikd(A(x,2)) dz— A | {A(X,2)) —k2x (X)(A(X,2)) — iK2W(X){A(X,2)) =0, (3)
and
(A(x,z=0))=Ag(X).

It can be shown that the value ¥¥(x) in the middle of the transitional layemx (
=0) does not depend an and is nearly proportional to the roughness correlation length
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FIG. 3. Decay of the coherent part of the radiating,,, calculated with statistical averagifigplid curveg and
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Z.orr- The same is true far=d. This results in a weak dependence of the phase shifts of
the incoherently scattered wave on the valuerpfunlike the case for the higher angles
of incidence of the beam which have usually been investigated in experiments.

The inner double integrals in E¢R) can be simplified for smalR, and an approxi-
mation forW(x) can be written as

k(eo—e)? (> . (O )
W(X)~ — Z fodz J;wexq—f )dé
CR(2'V£/(1—R2(2')) 112 X2
XJ (2')él(1-R¥(z")) exp(—nz)dn-exp(——2> @
0 o
with a clear dependence on the vertical coordinate

The results for the coherent part of the beam obtained by averaging the solution of
equation(1) and integrating Eq(3) with approximation(4) are shown in Fig. 3.

The decay of coherence can be described with attenuation coeffigggnt$he
attenuation coefficients can be found as overlap integrals,

k
Bi=— §f o OLIM(x(x)) +W(x)Je|(x)dXx,

where the eigenfunctiong;(x) are solutions of the equations

A @j(x)=K[ 2kj; —kRe(x(x)) ] @;(X).

It can be shown for lower channeled modes that the incoherent scattering attenuation
coefficient is proportional t@r (see the discussion above about the dependendéxf
ono):

o 0
Bscatter™ kz(so_ 81)20'f7xd2’ J,mqu - fZ/Z)df

“R /5/ 1_R2 \1/2
xf EIETREN o — pi2)d .

0
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FIG. 4. Dependence of the attenuation coefficients for incoherent scati@ring, (dashed line®, 3) and
absorptionBapsery (SOlid line 1) on the mode numbeN; o=100 A, zeor=2 um (curve 2); 0=400 A, z.,,,
=5 um (curve3). The center of modél corresponds tayy~1.24 10" 4. N.

The results for the attenuation coefficiefifgm 1] for various wave modes are
shown in Fig. 4 separately for absorption and incoherent scattering within @rf.5
quartz glass channel. The angle of inciderigg corresponding to the center of tingh
mode (N=1) is 9y=A/2d- (N+1/2).

It is seen from Fig. 4 that the effect of incoherent scattering for given correlation
length is an order of magnitude higher than the effect of real absorption. Coherence
effects for modes number “1” and higher will decay after several millimeters of channel
length. And decreasing the correlation length will result in a nearly proportional decrease
of the incoherent scattering. The rate of coherence decay of the “0” mode agrees well
with the results shown in Fig. 3.

The “supercollimation effect” can be measured as the strong sharpening of the
angular dependence of the transmission of x rays through an interface, to below the
Fresnel angle of total external reflection. Such “supercollimation” can be used for fine
angular discrimination of x radiation and for the production of very narrow diffraction-
quality x-ray beams for use as probes and also of high-quality soft x-ray beams for x-ray
laser amplifiers.

*e-mail: ognev@nfi.kiae.su
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The evolution of the boundary of a liquid during the development of
mixing instabilities is studied. The vortex filaments, which transport
liquid masses, are generators of the boundary surface. There is a fun-
damental difference between two-dimension@D) and three-
dimensional3D) motions. In the first case the vortices are rectilinear in
planar geometry (2F) and ring-shaped in axisymmetric geometry
(2D,). In the second case the vortices are very complicated. Spatially
periodic (“single-mode”) solutions, which are important in mixing
theory, are investigated. These solutions describe one-dimensional
chains of alternating bubbles and jets in2fzometry and plangtwo-
dimensiongl arrays or lattices of bubbles and jets in 3D geometry. An
analytical description is obtained for the basic types of arfegstan-
gular, hexagonal, and triangulaiThe analysis agrees with the results
of numerical simulation. ©1999 American Institute of Physics.
[S0021-364(99)00510-1

PACS numbers: 47.28k, 47.32.Cc, 47.55.Dz

It is well known that hydrodynamic instabilities play a large role in astrophysics, in
inertial confinement fusion, and in the physics of explosions. An idea of the present status
of the research can be obtained from Refs. 1-16. Bubbles and jets form at the unstable
interface between liquids with different densities. The bubljjets) are columns of a
light (heavy substance penetrating into a healight) substance. At the late stages a
subharmonic instability of the periodic solutions increases the characteristic mixing scale
and leads to an inversion cascade®1%1117

In Layzer's modef® to the three-dimensionaBD) generalization of which the
present letter is devoted, a parabolic approximation of the boundary near the top of a
bubble is used. This makes it possible to obtain a system of dynamical equations for the
velocity and curvature of a bubbfé:!1~131®The solutions of the system describe the
transition from an initial weakly perturbed state into a strongly nonlinear siate a

0021-3640/99/69(10)/8/$15.00 739 © 1999 American Institute of Physics
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stationary state or a stationary poimivhere the instability “saturates” as a result of
compensation by nonlinear terms. Exact analytical solutions of the Layzer system in the
two-dimensional(2D) geometry have been obtained recertly-**>n Ref. 11 the exact
solution is written out for a square array. In what follows the 3D nonstationary solutions
are presented for a wide class of different arrays. We note that the problem of stationary
points for the Rayleigh—Taylor instabilifRTI) has been studied in Refs. 9, 11, 12, and
15 (square arrayand in Ref. 15(hexagonal arrgy Of course, the problem of the RT
stationary state is narrower than the complete formulation, where the RTI, the
Richtmyer—Meshkov instabilityRMI), and a nonstationary transition having a stationary
state as a limit of temporal evolution, are studied. Higher-order Layzer approximations
where the surface is approximated not by a parabbla {) but by a polynomial of
degree A (N>1) are analyzed in Refs. 7 and 12. A three-dimensional numerical simu-
lation is given in Refs. 10 and 19-22.

We shall study an incompressible, nonviscous liquid with an infinite density ratio at
the boundary along lines similar to Refs. 1, 2, 7-9, 11-13, and 15-17. The vorticity is
concentrated at the boundary, and the motion inside the liquid is potential. The equations
of motion have the form

V2p=0, n=0,|,~ mxexl,— nyeyl,.  —2¢l,= ekl + o), + e, 297, (1)

wherez= 5(x,y,t) is the boundary of the liquid, the liquid occupies the reginy,
g={0,—g} is the acceleration of gravityg=0 for RMI and g=1 for RTI, and
o(X,y,z,t) is the 3D velocity potential(=V ¢), whose spectral decomposition has the
form

18 & a
E 2 2 ﬂcosnxcosmqyexq—qnmz), Unm= Jn?+m? q, (2)
=0 m=0 Ynm
1 o0 oo
:——2 2 S+ CnCrm+SnSm+ Cr Cr— S Sm) €nm» 3
6 =0 m=0
x+ /3y

=+ =+ . =+ . =+ =+
C,=C0sSNnX, Cc,=cosné-, s,=sinnx, s;,=sinné-, & = ,

_ _ 2 2
em=eXp(—dnm2), gpm= VN —nNnmM+m-.

The serieq?2) refers to a rectangular array, a particular case of which is a square array
when the edge length ratio for the rectangle 1, and the serie€3) refers to hexagonal
and triangular arrays.

In Layzer's model the expansiort®) and (3) are truncated at the first terms. The
potentials of the hexagonalpf), square {,), triangular 3), and rectangular £5)
arrays of bubbles have the form

a(t)

¢6=—T(c+c++c‘)e‘z, C=CO0SX, C*=CO0S&™, (4)

a(t) _
Q4= T(cosx+ cosy)e %, (5)
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a(t
¢3=%(c—\/§s+c++\/§s++c‘+\/§s‘)e‘z, s=sinx, s*=sin¢*, (6

a(t) ., b _
pp=— —,cosxe Z—Ecosqxe az, 7
The tops of the bubbles in all cases lie at the cemtery=0, a>0 in Egs.(4)—(5),
a<0 in Eq.(6), anda>0 andb>0 in Eq. (7).
The principal curvatures of the surfaeeat the top of a bubble are the same for a
hexagon, square, and triangle. For this reason the expansion of the boundary of the liquid
near the top has the form

A
7(X.y,1)=n7o() —K(1) 7, A=x+y? ®

For a rectangle the principal curvatures are different. Correspondingly,

n(X.y,t) = no(t) —Kx?2—Qy?/2. 9

Expanding the potentialgh)—(7) in powers of the small deviationg andy? from
the top of the bubble, substituting these expansions and the expaf®jard (9) into
the boundary condition&l), and retaining only terms which are quadratixiandy, we
arrive at the following system of dynamical equations:

. 1-4K : W2—4gK

K=——W, W:—m, (10)
K=(1-3K)a—qKb, (11)
Q=-Qa+q(q—3Q)b, (12
(1-K)a—Kb=—a?+gK, (13
—Qa+(q—Q)b=—g**+gQ. (14

The system(10) is universal. It describes hexagonal, square, and triangular arrays of

bubbles. The systerfi1)—(14) refers to a rectangular array. In Eq40) W= 7, is the
rise velocity of a bubble, and in Eq&l1)—(14) this velocity isa+b.

The systen{10) can be easily integrated fgr=0 (RMI). Its solution has the form

1-2K 1 2(1-2K)+1-4K
— _ —1-—lIn =W,t,
1-4K V2 V2+1

W, " 1 | V2+1 \2Wy—w
- n
W 2V2 \V2—-1 2wy+w

Analysis of the system§l0) and (11)—(14) shows that they describe a transition
from an initial state with a small perturbation amplitude into a stationary state as

ot
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t—oo. The stationary state is a node where all trajectories converge. This is easy to show
for Egs. (10) by constructing the phase plan&,WV). For the system(10)—(14) this
follows from an analysis of the stability of stationary states.

We now give the stationary solutions. Fg=1 (RTI) we have

K=1/4, W=1. (15)
Forg=0 (RMI) we have
K=1/4, W=1#k. (16)

The stationary statg45) and(16) correspond to hexagonal, square, and triangular arrays
of bubbles.

The case of a rectangular array is more complicated. We shall consider the RTI. Let
K=Q=a=b=0 in Egs.(11)—(14). We eliminate the unknowns>0, b>0 using Egs.
(13) and(14) andQ using Egs(11) and(12). As a result we arrive at an equation #r
This equation has the form

8K2—[6+(q—1)/3]K+1=0.

Comparing with the case of a squaye 1, we find that only the root

K(q)=(q+17-r)/48, r=+g’+34q+1, (17)
is physically meaningful. The other unknown functions are given by the expressions
q-1 VQ(a)
Q(a)=—3—+K(@), a(@=+vK(a), b(q)=+ q (18)

The stationary statél7) and(18) is unique in the physically meaningful region.

Let us consider the RMI. In this case, in the stationary state the curvatumed Q
are constant, while the amplitudes ae o/t and b= 8/t. Substituting these relations
into the systen(11)—(14), we arrive at an algebraic system for the unknowWn®Q, «,
and 8. Eliminating the unknowng and « and thenQ, we obtain the equation

243—q)K3+ (g2 +460— 75 K?+2(13—119)K+3(g—1)=0 (19

for the desired functioK(q). The physically meaningful root is selected by the condi-

tion K(1)=1/4, signifying that the case of a square ar(a§) is reached ag—1. Let

K(q) be this root. The remaining functions can be expressed in terms of it. We have
1-3K _1-3K

1 /3
Q:mq' a:]_—a+ a—l)K, B= aK a, w=a+p. (20

The velocity of the bubbles iw/t. The rootK(q) exists in the segment1gq<1.26. For
0>1.26 Eq.(19) does not possess the required real roots. Therefore the physically correct
solution in the parabolic approximation is limited to this segment.

We shall now investigate the stability of the solutidils),(18) and (19),(20). We
linearize the systenil1)—(14) around the stationary states. We write

K(t)=K+KeM, Q(t)=Q+QeM, a(t)=a+dae, b(t)=b+sbeM
for the RTI and
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A A
K(=K+8Kt", Q(t)=Q+sQt, a(t):a+5at b(t):@

t )

for the RMI. The matriced for the eigenvalueid have the form

—\A—3a—qgb 0 1-3K —qK

0 —A—a—3gb -Q a*—39Q

1 0 —(1-K)\—2a KX

0 1 QX —(d—Q)A—2g°b
in the RTI case and

—-A—3a—qp 0 1-3K —qK

0 —A—a—30qB8 -Q °—39Q

a+ B 0 (1-KY(A—1)+ 2« K(1-X)

0 at+p Q(1—-7) (a-Q)(\—1)+29°8

in the RMI case. In these matric&s Q, a, b (RTI) andK, Q, a, 8 (RMI) are given by
expressiong17),(18) and (19),(20), respectively. Calculation of the characteristic equa-
tions detM =0 shows that the solutiond.7),(18) and(19),(20) are stable.

We shall now compare the hexagonal, square, and triangular arrays. From the uni-
versal systent10) follows the unexpected conclusion that for the same initial values of
the curvature and velocity the trajectories describing the evolution of these different
bubble arrays will be identical. Specifically, the limiting bubble velocities and curvatures
are the same.

For the same wave numbé&r the area per bubble in the hexagonal, square, and
triangular arrays is
8m? 2 s o 4 7° 4 5= 47 1 S
=——=—=5,, =———, an —5S,.
B BT TR Bk 3

We require the areas to be the same. Then the wave numbers of the arrays are in the ratio

S3
k6 k4 k3—\/;4 \/;4 WlmelO?l 0.76.

The radiiRg, R4, andR5 for RTI and RMI are in the opposite ratighe radiusRg is
shortesk. With respect to the rate of the transient process the arrays fall into the sequence
6, 4, and 3, i.e., the transition to the triangular array is slowest. But in return the maxi-
mum bubble velocity in this array is highest. These velocities are in the ratio

Wi W4 W= (S, /Ss) Y4 1:(Ss/S5) V4= (k) : (1Vkyg): (11Vk3)
=(3Y821/4):1:38~0.971:1.15

for RTI and (1kg) : (1/k,) : (1/ks3) for RMI.

Let us compare the analytical results with the numerical results. The complete sys-
tem of Euler equations for a compressible nonviscous medium written in the divergent
form?*2?*was integrated. A quasimonotonic mesh—characteristic scheme of second-order
approximation was used. Monotonicity is attained by combining schemes with central
and oriented differences. A similar hybrid method has been used for numerical simulation
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FIG. 1. Hexagonal array, symmetry plari@B,BJ, andJJ, tops of the bubble8 and jetsJ. For a triangular
array the bubbles and jets change places.

of flows of an incompressible liquit’. The computational scheme does not employ arti-
ficial viscosity or smoothing or a flow-limiting procedure. The scheme possesses helpful
gualities, such as conservativeness, monotonicity, and a high order of approximation. The
monotonicity requirement gives nonlinear dissipation, which smooths the short-
wavelength disturbances with wavelength of the order of several grid steps. The integra-
tion region is a rectangular parallelepiped, on whose lateral boundaries the symmetry

10.0

0.0

-10.0

; oo 50

FIG. 2. Topology of the interface, hexagonal array, and a transverse section of this region — the rectangle
BBBB, shown by the fine dashes in Fig. 1.
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FIG. 3. Comparison of the analytical calculatiGrurve 1) and the theoretical simulatiaicurve 2).

conditions hold and on whose bottom and top boundaries the impenetrability conditions
hold. The transverse secti@SB Sfor a hexagonal array is shown in Fig.(dots.

Square and rectangular arrays wigkr 2 2, and 4 and a hexagonal array were
studied. The agreement with theory is good. The form of the surface at tirhé for a
hexagonal initial perturbation with a small amplitudé))=0.05 andg=1 is shown in
Fig. 2. The figure was obtained by adding four working parallelepigtus rectangles
BSBSandBBBB in Fig. 1). The formation of a periodic structure of rounded finger-
shaped bubbles and topologically complicated vortex formations in the region of inter-
action of jets of heavy liquid, falling from aboughe density ratiou=1/10), with the
underlying light liquid can be seen. Figure 3 shows the time dependence of the bubble
displacementyy(t) for the hexagonal array shown in Fig. 2. As we can see, the agree-
ment between the analytical and numerical results is good.

We are deeply grateful to S. I. Anisimov and O. M. Belotserkow&ki their interest
in this work. We thank the Russian Fund for Fundamental Reséénants Nos. 99-02-
16666 and 97-01-00931and the Program for Support of Leading Science Schools
(Grants Nos. 96-15-96448 and 96-15-96137

1S. W. Haan, Phys. Fluids B, 2349(1997).

2N. A. Inogamov, JETP Lett55, 521 (1992.

3S. Atzeni, A. Guerrieri, Europhys. Lete2, 603(1993.

4D. L. Youngs, Laser Part. Beamg, 725(1994).

5J. F. Haas, |. Galametz, L. Houas al, Chocs. Num14, 15 (1995.

SR. L. Holmes, J. W. Grove, and D. H. Sharp, J. Fluid Meg01, 51 (1995.

’N. A. Inogamov, Zh. Esp. Teor. Fiz107,1596 (1995 [JETP80, 890 (1995].

8U. Alon, J. Hecht, D. Ofer, and D. Shvarts, Phys. Rev. L##.534 (1995.

°N. A. Inogamov and S. I. Abarzhi, Physica &7, 339 (1995.

10M. M. Marinak, R. E. Tipton, B. A. Remingtoet al, Inertial Confinement Fusiof, 168 (1995.

1IN. A. Inogamov,Proceedings of the 6th International Workshop on the Physics of Compressible Turbulent
Mixing, edited by G. Jourdan and L. Houas, Institut Universitaire des Systemes Thermiques Industriels,
Printed in France by Imprimerie Caractere, Marseille, 1997, 208.



746 JETP Lett., Vol. 69, No. 10, 25 May 1999 N. A. Inogamov and A. M. Oparin

2N. A. Inogamov, Laser Part. Beam$, 53 (1997).

13K. 0. Mikaelian, Phys. Rev. LetB0, 508 (1998.

M. M. Marinak, S. G. Glendinning, R. J. Wallag al, Phys. Rev. Lett80, 4426(1998.

153, 1. Abarzhi, Phys. Rev. Let81, 337(1998.

16Q. Zhang, Phys. Rev. LetR1, 3391(1998.

173, 1. Anisimov, A. V. Chekhlov, A. Yu. Dem’yanov, and N. A. Inogamov, Russ. J. Comp. MEch(1993.

18D, Layzer, Astrophys. J122, 1 (1955.

1¥9Yyu. M. Davydov and M. S. Panteleev, Zh. Prikl. Mekh. Tekh. Hiz117 (1981).

207, Yabe, H. Hoshino, and T. Tsuchiya, Phys. Rev44 2756(1991).

21D, L. Youngs, Phys. Fluids /8, 1312(1997).

22X, L. Li, Phys. Fluids8, 336(1996.

230. M. Belotserkovski Numerical Simulation in the Mechanics of Continuous MditieRussian (Fizmatlit,
Moscow, 1994

240. M. Belotserkovski Numerical Experiments in Turbulence: From Order to ChéimsRussian (Nauka,
Moscow, 1994

250. M. BelotserkovsKj V. A. Gushchin, and V. N. Kon’shin, Zh. Vychisl. Mat. Mat. Fi27, 594 (1987.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 69, NUMBER 10 25 MAY 1999

The correction-to-scaling exponent in dilute systems

R. Folk*)
Institute for Theoretical Physics, University of Linz, A-4040 Linz, Austria

Yu. Holovatch

Institute for Condensed Matter Physics, Ukrainian Academy of Sciences, UA-290011
Lvov, Ukraine

T. Yavors'kii
Ivan Franko Lvov State University, UA-290005 Lvov, Ukraine

(Submitted 31 March 1999
Pis’'ma Zh. Kksp. Teor. Fiz69, No. 10, 698—70225 May 1999

The leading correction-to-scaling exponanfor the three-dimensional
(3D) dilute Ising model is calculated in the framework of the field
theoretic renormalization group approach. Both in the minimal subtrac-
tion scheme and in the massive field theGrysummed four-loop ex-
pansion excellent agreement with recent Monte Carlo calculatighs

G. Ballesteroset al, Phys. Rev. B58, 2740(1998) is achieved. The
expression ofw as a series in ale expansion up ta)(e2) does not
permit a reliable estimate fod=3. © 1999 American Institute of
Physics[S0021-364(09)00610-9

PACS numbers: 75.10.Hk, 64.60.Ak, 05.5@

From renormalization groufRG) theory one knows that in the asymptotic region
the values of the critical exponents are universal and scaling laws between them hold.
There the couplings of the model Hamiltonian describing the critical system have reached
their fixed-point values. In the nonasymptotic region deviations from the fixed-point
values are present. They die out according to a universal power law governed by the
correction-to-scaling exponewt. For example, for the zero-field susceptibility the ap-
proach from above to the critical temperatiireis characterized by the so-called Wegner
expansioh

x=Do7 Y1+ T+ T2+ ), (1)

wherer=(T—T,.)/T. and thel'; are the nonuniversal amplitudes, apcand v are the
asymptotic values of the susceptibility and correlation-length critical exponents. The
smaller the exponend, the larger is the region where corrections to the asymptotic
power laws have to be taken into account. Even further away from the fixed point it is
necessary to consider the complete nonlinear crossover functions. This exponent has been
calculated with high accuracy for tl@(n) symmetric modelin particular for the three-
dimensional3D)-Ising model, see Table,lbut is much less known for the correspond-

ing diluted model. As a result of a 3D calculation of the field theoretic functions within

0021-3640/99/69(10)/6/$15.00 747 © 1999 American Institute of Physics
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TABLE I. Values of correction-to-scaling exponestas obtained from different methods in dilute and
pure 3D Ising models

Method Dilute Pure

scaling field 0.42 Ref. 10 0.87 Ref. 10

& expansion see text 0.814.018 Ref. 23

massive RGd=3 0.372 0.799:0.011 Ref. 23

min. sub. RGd=3 0.390 0.791
0.8+0.1 Ref. 16,

MC 0.37+0.06 Ref. 8 0.8-0.85 Ref. 24

0.87-0.09 Ref. 25

Note: For the accuracy of our values see text and Fig. 1.

the minimal subtraction schefhand a thorough analysis of different methods for calcu-
lating critical exponent3,we are able to present accurate values of the correction-to-
scaling exponent for weakly diluted quenched 3D Ising model.

Ascertaining the implications of quenched dilution for the critical behavior is a
long-standing problem attracting theoretical, experimental, and numerical efforts. In the
3D Ising model quenched disorder causes the asymptotic critical exponents to differ from
the pure value$?® In principle this statement should hold for arbitrary weak dilution. But
in order to observe this change one must approach close enough to the critical point. The
width of the corresponding region turns out to be dilution dependent.

In particular, Monte CarldMC) calculations of the critical exponents in the dilute
3D Ising model are more difficult to perform than for the pure model, since they require
much larger lattice sizésEven on the larger lattices the exponents were found to be
nonuniversal and continuously varying with dilution, i.e., they were effective expohents.
It became clear that a correction-to-scaling analysis is unavoidable and indeed has led to
universal exponents.Without it one still obtains concentration-dependent effective
exponents.

The value of the correction-to-scaling exponenfound in MC calculations from an
analysis invoking the first correction term ) turned out to b&

w=0.37+0.06. )

Thus it is almost half as large as its corresponding value in the pure rsmteTable ),

and this smallness ab in the dilute case explains its importance for an analysis of the
asymptotic critical behavior. It is therefore highly desirable to have an independent quan-
titative theoretical prediction for the value of the correction-to-scaling exponent in the
dilute system.

In theoretical calculations the value of found by a scaling-field RG analy&fsis
w=0.42. So far field theoretical RG studies have concentrated mainly on the asymptotic
values of the leading exponents. Correction-to-scaling exponents have been calculated
within the massive RG in the two-loop approximation in Ref. 4i=0.450) and within
the minimal subtraction scheme in the three-loop approximation in Ref. 42 (
=0.366). Here, we improve this value in the massive RG scheme up to four-loop order,
with the result
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w=0.372 3

in excellent agreement with2). In the minimal subtraction scheme we obtain
»=0.390, which lies within the bandwidth of MC accuracy.

The critical behavior of the quenched weakly dilute Ising model in the Euclidian
space ofd=4—¢ dimensions is governed by a Hamiltonian with two couplifigjs:

1 n n 2 n
H<¢>=fddR[§ ;1[|V¢a|z+m§¢i]—fﬁ(;1 ¢i) o) ¢i], @

in the replica limitn—0. Here ¢, are the components of order parametes>0,
vo>0 are bare couplingsn, is the bare mass.

We describe the long-distance properties of the m@#eh the vicinity of the phase
transition point using a field-theoretical RG approach. The results presented in this paper
are obtained on the basis of two different RG schemes: the normalization conditions of
massive renormalized theory at fiX8dl= 3, and the minimal subtraction schefiélhe
last approach allows both fixett=3 calculation$® and ans expansion.

In the RG method the change of the couplingandv under renormalization is
described by tw@3 functions

Bu(u,v)=pu

2] w2
ﬁ,u, 0’ BU(U,U)—,LL (9,U~ Oy

where u corresponds to the mass in the massive field theory approach and to the scale
parameter in the minimal subtraction scheme. The subscrigb)inndicates that the
derivatives are taken at constant unrenormalized parametersg Tinections differ for
different RG schemes and in consequence the fixed-point coordinates , defined by

the simultaneous zeros of boghfunctions, are scheme dependent. The asymptotic criti-
cal exponents as well as the correction-to-scaling exponent do not depend on the RG
scheme and take universal values.

The correction-to-scaling exponeat is defined by the smallest eigenvalue of the
matrix of derivatives of the8 functions

By 9Py

Ju Jv

B, B, ®)
Ju Ju

taken at the stable fixed point. For the stable fixed point both eigenvalues of this matrix
have a positive real part.

Our results for the correction-to-scaling exponent are based on the known high-order
expansions for the function8, and 83, . In the massive scheme they are known in the
four-loop approximatiort! In the minimal subtraction scheme one can obtain these func-
tions in the five-loop approximation in the replica limit from those of a cubic mbdtel.
the limiting case of the pure model only the couplindgs present. The corresponding
B-function results from putting =0 in B,(u,v), and the correction-to-scaling exponent
is simply the derivative’8,(u,0)/du taken at the stable fixed point . Note that for the



750 JETP Lett., Vol. 69, No. 10, 25 May 1999 Folk et al.

pure model theB functions in the massive scheme are known in the six-loop
approximation:® and the five-loop results for the RG functions in the minimal subtraction
schemé&® agree with those recovered from Ref. 2.

It is known that the series obtained in the perturbational RG approach are at best
asymptotic(for the dilute model see, however, Ref.)2@n appropriate resummation
procedure has to be applied to tBdunctions in order to obtain reliable information. The
choice of the resummation procedure depends on the information about the high-order
behavior of the series expansion. This information is not available for the case gf the
functions(5). In this situation we have used in our analysis several resummation proce-
dures. In particular we tried PadBorel resummatiotf for resolvent seriéd as well as
the Chisholm—Borel resummation technidié? Simple Padeables were analyzed as
well. In that case special attention was paid to the choice of the fitting parafretbe
Borel-Leroy transform We observed the standard “benchmarks,” namely, fastest con-
vergence of the perturbation theory results and reproducibility of the best accuracy
known for the exponent values of the pure model. Moreover, different forms of the
approximants were tried and analyzed on the basis of a model furiction.

The steps which we follow in the calculation of the correction-to-scaling expanent
are the following: First the8 functions(5) are resummed and the system of equations for
the fixed pointsg8,(u*,v*)=0, 8,(u*,v*)=0, is solved. Then the matrix of derivatives
(6) is calculated for the resummefl functions. The stability of the fixed points is
checked. The fixed point with botli* #0 andv* #0 is the stable one at=3, and the
smallest eigenvalue gives the desired correction-to-scaling exponent. Note that the eigen-
values might be complex, in which case both have the same positive real part defining

In Fig. 1 we present our results for the exponentbtained in successive orders of
perturbation theory in the number of loops. To perform the resummation, the Borel
transforms of the truncatddh-order perturbation theory expansion for tBefunctions
were presented in the form §fl —1)/1] rational approximants of two variablésThis
form of rational approximants appeared to give the most reliable results. The four-loop
results for the exponend obtained in the two RG schemes are given in the second
column of Table I. The behavior ab in successive numbers of loops shown in Fig. 1.
The uncertainty ino may be estimated by taking the difference between the four-loop
and three-loop results. In all cases it gives a typical accuracy of lower then 10%. Al-
though the two RG schemes lead to comparable values fahe convergence of the
values in the massive scheme is much faster. Note that the resuwitdombined with the
corresponding four-loop results for the asymptotic critical exponéfitconfirms the
conjectured inequality for the random-model critical exponentsp < a<<0, wherea is
the specific-heat exponeft.

As was noted above, five-loop results for the minimal subtraction scheme are
available? In particular applying the resummation schéftte the pure Ising model case,
v=0, we get the following values fap with increasing number of loops, starting from
two loops:w=0.566; 0.852; 0.756; 0.791. This leads to an improvement in accuracy of
the previously calculated=3 five-loop valué® (see the third column of Tablg.!

The degeneracy of the dilute Ising mog#functions at the one-loop level leads to
the \e expansiort®2°For the critical exponents this expansion is kndtwmp to O(£2).
Starting from the five-loop results of Ref. 2 in the replica limit, we get the following
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FIG. 1. Correction-to-scaling exponeuat of the dilute 3D Ising model for increasing number of loops. The
open square with error bar shows the region of accuracy of the MC dagsfilled squares show our values in
the minimal subtraction RG scheme, and the filled diamonds our values in the massive RG scheme.

expansions for the eigenvalues; and w, of the stability matrix(5) at the fixed point
u*#0,v*#0:

w1=2e+3.704011194+ 11.308738322, (7
w,=0.672926585@°— 1.92550908% — 0.5725251806 >°— 13.931259522.

From naively adding the successive perturbational contributions one observas,that
becomes negative already in the three-loop approximatios)( and thereforao stable

fixed pointexists in the strict/s expansion. Even the resummation procedures we ap-
plied above do not change this pictdfelhis can be considered as indirect evidence that
the e expansion is not Borel summable, as may be expected from Ref. 20. A physical
reason might be the existence of the Griffith singularities caused by the zeros of the
partition function of the pure systeti The fixedd approach, both within the massife

and minimal subtractidfi'® schemes, seems to be the only reliable way to study the
critical behavior of the model by means of the RG technique.

We acknowledge valuable correspondence with Alan J. McKane and Victormviarti
Mayor.
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The question of the effect of the structure of the anisotropic quasi-two-
dimensional electron spectrum of high-superconductors on the char-
acter of the screening of the Coulomb interaction and the symmetry of
the superconducting order parameter is studied. Calculations of the po-
larization operator of electrons are performed on the basis of the single-
particle band spectrum extracted from angle-resolved photoemission
spectroscopy data. It is shown that the static screened Coulomb repul-
sion has a minimum at small momentum transfers. This corresponds to
an effective electron—electron attraction in the_,>-wave channel of
Cooper pairing of the charge carriers on account of their interaction
with the long-wavelength charge-density fluctuations. This attraction
together with the anisotropic electron—phonon interaction increase the
critical superconducting transition temperatdiewith increasing hole
density and can give quite high values Bf while at the same time
suppressing the isotope effect, in qualitative agreement with the experi-
mental data for underdoped hole-type cuprate metal-oxide compounds.
© 1999 American Institute of Physids§0021-364(109)00710-7

PACS numbers: 74.20.Mn, 74.72h

1. As numerous angle-resolved photoelectron spectroscopy experiffdRBEES
method show!~ in the quasi-two-dimensional band spectrum of layered crystals of
optimally doped hole-type cuprate metal-oxide compoud®Cs), so-called “flat”
bands, or extended saddle featu{®E9, with anomalously weak dispersion in the direc-
tion of the principal crystallographic axesandb in the plane of the conducting CyO
layers, are observed near the Fermi level. As a result, the Fermi veladik) on a
closed cylindrical Fermi surfadgS) centered at a corner of the first Brillouin zo(&Z)
can be strongly anisotropic in the—b plane, and the density of stat¢é®0S near
extended SFs can possess logarithmic or square-root Van Hove singuiatss).>®

It can be shown that a strong anisotropy of the single-electron spectrum and of
Ve(k) in the plane of the layers leads to anomalies in the collective electron spectrum,

0021-3640/99/69(10)/9/$15.00 753 © 1999 American Institute of Physics
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specifically, the existence of a weakly damped branch of collective electron-density os-
cillations with quasiacoustic dispersion that is similar to the acoustic plasmon branch in
multiband metalé:®

Indeed, let us consider the long-wavelength limif-0) of the random-phase
approximation(RPA), in which the electron polarization operat®O) at zero tempera-
ture (T=0) can be represented as

q- vk

w—qH‘V(k”)'f'iﬂ —0%), @)

1 2
(g, 0)=— ﬁf d<k 6(E(k)) —Eg)

whereq is the longitudinal momentum transfer in the-b pIane,v((kH)=VkHE(kH) is

the group velocity of quasiparticles with a 2D dispersion IB¢k), and the Fermi
energyEr in the argument of thé function determines the position of the Fermi level
relative to the conduction-band bottom. As an example, we shall consider a simple model
of a 2D metal with a cylindrical FS with a circular cross section and Fermi velocity
anisotropyve(¢), whose dependence on the angldetween the Fermi momentukg

and the crystallographig axis forC,, symmetry of the spectrum can be approximated by
the step function

Vi, O<(P$(po,

VF(‘P):[ 2

Vo, @o<o<=ml4,
where the anglepg lies in the range & ¢o< /4. Performing the integration in E¢L),

for vi<w/q<v, and¢y= /8 we obtain the following expression for the real part of the
PO:

Ke qfvi v,
ReH(ql,w)%ZWVl(l_ szz ) (3)

In the limit g;— 0 the zeros of RE(q,») coincide with the zeros of the real part
of the permittivity e(q,w) =1+ V.(q)II(q,»), and they therefore determine the disper-
sion of the collective electron-density oscillations. Therefore it follows from(Bxthat
even for a simply connected FS with quite strong anisotropy of the spectryvg)
there can exist a collective branch with acoustic dispersion,

@pi(q)) = djVV1-Vol2, (4)

corresponding to quasineutral electron-density oscillations with opposite phases on the
sections of the FS with different Fermi velocity and similar to the acoustic plasmon
branch in metals with a multiply connected ES.

Figure 1 shows the dependence of the real and imaginary parts of ti&) BO the
ratio w/q) for v,/v;=5. The acoustic plasmon branch corresponds to a zero of
Rell(w/q)) at the point where I (w/q)) is minimum. The spectral function of the
charge-density fluctuations

1
Sp|(q,w)=—;lme‘1(q,w) (5

possesses a low-frequenyF) peak as well as a high-frequen@yF) plasma peak and
depends linearly om asw—0 (see inset in Fig. 1
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FIG. 1. Real and imaginary parts of the polarization operator in the long-wavelengtly|imid as a function

of w/q for g directed along the axis with the Fermi velocity rativ, /v;=5 andey= /8 [see Eq(2)]. The
filled dot shows the position of the zero of Réw/q)), determining an acoustic plasmon. Inset: corresponding
low-frequency peak of the spectral functiBp (g, ») of charge-density fluctuations, multiplied by the Coulomb
matrix element.

2. On the basis of the Kramers—Kronig relation for'(q, w) the matrix element of
the static p=0) screened Coulomb repulsion between electrons can be represented as

~ Ve(Q)

Ve(q)= .0 =V¢(q)
where V, is the matrix element of the unscreened Coulomb interaction in a layered
crystal with spacingl between the layers and is calculated in the plane-wave approxi-
mation as

, (6)

»dw
1—2f0 —Su(00)

2me’d sinhq;d
q; coshqd—cosq.d’

Ve(q)= @)
where g, is the transverse momentum transfaiong thec axis). Since the acoustic
plasmon branch and the corresponding LF pea&iiq, ») exist for smallg) (the width

of this region is determined by the size of the extended SFs with a high @8e the
existence region of the undamped HF-plasmon branch and the corresponding peak in
Syi(0, ) is also limited on the high-momentum sidg<kg, it follows from Eg.(6) that

the static screened Coulomb repulsion should be suppressed for cgnaalithe more
strongly, the greater the contribution of LF and HF peaks in the spectral function to the
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FIG. 2. Matrix element of the screened Coulomb interactﬁ)g(qy averaged overg, in the range
(—m/d,w/d), as a function ofy; along the principal directions in the BZ.

integral overw is. Figure 2 showd/.(q)=V,(q)(1+V(q)I1(q,0)"* as a function of
qj - This function was calculated for the upgantibonding branch of the empirical band
spectrum, extracted in Ref. 4 from ARPES data for a XBa0,_ 5 crystal, under the
condition that the Fermi level lies near extended §Hg. 3). We note that in this case,
on account of the high DOS the conditid(q)I1(g,0)>1 holds in the entire volume of
the BZ, so that to a high degree of accur&})(q”)%llﬂ(q”,O). This makes it possible
to neglect the difference of expressiof from the exact Coulomb matrix element cal-
culated using Bloch functions.

As we can see, the screened Coulomb interacdg(y) possesses a minimum for
small gy, which, similarly to the repulsion maximum at the corner of the BZ for
qy=(m/a,m/a) (Ref. 9 or the attraction maximum at the center of the BZ épr 10
(Ref. 10, leads to an effective electron—electron attraction in dheave channel of
Cooper pairing.

Near the critical temperaturd (- T,) the linearized equation for the anisotropic gap
A(kj,®) on the cylindrical FS, taking the retarded interaction of electrons with phonons
and with charge-density fluctuations into account in the tight-binding approximgtion,
can be written in the form
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FIG. 3. Empirical dispersion law obtained in Ref. 4 for the loWonding and upperantibonding branches
of the band spectrum along the principal directions in the BZ.

A(K|, o)
w?— (k[ +in

d?k|
(14 Npr(k))ACk),0 f(zwng—x 27

[ dQ[(gpr( kiK' ;)1 Spn(@)(Ve(k=k')Spi(k=k';0)), ]

tanh (w/2T;) + coth(Q2/2T,) N tanh( /2T ;) — coth( /2T )
Q+w—in Q—-—w+in

~(Ve(k—k")), tanh- ] ®

Here £(kj)=E(k) — Eg is the quasiparticle energy, measured from the Fermi [Exel
gpn is the matrix element of the electron—phonon interact®Rl); S,({2) is the photon

spectral function , is the dimensionless EPI constant determining the normalization

effects:
d2k{ , ,
Rph(k|)=f(27)2[wph(k,k)]5(§(k)), 9)
a,, dQ
Wor(K ,kH’)=2foﬂph U(QSh(k, K";Q)) 1 Sor(2); (10

ﬁph is the maximum frequency of the phonon spectrum; and, the bra¢cket$, denote
averaging over the transverse component of the momentum alormatkis.
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Since the characteristic frequenciesSg(2) and S, (k— kH’ ;Q)) are much higher
thanT,, the low-frequency range<() makes the main contribution to the integral over
o in Eq. (8), so thatw can be neglected in the denominatifs+ w=i»] 1. As a result,
performing the integration oves, switching from integration ovekH’ to integration over
é=¢(k|) and over the angle’ betweerk| and thea axis, and using the relatioig) we
write Eq. (8) in the angular variableg and ¢’:

1 [2n Er d
A+rpenace)=5 [ detaien [ Foere
—E¢

~ - ¢
XIWor( .91 80— €) = Vel 0,91 tanho, (11)

wherev(g,£) is the anisotropic DOS, which, when tla, symmetry of the spectrum is
taken into account, can be approximated by the expression

1
v(@.§)=vi(§)+tv_(§)cosdp, v.(E)=5[ri(HFra(]. (12

Herev,(£&) andv,(£) correspond to the values of the DOS

_k 1
V(§)—27T|VkHE(k\|)|

along directions determined by the angles 0 ande= 7/4. In the integrand in Eq11),

the functionsA (¢, ), Wp(e,¢',8), andV (e, ¢’,£), which are smooth as a function
of &, are replaced by their values on the F5=(0).

In the subsequent numerical calculations the spectk)) corresponding to the
upper branch of the empirical band spectrum is usee Fig. 3. We note that according
to the experimental datahe Fermi level lies~0.12 eV above extended SFs. However,
as noted in Ref. 12, this could be due to the presence of an unneutralized charge on the
surface of the sample, giving rise to a substantial shift of the electrochemical potential in
near-surface layers; this shift should contribute a systematic error in the ARPES deter-
mination of the position of the Fermi level. Recently, such a surface charge has been
observed experimentally in small YBaCuO grandfédnalysis of other experiments
(specifically, inelastic neutron scatterfAigshows that the VHSs lie much closer to the
Fermi level. In this connection, the subsequent calculations are performed for different
positions of the Fermi level near extended SFs.

3. Following the method proposed in Ref. 14, we shall solve(E#). by expanding
the matrix elementsV,(¢,¢"), V.(e,¢') and the gap\(¢) in Fourier series inp and
¢'. For this, we represent E@L1) in the form

2m d@' , ,
A(¢)=f > K(Teie.0)A(e"), (13
0 a
where the kerneK(T.;¢,¢’) corresponds to the integral ovéiin Eq. (11), divided by
(14 Apn(e)).

The critical superconducting transition temperatliges determined from the con-
dition that the maximum eigenvalue of the ker€IT.; ¢,¢") is equal to 1. A numerical
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solution of Eq.(13) shows that in the absence of the EPI the screened Coulomb repulsion
with a minimum at smally; (see Fig. 2, which, as follows from Eq(6), is due to the
interaction of electrons with charge-density fluctuations, can itself give Cooper pairing in
the d-wave channel. Here the symmetry of the superconducting gap corresponds to the
irreducibleB, representation of th€,, group:

0

A<<p>=n§1 4n_»CO4N—2) @, (14)

where the first two Fourier coefficients andag play the main role.

It should be underscored that the quite strong anisotropy of the matrix element
VC(¢,¢’) is due mainly to the dependence of the screened Coulomb repulsion on the
momentum transfer, while the anisotropy of the phonon spectrum and the EPI are deter-
mined by the symmetry of the crystal lattice. As noted in Ref. 15, the HF phonon mode
with frequencyQ o~600 cni %, corresponding to the vibrations of apical oxygatong
the ¢ axis) and giving rise to Cooper pairing witth2_,» symmetry of the superconduct-
ing gap, makes a large contribution to the EPI. For this reason, in what follows, together
with the isotropic components of the EPI, the presence of an anisotropic component,
whose constant was assumed to)\tﬁﬁz 0.3 in accordance with the estimates made in
Ref. 15, was also taken into account.

At the same time the isotropic EPI constant, which appears in the renormalization
factor Z(0)=1+\J,, was chosen akp.=0.44, so that as the Fermi level approaches
extended SFs in the band spectrum, the valug.afbtained with both the EPI anisotropy
and the interaction of electrons with charge-density fluctuations taken into account would

be T.~100 K for values of the EPI cutoff and Coulomb interaction ener@@; Qo
~900 K andE~1100 K, respectively. The dimensionless constant of the anisotropic
component of the Coulomb interaction corresponding to theave pairing is
A9=0.28.

We note that for the band spectrum considered here the isotropic constant of the
screened Coulomb interaction is quite large ang is )\SQO.S— 0.8, depending on the
position of the Fermi level. Since in the presence case the Bogolyubov—Tolmachev

logarithm InEF/flph) is small, . does not decreagen contrast to the Morel-Anderson

pseudopotential in ordinary superconductpso that the isotropic Coulomb repulsion
constant is always greater tha&“ ands-wave Coulomb pairing of the charge carriers is
impossible.

Figure 4 showsT, as a function of the position of the Fermi level relative to the
conduction-band bottom. The maximum critical temperafjf&~ 110 K corresponds to
the Fermi level position shown in Fig. 3. As we can sEgjncreases monotonically as
the Fermi level drop§.e., as the hole density increagess the Fermi level drops further
(when it lies close to SBsT.. drops sharply on account of the change in the topology and
the decrease in the radius of the FS. This agrees qualitatively with the experimental data
for T, in hole-type cuprate MOCs.

Figure 4 also shows the exponent for the isotope efteet%alnTclﬁlnﬁph as a
function of Er. This dependence demonstrates a tendencyafdo decrease a3
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FIG. 4. Critical temperatur&_ (solid line) and exponent of the isotopic shif{dotted ling versus the position
of the Fermi level relative to the conduction-band bottom.

increases. This also agrees with existing experimentat®ttan the change i, when
180 is substituted for®0.

We can see therefore that thg 2 symmetry of the superconducting order param-
eter can be determined to a large degree by the strong suppression of the screened
Coulomb repulsion for small momentum transfers as a result of the interaction of elec-
trons with long-wavelength charge-density fluctuations. When this interaction is taken
into account together with an anisotropic EPI, the correct density dependences of the
critical temperatur@ ;. and exponentr of the isotope effect for high-, superconductors
are obtained.

We note that a plasmon mechanism due to the Cooper pairing of 2D electrons on
account of their interaction with characteristic 2D plasmons having quasiacoustic disper-
sion was recently proposed in Ref. 18 for the superconductivity observed in Ref. 15.
However, such a mechanism is unlikely, since in the ligait O the phase velocity of 2D
plasmons is much higher than the electron Fermi velocity, andj$okc there exists a
wide region of strong quantum Landau damping, due to the decay of plasmons into
electron—hole pairs, where the electron—electron Coulomb repulsion predominates.

At the same time, as has been shown in Ref. 19, weakly damped 2D surface plas-
mons with square-root dispersion and relatively low frequency can exist near an interface
(heterojunctiomn between semiconductors with “light” electrons and “heavy” holgs,
for example, in a GaAs/AlGaAs heterostructurtnteraction with such plasmonso-
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gether with the strong EPI due to the slow SAWsa&n give rise to Cooper pairing of
degenerate 2D electrons with a sufficiently high D@Ein a strong QMF, wher&. does
not depend on the DQS

In closing, we express our sincere appreciation to M. Ya. Valakh, A. L. Kasatkin,
V. M. Loktev, S. M. Ryabchenko, and V. B. Timofeev for helpful discussions of the
questions considered in this letter and also to AP&shitski and V. I. Pentegov for
performing the computer calculations.
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A general expression for the zero-shear viscosity in unentangled poly-
mers is derived on the basis of chain pair correlations of normal modes
and mutual interaction forces. @999 American Institute of Physics.
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PACS numbers: 61.25.Hq, 66.2ad

It is widely believed that the zero-shear viscosity of concentrated polymer liquids
below the critical molecular mass can be treated solely on the basis of intramolecular
forces and normal modes. A typical result of this approach is the linear molecular-mass
dependence of the viscosity, a finding that is often identified with Rouse chain dynamics.

In this letter we show that the neglect of interchain forces and of interchain normal-mode
correlations is not compatible with basic physical laws. The fact that the linear molecular-
mass dependence of the viscosity apparently predicted by the Rouse model matches the
experimental findings may suggest tempting conclusions. However, in the light of the
present discussion, the conformity is coincidental and not representative of the real nature
of chain dynamics.

The polymer variant of the Green/Kubo linear-response formula for the zero-shear
viscosity in liquids reads®

V o
=T fo (*B(1)5*#(0)) dt, M

whereV is the sample volumeég is Boltzmann'’s constant, is the absolute temperature,
and o%#(t) is an off-diagonal element of the stress tensor, given by

N

M

<l

NS
o PV ==5 2, 2 [mug(OuR O+ riOFR(D]. )

i=1
The subscriptn labels the Kuhn segments within thigh polymer chain, where
n=123... Nsandi=1,23 ... N,. The total number of Kuhn segments per chain is
Ns, the total number of polymer chains in the sampldjs. The quantities 7;;(t) and
vpi(t) are thea components of the position and velocity vectors, respectively, ofithe
segment in theth chain at timet. Anangoust,Fﬁi(t) is the 8 component of the total
force vector exerted on theth segment in théth chain owing to interactions with all

0021-3640/99/69(10)/5/$15.00 762 © 1999 American Institute of Physics
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other segments. The velocity-dependent term in Bprepresents the kinetic contribu-
tion to the stress. Neglecting this term as usual leads to the well-known Kramers/
Kirkwood relation for the stress,

10 N
a*B(t)=— v ;l nzl re(HFL(t). (3

The total force acting on segmentof chaini may be analyzed into intra- and
interchain contributions,

Flntra(t Fir?iter(t). (4)

The intramolecular force mainly arises from entropy elasticity, and can be written in the
continuum limit a$

2
Fimr% ) 3kBT a°r nl( )
an?

, ®)

whereb is the Kuhn segment length. Newton’s second law now tells us that the total
force acting on segmemt of chaini is related to the segment acceleration according to
d2

ma,=m ni=Fni(t). (6)

dt 2
If the many-particle problem of a polymer melt could be solved exactly, the segment
accelerations,,; would be known, and the total forég,;(t) could be determined via Eq.

(6). That is, the stress tens(8) and the viscosity1) could then be calculated exactly. In
reality, we are restricted to approximations.

We therefore proceed in the following way. The solutions of semiphenomenological
equations of motion such as the Rouse equation provide the time dependence of the
segment position vector,,;, so that the accelerations and, hence, the total force vectors
(6) can be derived. Using Eg€3) and (6), we can rewrite Eq(l) in the form

m2

T GTV | o0 d @

The position vector of thath segment is expressed in the usual normal-mode represen-
tation,

Ng—1
PO =Xig(D)+2 xipmcos( ”“p), ®
p=1 Ns

where the subscripts indicate the normal mods chaini. Substituting Eq(8) into Eq.
(7) and summing up over all segments, i.e., the terms in the sum with the subsaimds
o for the segments of the chainsndj, respectively, gives

Ng—1
K kBT V4 2 <
Ng—1

X& (1) XE. (1) + 2Ng Z Xa(1)XE ()
X | X (0)X5(0)+2Ng 2_ pr(O) /,(0)

> dt. 9
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Apart from the noncritical approximations mentioned so far, @jjis an exact result. It
obviously correlates normal modes of single chains as well as of pairs of dhpinset
us now discuss three levels of treatments of different physical relevance and accuracy.

Treatment 1. Ignoring all intermolecular correlations implied in E() and all
intermolecular forces in Eq4) and considering solely the intrachain force given by Eq.
(5) leads to a fictitious result that is usually believed to represent the Rouse version of the
shear viscosity,

1 §
Nintraforce 36b (10

where( is the friction coefficient of a Kuhn segment. This is an expression very familiar
to polymer scientists. However, there is no physical justification to replace the total force
on a segment by just the intramolecular entropy elasticity contribution. The coincidence
of the chain length dependence suggested by(Hj.with experimental data measured in
polymer melts below the critical molecular wei§jmust therefore be considered to be
coincidental. The neglect of inertial forces in the Rouse equation of motion does not
justify doing so in evaluating the Green/Kubo formula given in @9 Inertial forces are
small relative to the other force terms in that equation, and therefore do not matter very
much for the intrachain relaxation modes to be derived in the frame of the Rouse model.
However, the Green/Kubo formula given in E@) is explicitly based on the total force
acting on a segment. Seeking an approximate solution of an equation of motion and
deriving an expression for the stress tensor are two different things which should not be
intermingled. The neglect of the total force in the evaluation of the Green/Kubo formula
would simply mean that the viscosity takes the value zero. According to Newton’s second
law, the total force on a particle is equal to the inertial force. Vanishing total force
therefore would mean constant velocity, in contradiction to viscous behavior.

Treatment 2. A somewhat more consistent attempt is to ignore all interchain cor-
relations but to take all forces acting on a segment into account via Newton'’s second law.
With this strategy, Eq(9) becomes

Mintracorr— k T Vf dt[ (Xo(t)XO(O))(Xﬁ(t)XB(O))
Ne—1
AN 2, <xg<t>xg<0>><>'<€<t)>‘<ﬁ<0)>}

~ 1 mZC o . .
- s J dt{ (Xo(t)Xo(0)) (Xo(t)Xo(0))
Ng—1

+ANZ X (Xp(1)X(0)) (Xp(1)Xp(0)) (12)
p=1

where the chain number subscripts are now irrelevant, and have therefore been omitted.
The quantityc=N,Ns/V=const is the Kuhn segment number density. The correlation
function terms in Eq(11) can be evaluated using the stationarity relation

(A(t)B(0))=—(A(1)B(0)). (12)
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That is,
d4

d4
(Xp(1)-Xp(0)) = < Xp(t)- Xp(0)> t4<Xp(t)'Xp(0)>' (13

Inserting the well-known Rouse normal-mode solutfogives

. . 1\4 t
<Xp(t)-Xp(0)>=<—> <X§(0)>exp{——J- (14)
T Tp
The relaxation time of the normal mode is given by 7,=7N 2/p?, where

=(b?/(37%)kgT is the Rouse relaxation time of a Kuhn segment. Furthermore,
<x (0))=Nb?/(27?p?).

Inserting Eq.(14) into Eq. (11) now leads to entirely unrealistic results. For ex-
ample, the first term on the right-hand side of Enl), which is the zeroth mode, refers
to the absolute position of the center of mass of a chain. Designating the linear dimension
of the sample byL and considering the thermodynamic limit, this suggests ik 2
—oo, The origin of this singularity is that the treatment is restricted to single-chain mode
correlations. It is readily conceivable that the viscous behavior is generally based on
motions of molecules relative to each other. That is, intermolecular interactions, and in
the case of polymers, intermolecular mode correlations are therefore crucial. The neglect
of intermolecular phenomena is not permissible.

It is also of interest to note that a calculation of the contribution of all intrachain
modes to the viscosity in analogy with Treatment 1 leads to an expression which is
independent of the molecular mass, in contrast to (). obtained in Treatment 1. In
practice this contribution can be safely neglected, since the effects of intra- and intermo-
lecular forces on the Rouse dynamics tend to compensate each other.

Treatment 3. A correct result for the zero-shear viscosity can only be expected if all
interactions and all mode correlations are taken into account. That iS99Equst be
examined in full. This in particular refers to the two-chain mode correlations implied in
this equation. As the zero-shear viscosity is determined by motions of the centers of mass
of the polymer chains, we consider the center-of-mass contribution to the stress tensor,

Ea. (3),

Np S
2, 2 XG(OFR(D), (15)

<k

oERn =~

in terms of the normal-mode representat{8h The total force exerted on chairby all
the other chains is

Fih= 2 Fnioi( (1#1), (16)
whereF,, ., j(t) is the force exerted by segmembf chainj#i on segmenh of chaini.

Using Newton’s third lawF, . j(t) = —F; j.n,i(t), and summing up over all segmenmts
ando converts Eq(15) into

ﬁmrn—zmw>Mm>m, 17)
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WhereFﬁ(t) is the total force exerted on chgiby chaini. Inserting Eq(17), which was
first established in Ref. 5, into E@l) results in the expression for the true zero-shear
viscosity of polymers,

= ATV fo dH((X5(1) = X5 () FA(D(XG(0)— X5 (0)FF(0). (18
Equation(18) relates the normal modes of order=0 of two chainsi andj and the

mutual total forces. It is therefore of an intrinsically intermolecular character. Its further
evaluation requires the knowledge of interchain mode correlations and forces for which
no theoretical treatment is available so far. However, it is obvious that the singularity that
has appeared in Treatment 2 does not occur any more: This expression now depends on
the difference of the zeroth order normal modgg(t) — Xg;(t) rather than on the normal
modesXg;(t) themselves in Treatment 2. That is, the absolute position of the center of
mass does not enter any more.

Equation(18) tells us that the zero-shear viscosity of concentrated polymer liquids is
based on many-chain correlations and interactions even for molecular masses below the
critical value, M<M_.. This finding is supported by recent computer simulations by
Loriot and Weinef 8 which also reveal that the main contribution to stress arises from
interchain interactions. We conclude that single-chain formalisms cannot describe vis-
coelastic phenomena. That is, even for relatively simple systems such as unentangled
polymers and contrary to the impression one gets from the literature, we are far from a
satisfactory theoretical description of viscous behavior.
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The evolution of the form of first-sound waves, excited in superfluid
He-ll by a pulsed heater, with increasing pow@rof the perturbing
heat pulse is investigated. In liquid compressed to 13.3 atm, a first-
sound rarefaction wavéwvave of heatinyis observed, which trans-
forms into a compression wave and then into a compression shock
wave asQ increases, i.e., the change in the conditions of heat transfer
at a solid—He-Il interface can be judged according to the change in the
form of the sound wave. It follows from our measurements that in He-|
compression waves are excited at pressitesl atm primarily as a
result of the thermal expansion of a normal He-I liquid layer arising at
the He-ll-heater interface for pow€rabove a critical level. ©1999
American Institute of Physic§S0021-364(109)00910-X]

PACS numbers: 67.40.M;j

The present letter is devoted to the study of the evolution of the form of first-sound
waves excited by a source of sh@@t3—-10us) thermal disturbances in superfluid helium
(He-I1) at pressureP= 1 atm with increasing power of the heat pulse. It is well knbwn
that a pulsed heater in He-1l excites together with second-sound Werwespy waves or
temperature wave®rdinary first-sound wavegensity waveg Since the thermal expan-
sion coefficient of He-ll is negative at temperatures above 1.BK,—(1/p)(dp/dT)q
<0 (herep is the density of the liquid a rarefaction wave §o=pB56T,<0 for 6T,
>0) corresponds to a wave of heating propagating with amplitéilg>0 and first-
sound velocity away from the heater in He-ll. At low heat flux den§itthe energy in
the first-sound wave is much less than the energy in the second-sound wave. For this
reason, the amplitud€T ; of temperature oscillations in a quasiadiabatic first-sound wave
can be much smaller than the amplitud&, of the second-sound wave. In a linear
approximation(for small Q), using the relations presented in Refs. 1-3, it can be esti-
mated that at saturated-vapor presdeirePg, p<0.05 atm and temperatuffe=1.9 K the
amplitude ratio iséT,/8T,=2x10 4. Therefore a first-sound rarefaction wave with
amplitude §T,<0.2 mK should correspond to a second-sound linear wave with ampli-
tude 6T,<1 mK. As a rule this falls outside the resolution of detectors of short heat
pulses(bolometers The amplitude of linear waves in He-1l cannot be increased substan-
tially by increasing the powe® of the perturbing heat pulse, since @sncreases, the
second-sound linear wave rapidly transforms into a shock wave, and instead of a wave of
heating(rarefaction the bolometer detects the arrival of a first-sound wave of cooling,

0021-3640/99/69(10)/5/$15.00 767 © 1999 American Institute of Physics
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i.e., a compression wavdor 6T,<0, 6p>0). For this reason, most previously pub-
lished works(see, for example, Refs. 4—6 and the references cited)thexe reported

the observation of first-sound compression shock waves produced in He-ll by powerful
short heat pulses.

As will be shown below, by increasing the pressure in He-lIPte 13.3 atm we
were able to detect simultaneously the propagation of second-sound linear waves and
first-sound rarefaction waves for sm@ll It was found that a§) increases, a rarefaction
wave transforms into a compressi@ooling wave and then into a shock sound wave
with a discontinuity(jump of temperature and pressuat the front of the traveling pulse.

The construction of the experimental apparatus is similar to that described previ-
ously in Ref. 7, which is devoted to nonlinear second-sound waves in He-ll. The mea-
surements were performed in a 0.3 cm in diameter and 2.9 cm long cylindrical
waveguide, filled with a superfluid liquid, in the pressure range 1-13.3 atm at tempera-
turesT>1.2 K. A film heater, connected with a generator of rectangular electric pulses,
and a superconducting rhenium bolom@teere placed on the waveguide faces. The ac
signal from the bolometer was amplified and stored in the memory of a digital oscillo-
scope. The average power density of the emitted heat pulses in the waveguide can be
estimated from the relatio®=U?/RS=0.11U? W/cn?, whereU is the voltage on the
heaterR s the resistance of the heater, éig the cross sectional area of the waveguide.
The power densityQ of the pulsed heat flux in the waveguide was varied from 0.1 to
150 W/cnt, and the duratiorr of the perturbing pulse was varied in steps0.3,1, 3,
and 10us.

Just as in Refs. 4 and 5, only a first-sound compression wave<(0, 5p>0)
could be observed in He-ll at low pressures. As an example, Fig. 1 shows oscillograms
describing the evolution of the form of a first-sound compression wave in Hell at
=2.013 K andP=1.05 atm with an increase in the power density of a heat pulse with
fixed duration7=0.3 us (@) and 10us (b). The voltage on the oscillograph screen
(6U~6T,) is indicated along the ordinate, i.e., in all plots the signal amplitudes are
measured in relative units. ASU~0.001V noise level corresponds té6T,~5
X108 K. The sweep time is measured jrs. The numbers on the plots indicate the
electric voltageU on the heater. The repetition frequency of the perturbing pulses is 10
Hz. We note that for small and perturbing pulse durations=1 us the duration of the
detected compression wave is close to that of the perturbing pulséJB®d8 V the
bolometer detects the appearance of a shock wave with a discontinuity at the front of the
traveling pulse. Similar dependences have been observed in He-ll at pressures 2—9 atm.

Figures 1c and 1d show oscillograms describing the evolution of the form of first-
sound pulses in He-ll aP=13.3 atm andT=1.895 K with heat pulse durations
=0.3 us (c) and 10us (d). Increasing the pressure substantially changed not only the
form but also the polarity of the detected first-sound waves. For dthédtle bolometer
detects the arrival of a wave of heatifrgrefaction wavedT,>0, §p<0), whose width
is close tor for =1 us, while the amplitude increases approximatelylUfs As U
increases, the wave of heating transforms into a wave of codtiogipression wave,
6T1<0, 6p>0) and then into a shock compression wave, immediately after which
long-period oscillations are observed. Similar oscillations were observed at pressures
below and above the critical pressiPg=2.26 atm, i.e., they can be attributed to tran-
sient processes at the heater—He-Il interface.
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FIG. 1. Evolution of the form of first-sound waves in compressed Heé?H:1.05 atm, T=2.031 K, 7
=0.3us (@), 7=10 us (b); P=13.3 atm, T=1.895 K, 7=0.3 us (c), 7=10 us (d). The numbers on the
oscillograms indicate the voltage on the heater.

We shall now discuss the results. It is evident from the oscillograms shown in Figs.
la and 1b that for~0.001 V noise a compression wave with amplitudle |SU|
>0.001 V (which corresponds t0T,|>3X 10 ° K) is observed with power above a
certain threshold).,, whose value decreases with increasing duration of the perturbing
pulse. Figure 2 shows'? versus the voltage) on the heater. These dependences were
calculated from measurements in He-lIR#=1.05 atm andl =2.013 K as well as at
=2.124 K. We estimated the values @f,, using straight lines to fit the curves'?
=f(U). It turned out that at constant temperature and pressure in He-Il the product
Q. ?=const with the perturbing pulse duratiervarying by a factor of 30, in agree-
ment with previous observatioch$ in He-Il at saturated-vapor pressure. According to our
observations, at pressurBs=1— 6 atm the constant is essentially pressure-independent,
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FIG. 2. First-sound amplitudé versus the heater voltagdl plotted asAY?=f(U). P=1.05atm, T
=2.013 K, 7=0.3 us — squaresy=10 us — triangles,T=2.124 K, 7= 10 us — diamonds.

but in contrast to Refs. 4—6 it is strongly temperature-dependent. This indicates that the
mechanism leading to the appearance of a compression wée Bty p (pulsed boiling

up of liquid) is appreciably different from that at high pressuRes 1 atm. Since com-
pression waves are observed at pressures below and above the critical pRegsure
=2.26 atm, where there is no liquid—vapor transition, they can appear primarily only due
to the expansion of a normal He-l layer arising at the interface between the heater and
He-1l for Q>Q, (in He-I at temperature$>T, +0.006 K the coefficienB>0).

The curves A|*2=f(U) constructed from measurementskat 13.3 atm(Figs. 1c
and 1d are presented in Fig. 3. The filled symbols correspond to a rarefaction wave. As
expected, the straight lifé\|*>~U drawn through them passes through the origin. The
open symbols correspond to a compression wave. The threshold pQuyersabove
which a compression wave is excited, can be estimated from the intersection of the
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FIG. 3. First-sound amplitudé versus the voltagé) on the heater plotted a&'?=f(U). P=13.3 atm,
T=1.895 K, 7=0.3, 1, 3, and 1@s; filled symbols — rarefaction waves, open symbols — compression waves.
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straight lines drawn through the open symbols with the abscissa. It turned out that, just as
at lower pressures, the produ@t,~'? remains essentially unchangediscreases from
0.3 to 10us.

At the beginning of this letter we noted that in the linear approximation the com-
puted ratio of the amplitudes of temperature oscillations in first- and second-sound waves
of heating in He-ll at saturated-vapor pressure and temperdts®.9 K is 6T,/6T,
=2xX10"*. Our numerical calculations based on the two-fluid mbéishowed that as
pressure increases in He-1l up to 15 atm the r&fig/ 6T, at T=1.9 K must increase by
an order of magnitude. To compare the computational predictions with experiment we
estimated the ratio of the slopes of the straight liné$=k,U and AY?=k,U drawn
through the experimental points describing for snhbathe dependences of the amplitudes
A;=f(U) andA,=f(U) of the first- and second-sound waves of heating excited in He-II
at P=13.3 atm andl'=1.895 K by heat pulses with durations-1, 3, and 10us. The
ratio of the coefficients lies in the rangg/k,;~23+6, i.e., the results of the measure-
ments agree with the theoretical calculation/k,=(8T,/6T,)Y?~23.

In summary, our investigations have shown that increasing pressure in He-1l to 13
atm increases by an order of magnitude the ratio of the amplitudes of temperature oscil-
lations in first- and second-sound waves of heating generated by a pulsed heater in a
superfluid liquid at lowQ.

For power above a critical levé€).,, which is essentially pressure-independent for
P>1 atm but increases away frofy or with decreasing duration of the perturbing pulse
(as7 ?), the mechanism of heat transfer at the heater—He-Il interface changes qualita-
tively, which is manifested as excitation of first-sound compres&ionling) waves. The
observations of compression waves at pressures below and Bhowglicate that these
waves appear mainly as a result of the thermal expansion of a normal He-I liquid layer
arising near the surface of the heater with large heat loads. At low pre$3wreg, pthe
film boiling up of liquid, previously thought to be the main mechanism leading to the
excitation of first-sound shock waves with pulsed heating of He-ll, must also be taken
into account.

We thank A. A. Levchenko, A. V. Lokhov, and A. F. G. Wyatt for assisting in the
investigations and for discussing the results. This work was performed as part of inves-
tigations supported by the Grant INTAS-93-3645-EXT.
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It is shown that the non-Fermi-liquid state is unstable with respect to
scattering of multiparticle excitations with different quantum numbers
by one another. As a result of the scattering, a multiparticle Fermi-
liquid resonance forms at the Fermi level. An anomalous increase in the
conductivity occurs as a result of a transition between the non-Fermi-
liquid and Fermi-liquid states. €999 American Institute of Physics.
[S0021-364(99)01010-3

PACS numbers: 71.10.Hf, 71.10.Ay

1. The most popular systems showing non-Fermi-liquid behavior at present are
generalized variants of Anderson’s impurity model and multichannel, both spin and or-
bital (quadrupolg Kondo models(see, for example, the review in Ref). As is well
known?? the non-Fermi-liquid(NFL) state is unstable with respect to any excitations
that lift the degeneracy with respect to the orbital or spin degrees of freedom. Specifi-
cally, in the two-channel quadrupole Kondo model two instability mechanisms were
known previously. The first one is an instability with respect to distortions of an impurity
center that lower the symmetry of the centgahn—Teller or pseudo Jahn—Teller efféct
and lift the orbital degeneracy of the impurity level. The second mechanism described
the instability of the NFL state with respect to the anisotropy of the scattering channels.
The anisotropy of the channels arises in an external magnetic field and the corresponding
crossover from the NFL to the FL state has been observed in Ref. 4. A new physical
realization of the two-channel quadrupole Kondo model and instability of the NFL state
with respect to tunneling-induced interband scattering were described in Ref. 5 for doped
quantum-size structures.

In the present letter it is shown that in metals containing an impurity with unfilled
or f shells there occurs anstability of the NFL state with respect to the rescattering by
one another of multiparticle excitations having differentrojections of the quadrupole
moment. A transition between the NFL and FL states occurs as the impurity level be-
comes deeper.

2. Physical realizations of the two-channel quadrupole Kondo model have been
proposed in Ref. 2 for U-based heavy-fermion compounds and forhigluperconduc-
tors. Keeping this in mind, in the present letter a nonmagnetic quadrupole doublet of the
crystal field of 3 or I'; symmetry is considered as the deep impurity state. The taking
into account of the splitting of theéor d levels by the crystal field signifies a transition

0021-3640/99/69(10)/7/$15.00 772 © 1999 American Institute of Physics
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from the angular momentum representation to the irreducible representations of the point
group of the crystal. As is well known, a cubic crystal field splits thek Sates of
transition-metal ions into a doubly degenerajglevel and a triply degeneratg, level.

The eigenfunctions and quantum numbers of an electron ig,devel are, correspond-
ingly, the cubicdey functions and the row number of the irreducible representation of the
Me, Group is* 1. It is convenient to describe &g doublet with one electrofor hole) by

the pseudospin variabfed, whose projections on the coordinate axes are also the com-
ponents of the quadrupole moment tensor. The two values of the quantum number
u==1 correspond to the projections of the quadrupole moment onzthgis: ?—é
=(1/12)[3L§—L(L+1)]=i1/2 corresponding to occupied,2 orbitals L,=0) and
dy2_y2 orbitals (L,|=2), whereL is the angular momentum operator. The operafpr
~Lf— L§ rotates the pseudospin. In U-based compounds the ground state df'therlJ

is a 5f2 'y doublet obtained as a result of splitting of a multiplet with total angular
momentuml=4 by a cubic crystal field. ThE; doublet possesses a quadrupole moment
and has no magnetic dipole moment. The parametrization of'thdoublet by pseu-
dospin 1/2 is similar to the parametrization for #gedoublet above, the difference being
that the projections of the quadrupole moment can be expressed in terms of the eigen-
values of the operatofL2 andjz. The collection of quantum numbers in a crystal field is
denoted below asA,u), A=ey, I';. The initial Hamiltonian of the system has the
standard form for the generalized Anderson model

H= HOO+ Hh+ HU and HOOZ 2 ska;(,akg+ 2 SApr.UdA,uo"
kk'or po
whereH,, andH, are the hybridization and Coulomb repulsion on a deep level and are
given by

Hh:kz (T/k\“a.ktrdAu.ﬂ'i‘h.C.) a.nd HU: E U'u’urnA’uU.nAlurU.r(l_(S’u’urﬁu.u.r),
oun le‘«/io'yo'/
(o

the operatorsﬂw andd, ,, describe the quasilocal electronic states of sheloublet

with z projection of the pseudospin and spino (spin for theey doubley. For a deep
impurity level (y, /e, <1, yA~|T£FM|2pO, andpg is the density of itinerant statethe
effective interaction between itinerant electrons and an electron in a deep level is ob-
tained after applying a Schrieffer—Wolf transformation to the Hamiltoiaihe inter-
action, which is an exchange interaction with respect to the quadrupole moment of the
impurity and a “non-Kondo” interaction with respect to the spin variables, is studied
below. The physical conditions under which this is the predominant interaction have been
examined in detail in the second of Refs. 5.

It should also be noted that the states of thedoublet hybridize with the band
states withl'g symmetry (the partial components aid'g,2) and|I'g,1)) andT'g (the
partial components até&'g,—2) and|I'g, —1)). Scattering processes occur only between
two partial states within each grodpCorrespondingly, the complete Hamiltonian is a
sum of two terms witho=1.2=T'g, I'g, corresponding to exchange scattering within

each group. On this basis the transformed Hamiltonian has the FbentH g+ He.
+Hjn, Where
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Hee= 2 (Thak,o8u et h.C) andH = 2 vA” (kk")ay, o0k yody A -
kk'vo Kk ' up'vo (2)

Here v enumerates the bands with which thedoublet can hybridize.

The Hubbard repulsiot ,,,; at a site is the largest parameter in the problem.
Therefore the matrix elements satisfy the standard relations:

Avx TAv
k,u k',u,'

VA" (kk')~— E o Thh~ 2 VAt (Kk'), ep—Ej=e,.
If the symmetry of the band states is such that the hybridization matrix elem%jf\ts
have nonzero values for both components ofAhéoublet, then they are at the same time
spatially nonlocal. On account of this, in Hg) the matrix elements of the interaction are
spatially nonlocal and possess nonzero values withy'. These two conditions are
sufficient for the HamiltoniarH;,; in Eq. (2) to be reducible to the Hamiltonian of the
two-channel quadrupole Kondo model. For this we expand the opegatgrsind matrix
eIementsTﬁk”, andVlAL”,(kk’) in terms of the cubic harmonids, z(Qy), B==*1. Itis

assumed that the conduction electrons can also be described by pseudospin 1/2. Using the
partial componentsyg,,, the HamiltonianH can be written as

H HOO+§: E Tﬁﬁf(kk’)akﬁvoak’ﬂ’wr
kk'o BB’ v

2 > D Vi (KK)ad,,a0 50 Th ©)
kk' o i= xyzB'B

where the interaction matrix elements and the pseudospin operator are as fatoave (
Pauli matrices

AV i
Vi (KK = E vkk,(TA)W, 2_ d3,0,dan s

*+1

and M:Eﬂ di,dy,=1

In the system described by the Hamiltonighin Eq. (3) there are two physical
mechanisms which give rise to resonant states near the Fermi level. The intekgtion
is responsible for the formation of multiparticle NFL resonances at the Fermi level. The
term H, describes scattering of multiparticle excitations with quantum numBerg’
by one anotherThis scattering can lead to the formation of an additional and only a
Fermi-liquid resonance at the Fermi level

According to the formalism developed in Ref. 5, it is convenient to diagonalize the
Hamiltonian in Eq.(3) in two steps. At the first step we diagonalize the Hamiltonian
Ho=Hgot+H;y and obtain multiparticle excitations at the Fermi level. Next we take into
account the scattering induced between multiparticle excitations by thetigrm

3. In the present letter we shall be interested in the main effect of the interaction —
the existence of a multiparticle resonance at the Fermi level. The Green’s fufgtion
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corresponding to this resonance can be calculated by the bosonization method, which was
introduced in Ref. 6 for an interaction of the tyf®. The crux of the method consists in
expressing the operatoaﬁﬂ,,,sfff,je‘ikxw(ﬁ’g(x) in terms of collective variables, which

are described by the Fourier components of the Bose fields corresponding to atjarge (
spin or(equivalently color (f), pseudosping), and mixed(pseudospin—color spin—
guadrupolesf) density operators. The Hamiltoni&ty=H o+ H;,; can be represented in
terms of these variables as a sum of four terms corresponding to four spinless collective
fermion channels. The charge and sf@olor) channels are not related with the impurity
pseudospin. In the two other channels the interactions inf&cdave the form

Av
X

Hing= 2 V—l,zwé?+<0>+wé?mn%ﬁ+V£”wé”>+<0>¢§”><0)”ri- (4)

v (2am)
Here a is the lattice constanhﬁgfs)f(O)Engfs)f(x:O), X is the spatial coordinate, and
VAY=2(V2"— 7vg). The representatiovﬁg”ﬁ,(kk’)ZV?V(&i)BB, was used for the ma-
trix elements of the interaction in E3).

The resonance level is described by fermion operaddrandd, which are related
with the pseudospin operator by means of the Majorana represerftatior: ;X 7
7=d"d—1/2, andz is a Majoranarea) fermion operator, where?=1. The Green’s
function of the resonant level possesses both norma{dd™)) and anomalous
(~(dd), ~(d*d™)) components, since the number of fermions in &j.is not con-
served. The Hamiltoniai, with finite interaction constant¥” can be diagonalized
because the “hybridization” and the interaction in Ed) are “distributed” in different
channels. A method for calculating the Green’s function of the resonant level with finite
interaction constantfa/?" has been proposed in Ref. 5. Using the results of Ref. 5 we
obtain

1-ag W 1-ag
], )

G (2)=A.T(1—ag)po +(Tot o)

z

(o UX)(ZHI‘Q
A. are phase factors for R&0, I'(x) is the gamma functiong=% ,ag,, as,
=(6,,/7)?, &, are phase shifts characterizing the scattering in pseudospin channels,
po=po(Po1/ Po) “Hpoz! po) 2, po~1MW, po,~1W,, W=3 W, , W, are of the order

of the band widthsI'f==,T'%,, Tk, ~(VA")?W, (the Fermi level is taken as the
reference zero point everywhgreand Inz<<0, since we are calculating the retarded
Green’s function. The NFL resonance of widfl} at the Fermi level is formed by a
mixed spin-quadrupole mode, which is charged on account of the quadrupole contribu-
tion. The interactions in the pseudospin channels are of a screening character and produce
an effective broadening of the NFL resonance. It follows from &jjthat the interfer-

ence of the resonances from different electron groups also leads to an effective broaden-
ing of the total resonance as compared with the single-resonance case.

The Green’s functions of the conduction electrons can be obtained by the equations-
of-motion method. Their components which are diagonal with respect to the index
have the form

Gou(Kk';2)= 81/ Gog,(k;2) + GEOM(k;z)TQ;* GAW(Z)TQ,ZLGSOM(k’;z), (6)
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whereGg, (k;2) is the Green'’s function of the noninteracting electrons @nd, ,(2) is

the Green’s function of the impurity level with the interaction taken into account. To
obtain the density of states at the Fermi level, we substitute into(@c¢he Green's
function of the resonance lev@l,(z) from Eq. (5) and write the Green’s functio(6)
using the partial states, z,. Then we obtain

1 - siM(1—ag)arctad’; /]
pae)=po(e)=——A,ImSpG(e)=A, 2 ; >0,

iS12 Was(82+ri2)(1—as)/2

@]

Ay~ YavPow ’VAV:EB’YAVﬂzzﬁlT/k\FVB|2p0V' and the widthsl';=8—0 and I',=Ty
correspond to two terms in the Green’s functidf’) .

4. The scattering induced between multiparticle excitations having differend-
jections of the quadrupole momemg 4 B’) by the termH,.in Egs.(2) and(3) gives rise
in the complete Green'’s functions to a pole corresponding to a Fermi-liquid resonance at
the Fermi level. With the scattering taken into account, the Green’s function has the form
Avr+Av Av
Tig Tirg 25/(2)

Glh(kk';:2)= 6 Gga(k;2)+Gha(k;z
A )= 6k Gop(k;2) + Gop(k; 2) 22D (2)

Gog(k'sz), B#B', (8

(in Eg. (8) all quantities are summed over), Gg,(k;z) are the Green's functions
determined for the spectrum with the density of statges(¢e),

TAY2f(ey,) SAY2)3AY(2)
A= |kﬁ|_—8k D(z)=1- 22 pxp, ©)
k z 8kv 8/\

andf(e) is the Fermi function. The self-energy functioﬁ%”(z) have singularities at the
Fermi level which correspond to multiparticle peaks in the density of states. For simplic-
ity, the term quadratic in the self-energy functions is retaine®{z), since this term
contains the maximum singularity at the Fermi level. This term is present only for
B+ B’. At zero temperature the contribution of the resonance levels to the self-energy
functionsig”(z) is determined by the expressions

l-ag

P (-1%1 (10

z

v v 0 AV(S) ~
22 (Z):|T/k\FB|2J’7wd8 —¢ MAV’}/AV’)/AV,BPO

zZ+il}
A,~1. Fora,=0 an additional term, which is singular fpz|<T'} , appears irEﬁ”(z).

It corresponds to @-like contribution to the spectral function of the impurity degrees of
freedom, which are not related with the conduction electri@es the second term in
G in Eq. (5) with ag=0, z=&+i6), and it has the form

SH2)~1lz, |z]<Ty. (11)

The poles of the Green’s functions in E&) and, correspondingly, the new Fermi-
liquid resonances with energg=¢,+ivy, at the Fermi level are determined by the
solutions of the equatioB(z,)=0.

Using expression€lO) is it easy to show that for alt;<1/3, includingas=0, there
exist FL resonances with widtHg, —T'}|<T'%, which for y,>|¢,| are determined by
the expression
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A 2 ~ \U(l-ay) 1/2(1- ag)
=Tkl _ [ YAsbo [ YaupYarg: o
w T 2

YAv

A,~1. This expression determines two resonances with close Widd;ﬁ%l“ﬁt 5y,
57<F£. For as=1/3 both resonances lie at the Fermi level, forming a total resonance
with a weakly non-Lorentzian shape. Fey<1/3 the resonances are “separated” by an
amount Z, symmetrically with respect to the Fermi level. The maximum splitting with
g,= 8y occurs forag=0. The width of the NFL resonance at the Fermi level, i.e., the
characteristic binding energy of the collective states comprising it, decreases as the im-
purity level becomes deeper. Correspondingly, the FL resonances, whose existence re-
quires decay of the NFL collective states, can exist for a sufficiently deep impurity level.
Specifically, for equivalent parameters for both groups of electrons the position of the
level should satisfy

ep IW(y, IW)2%, (13

: (12
€A

and asag decreases, the FL resonance exists for increasingly deeper levels.

Using Eqg.(11) we obtain that on account of scattering dueHg, the impurity
degrees of freedom which are not related with the conduction electrons engender a
localized state with energy,= 8y above the Fermi level.

We see that scattering of multiparticle excitations having differgmtojections of
the quadrupole moment by one anothesds to a transition between NFL and Fermi-
liquid states as the impurity level becomes deepée former corresponds to a power-
law singularity inGg,(kk’;2) in Eq. (6) and the latter corresponds to a simple pole in
Gp(kk';2) from Eq.(8).

5. The transition rate for scattering frofk») into |k’v) is determined by the
expression

W(K, e, iK' exr,)=27|T(K, e, iK' £1,) |28k, — k7,

with the scattering amplitude

ﬂkigkv vk, vgk’v) = 2 <akva'| HSC| apvo’><apva'| G| ap’va’><ap’(ﬂ/| HS(J ak’vo’>v (14)
pp' s
WhereG;p, is the Green’s function determined in E§). Using a Landauer-type formula
for the conductivity and comparing the resonant and non-Fermi-liquid contributions to
the transition rate, it is easy to obtain the following relation for the maximum values of
the conductivities:

a"{0)> o N2X(0) (15)

for all values of the parameters for which an FL resonance exists. This relation means
that a transition between the NFL and FL states is accompanied by an anomalous in-
crease in the conductivity

The termH . with potential scattering is obtained, simultaneously with the effective
interaction, as a result of a Schrieffer—Wolf transformation. In this sense the instability
considered above is “primary” as compared with the previously known instabififles.
For fixed a4 the existence of this instability depends only on the depth of the level. This
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is also true when the scale of the, -type tetragonal distortions of the impurity site is
less than the characteristic energy associated with scattering. Tlkey conditionfor
the existence of an instability is spatial nonlocality of the hybridization matrix elements.

A direct experimental method making it possible to observe instability is tunneling
spectroscopy, specifically, the determination of the current—voltage characteristic in the
presence of tunneling through a barrier containing orbitally degenerate local states.
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Above-barrier excitons: first magnetooptic investigation
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An above-barrier localized excitonic state in a Bragg confining semi-
conductor superstructure based on(bm GaAs/GaAs heterosystem is
observed experimentally. A sharp excitonic resonance corresponding to
the interference mechanism of localization is observed in the absorption
spectrum of this structure at 1.548 eV, i.e., 33 meV above the energy of
a bulk exciton in GaAs. The oscillator strength of the above-barrier
exciton is twice that of the main excitonic state in the system, and the
above-barrier exciton gives rise to sharp Landau oscillations in the
magnetoabsorption spectra. €99 American Institute of Physics.
[S0021-364(©9)01110-X]

PACS numbers: 71.35.Cc, 78.20.Ls, 73.40.Kp

1. LOCALIZATION IN A REPULSIVE POTENTIAL

More than 60 years ago Wigner and von Neuntamredicted theoretically that an
electron can be spatially localized not only by an attractive but also by a repulsive
potential if this potential has a special form. Localization for positive energies arises
because of repeated above-barrier reflection of the electronic wave function on the bends
of the potential. In 1975 Stillingérproposed semiconductor superstructufesmplex
multilayer heterostructurgsas an object where Wigner—von Neumann localization is
possible. Superlattices with built-in thick layers and ideally smooth interfaces were re-
quired to observe such localized states experimentally.

In the last five years a series of observations of above-barrier localized electrons and
excitons in superlattices with thick layers have been repdrté@he nature of these
states can be easily understood by drawing an analogy between a superlattice and an
ordinary crystal lattice. A superlattice, as a quasicrystal, possesses its own band structure,
different from that of its constituent semiconductor crystals. The band structure of a
superlattice is characterized by alternation of one-dimensional allowed and forbidden
minibands, possessing energies both above and below the barrier. A thick layer in a
superlattice is the analog of an impurity center in a crystal lattice. Discrete levels asso-
ciated with these “impurities,” including in the presence of above-barrier energies, arise
in the forbidden minibands. Bragg-ordered superlattices, where the layer thicknesses
equal one-fourth the de Broglie wavelength of an electron with energy corresponding to
the above-barrier state, are optimal from the standpoint of spatial localization of above-
barrier electrons. The thickness of the thick barrier equals half the de Broglie wavelength.

0021-3640/99/69(10)/6/$15.00 779 © 1999 American Institute of Physics
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The penetration depth of the electron wave function into the region of the superlattice
“mirrors” can be easily calculated by the transfer matrix method. It is given by

mgE
Ma(E—V)

whered is the superlattice period is the electron energy measured from the conduction-
band bottom in the “well” material,V is the barrier height, anthy, and mg are the
effective electron masses in the “well” and “barrier” materials, respectively. It is ob-
vious that the penetration depth of an electron into the effective barrier vanishes at
E=V. Thus interference above-barrier localization of an electron can be more effective
than localization in an ordinary quantum well. We have shown previbfiglyat the
oscillator strength of an exciton localized above a barrier can be an order of magnitude
greater than that of a bulk exciton.

L=dIn"? , 1)

Excitonic states formed by above-barrier electron and hole have been studied ex-
perimentally thus far primarily by photoexcitation of luminescence and Raman
spectroscop? in GaAs(Al,Ga)As-based periodic structures. In the present work we
investigated the systerin, GaAs/GaAs, which is more suitable for identifying an
above-barrier excitonic transition, since in this system the barrier height determined by
the offset of the bands in GaAs is known exaétlyloreover, the excitonic absorption-
edge spectra as well as the electron and hole dispersion laws have been studied thor-
oughly in GaAs.

The structure grown by molecular-beam epitaxy at the A. F. loffe Physicotechnical
Institute consisted of 10.5 periods, each of which included a 13 nm thick GaAs layer
surrounded by 10 periods of angiiGa, AS/GaAs superlattice with 3.4 and 6.5 nm thick
layers, respectively. The GaAs substrate was completely etched off, which made it pos-
sible to measure the transmission spectra of the sample directly. According to calcula-
tions, an above-barrier exciton should be formed in this structure by an electron and a
hole occupying the first forbidden minibands of the superlattice. Figure 1 shows a section
of the sample and the band scheme of the structure as well as the electron and hole
wave-function envelopes, calculated by the transfer matrix method, at energies corre-
sponding to the localized above-barrier states. It is evident that both the electron and hole
possess compact wave functions which are localized as a result of Bragg interference in
the superlattices. Strictly speaking, the Bragg condition holds in this structure only for an
electron, but hole confinement by the forbidden valence minibands is just as effective as
electron confinement, since the hole mass is larger. The overlap integral between the
electron and hole wave functionslig,= 0.98.

2. EXPERIMENT AND ANALYSIS

The light transmission spectra of the sample were measured at liquid-helium tem-
perature in magnetic fields up to 7 T. Figure 2 demonstrates the transmission spectrum in
zero field(solid line). Three excitonic resonances, corresponding to transitions marked by
arrows in Fig. 1, are clearly seen. These are peaks due to transitions between the first
electron and hole minibandsSLE;), an above-barrier localized excito BE), and
also(see Fig. 3 an above-barrier transition between the second allowed minibands for an
electron and hole in the superlatticBl(E,). It is evident that the energy of a localized
above-barrier exciton is approximately 30 meV greater than the band gap in GaAs. It is
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FIG. 1. Schematic band structure and cross section of the sample. At the top and bottom of the band scheme —
computed electron and hole envelopes of the wave functions for above-barrier states.
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FIG. 3. Absorption spectra in a magnetic field. The arrows mark excitonic transitions, due to an above-barrier
state UBE) and the second minibands of the superlatt®& ), as well as the band gap in GaAB{gaag)-

also important to note that no resonance features in the spectrum are seen at the energy of
a bulk exciton in GaAs. This means that the artificial band structure of the superlattice
completely dominates the band structure of the constituent crystalline materials. The
narrow excitonic lines attest to a high quality of the structure grown, much higher than
that of the samples investigated in previous works on an above-barrier eXdton.

The dotted lines in Fig. 2 show the theoretically computed spectra, obtained by the
transfer matrix method with a complex dielectric function containing three resonant terms
describing different excitonic transitions as well as an imaginary part with a small fre-
quency dependence, describing interband absorption. The excitonic parameters giving the
best agreement with experiment were obtained. The erfeggyof an exciton in the first
miniband was found to be 1.452 eV. Its longitudinal—transverse splittingr was 0.12
meV, and the dampingI" was 0.5 meV. For the above-barrier exciton these parameters
were:fiwg=1.548 eV,hw 1=0.14 meV, andil'=5 meV.

Let us compare the results of first-principles calculations and the excitonic charac-
teristics obtained by fitting the spectra. In this calculation we employed the single-particle
electron and hole envelopes, shown in Fig. 1, and the corresponding energies obtained by
solving the one-dimensional Scldinger equation by the transfer-matrix method. The
technigue which we employed is described in detail in Ref. 7. Using the single-particle
functions, we calculated the excitonic state by a variational method using a very simple
trial function describing the relative motion of an electron and a hole in the plane:
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21
f(p)= \[;an[{ —g

wherea is the variational parametéthe details of the calculation in a magnetic field are
given in Ref. 9. To solve the excitonic problem in a superlattice we employed the
two-parameter trial function
12
1 )

and we made use of the approximate method of an effective mass in a miniband. This
procedure reduced to elaborating the formalism of Ref. 10 for magnetoexcitons.

: 2

+_
a;

2 2

_ pe .z
f(p,2)=(ma’a,) 1’2exr{— =
P

The excitonic parameters calculated in this manner were found to:dg
=1.456 eV,fiw 1=0.13 meV, andil'=4.8 meV for an exciton in the first miniband
and7iwy=1.544 eV,fiw 1=0.14 meV, andil’=6 meV for an above-barrier exciton.
Comparing these results with the data presented above it is obvious that the calculation
and experiment agree very well, which attests once again to the high quality of the
experimental structurk.lt is important to note that, as follows from the calculations, the
above-barrier exciton possesses binding energy and oscillator stgnegtier thanthose
of the main excitonic state in a superlattice. This confirms the extraordinary efficiency of
above-barrier interference localization by the Wigner—von Neumann scenario.

Figures 3 and 4 show the magnetooptic spectra of the structure and the correspond-
ing “fan diagram,” i.e., the magnetic field dependence of the energies of the peaks. The
initial spectrum in Fig. 3=0) shows two wide smooth maxima, which are the result
of interference accompanying reflections at the interfaces of a thin sample and the
vacuum. This “parasitic” interference can be easily eliminated by dividing the transmis-
sion in a field by the transmission without a fidttie series of spectra lying belpwVe
underscore the complete absence of any spectral features in the region of the absorption
edge of GaAs, the thick-barrier material. Landau quantization is clearly seen for the
superlattice exciton and for the above-barrier exciton. Correcting the “fan diagrams” by
adding the excitonic binding energies to the energies of the absorption peaks, we ex-
tracted the true electron cyclotron energies. Further, reconstructing the fan diagrams in
reduced-field coordinates with allowance for the numbers of the electron Landau levels,
x=hwo(l +1/2), wherew is the electron cyclotron frequency in vacuum, we obtain the
curves presented in Fig. 4 which can be described by the following regression laws:
E;(x)=1.4553+18.0&—18%? and E,(x)=1.5509+ 14.25—13.%2. The cyclotron
masses presented, which correspond to the reciprocal of the linear coefficient, were
u=0.054m, for the superlattice exciton and=0.07m, for the above-barrier exciton.

The latter value agrees well with the effective mass of an electron in GaAs with energy
~30 meV aboveEy. This means that the mass of the heavy hole forming the above-
barrier exciton is infinite in the plane of the layers, which indicates that the above-barrier
hole is localized in the plane. Such localization is probably due to monolayer interfacial
fluctuations in the structure. If the hole is localized in a plane, the standard selection rules
for transitions between electron and hole Landau levels break down and transitions from
a lower hole level to all electronic Landau levels contribute to the “fan.” This means that
the cyclotron mass of the exciton becomes equal to the electron mass.
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adjusted by the computed binding energies of excii@e® inset The slope of these lines gives the reduced
cyclotron mass as a function of the transition energy.
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Investigations of the temperature dependences of the magnetic perme-
ability and dielectric permittivity in the temperature range 42K
<300 K and the field dependence of the magnetizalil(8) in fields
B=<50 T show that the magnetic properties of the complex ¢EF)
cannot be described on the basis of the standard model, which assumes
that the paramagnetic oxygen impurity makes the dominant contribu-
tion. It is found that the magnetism {&T),Cqg is due to the diamag-
netic properties of the £ and ET molecules and to specific paramag-
netic centers of the type g, which possess an anomalously lgv
factor|g|~0.14. Anexperimentum crucis proposed for checking the
oxygen paramagnetic center model for pugg 8ms. © 1999 Ameri-

can Institute of Physic§S0021-364(09)01210-4

PACS numbers: 81.05.Tp, 81.40.Rs, 75.20.Ck, 77.22.Ch

1. According to the conventional point of view, the magnetiand dielectrié prop-
erties of G fullerene are determined by oxygen impurity. For example, the experimental
data on the temperature dependence of the magnetic susceptfitty be represented
as a sum of two terms

X(T)= Xxdgiat Xpare(T)a (1)

where xgi, is @ negative constant ang,,., is positive and increases with decreasing
temperature, following the Curie lawp,+~ 1/T. It is the existence of the paramagnetic
contribution y,{ T) that is ordinarily attributed to oxygen impurity, while the diamag-
netic contributionyg, is due to the internal properties of theg@nolecule!? In the
opinion of the authors of Ref. 3 the dipole moments of the oxygen molecules also
completely determine the temperature and frequency dependences of the permittivity.

It should be noted that the dielectric and magnetic characteristicsg@filGs
depend strongly on the preparation and annealing conditidh&nnealing can change
the oxygen impurity density and the properties of thg @atrix, making it difficult

0021-3640/99/69(10)/7/$15.00 785 © 1999 American Institute of Physics
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FIG. 1. Temperature dependence of the magnetic susceptibility in,(&JJjor B<6 T. Dots — experiment;
solid line — fit using Eq(2). The statistical fitting error for the parameters presented in the text is shown on the
straight line corresponding to thg;,= const region. Inset: (ET¥s, Structure in the crystallographab plane.

to distinguish these effects unequivocally. Single crystals of fullerene—organic
donor complexes, characterized by small charge transfer, may be more promising
from this standpoint® This situation occurs in (ELCs, Where ET is
bis(ethylenedithigtetrathiafulvalen&:®

In the present letter we shall show that for (ET),, even though the temperature
dependence of the magnetic susceptibility has the fdynand a substantial correlation
remains between the magnetic and dielectric properties, the magnetic properties cannot
be satisfactorily described in a model based on oxygen impurity. Moreover, experiments
performed in a strong magnetic fieBk<50 T show that the characteristics of the hypo-
thetical paramagnetic center must be either substantially modified or this model cannot be
used at all to explain the magnetic properties. We note that the magnetic properties of
Ceo-based compounds andiddnolecular complexes in strong magnetic fields have, for
all practical purposes, not been studied.

2. The experiments were performed o 2X 0.5 mm (ET)Cgq Single crystals. The
structural characteristics of the samples were identical to those obtained previously in
Refs. 5 and 6. During the investigation of the magnetization the magnetic field vector lay
in the crystallographi@b plane (the arrangement of theggoand ET molecules in this
plane is shown in the inset in Fig).1

The temperature dependence of the magnetizafi¢m) in fieldsB<6 T was mea-
sured in the temperature range 4.2—300 K on an Oxford Instruments vibrating coil mag-
netometer. The field dependence of the magnetizatid8) in fields up to 50 T at
liquid-helium temperatures was investigated on the pulsed-field apparatus at Catholic
University in Leuven(Belgium). An induction method was used to determidgB) in
strong fields, and both electronic compensation and control experiments with an empty
measuring coil were used to distinguish accurately the signal due to the sample. The
measurements of the dielectric properties of (EX), in the range 10—-100 MHz were
performed using an apparatus based on a NR-4191 A impedance meter, described in
Ref. 8.
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FIG. 2. Temperature dependence of the permittivity at 100 MHz in {€dy). The dashed curve shows the
temperature dependence pf[the results of fitting Eq(2)]. The arrow marks the low-temperature section of
growth of x(T) and e(T).

3. The temperature dependence of the magnetic susceptibiliEET)sCg is shown
in Fig. 1. One can see that qualitatively the cup(d) corresponds to Eq1): At room
temperaturey(T) <0, while for T<25 K “paramagnetic” growth ofy is observed. At
the same time,y4, remains constant only in the range <25<200 K, while for
T>200 K the susceptibility decreases somewhat with tempergfige 1). In the entire
temperature range 1<8T<300 K the empirical formula

x(T)=a+bT+cT?+p/T, 2)

wherea=—4.03x10" 7, b=5.6x10"1% c¢=—2.42<10 *? p=1.05x10" ¢, and x(T)
is measured in cig (emu/g and T in K, can be used to fit the experimental data on
x(T).

It is interesting thaty~—3.5x10"7 cm®/g in the plateau region 25«KT
<200 K. This value is essentially identical to the valueygf, for Cqo.2? However, 1 g
of Cg contains 8.6 10?° C5, molecules, while (ET)Cq is a dilute systemil g ofwhich
contains 4< 107° C5, molecules. As a result, the diamagnetic response ggmdlecule
for (ET),Cg is approximately two times stronger than for purg Gt is natural to infer
that the “additional diamagnetism” in (E}¥g is due to ET molecules with completely
filled electron shells and occupying the ground state. This situation agrees with the idea
of small charge transfer in tH&T),Cg, complex®® since for a chemical bond with strong
charge transfer the ET molecules will exhibit not diamagnetic but rather paramagnetic
properties’

We note that the “paramagnetic” contribution 4§ T) in (ET),Cgq is much smaller
than for pure G, as a result of which the experimental samples remained diamagnetic
even at liquid-helium temperaturéBig. 1). At first glance such behavior can be attrib-
uted to the lower oxygen impurity density (&T),Cgq Single crystals compared withg§
films.

The correlation between the temperature dependences of the permifivityand
magnetic susceptibility also agrees qualitatively with the “oxygen modEly. 2). For
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FIG. 3. g Experimental field dependence of the magnetic momeiit=a4.2 K (1) and computational results
obtained in the paramagnetic oxygen impurity mo@! b) Model calculation for a paramagnetic center with
a renormalizedy factor (see texk, the numbers on the curves correspond to the values o faetor.

T>100 K e~const, while forT<25 K a kink is observed in the curvgT), and the
permittivity and magnetic susceptibility increase with decreasing temperature. We note
that the minimum ofe(T) nearT=80 K (Fig. 2 is apparently due to the fact that the
rotation of G, molecules is “frozen” (order—disorder transitidh in this temperature
range. According to the data of Ref. 10, the frequency of dipole transitions in this range
is of the order of the measurement frequefiey10— 100 MHz. This is what leads to the
features in the temperature dependea€€). A more detailed description of dielectric
relaxation in (ET)Cgo will be given in a separate report.

4. If the oxygen paramagnetic impurity model is valid, then the field dependence of
the magnetization of (ET s, at low temperatures should be strongly nonlinear. From
Eq. (1) follows the expression

3 TkgT JB
Xpare( )Kg J(gMB Mg (BT), (3

(J+1)gup kgT

where M 4ii(B,T) = xqisB to a first approximation. In Eq(3) Bj(x) is the Brillouin
function, the Landey factor and total angular momentudrset the characteristics of the
paramagnetic impurity, angt,.{T) is described by the Curie law. However, although
for T<25 K the amplitudesypara and xgia in (ET),Cqo are comparableFig. 1), it was
found that right up to the field=6 T reached in a vibrating coil magnetometer the
magnetization of the sample was proportional to the fidld B.

M(B,T)= M(BvT)para+ M(B,T) giz=

Measurements d¥1(B) at T=4.2 K performed in pulsed fields up to 50 T showed
that the field dependence of the magnetic moment remains line&<f&0 T, while for
B>30 T a small deviation downwards from linear asymptotic behavior is obsérigd
3a, curvel).

Since the ESR datdor oxygen impurity in G, show thatg~2, it can be assumed
that the orbital angular momentum is frozeriThen, in the most general case the param-
eterJin Eq. (3) can vary fromJ=1/2 (O™ ion) to J=2 (O, moleculg. Since the values
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of Xpara@Ndxgia at T=4.2 K are knowr(Fig. 1), Eq.(3) contains no free parameters other
than the total angular momentudn The family of curvesM(B,T=4.2 K) calculated

using Eq.(3) for various values o8 (J=1/2, 1, 3/2, 2) is presented in Fig. Bzurves2).
Comparing the computational results with experim@ig. 3a, curved and2), it is easy

to see that the experimental data on the field dependence of the magnetization cannot be
explained on the basis of the paramagnetic oxygen impurity hypothesis.

Nonetheless, the paramagnetic center mEgl (3)] can be used to give a quanti-
tative description of théV (B) data if the possibility of strong renormalization of the
factor is admitted. To obtain an estimate we $etl/2. Then it follows from the data in
Fig. 3b that for (ET)Cgo g=~0.14. We note that Ed3) correctly describes the curvature
of the experimental curvé(B) (Fig. 3.

In summary, the hypothetical paramagnetic center in ¢EJ) apparently must
possess anomalously small values ofgfactor. In principle, foET),Cgo a charged ET
molecule could play the role of such a center, but at present there are no experimental
data attesting to a low factor for these molecules. At the same time, a strong renormal-
ization of theg factor is predicted for the {ion, in whose ground state a small negative
g factor g~ —0.1 can be expected as a result of the dynamic Jahn—Teller &fEot.
(ET),Cq it is known that the excess electron density is localized on ha®@lecule!?
so that the existence ofggtype defects seems to us to be very likely. We note that Eq.
(3) does not depend on the sign of thdactor, and therefore the data in Fig. 3b can be
interpreted as confirming the model where thg ©n plays the role of a paramagnetic
center. They value|g|~0.14 found is close to the theoretical valgé~0.1 calculated in
Ref. 12 from first principles.

The exotic characteristics of the hypothetical paramagnetic center that are necessary
in order to use EQ(3) to give a quantitative description of the experiment show that
alternative physical mechanisms giving rise to the anomalies in the magnetic properties
of Cgp and not related with the magnetic impurities can be realized. As an example, let us
consider the classical expression for the diamagnetic susceptibility of a mdfecule

. ONE o3 s [(nmiM(0)[n",m")?
X= o 2 (nmirnm)+ 5, : @

n’,m’ En' m'—Enm

where the second term describes van Vleck paramagnétiemotations used in E{)

are identical to those of Ref. 14lt is known that for spherically symmetric states all
off-diagonal elements witm’m’=nm are zero, and the second term in Ed)
vanishes:* For this reasony can be related with the symmetry and spatial characteristics
of the wave functions of the molecules forming the complex. From this standpoint the
data in Fig. 1 reflect a possible change in the geometry of the bondgian@ (or) ET
molecules in the crystals with decreasing temperature, leading to an increase in van Vleck
paramagnetism that compensates the first term in(4glt is important that in the range

of applicability of relation(4) M(B)= xB (Ref. 14 and the field dependence of the
magnetization should be close to linear in the entire experimental temperature range
(including in the rangd <25 K, where partial compensation of the diamagnetic contri-
bution by the paramagnetic contribution is obsejvadherefore this mechanism makes it
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FIG. 4. Temperature dependence of the magnetic susceptibility of pgr@c€ording to the data from Refs. 1
and 2 and the expected behavior of the cuMéB) in the paramagnetic center model with=2 and
J=1/2.

possible to explain the weak nonlinearity of the field depend&h¢®) at liquid-helium
temperaturegFig. 3), but the reason for possible changes in the structure of the bonds in
(ET),Cs at low temperatures remains undetermined.

5. The above analysis of the experimental results shows that the magnetic properties
of (ET),Cgp are not related with the paramagnetic oxygen impurity and reflect the inter-
nal properties of the crystal. The most likely situation is one in which the diamagnetism
is due to the properties of the neutraj,@nd ET molecules and the paramagnetism is due
to specific paramagnetic defects, such aggi@, which possess an anomalously Igw
factor|g|~0.14. In such a situation the correlation between the magnetic and dielectric
properties of (ET)Cgg indicates that even the permittivity does not depend on the oxygen
impurity but rather it is determined by the internal properties of the material. We note that
the authors of Ref. 10, where the dielectric properties gf ilims were investigated,
arrived at a similar conclusion.

The data from the present investigation cast doubt on the adequacy of the “oxygen”
interpretation of the magnetic properties of purg.CUsing Eq.(3) and the published
datd? on x(T) for Cgo, it is easy to calculate the possible form of the field dependence
of the magnetization for a paramagnetic impurity wigks2 andJ=1/2 (Fig. 4. It is
evident that at liquid-helium temperatures a strong nonlinearity and a change in &fgn of
should occur neaB~7 T (inset in Fig. 4. At the same time, if the ideas developed in the
present letter are applicable for purg,Cthen a weaker, closer to linear, dependence
M(B) can probably be expected. Thus, the investigation of the magnetic properties of
fullerenes in strong magnetic field becomes an experimentum crucis for the paramagnetic
oxygen impurity model. Further experiments in this field are therefore crucial.
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Copper nuclear quadrupole resonance and zero-field nuclear magnetic
resonanceZFNMR) studies of YBaCu;Og 5 show that a magnetic
phase appears in underdoped 123 superconductors treated in ambient
moist air. The studies give convincing evidence that the “empty” CuO
chains play the role of easy water insertion channels. The reaction
occurs first in ordered regions of the crystallites. The final product of
the reaction is a nonsuperconducting antiferromagnetic compound char-
acterized by at least two types of magnetically ordered copper ions,
with ZFNMR spectra in the frequency ranges 46—96 and 96—135 MHz,
respectively. Even for powder samples fixed in an epoxy resin, this
reaction is found to have partially occurred after a few years.1999
American Institute of Physic§S0021-364(99)01310-9

PACS numbers: 74.72.Bk, 74.25.Ha, 75.50.Gg, 76.60.Gv

The idea of coexistence of superconductivity and local antiferromagnetism in high-
temperature superconductqtdTSC9 is appearing more and more frequently in theo-
retical and experimental papers. Recently we fduribat in aged samples of
YBa,Cu;Og ., With x<<0.8, which had been packed in paraffin and kept at room tem-
perature for about 6 years, the superconducting volume fraction had decreased substan-
tially. We also found that, along with the typical copper nuclear quadrupole resonance
(NQR) spectrum of the superconducting 1-2-3 system, these samples also exhibited cop-
per zero-field nuclear magnetic resonafiZENMR) spectra in the frequency range 46—

135 MHz, indicating the presence of a magnetically ordered phase which remains ob-
servable up to 200 K.

The initial goal of this study was to find a way of artificially aging the compound to
produce the magnetic phase. At the time of our previous répes, considered the
presence of the magnetic phase to be the result of stripe pinning due to the Ortho-IlI

0021-3640/99/69(10)/6/$15.00 792 © 1999 American Institute of Physics
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phase, which was well-ordered during the very long-term room-temperature annealing, so
we began the artificial aging experiments with attempts to accelerate the oxygen ordering
process. It is knowhthat the temperature boundary of the Ortho-IIl phase is about 75 °C,

so the first experiments were devoted to annealing at 55—60 °C for a few weeks, but this
failed to produce the magnetic phase. Further attempts were therefore undertaken at
somewhat higher temperatures. Finally we managed to get a small amount of magnetic
phase exhibiting the characteristic ZFNMR speétHowever, the mass of the samples
during the ambient air annealing had increased, and controlled annealing of dry powder
sealed in an ampoule showed neither the mass changes nor the appearance of the mag-
netic phase.

The most natural explanation for the mass increase is the occurrence of a chemical
reaction of YBCO with components of the air, in particular, with water vapor, since the
significant reactivity of 123 with water is well established. Most of the early papers on
the reaction of 123 with water reported reaction products such,8aGuG, (“green
phase’), CuO, BaCQ, and some others. Some of these compounds are antiferromagnets
having either low Nel temperature$15—-30 K or ZFNMR spectra very different from
the one we observed in Ref. 1. More recent studée® Ref. 3 and references thejein
using high-resolution electron microscopy and x rays have shown that the 123 supercon-
ductors react with water vapor via a topotactic mechanism. The final product of this
reaction, which occurs in a bulk material at 75—250 °C, is a so-called pseudo-248 phase
H,,YBa,CuyOg., 4+, (iSostructural with the familiar 248 structure but with 50% of the
Cu(1) sites vacant; it is referred to as phd®én Ref. 3.

For NQR and NMR studies of the changes occuring in 123 HTSCs under reaction
with water vapor, a number of samples with different water contents were prepared. As
the starting material we used samples of ¥Ba;Og 5 (T.=56 K) in the form of a free
powder with a particle size of about 3dm, freshly synthesized using the conventional
solid-state reaction of powdered,®;, BaO, and CuO at about 940 °C, with periodic
interruptions for grinding. The free powder was annealed in air at 150 °C. A vapor
pressurgabout 35 mbar at 150 9Gvas established in a closed furnace by evaporation.
The samples were weighed periodically to measure the water uptake. After annealing all
samples were packed in Stycast 1266A epoxy. With this procedure, we obtained a num-
ber of samples of YBAu;Og 5(H,0), with water concentrations=0, 0.14, 0.24, 0.55,
and 1.2, the last value being the maximum water uptake, beyond which further annealing
did not yield a mass increase.

Home-built pulsed NMR spectrometers were used to measure NQR and ZFNMR
spectra at 4.2 K. The copper NQR spectra of the annealed free-powder samples are
shown in Fig. 1. Since the nuclear spin—lattice relaxation rate of the “chain” copper is
significantly slower than that of the “plane” copperit is possible to separate their
spectraFig. 1b and 1& The large difference in their transverse relaxation rates can also
be used for separation of the spectra. The assignment of different NQR lines to the nuclei
of Cu(1) residing in different oxygen coordinations is done in Ref. 4. The rapidly relaxing
part of the copper NQR spectruffiig. 10 is usually assigned to the plane copper nuclei.

It consists of two groups of lines at frequencies 30.8 and 28 MHz for the isotope
83Ccu(2). Tosimplify the discussion, hereafter we will discuss only the frequencies and
intensities of the NQR lines for this isotope; naturally, the correspontfiig lines are
also observed.
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Spin-echo intensity
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FIG. 1. Copper NQR spectra for YB@u;Og 5 with different water uptakez (open circles, solid line, solid
circles, dotted line, and open triangles correspond=t®, 0.14, 0.24, 0.55, and 1.2, respectiyely) as-taken
spectra; b slowly relaxing part of the spectr@u(1) spectrg; c) rapidly relaxing part. For details see text.

One can see in Fig. 1 that the intensity of the copper NQR spectrum decreases with
increasing water uptake. It is remarkable that at the initial stage of the regatiarsmall
water uptakgthe narrow®3Cu NQR lines at 31.5 and 31 MHz, i.e., the lines®%€u*
nuclei belonging to the “empty” ... — Cu — Cu — ... chains located between two
“full” ... = C u—-0 - Cu - ...chains(31.5 MHz, Ortho-Il phaseand between “full”
and “empty” chains? begin to disappear first. At the same time the broad, rapidly
relaxing line at 28 MHz(the plane®3Ci/?*(2)) also decreases. At water uptake of ap-
proximately 0.5 molecules of 40 per YBaCu;Og 5, the narrow lines of Cl) and the
Cu(2) line at 28 MHz are practically absent in the NQR spectrum, and the intensity of the
NQR line of Cy2) at 30.8 MHz has decreased by a factor of 2 compared to the unreacted
compound. The intensity of the NQR line belonging to the threefold-coordinated copper
nuclei(located at the ends of the chains, 24 Midpesn’t change significantly, though a
small increase of its intensity at the first stages of water uptake was noted. At maximum
water uptake(1.2 moleculesthe copper NQR spectrum typical for YBau;Og 5 has
disappeared, giving way to a broad copper NQR line at 18.4 MHz.

The copper ZFNMR spectra of annealed free-powder samples are shown in Fig. 2.



JETP Lett., Vol. 69, No. 10, 25 May 1999 Dooglav et al. 795

Spin-echo intensity

40 60 80 100 120 140

f (MHz)

FIG. 2. Copper ZFNMR spectra for YB@u;Og 5 with different water uptake (open and solid triangles and
open and solid circles correspondze 0.14, 0.24, 0.55, and 1.2, respectivelg) as-taken spectra;) Ispectra
normalized by water uptake; the spectrum #er1.2 is normalized by 0.6.

At low water uptake £<0.5) the spectrum, as in Ref. 1, consists of two groups of
well-resolved lines. The low-frequency grou@6—96 MH2 resembles the Q)
ZFNMR spectrum of antiferromagnetic Priau;0; (Ref. 5 and corresponds to a hy-
perfine magnetic field of- 64 kOe at the copper nucleus and to a quadrupolar frequency
of vo~30 MHz. A field of about 103 kOe andy~16 MHz produces a high-frequency
group (96—135 MH3, this part of the spectrum is practically identical to thaf the
antiferromagnet NgCuQ,. The relative intensity of the two groups, corrected for the
difference in transverse relaxation rate and thguare frequency dependence, is esti-
mated to bd | ¢/l jeg=1=0.5.

The intensities of both groups of the spectrum scale with water uptake<for5
(Fig. 2b, while for z>0.5 a new component appears and grows to maximum intensity in
the sample with the maximum water uptake. Although the separate lines of this compo-
nent are not well resolved, it can be assigned to copper nuclei located in a hyperfine field
of approximately 80 kOe, just as in the compound ¥YB8&Og.

Changes in the superconducting volume fraction were determined by measuring the
ac diamagnetic susceptibilittH;~ 1 Oe, f =1 kHz). The superconducting volume frac-
tion decreases with water uptakigig. 3), while T, remains practically unchanged. The
sample with maximum water uptake is completely nonsuperconducting.
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FIG. 3. Superconducting volume fractidgolid circleg, copper NQR spectra intensifgolid squares NQR
intensity of slowly relaxing C(L) nuclei (open squargsand ZFNMR intensity(triangles versus water uptake
z The straight lines represent the functignsz (solid line), y=1—z (dashed ling andy=1—2z (dotted ling.

So, in accordance with Ref. 3, we conclude that insertion of water into a 123
compound proceeds in two stages. The first stage((5) is characterized by the pres-
ence of two types of magnetically ordered copper ions, whose nuclei experience internal
magnetic fields of 64 and 100 kOe. The changes of the copper NQR spectra described
above provide straightforward evidence that(Quchains that contain no oxygen and
belong to the well-developed Ortho-Il phase present an easy diffusion path for the inser-
tion of water or other related speciésg., hydroxide ions The superconducting volume
fraction decreases at this stage approximately at the same rate as the stiarN@R
lines do, but twice as fast as the total NQR intensity in the 21-33 MHz réFrige 3).

The superconducting volume fraction for the sample witt0.55 is only 14% of that for

z=0. The simultaneous disappearance of the broad, rapidly relaxing NQR line at 28 MHz
allows us to assign it to GR) nuclei belonging to the well-developed Ortho-Il phase. It

is quite reasonable to suppdsiat water diffusion is hampered in areas of oxygen
disorder within the crystallites, i.e., in areas where the empty-chain diffusion channels are
blocked by oxygen in O5 positions, twin boundaries, etc. From this, we assign the
“residual” NQR spectrum of thez=0.55 sample primarily to such areas. A small in-
crease of the intensity of the terminating(CUNQR line (at 24 MH2 at the initial stage

of the reaction is thus most likely due to the destruction of longlCahains.

Our studies of water insertion allow us to tentatively clarify the often debated ques-
tion: Do all the nuclei from the superconducting regions of 123 contribute to the NQR/
NMR signal, i.e., does the rf field fully penetrate superconducting 123? The observed
correlation of the copper NQR intensity, superconducting volume fraction, and water
uptake allows us to conclude thall superconducting regions contribute to the NQR
signal in the case of underdoped YfakOg 5 in the form of 30um powder packed in
Stycast. For comparison, our attempt to insert wéteo hours 200 °C annealingnto
YBa,Cu;0; lead to a 30% decrease of the superconducting volume fraction, but due to
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better rf field penetration into a “spoiled” superconductor we observed a P@¥%ase
of the observed Q@) NQR intensity.

The second stage of the reactiar~0.5) leads to total disappearance of supercon-
ductivity and to dramatic changes in the NQR spectriifig. 1). At maximum water
uptakez,,= 1.2 (different fromz,,,=1 in Ref. 3 two new copper centers arise: one
characterized by a hyperfine fietd80 kOe at the Cu nuclei, and another with a nuclear
quadrupole frequency of 18.4 MHz and a lack of magnetic ordering. It should be men-
tioned that magnetically ordered areas which have appeared®b are still present and
become even larger at=1.2. As estimated by relative intensities of ZFNMR spectra,
they represent about 70—80% of the total number of Cu ions participating in well-ordered
magnetic phage), which corresponds to about one water molecae 1) involved in
producing this phase.

X-ray diffraction spectra taken for the sample with a maximum water uptake show
that the final product of the reaction in our case is identical to the one considered in Ref.
3 as the tetragonal pseudo-248 structure with 50% defects at chain copper positions
(phaseB in Ref. 3. In this structure there are 3 inequivalent Cu sites. We could identify
at least 3 in the magnetically ordered phase, and we find an additional relatively weak
copper NQR line at 18.4 MHZnot far from the 19.8 MHz C@) NQR line in
YBa,Cu,Og). Further studies are necessary to relate the NMR spectra in detail to the
structure.

Our copper NQR/ZFNMR studies of the reaction of %Ba;Og 5 compound with
water vapor give straightforward evidence that “empty” CuO chains play the role of
easy water insertion channels. The most highly ordered regions of the crystallites react
most easily. The water insertion reaction proceeds very slowly at room temperature, but
over 6 years in air, water reaches even samples packed in paraffih00—200 °C the
reaction proceeds quickiyn few days. The final product of the reaction is a nonsuper-
conducting antiferromagnet characterized by at least two types of magnetically ordered
copper ions, with ZFNMR spectra in the frequency ranges 46—96 and 96—135 MHz. This
antiferromagnetic signal, indicating decomposition of the superconductor, was even de-
tected in samples packed in Stycast and left at room tempei@omaally deemed a safe
storage proceduydor a few years.

This study was supported in part by the Russia Fund for Fundamental Research,
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1A. V. Dooglav, H. Alloul, O. N. Bakhareet al, Phys. Rev. B57, 11792(1998.

2p. Schleger, H. Casalta, R. Hadfigt al, Physica C241, 103(1995.

SW. Ginther and R. Schiorn, Physica C271, 241 (1996; W. Ginther, R. Schithorn, H. Siegle, and C.
Thomsen, Solid State loni@#, 23 (1996.

4]. Heinmaa, H. Ltgemeier, S. Pekkest al., Appl. Magn. Reson3, 689 (1992.

5D. E. MacLaughlin, A. P. Reyes, M. Takigavea al, Physica B171, 245(1991).

5M. Abe, K. Kumagai, S. Awaji, and T. Fujita, PhysicaXB0, 8 (1989; Y. Kohori, T. Sugata, H. Takenaka
et al, J. Phys. Soc. Jp®8, 3493(1989; Y. Yoshinari, H. Yasuoka, T. Shimizet al, J. Phys. Soc. Jpi59,
36 (1990.

Published in English in the original Russian journal. Edited by Steve Torstveit.



JETP LETTERS VOLUME 69, NUMBER 10 25 MAY 1999

Anomalous electrodynamic response in the mixed-
valence superconductor CeRu ,

N. E. Sluchanko,*) V. V. Glushkov, S. V. Demishev, N. A. Samarin,
and |. B. Voskoboinikov

General Physics Institute, Russian Academy of Sciences, 117942 Moscow, Russia

O. D. Chystiakov
Institute of Metallurgy, Russian Academy of Sciences, 117334 Moscow, Russia

Y. Bruynseraede and V. V. Moshchalkov
Laboratorium voor Vaste-Stoffysica en Magnetisme, B-3001 Leuven, Belgium

(Submitted 7 April 1999
Pis’'ma Zh. Kksp. Teor. Fiz69, No. 10, 745-74925 May 1999

We report the first results of microwave magnetoabsorption measure-
ments (35-140GHz in the intermediate-valence superconductor
CeRy. The anomalous electrodynamic response is found to derive
from a transition from a weak to a strong pinning regime in the super-
conducting mixed state of this unusual metal. The experimental results
strongly support the appearance in the CeRiixed state of a first-
order phase transition that may be explained in terms of Fulde—Ferrel—
Larkin—Ovchinnikov state formation. €999 American Institute of
Physics[S0021-364(09)01410-3

PACS numbers: 74.60.Ec, 74.70.Ad, 74.25.Ha

1. Recently much attention has been drawn to the mixed state of the superconducting
C-15 Laves phase compound CeRwhich exhibits an anomalous magnetic response in
the vicinity of the upper critical fieldH ., at temperature3<0.9T; (Refs. 1-6. The
unconventional peak effect is observed for samples of different dfigicluding metal-
lurgically clean samples and high-quality single crystals, contrary to the classical peak
effect studied extensively since the 1960s. The unconventional peak effect in,GeRu
very similar to that found in the heavy-fermion superconductors BRd(Ref. 8 and
UPt; (Ref. 9. However, contrary to the widely discussed unconventional superconduct-
ing state(SC9 with a multiple-component order parameter in YMRef. 10, the SCS in
CeRy may be interpreted in terms of a single-component order paramsier\e
pairing in the framework of the strong-coupling BCS model.

The origin of the anomalous peak effect in CgRahould be sought within the
nature of the phase transition inside the mixed state. In particular, the Fulde—£améll
Larkin—Ovchinnikov¥? models, in which the superconducting order parameter is spatially
modulated as a function of magnetic field, can be used to consider the first-order phase
transition between a weak and a strong pinning regime. More systematic studies of the
peak effect, in particular, by means of direct and microscopic techniques, are needed to

0021-3640/99/69(10)/6/$15.00 798 © 1999 American Institute of Physics
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reveal which intriguing pinning phenomenon accompanies this transition in the mixed
state.

The electrodynamic response of type-ll superconductors in the mixed state is
strongly affected by vortex dynamics, as has been shown by extensive dc-transport and
microwave-frequency studies of both low- and hifig-superconductors° Addition-
ally it has been reported recenfly’ that microwave magnetoabsorptigreflection
methods are very convenient experimental tools to study the magnetic phase transitions in
Ce-based Kondo-lattice compounds.

The aim of the present work is to investigate the features of the unconventional
pinning phenomenon. The electrodynamic response has been studied in the frequency
range 35—120 GHz in magnetic fields upa T for the normal and superconducting states
of CeRy. For example, microwave magnetoabsorption measurements have been per-
formed for frequencies well below the energy-gap valué £24.0kgTc)*® within the
mixed state of the Ce-based superconductor. Simultaneously, direct measurements of the
hysteretic peak effect and magnetic susceptibility have been carried out for the same
samples of CeRu

2. Polycrystalline samples of CeRwere synthesized by the arc melting of stoichio-
metric amounts of the constituent elementdl(89.99% purgCe and N(99.9%
purg-Ru in an argon atmosphere. The sample was annealed in an evacuated quartz tube
for two weeks at 900 °C . The longitudinal resistance was measured using dc four-probe
technigues with isothermal magnetic field sweeHd () at different rates.

Measurements of the microwave radiation po®éH) absorbed in the sample were
performed on a magnetooptical spectrométar a magnetic field up to 7 T. The micro-
wave radiation sources used were BWT-generators 35—140 GHz, about 10 mW
outpu). The experimental setup allowed us to carry out magnetoabsorption measure-
ments at temperatures of 1.8—4.4 K. The low-frequency-moduldte@3 Hz) radiation
was transmitted by a waveguide into a cryostat containing a vertical magnet. A combi-
nation of waveguide accessories and movable quasioptical Teflon lenses was used to
focus microwave radiation on the surface of sample. The polycrystalline Cedtople
was mounted on a thin silver diaphragm located on the cold finger. A miniature carbon
thermometer for detecting low-frequency-modulated microwave absorption was glued on
the oppositg“dark” ) surface of sample for better thermal contact. To avoid the influ-
ence of heat-release effects, different rates of magnetic field sweeps were used.

3. The family of resistivityp(H) isotherms is shown in Fig. 1la for liquid-helium
temperature and different current densitleis the interval 0—200 A/ch The increase
of J is accompanied by a dramatic elevation of i) amplitude in intermediate
magnetic field$d <H.,, and additionally the resistivity anomaly spreads out over a wide
interval of magnetic field¢Fig. 13. Contrary to the classical peak-effect phenomenon
there is no “peak-effect region” foH<<0.7 T, which rules out the scaling-law behavior
found empirically for the classical peak effécMoreover, the state (Fig. 1b) is much
more reversible than in the classical cases, for which the critical current remains every-
where at least a few percent of its value at the peak height. The electrical resistivity
isotherms Fig. 1a and 1b are similar to the results obtained in Refs. 19 and 20 for thin
films and polycrystalline samples of CeRu

The hysteresis ip(H) (Fig. 1b, region Il on curve8-4) is accompanied by the
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FIG. 1. @ Magnetic field dependences of the resistiyifyH) at liquid-helium temperature for different current
densities: (1) J=96.5 Alenf, (2) J=115.5 Alenf, (3) J=131.0 Alcn?, (4) J=153.9 Alcn?, (5)
J=192.3 Alcnt. b) Magnetic field dependence of the microwave absorptios45.43 GHz, curvel) and
resistivity isothermsp(H,J=192.3 Alen?) (curves3 and4) at liquid-helium temperature; -1l — supercon-
ducting state for weak and strong pinning regions, IV — normal state.

appearance of a substantial nonmonotonic microwave magnetoabsorption signal in the
mixed state of CeRu The typical field dependence of the microwave absorption at
T=4.2 Kis presented in Fig. 1b far~45.4 GHz(curve 1) together with magnetoresis-
tance datgp(H,T=4.2K) for J=192.3 Alcnt (curves2 and 3). Note that hysteresis
(region Il in Fig. 1B is always present at the onset of the anomalous pinning region, and
hence the related nonmonotonic magnetoabsorption in the Oefked state(Fig. 1b,
intervals II-IIl of curvel) can be regarded as a characteristic feature of a strong pinning
regime belowH .»(T).

In Fig. 2 we present the family of magnetoabsorpti®é(H) curves obtained at
different temperatures between 1.8—4.4 K for microwave frequencies of 37.2 GHz and
99.4 GHz. Note that the magnitude of the SE81) anomaly increases substantially as
the temperature decreases, and at the same time an enlargement of the interval of this
mixed-state electrodynamic response is also observed. To summariZz(lthe data
taken at different temperatures, we have plotted the characteristic parameters of the SCS
magnetoabsorptiofthe initial H* and finalH ., values of theP?(H) maxima in Fig. 3a.

The magneticH—T phase diagram deduced in the aforementioned manner from our
microwave absorption data is presented in Fig. 3a. This phase diagram is in good agree-
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FIG. 2. Microwave magnetoabsorption in CeRun the mixed state for=37.2 GHz(a) andv=99.4 GHz(b)
at different temperature$i) 4.35 K, (2) 3.66 K, (3) 3.23 K, (4) 3.68 K, (5) 3.26 K, (6) 2.19 K.

ment with results published previousiy® In addition, the temperature of the(H)
maximum is plotted on thél—T plane(Fig. 33.

It is well established for conventional type-Il superconductors that microwave mea-
surements are not hindered by pinning efféttSince the depinning frequency is found
to be in the MHz range for several loW. superconductor®?3we can expect that for
the SCS in CeRuthe microwave magnetoabsorption at frequencies 35—-120 GHz, well
below the energy gap (2~4.0kgT¢),*® will contain basic information about the power
absorption(the time-averaged rate of energy dissipation per unit)amed the penetration
depth. However, the penetration depth usually varies monotonically with magnetic field
and frequency®?*and it is therefore natural to expect a smooth variatioR@f) in the
vicinity of the transition region(see curve2 in Fig. 1b. Since experiment shows a
strongly nhonmonotonic behavior of the magnetoabsorption, the anomB({¢lispeak in
Figs. 1 and 2 can be attributed mostly to the effect of an additional power absorption
during the phase transformation in the mixed state.

From this point of view it is very difficult to attribute our microwave magnetoab-

6 i
a =1
> ] £ 4}
4 ] ° |
=] 1 [«%
8 2 m o 25
J g L
T 1 51t
0 L 1 | SR I P | |"~' g e 2 X
20 25 30 35 40 45 50 55 60 < 35 40 45 650 55 60 65

T, K HoH, T

FIG. 3. 8 MagneticH—T phase diagram as deduced fré¥(H,T,) results obtained at different temperatures
(1.8—4.4 K and microwave radiation frequenci€35-120 GHxz @ —T value from the magnetic suscepti-
bility measurements of the same CeRsample. b Superconducting mixed-state anomaly of the microwave
magnetoabsorption sign8l(H,T,=2.12 K), v=37.2 GHz(1) and its “fine structure”(2) (see text
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sorption resultgFigs. 2 and Bto the presence of the microstructure containing slightly
different superconducting characteristics, as was recently suggested for, @eRu
small-angle neutron scattering investigatidndoreover, our x-ray diffraction measure-
ments, together with the magnetic susceptibility and resistivity data and also preliminary
results of Hall coefficient and thermopower experiments, allow us to consider the, CeRu
samples investigated here as homogeneous superconductors with only a small variance of
T (the detailed description of these results will be published elsewhere

It is very interesting to note that there is an additional “fine structure” of the
magnetoabsorption signal inside the interkidl<H<H,, which can be interpreted in
terms of an enhanced noise in the vicinity of d€H) maxima(Fig. 3b, curved and2).

In this situation one cannot rule out the appearance irPtft¢) signal of an additional
contribution due to collective pinning effects arising from the presence of the supercon-
ductive layered structure consisting of periodic sheets with a vanishing order parameter
perpendicular to the applied fiefd.Another possible explanation for the anomalous
microwave magnetoabsorptiofFigs. 2 and B could be the formation of a long-
wavelength magnetic order which might also evolve with temperature and field, but at
present there is not enough experimental evid€rtoesupport this kind of interpretation.

To summarize, we have reported the first results of microwave magnetoabsorption
measurements in CeRin the superconducting mixed state. An anomalous electrody-
namic response is found in the frequency rafg®—140 GHz, well below the super-
conducting gap in this intermediate-valence compound, and can be attributed to a tran-
sition from a weak to a strong pinning regime. The experimental results may be explained
in terms of a first-order phase transition in the CeRixed state, which is not incon-
sistent with the Fulde—Ferrel—Larkin—Ovchinnikov state formation in this unusual super-
conductor.

The authors are grateful to Dr. V. Yu. lvanov and N. B. Kol'chugina for experimen-
tal assistance. This work was supported by INTAS Program 96-451, by the Russian Fund
for Fundamental Research Grant 17163, the Programs of the Russian Ministry of Science
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It is shown that in principle it is possible to write optical information on
individual quasiresonant atoms in a concentrated system by changing
the angle of incidence of an external light wave. 1®99 American
Institute of Physicg.S0021-364(9)01510-9

PACS numbers: 03.67.Lx

The near-field effect was predicted theoretically in Ref. 1, and itzs properties have
been investigated in detail in certain boundary-value problems of classicaljnear’
and quanturh optics. The crux of the method is that the self-consistent interaction of
polarizing fields of closely arranged atoms substantially changes the field of these atoms
at any point of observation located in the near or wave zone with respect to these atoms.
This effect is the basis of the idea, advanced in Refs. 5 and 6, of using optical radiation
to investigate the structure of small objects with linear dimensés®a, where\ is the
wavelength of the light wave® In Refs. 5 and 6 the interaction of a light wave whose
wave vector was directed along an axis connecting two dipole atoms was studied. The
microscopic field at the location of the atoms and the field in the wave zone, which, as
shown in Refs. 5 and 6, depends strongly on the interatomic distance, the polarizability of
the atoms, the frequency of the external field, and so on, was calculated. In the present
letter it is suggested that the near-field effect be used to write information on individual
atoms in a concentrated system of two-level atoms by varying the angle of incidence of
the external light wave. To demonstrate this method we examine a system of two close
guasiresonant atormsmall object in the field of an intense light wave that can change
substantially the inversion of the atomic states. We shall fix the location of each atom by
means of a corresponding phase factor of the resulting microscopic field.

Three basic problems can be distinguished in a quantum compdterldentifying
in a system of atoms an individual qubit atom which carries definite information for a
sufficiently long period of time. In the method of Ref. 9, which is based on the use of a
system of cold atoms in optical traps, the qubit atoms are located at dis@aesnd
despite this, as will be shown below, they can be distinguished according to the magni-
tude of the field at the location of each qubit atom. As specific qubit atoms we can
consider Ct" ions in ruby with energy relaxation time, = (4w3d%/34¢® 1, whered
=4.8x10 %! cgs esu is the transition dipole moment avglis the transition frequency,
corresponding to th&®, line in ruby® 2. Encoding information and performing basic
logical operations. In the method proposed, this can be done by using different angles of
incidence of an external light wave, which can be changed using acoustooptic or elec-

0021-3640/99/69(10)/6/$15.00 804 © 1999 American Institute of Physics
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trooptic modulators3. A method for reading information after the calculations have been
performed. In our analysis probe radiation can be used for this purpose. It was shown in
Ref. 5 that the near-field effect also occurs when a weak light wave acts on a system of
dipole atoms, which were treated as Lorentzian oscillators.

We shall determine the microscopic fidiqr,t) of a light wave at an observation
pointr at timet by the equation*!

2

E(r,t)=E,(r,t)+E curl curlpj(t—R/C), (1)

=1 R

whereE,(r,t) is the intensity of the electric field of the external light wave propagating
with the speed of light and p; is the induced dipole moment of thigh atom. The
distanceR;= [r— rj|, wherer; is the radius vector of thigth atom relative to the origin of
the coordinate system, which is placed, for example, at the center of the first atom. The
differentiation in Eq.(1) is performed with respect to the coordinates of the observation
point.

Let us consider the interaction of atoms with the field of an external light wave
E/(r,t)=eEgexp(—i[kg-r—wt])+c.C. 2

wheree is a unit polarization vector of the electric fiely is the real amplitude of the
wave, andw andkg are the frequency and wave vectég € w/c) of the external wave.
Then we represent the dipole moment of ilie atom as

p;=(1/2)d;(u;+iv;)expiwt)+c.c. &)

whered; is the transition dipole moment between two chosen quantum states pththe
atom, and the quantitias; andv; satisfy the equatioris®

=~ (g @)y~ = (0 Epyw; —
U= —(woj—w)vj— 7 (0j- Eq) )W;— =,
j 0j iy V=0 T,
s = (w0~ @)Uy = (d Egyywy — 2 4
vi=(woj—w)U;j+ 7 (0;- Eoi )W; — —,
j 0j 1T 7 W Eop) Wi T
. 2(d E") 2(d £l ) W —Wq
W;,=— s u—— s . 'U'_—,

I e s T e BV ke T,
wherew; is the resonance transition frequency in the spectrum oftthatom,w; is the
inversion of the quantum states of tfi atom which are coupled by the resident tran-
sition, wy is the initial inversion, and’; andT, are relaxation time¥ The quantitiesE(’)j
and Egj are the real and imaginary parts of the amplitude of the electric field gttlhe
atom:

E(rj.t)=(Eq; +iEg) expliwt) +c.c. (5)

This determines the system of equations that will be used to solve the self-consistent
problem of the interaction of two dipole atoms with an external field.

We shall assume that the time elapsed from the moment the external field is
switched ont>T,, T5, i.e., all processes occurring in the system can be assumed to be
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steady. This limitation makes it possible to express the atomic variables in terms of the

field variables. Indeed, setting in E@) Uj =v; =\)vj =0 and solving the system of linear
algebraic equations obtained we have

, (woj— w) Ty(e Egy) + (e Egy)
J

(e Egi)— (wgi— w)To(e Eg)
vj=WokT, % OIAJ_ = (6)

1+ ((wg;— ) T5)?

A '

Wj:WO
where
Aj=1+((wo)— @) TH) >+ k2T Tyl (e Eg))?+ (e Eg))?],  «=2dlh.
In deriving these expressions we assumed tdat=|d,|=d, and the corresponding

vectors are directed along the vector

Let us place the origin of the coordinate system at the pginfThen we obtair(0;
0; 0) for the coordinates of the first atom af@® R; 0) for the coordinates of the second
atom. Let us assume also that the vectgyande lie in theyz plane, andp is the angle
betweenrk, and they axis. Now, studying Eg(1) only for observation points located on
the atoms, we obtain the equations

! " 1 . .
EoV +iEg,=eVE+ 5 Bd(uztiva)explikoR), 7

! n 1 . .
Eg/?+iEy?=e@E + SAd(uztivy)explikoR),

n

, 1
EgY +iE Y =eWEyexp —ikg-rp)+ 5Bd(u;+ivy)explikoR),

n

, 1
Ega? +iEg? =e@Egexp —iky-ry) + SAd(u;+ivg)explikoR),

wheree=(0;—sing;cose), A= —1/R3—iky/R?*+k3/R, and B=2/R%+i2ky/R?. Sub-
stituting expressiori6) into Eq.(7) we obtain a system of four complex nonlinear alge-
braic equations for the same number of variables.

In the calculations below we shall use the following values of the parameters in Egs.
(6) and(7):

T,=103%s, T,=10°%s, d=1.38x10 '®cgsesu, R=1nm.

We shall investigate the solutions of the systéinfor various values of the angle
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FIG. 1. Inversion on the atoms versus the angle for the case where the resonant frequencies of the atoms are the
same k,=9.985< 1073 nm™1, and the external field assumes a series of values.

CASE A. THE ATOMS POSSESS THE SAME RESONANT FREQUENCIES

Let wgy/C=wgy/c=0.01 nm L. In this case, numerical calculations show that the
inversions of the resonant levels on the first and second atoms have the same value.
Figure 1 showsv=w;=w, versus the angle between the vectdt, and they axis for
various values of the amplitude of the external field. Changing the angle produces large
changes of the inversion at the atoms, indicating the possibility of writing information on
the atoms of a small object. A5, increases, the width of the writing region, i.e., the
difference between the maximum and minimum values of the inversion, at first increases
to approximately 0.3 and then decreases to 0. This property can be used to improve the
quality of the writing. Large changes im are possible only ik, differs from wq,/c by
not more than 10* nm™1. However, if this difference becomes less than 4am1,
then multistability appears: For fixed values of the parameters the system has more than
one solution, the realization of any particular physical state being determined by the
initial values ofu;, v;, andw;, i.e., the initial conditions. Figure 2 shows the corre-
sponding dependences for this case. Two types of solutions are possible here. First, there
are solutions for which the inversions on the atoms are different. Such solutions are
possible for any angle. Second, for angles<Qs<<26° and 154% ¢<<180° there exist
solutions with different values of the inversion on the atoms. This makes it possible to
write nonidentical information on the atoms of a small object. It is important to note that,
together with the solutions for which inversion on the first atom is greater than on the
second atom, there exist solutions with the opposite ratio of the inversions. The existence
of such solutions already follows from the form of the systéth Indeed, since in our
caseky-r,~10"2, we can set approximately *o'"2=1, and then it is easy to see that
the system(7) transforms into itself wheiky;, and Eq, are interchanged.
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FIG. 2. Inversion on the atoms versus the angle for the case where the resonant frequencies of the atoms are the
same ko=9.999x 10 3 nm ! andE,=0.5 cgs esu. The branches 1 and 2 correspond to different atoms.

=

W,

-02

-04

Illllllllll[fllllYllIllllTlVl

T

-06

~-08

-1 UIHH|IIlIH|Hlllllllnl'l“IIIIn]l|H||IHIIllllnIlhllllHIIIIIUIHIIIHIHH‘E
0 20 40 60 80 100 120 140 160 180
P.deg

FIG. 3. Inversion on the atoms versus the angle for the case where the resonant frequencies of the atoms are
different,k,=10"2 nm™* andEy,=4 cgs esu. Curvé — inversion on the first atom, cun&— inversion on
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CASE B. THE ATOMS HAVE DIFFERENT TRANSITION FREQUENCIES

Let ko=0.01 nm'%, while wg/c=(1—10 3)kq and wgp/c=(1+10 3)k,. Then
(Fig. 3 the inversions on the atoms are different for all angles except angles at which the
plots of the angular dependences of the inversions intersect. This shows that it is possible
to write nonidentical information on the atoms of a small object using the entire angular
range. It should be noted that this method of writing becomes impossible when the
difference of the resonant frequencies is large.

In summary, it has been shown in this letter that the near-field effect makes it
possible to change the inversion of the individual atoms of a concentrated system in a
wide range of values depending on the angle of incidence of the external wave. Only the
stationary solution of the equations of moti() was used to show only the fundamental
possibility of writing information on individual atoms. The optimal method for encoding
information on individual atoms by varying the angles of incidence of the writing light
beams can be chosen by decreasing the transition dipole moment, thereby increasing the
time T, and using the impulsive solution of equatiqi6s.

We thank K. A. Valiev, for calling our attention to the possibility of using the
near-field effect in a quantum computer, as well as the participants of the scientific
seminar at the Physicotechnical Institute of the Academy of Sciences for a helpful dis-
cussion of this possibility.
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