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Abstract—The effect of plasma density variations along ion drift trajectories on the ion velocity distribution
function at a given point on atokamak magnetic surface is studied. The observed distortion of the distribution
function can be interpreted as a poloidal (or toroidal) plasmarotation that is additional to the neoclassical rota-
tion. Dueto thisadditional rotation, the velocity of thetoroidal plasmarotationisdifferent on thelow- and high-
field sides of the same magnetic surface. In the case of large ion density gradients, the poloidal rotation velocity
on the same magnetic surface can have different signsat different poloidal angles. © 2003 MAIK “ Nauka/ I nter-

periodica

1. INTRODUCTION

Poloidal and toroidal plasma flows have been stud-
ied theoretically since the late 1960s (among the first
studies on this problem were the papers by Rosenbluth
et al. [1] and Stix [2]). However, some problems con-
cerning the difference between the cal culated and mea-
sured plasma rotation velocities in certain tokamak
regimes still remain unresolved (see, e.qg., [3]). First of
all, this concerns the poloidal rotation velocity. Calcu-
lations of the poloidal rotation velocity are based on the
expression for the plasma flow velocity at a certain
point on a magnetic surface:

V, DRV + Ve (1)
_ Er c apl ; ;
WhereVD__CB” + hZeB; or isthe sum of the drift

velocity of ionswith the charge Z;e in the radial electric
field E, and the drift velocity caused by the radial gra-
dient of theion pressurep,. Here, B and B, are the total
magnetic field and its poloidal component at the point
under consideration, V, is the ion velocity aong the
magnetic field, c is the speed of light, and n; isthe ion
density. The caculation of V in Eg. (1) is of crucid
importance. In neoclassical theory, the approach pro-
posed by Hirshman and Sigmar [4] and based on the
moment equations averaged over a magnetic surfaceis
usually used for this purpose.

The plasma rotation velocity was calculated by
many authors. Here, we can mention the recent paper
[5], in which the plasma poloidal and toroidal rotation

velocities were obtained (by the author’'s assertion,
from the first principles) for NBI heating regimes.
Unfortunately, in that paper, as well as in most other
papers, the expressions are presented in an implicit
form. Therefore, the results of [6] (and sometimes [7])
are commonly used for comparison with experiments.

The results of caculations can be summarized as
follows:

(i) The rotation velocities of the main plasma com-
ponent differ markedly from the rotation velocities of
the impurity ions.

(i) The poloidal rotation velocity of themainionsis

0T,
2 BllKa_ where K isanumerical fac-

tor dependent on the ion collisional regime (note that
the K value used in [6] differsfrom that usedin [7]) and
T, istheion temperature. The toroidal rotation velocity
of themainionsis equal to

equa to V, [

@n OTD
Vil * Cor’ ory )

wheref isthelinear function of theion density and tem-
perature gradients. In experiments, the term propor-
tiona to E, usually makes the main contribution.

(iii) Thetoroidal rotation velocity of impurity ionsis
E, : . . .
equal to Vt O c , and their poloidal rotation velocity

is equal to the poI0|daI velocity V,, of the main ions
(with the other factor K) plus an expron propor-
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tional to the difference Z,Chord ~ CharD’
standsfor impuritiesand i standsfor themainions. The
temperature of the mainions and impuritiesis assumed

to be the same.

(iv) Thetoroidal ion-flow velocity isthe same at any
point on a given magnetic surface. In the general case,
however, the main and impurity ions have different
velocities.

Sincetherotation velocities (first of al, the poloidal
rotation velocity) measured in some tokamak regimes
(see, eqg., [3)]) differed markedly from those calcul ated
in [6], new approaches extending the standard theory
were proposed. Among those are the following:

(i) in [3], an additional viscosity due to the charge
exchange of the main ions with residual neutralsin a
tokamak plasma [8] was introduced to achieve agree-
ment with experiments;

(i) in[9], inthe case of large gradients of E,, the so-
called sgueezing effect on the ion trajectory was taken
into account, which resulted in an additional term pro-
portional to the ion density gradient in the expression
for the poloidal rotation velocity; and

(iif) anomal ous viscosities were introduced into the
standard theory [10].

The main experimental method for measuring the
plasma rotation velocity is charge-exchange recombi-
nation spectroscopy (CXRS) [11]. This method is
based on measurements of the Doppler shift of the
impurity spectral lines emitted in the course of a
charge-exchange reaction, e.g., the reaction

C*Y%+H —CH* 4+ H'! — C"+H*'"'+hv. (3

The source of hydrogen in thisreaction is a probing
or heating beam (in the case of active CXRS) or the
neutral component of the working gas (in the case of
passive CXRS). The CXRS diagnostics enables mea-
surements of the rotation velocity of the main plasma
component only for plasmas that do not consist of
hydrogen isotopes, e.g., a helium plasma [3]. That is
why this method is of limited applicability. New
approaches have recently been proposed and used for
comparative experiments on studying the rotation of
impurities and the main hydrogen or deuterium compo-
nents. First of al, we should mention the first measure-
ments of the poloidal rotation velocity of deuterium in
the T-11M tokamak [12] and the toroidal rotation of
deuterium in the TORE-SUPRA tokamak [13, 14], in
which a charge-exchange neutral particle analyzer was
used, and the measurements of the toroidal rotation
velocity of the main ions by the Doppler shift at thefre-
guencies of the radially localized MHD perturbations
[15].

The most comprehensive study of poloidal rotation
in asmall device by the passive CXRS method was car-
ried out in [16] with the purpose of verifying the rela-
tions of [6, 7]. The calculated rotation velocities coin-

where |
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cided (to within the measurement error) with the exper-
imental results (possibly, with the exception of a
collisionless regime). Unfortunately, the measurement
accuracy interms of the dependence on certain addends

in the expression for V'p was rather low. Thisisrelated

to the fact that, for the impurities used in those experi-
ments, the density derivative along the line of sight
could change its sign twice.

The most pronounced discrepancy between the cal-
culated poloidal rotation velocity and that measured by
the active CXRS method was observed in improved
confinement regimes (see, e.g., [17, 18]). To achieve
agreement between experiment and theory in these
regimes, attention has recently been paid to the specific
features of the active CXRS method [19-21]. The point
is that the excited impurity ions emit radiation a finite
time after the charge-exchange event. As a result, the
velocity measured by the Doppler shift differs from the
actual velocity of theion flow before charge exchange.
For helium, this effect resultsin an additional term pro-
portional to E,, which must be taken into consideration
in measurements [21]. By properly correcting the
experimental data, the measured velocity can approach
the value predicted by the theory. In this respect, the
results of [22] are rather representative. That paper pre-
sents the results of experimental studies of the poloidal
rotation velocity of the C* impurity ions by the active
CXRS method in the ASDEX Upgrade device. Dis-
charges with an internal transport barrier were studied.
The diagnostic facility allowed the measurements of
the shift of the C* lines on the low-field side of the
plasma column (from the central region to the plasma
edge). The poloidal rotation velocities of the impurity
ions deduced from the measured shifts of the spectral
lines differed markedly from the calculated neoclassi-
cal values. After a correction was made for the depen-
dence of the charge-exchange cross section on therela-
tive velocity of the C* ions and the neutral beam parti-
cles at the point of their interaction, as well as for the
time delay between the charge-exchange event and the
emission from the excited state of the C+ impurity ion,
the recalculated values of the poloidal rotation velocity
became close to the neoclassical values (except for a
narrow region near the internal transport barrier [22,
Fig. 8]). The difference between the corrected and
uncorrected values was nearly 10 km/s. Unfortunately,
in order to correctly bring the measured Doppler shift
to the actua shift of the ion distribution function, it is
necessary to know the actual lifetime of the excited
state of the impurity ion in a plasma. Step transitions
change the effective transition probability. These pro-
cesses were disregarded in [22], which increased the
measurement error.

Thus, it may be concluded that the problem of the
difference between the cal cul ated and measured veloc-
ities of the poloidal and toroidal plasma rotation till
remains unresolved.
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Fig. 1. (a) Layout of the measurements of the [VDF at agiven point IP1(1P2) lying on amagnetic surface of atokamak by detectors
D1 and D2 (detector D3 is equivalent to detector D2): BT1 isthe drift bananatrajectory that belongs to magnetic surface M1, BT2
isthe drift bananatrajectory that belongsto magnetic surface M2, and 6 isthe poloidal angle. (b) Contour line of the IVDF at point
IP1: V, and V; are the poloidal and toroidal velocities, and V| and V; are the velocity components directed along and across the

magnetic field in the plane (V,, V; a = arctan( Bp/ B) . Vﬁ (6 = —192) isthe averaged shift of the IVDF at the measurement point.
The contour line of the Maxwellian distribution function is shown by the dashed line.

Fig. 2. (a) Layout of the measurements of the I\VDF at point IP lying on the low-field side of magnetic surface M by detectors D1
and D2. (b) Contour line of the IVDF at point IP: Vﬁ (6 =0) isthe averaged shift of the IVDF at the measurement point. The other

notation isthe samein Fig. 1.

In this paper, a new and rather simple (from the
experimental standpoint) approach is proposed in
which an additional term proportional to % isintro-
duced in the expression for the flow velocity [23]. This
approach is based on a method devel oped by Gott and
Yurchenko [24, 25]. This method alows one to take
into account the effect of variations in the plasma
parameters along the ion drift trajectories on the poloi-
dal and toroidal rotation velocities in a collisionless
tokamak plasma. There is a simple procedure
(described below) of taking into account this effect at
any point on agiven magnetic surface. This effect plays
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an important role when comparing the experimental
data with the calculated poloidal and toroidal rotation
velocities. We draw the reader’s attention to a certain
inconsistency between the traditional experimental and
theoretical approaches to studying plasma flows. The
plasma rotation velocity is actually measured in some
local region on a magnetic surface; at the same time,
calculations use the moment equations averaged over
the magnetic surface. For weakly collisional plasmas,
this inconsistency can become substantial. Here, it is
appropriate to consider the following example. It is
well known (see, e.g., [26]) that neoclassical diffusion
in a collisional tokamak plasma resembles a peculiar
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Fig. 3. (a) Layout of the measurements of the IVDF at point IP lying on the high-field side of magnetic surface M by detectors D1

and D2. (b) Contour line of the [VDF at point | P: VlzI (6 =) isthe averaged shift of the |\VDF at the measurement point and AV,,,,
is the maximum shift with respect to the Maxwellian distribution function. The other notation isthe same asin Fig. 1.

kind of convection. The plasma is outflowing on the
low-field side and inflowing on the high-field side, the
plasmaflow being closed along the magnetic field lines.
Let usimagine that we can measure the velocity of the
radial neoclassica diffusion flow. If we measure the
flow velocity component normal to the magnetic sur-
face at some points of this surface, we will arrive at a
surprising conclusion that the plasma merely moves
with a certain velocity toward the region with a weak
magnetic field. No diffusion will be observed. The
velocity of this flow will be much higher than the
expected velocity of the neoclassical diffusion flow
averaged over the magnetic surface.

2. ESTIMATE OF THE DISTORTION OF THE ION
DISTRIBUTION FUNCTION BY PLASMA
DENSITY VARIATIONS ALONG THE ION DRIFT
TRAJECTORIES

In order to estimate the distortion of theion velocity
distribution function (IVDF) due to plasma density
variations along the ion drift trajectories, we consider
the following simple model:

(i) Magnetic surfacesin the poloidal cross section of
the tokamak are nested circles.

(if) The radius r of the magnetic surface on which
we measure the poloidal and toroidal rotation velocities
of the main plasmaionsis much smaller than the major
plasmaradius R.

(iii) Inthe plasmaregions under consideration, there
: . . : dT;
isonly theion density gradient and d_rl =0.

(iv) The plasma current density is assumed to be
uniform.

(v) We consider an ideal situation in which the
IVDF on the magnetic surfaces is Maxwellian at the

initial time. The poloidal and toroidal rotation veloci-
ties are chosen based on the standard neoclassica

approach. In view of the assumption that % =0, the

poloidal velocity is zero. The toroidal rotation velocity
isalso set equal to zero by an appropriate choice of E,.
In addition, the field E, is assumed to be small, so that
it does not affect the ion drift trgjectories.

(vi) After theions perform several excursions aong
the drift trajectories, we begin to measure the IVDF.
The measurements are performed using two ideal flow
spectral detectors (Figs. 1-3), which provide informa-
tion about the ion distribution along a given direction.
Only the ions with a given velocity direction are
detected. By varying the line of sight of the detector, it
is possible to measure the IVDF in the entire velocity
space.

Let us consider the procedure of the measurements
of the IVDF at the point IP1 on achosen magnetic sur-
faceasisshownin Fig. 1a. The measurements by detec-
tor D2 are equivalent to the measurements by detector
D3. It was shown in [23] that, at the instant of measure-
ment, the ion velocities must satisfy the relationships
V/Vy = By/B, for detector D1 and V|/V; = —-B,/B, for
detector D2, where V| and V; are the longitudinal and
transverse components of the ion velocity with respect
to the total magnetic field and B, is the toroidal compo-
nent of the tokamak magnetic field. Viewed from
above, the plasma current and the toroidal magnetic
field are directed counterclockwise. The poloidal direc-
tion is chosen as in Fig. 1b. The ions that can be
detected by detectors D1 and D2 move aong banana
drift trgjectoriesBT1 and BT2.

According to [24], after several excursions along a
bananatrajectory, the IVDF is averaged over the trajec-
tory and, with an accuracy that is satisfactory for our
PLASMA PHYSICS REPORTS  Vol. 29
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consideration, on this trgjectory we will have a Max-
wellian distribution function Fy, corresponding to the
plasma parameters at the reflection points. As a result,
the ions with the parameters on magnetic surface M2
(where the density is higher) will fall into detector D2,
whereas detector D1 will detect the ions arriving from
magnetic surface M1 (where the density is lower).

It can be shown (see [23]) that the IVDF aong a
given (in the case at hand, poloidal) direction will be
shifted with respect to the Maxwellian distribution
function F, at the measurement point by a value equal
to the poloidal rotation velocity

_c_ Tdn

P ZeB,n, dr’ @)
When deriving thisformula, we assumed that, when
moving along the drift trgjectory, the ions passing
through point IP1 that lies on amagnetic surface with a
radiusr are shifted from a certain initial position char-
acterized by the radius r,, velocities V; , and V , and
the poloidal angle @ = 0 (which is counted from the
point situated on the low-field side) by a distance of
Ar =t —ry < r. Under these assumptions, we can find
the shift of the trgjectory at any point (see, e.g., [9]):

_ Mc
Ar = oB

[v” Vio—Vig(1- cosﬁ)} 5)
where M is the ion mass. From this relationship and the
conservation equations for energy and magnetic
moment, it follows that, for the measurement direction
shownin Fig. 1a, point IP1 is shifted from magnetic sur-

facesM1 and M2 by Ar = e'\:/l_BCVD' Expanding the IVDF
t

into aserieswith allowancefor this shift, wefind that, for
the given direction, the IVDF at the observation point

MVgr ¢ Tidn,
Py obXP ] T, [ZeB n, drE
Theexpression in square bracketsisidentical to expres-

sion (4), which, in the given case, can be interpreted as
the poloidal velocity.

Varying the direction of the line of sight at a given
point IP1 and using the procedure described above, we
can find the shift of the IVDF along any direction. This
shiftisillustrated in Fig. 1b by the shape of agiven con-
tour line of the IVDF. The dashed circle corresponds to
the Maxwellian distribution function Fy,. The IVDF is
symmetric about the V| axis. The maximum shift corre-

takes the form F,,, =

spondsto thedirection for which V/V = /\/ER for detec-

tor D1 and V/Vp=— «/ER for detector D2, which corre-

sponds to banana trgjectories with reflection points
lying near the region of barely circulating ions. In our
PLASMA PHYSICS REPORTS  Vol. 29
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approximation, thisshift will corr%pond totheion flow
c Tdn
ZeB, n; dr

1b that, in this case the total shift of the IVDF is
directed along V,, (along the magnetic field line). The
value of this shift can be estimated as

vﬁ%:—

Thus, the IVDF is shifted, and this shift can be mea-
sured inthe poloidal and toroidal directions, e.g., by the
CXRS method.

Figure 2 shows the layout of the measurements of
the IVDF at point IP lying on the low-field side. In this
case, the maximum shift isgreater than for the case pre-
sented in Fig. 1. Moreover, the shift of the IVDF is
maximum at this point. The value of this shift is deter-
mined by barely trapped and barely circulating ionsand

_c_ T dan
ZeB n; dr
find that the total shlft of the IVDF along V,jisequal to

velocity V = . It can be seen from Fig.

¢ T.dnr
ZeB n drR’

(6)

isequal toV, = — 2— After averaging, we

_c_ Tdn

V”(8 0)= ZeB n dr

)

The observation pointsin Figs. 1 and 2 are close to
regions actually used in experiments on the measure-
ments of the poloidal and toroidal plasmarotation. lon
collisions lead to the establishment of a Maxwellian
distribution function shifted along V,, by the velocities
defined by expressions (6) and (7). Thisshifted IVDFis
nonequilibrium from the neoclassical standpoint; how-
ever, in a weakly collisional plasma, the additional
poloidal and toroidal rotation velocitieswill be substan-
tial for times shorter than the collision time. For large
ion density gradients, this term can become dominant
in the measurements of the poloidal plasma rotation.

Applying this approach to studies of the IVDF at
points lying on the high-field side (as is shown in
Fig. 3) seems to be most promising. In this case, we

have V(8 =) =-V,/(9 = 0).

It can be shown [23] that, using aMaxwellian distri-
bution function F,, initially shifted in the toroidal and
poloidal directions (e.g., by the values corresponding to
neoclassical velocities), we again arrive at the above
estimates, provided that there are no large gradients of
the initial velocities. Introducing the ion temperature
gradient complicatesthe consideration; however, onthe
whole, this gradient can only increase the absolute
value of the additional shift of the IVDF. For thermal
ions, this additional term, which is proportional to the
ion temperature gradient, is nearly zero [23]. We per-
formed numerical calculations of the drift tragjectories
for intermediate plasma regions of the TORE-SUPRA
tokamak (the results of those calculations were par-
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tialy used in [14], in which the layout of the measure-
ments was similar to that shown in Fig. 1a). After aver-
aging the IVDF over the trgjectories, the shift of the
IVDF caused by density variations along the ion tragjec-
tories coincided with the value calculated by formula
(4) to within 10%.

3. CONCLUSIONS

In this paper, we have presented anew approach that
is based on the results of [24] and enables oneto calcu-
late the distortion of the originally Maxwellian ion dis-
tribution function at agiven point on amagnetic surface
due to density variations along the ion drift trajectories
in a collisionless tokamak plasma. In experiments, this
distortion can be interpreted as an ion flow along the
magnetic field line. The velocity of this flow, which is
proportional to theion density gradient, is added to the
velocity predicted by the standard neoclassical theory.
The specific features of thisapproach can be outlined as
follows:

(i) According to this approach, the toroidal veloci-
ties of the plasmaions at the same magnetic surface on
the high- and low-field sides of the plasma column dif-

c T dn,
ZeB, n, dr
the behavior of the tor0|daJ rotatlon velocity on amag-
netic surface from the neoclassical results can be used
to experimentally verify our approach.

(ii) The ion poloidal rotation velocity acquires a
term proportional to the ion density gradient. Its value

C Td”@ on the low-field side to

2— Thisdifferencein

varies from
TZeB.n d

_C Tdn
~ ZeBn, dr [ on the high-field side. In the case of

large ion density gradients, this term can become deci-
sive, in which case the poloidal rotation velocity can
have different signs on the same magnetic surface. This
difference of the poloida rotation velocity from the
neoclassical velocity can aso be used to experimentally
verify the approach proposed. Moreover, the additional
term, which is omitted in the existing approaches, can
lead to a better agreement between the results of exper-
imental and theoretical studies of poloidal plasma
flows.

(iii) The additional flow related to V; (9) amost

completely vanishes after averaging over a magnetic
surface.

(iv) Since the velocity Vj; (9) is directed along the
magnetic field, this flow does not change the radial
electric field E, in aplasma.

(v) The expression for Vﬁ () isindependent of the
ion mass. Thisallows oneto extend this approach to the

ROMANNIKOV

electrons (properly taking into account the sign of the
charge).
(vi) The existence of an additional flow related to

Vﬁ () resultsin the change of the poloidal electricfield

and, as a consequence, the modification of the transport
processes in a plasma.

The issues related to collisions and the problem of
establishing equilibrium flows on a magnetic surface
are beyond the scope of this paper. However, in a
weakly collisional plasma, the results obtained can be
used as limiting estimates.

It should be noted that most of the existing experi-
ments on studying poloidal and toroidal plasma flows
are carried out on the low-field side of the plasma col-
umn. The further development of the approach pro-
posed, which has revea ed the different behavior of the
ions at different points on the same magnetic surface,
calls for measurements on the high-field side of the
plasma column.
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Abstract—Results of the experimental studies of the dynamics of dust grainsin the plasmas of an rf capacitive
discharge and a dc glow discharge are presented. The dusty plasma of adc glow discharge was investigated in
both ground-based experiments and experiments carried out under microgravity conditions (on board the Mir
space station). The pair correlation function, temperature, and diffusion coefficient of dust grains are measured
in a wide range of the dusty-plasma parameters. Dimensionless parameters responsible for the microscopic
transport of dust-grains in a gas-discharge plasma are determined. A nonintrusive diagnostic technique for
determining the dust-grain charges and screening lengths under the assumption of screened interaction between
the grainsis proposed. Thistechnique is used to estimate the surface potential of dust grains of different sizein
agas-discharge plasma. © 2003 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Dusty plasma is an ionized gas containing micron-
size charged condensed grains (dust). The charging of
nonemitting dust grains in gas discharges proceeds via
the absorption of electrons and ions from the surround-
ing plasma. Due to the high mobility of electrons,
micron-size grains acquire asignificant negative charge
(on the order of 103-10° elementary charges) and can
interact electrostatically with each other. The dissipa
tion of the dust-grain kinetic energy in aweakly ionized
gas-discharge plasmais mainly related to the grain col-
lisions with the neutral particles of the buffer gas. The
interaction between dust grains in combination with
dissipative processes in a dusty plasma can lead to the
formation of steady-state dusty structures (similar to
liquids or solids) or to the establishment complex vibra-
tional (chaotic) regimes[1-10]. Under ordinary labora-
tory conditions, the dusty structures are suspended in
the Earth’sgravity field by the electric field of striations
(inadc glow discharge) or the el ectrode sheath (in an rf
capacitive discharge) [1-3]; in this case, the gravity
field imposes certain limitations on the experimental
results.

Experimental studies of dusty plasmas under micro-
gravity conditions have recently attracted great atten-
tion [6-11]. One of the main advantages of these exper-
iments is the possibility of performing investigations
over a wide range of the dusty-plasma parameters,
which is not limited by the conditions ensuring grain
levitation in the gravity field. The experiments carried
out under microgravity conditions allow oneto investi-
gate a wide scope of phenomena (such as the charging
of atmospheric aerosols, ambipolar diffusion, the

dynamics of massive dust grainswith asize larger than
100 pm, and the opposite-sign charging of the dust
grains) that cannot be studied in ground-based experi-
ments [6-8, 10, 11].

Dusty plasma is a good experimental model for
studying various transport processes in systems of
interacting grains. These processes are of great interest
for both the physics of nonideal plasma and other
branches of natural science, such as the physics of con-
densed matter, chemistry, atmosphere physics, and
astronomy. Due to their macroscopic dimensions, dust
grains in a laboratory plasma can be recorded with a
video camera, which greatly simplifiesthe use of direct
nonintrusive diagnostics.

The dust-grain charge is an important parameter,
which significantly affects various transport processes
in adusty plasma, such as diffusion, wave propagation,
and instabilities. Intheliterature, much attentionispaid
to the methods for measuring dust-grain charges. Many
of these methods are based on the measurements of the
dynamic response of dust grains to different externa
perturbations [12-18]. These principally new methods
are specific for the diagnostics of dusty plasma. The
main drawbacks of these methods are (i) the necessity
of having a priori information about the electric fields
and external forces acting on the dust grainsand (ii) the
presence of external perturbationsthat can significantly
change the parameters of dust grains and the surround-
ing plasma. The dust-grain charge can also be deter-
mined without perturbing the plasma—dust system, e.g.,
from the force balance equation for a nonmoving grain
in an electric field and the Earth’s gravity field [19, 20].
Passive diagnostics of the dust-grain parametersthat do
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not introduce any perturbations in the system under
study can be based on the measurements of transport
characteristics of a dusty medium. For example, mea-
surements of the pair correlation function g(l), velocity
distribution, and displacements of dust grains can pro-
vide information about the kinetic temperature T, and
diffusion coefficient D of the dust grains. Under addi-
tional assumptions on the interaction between grains,
these measurements allow oneto estimate the potential
of pair interaction between the grains [21].

One of the nonintrusive methodsfor determining the
dust-grain parameters (the charge and the screening
length) under the assumption of screened interaction
between the grains is described in this paper. The
method is based on the results of numerical simulations
of the grain dynamics in three-dimensional systems
with screened interaction (Yukawa systems). The paper
presents the results of measurements of the spatial cor-
relation, temperature, and diffusion coefficient of dust
grains for different plasma parameters in an rf capaci-
tive discharge and a dc glow discharge. The dusty
plasma of adc glow discharge was investigated in both
ground-based experiments and experiments carried out
under microgravity conditions (on board the Mir space
station).

2. DUST-GRAIN TRANSPORT
CHARACTERISTICS IN A DUSTY PLASMA

2.1. Dust-Grain Charge

In gas-discharge plasmas, the emission processes
are usualy of minor importance and the dust-grain
charge is negative. The orbit motion limited (OML)
approximation gives the following estimate for the sur-
face potential of an isolated dust-grain: ¢, = —eZ /a4 =
—-ZT /e, where Z, is the equilibrium (time-averaged)
charge of adust-grain; T, isthe electron temperaturein
eV; and the parameter z is determined by the buffer-gas
ions and, for noble gases (such as argon or neon), isz=
2-4 under typical gas-discharge conditions [22—-24].
Numerical simulations show that, for a dust cloud with
the dust-grain number density ny such that x =
ngZy/(zn.) < 1 (where n, is the electron density), the
parameter z changes dightly andiscloseto z= 3 for an
isolated grain.

For large grains with aradius of a; > 10-20 um and
typical buffer-gas pressures of P = 1 torr, the mean free
path of ions (Ar, Ne) at room temperature is on the
order of or less than a4 [25]. This results in a decrease
intheion flux I; onto the dust-grain surface and, conse-
guently, an increase in @, and z, as was observed in
experiments. Thus, in [8], it was shown that, in neon at
apressure of P = (0.5-1.5 torr, the increase in the grain
radius from 2 to 7 um leads to the decrease in the grain
surface potential from ~9 to ~30 V, which corresponds
to theincreasein zfrom ~2 to ~(4-10) at el ectron tem-
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peratures of T, = 3-7 eV, which are typical of striations
in aglow dischargein neon [26, 27].

In a dense dust cloud with x > 1, the parameters z
and @, are somewhat lower [23, 24]. In some cases, this
decrease can be balanced by an increase in the electron
temperature under the conditions of equilibrium ioniza-
tion in the gas discharge [11]. Since the discharges in
noble gases are generally dominated by the processes
of ambipolar diffusion and plasma recombination on
the gas-discharge tube wall, theinfluence of dust-grains
on the ionization processesis only significant when the
rate vy of electron losses on the dust-grains is compa:
rable to or much larger than the diffusion loss rate v,
[11, 25],

v,, ODJ/AS, (1)

where D, O, T/eisthe ambipolar diffusion coefficient at
T.> T, W istheion mobility (Py; = 3200 torr cm?/(V s)
for single-charged neonions, and Py, = 1250 torr cn?/(V s)
for argon [25]), and A\, is a characteristic scale length.
For a cylinder with radius R and length L, we have

/\§ = [(2.4/R)* + (TYL)?]"! [25]. Therate v, of electron
losses on the dust cloud grains can be estimated as

Vea 0TI NGV1eEXP(-2). )
Hence, under the conditions of a stratified glow dis-
chargein neon (P = 1 torr and T, = 5-10 eV) and for
Ngq=1cmand z= 24, we havethat therate v, of elec-

tron losses on the dust cloud grainsis comparable with
or larger than the diffusion lossrate v, (Veq > Vyp) if Ny

[cm™] a5 [um?] > 3 x 105 For grainswith aradiusay =
2 pum, this corresponds to a dust density of ny > 7.5 x
10* cm, whereas for large grains with ay = 60 pm, we
have ny > 10> cm. Thus, it is reasonable to assume

that, at atypical mean intergrain spacing of 4= n;”S =
200-1000 pum, the discharge operation can significantly
be affected by plasma recombination on the dust-
grains.

2.2. Intergrain Interaction Potential

It is generally accepted that dust-grains in plasma
interact with each other via the screened Coulomb
potential (aYukawa-type potential)

© = eZyexp(—/Aa)I, 3)

where | is the distance from a grain. This assumption
agrees with the results of measurements of the radia
(perpendicular to the Earth’'s gravity force) interaction
force between two dust-grains[13, 28]. However, there
are at least two important reasons why the shape of the
potential that determines the intergrain interaction
energy ~eZypcan significantly differ from that given by
formula (3) [29-34]. One of these reasonsis related to
the attraction force caused by the polarization of the
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ambient plasma or by the shading of the plasma flow
onto one grain by another grain [29-32]. The problem
of intergrain attraction has been investigated in a num-
ber of theoretical and experimental studies. However,
credible experimental confirmation of the existence of
such forcesis still absent. The second reason isthat the
floating grain potential @,, which is on the order of the
electron thermal energy, greatly exceeds the ion energy
and, hence, the grain screening is strongly nonlinear.
The asymptotic behavior of the potential @ at large dis-
tances from the grain is not described by formula (3)
and decreases with distance according to a power law:
Q= €eZ4a4/1%[34]. In[33], the structure of the screening
cloud was calculated with allowance for the nonlinear-
ity in Poisson’s equation and the non-Maxwellian
velocity distribution of the plasma particles. It was
shown that, at distances | < I = 5-7A; from the grain
surface, the screening of an isolated grain with the size
a4 lying in therange from 2A; to A, (Where A; and A, are
the ion and electron Debye radii) is determined by A,
whereasfor grainswiththesizeay < A;, itisdetermined
by A;. At grain sizes satisfying theinequality a4 > A, the
effective screening length A can be much larger than A..
At distances on the order of the mean distance between

thegrainsly= n;”3 > |, the presence of a“non-Debye’
screening can reduce the effect of the ambient plasma
on the interaction between the grains and, as a conse-
guence, increase the repulsion between them.

2.3. Modeling of the Dust-Grain Dynamics
in Dusty Plasma

The correct modeling of the dust-grain transport in
adusty plasma callsfor applying the molecular dynam-
ics methods based on solving a system of ordinary dif-
ferential equations with the Langevin force F,, that
takes into account random impacts of the ambient gas
molecules and other stochastic processes, e.g., random
fluctuations of the grain charge that result in anincrease
in the grain kinetic temperature T, to a value higher
than the temperature T, of the ambient gas [3, 5, 24,
35]. Microscopic processes in an extended homoge-
neous cloud consisting of N, interacting dust-grains are
described by a set of Ny equations of motion. To model
these processes, one should take into account, along
with the random forces F, that result in the grain ther-
mal motion, the pair interaction forces F,,,:

d’l,

my )

dt

ZFmt(I)ll—\lk—l\“ |

Itis also necessary to impose periodical boundary con-
ditions that allow one to maintain a constant number
and mean kinetic energy of the grains. In (4), F,,(1) =

“)

VAULINA et al.

—eZ0@/0l, 1= I, 1| istheintergrain distance, my isthe
grain mass, and vy, is the friction coefficient of dust-
grains (the effective collision frequency of dust-grains
with the neutral particles of the ambient gas). For |, <
ay, the friction coefficient is equal to [36, 37]

Vi = 6magn{ 1-1,[1 - exp(-2a4/l,)] 12a¢ Imy, (5a)

wherel, isthe mean free path of neutral particlesand n
is the gas viscosity. For a4 < |,,, the friction coefficient
can be obtained using the free molecul e approximation
[34]:

Vi [S7] = C,P [Pa]/(ay [um] p, [g/em®]), (5b)

where py is the mass density of the grain substance and
the coefficient C,, depends on the sort of gas used. For
argon at room temperature, we have I, [um] = 6200/P
[Pa] and C, = 8.6 and, for neon, |, [pm] = 9400/P [P4]
and C,=6.3.

Under conditions of local thermodynamic equilib-
rium in a dusty system, the average random force is
zero ([F,0= 0) and the autocorrelation function
F o (0)Fp, (1) = 6Tgmyv;O(t) [38, 39] describes a d-cor-
related Gaussian process. Here, &(t) is the o function
and the angular brackets stand for time averaging.
Equilibrium random processes in a dust cloud can be
model ed using random increments of the grain momen-
tum: py, = My(2Tevg At/my) 2y, where py, is the momen-
tum increment per degree of freedom and ; isacertain
random quantity distributed by a normal IaN with an
r.m.s. deviation equal to one. To correctly model ran-
dom forces when numerically solving Egs. (4), thetime
step At must satisfy the inequality At <€ max{vy,, w*},
where w* is the characteristic collision frequency
between the charged dust-grains.

For fluid Yukawa systems with the screening param-
eter K = I4/\ < 6-7, the frequency w* can be writtenin
the form [40]

w* = ezX(ngmmy) "%, (6)
where Z; isthe effective grain charge,
5 = Z(1+k+KRep(-)1". ()

The relationship between the intergrain interaction and
dissipation in adusty system is determined by theratio

& = w*/vy, (8)

which is a scaling parameter for different dynamics
processes in dissipative dusty structures, e.g., the ther-
mal diffusion of dust-grains and the formation of vorti-
ces [35, 39-41]. For gas-discharge plasmas and agrain
radius of ay = 2 um, this ratio varies in the range ¢ =
0.02-5, as the grain density ny varies from 10° to
106 cm= and the gas pressure P varies from 1 to
0.01 torr.
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I,

Fig. 1. Pair correlation function g(l/ly) determined from

numerical simulations of Yukawa systems with the screen-
ing parameter kK = 4.8 (symbols) and 2.4 (solid curves) for
£ =0.133and ' * = (1) 17.5, (2) 38, and (3) 77.

The grain dynamicsin dispersive (v;, = 0) and dissi-
pative (v, Z 0, & = 0.02-4) extended Yukawa systems
was studied in [39-46]. The results of numerical simu-
lations show that the buffer-gas viscosity only dightly
affects the degree of correlation of dust-grainsin such
systems. To analyze the phase state of a three-dimen-
siona system, one can use the effective coupling
parameter

M = (Z5)"/(Talg). ©)

The coupling parameter " * determines the formation of
both long- and short-range orders in Yukawa systems

8max> gmax/gmin (a)
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(fromI"'* < 1 up to the values corresponding to the crys-
tallization point; see Fig. 1). When I'* increases to
I~ =106 (for k < 6), abody-centered crystal structure
is formed. Figure 2 shows the dependences of the first
maximum g, of the pair correlation function g(l) and
itsposition (I =d,,,,,) onthe parameter I * for the scaling
parameter & varying within the range 0.04-1.2. As the
parameter * varies from the value corresponding to

the crystallization point ('Y [0102-104) to that corre-

sponding to the melting point (I, 0106-107), the g,,,.x

value steeply increases from 2.65 to 3.1 and the posi-
tion of the first maximum of the g(l) function shifts
from | = 1.075l to the characteristic spacing of abody-

centered lattice d,,,, 0 (3./3/4n)"? = 1.092l4 (see
Fig. 2b) [42, 43]. Inthesamerange (I * 0102-107), the
grain diffusion coefficient obtained in numerical simu-
lations sharply decreases (by more than two orders of
magnitude) [39, 42, 43].

The diffusion coefficient of the interacting grainsis
defined by the formula [39]
D(t) = [T(t) -1 (0){ /6t
Nt
2,

(j —k) = const

1
Ng6Nt

(10)

0 CUCHE

i=1

where Al(tj) = I(t) — I(ty) is the distance the ith grain
shiftsduring thetimet =t;, = (j — K)At from the position
I(ty that it has at theinstant t,; k=1, ..., N;; j =k, ...,
(N; + k); At isthe time resolution (which is determined,
e.g., by the frame frequency of a video camera or the
timeinterval between successive outputs of the data on

(b)

60 80

0.9

| |
100 120
[

| |
0 20 40

Fig. 2. (a) Thefirst maximum g,,,, of the pair correlation function (solid curve) and (b) its relative position d,,,,, /|4 as functions of
I"*. The bars correspond to the results of cal culations with the scaling parameter varying in the range £ = 0.04-1.2. The closed and
open symbols in plot (a) show the maximum value g, of the measured function g(l) and the ratio gy,,x/Omin, respectively, vs.
parameter I * deduced from the measurements of the grain diffusion coefficient in a dc glow discharge under Earth’s gravity con-
ditions (diamonds) and microgravity conditions (squares) and in an rf discharge (circles).
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Fig. 3. Ratio D(t)/D, as a function of tvy, for different val-
uesof Eand M*: (1) £ =1.2and M =80, (2) £ =0.133 and
M =80, (3)§=0133and M =60, (4) £ =0.133 and '* =
30, and (5) § =0.04 and I'* = 80. Curve6istheratio D(t)/D
calculated by formula (11).
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Fig. 4. (1) MagnitudeD,,,,,/D, of the maximum of the func-
tion D(t)/D, and (2) itstime position t,,,, V¢, as functions of

&. The dashed line shows the approximation of the ratio
Dpax/Do by formula (12).

the grain position in numerical simulations); t; = 2N, At
is the total measurement time (e.g., the duration of a
video recording or numerical simulation); and the
angular brackets stand for averaging over either the
grain ensemble (N) or time (t). We note that the analysis
of two-dimensional images (Al(t)* ~ X* + y?) requires
either certain assumptions about the grain displacement
along the third coordinate (e.g., Z = y? in the case of
cylindrical symmetry) or taking into account the num-
ber of spatial dimensions in formula (10) by replacing
the coefficient 6 by 4.

VAULINA et al.

Formula (10) can be derived by considering the dif-
fusion of grains through a unit area in a homogeneous
medium. At t —» oo, it issimilar to the known Green—
Kubo relation [44]. When deriving this formula, no
suggestions about the nature of thermal motion were
made; hence, it is equally valid for gases, liquids, and
solids.

Figure 3 shows the ratio of the diffusion coefficient
D(t) for interacting grains to that for noninteracting
(Brownian) grains, D, = Ty/(v+,my), as a function of

time (in units of the deceleration time v;,") for dissipa-
tive systems with different values of the parameters ¢
and " *. Curve 6 is the exact solution to the Langevin
equation for noninteracting grains [39]:
D(t)/Dy = 1—-[1—exp(—v¢t)]/vqt. (11)
Hence, for the times longer than the reciprocal friction
frequency (vt > 1), we have D(t) = D,, whereas at the
shorter times (vt << 1), the grain motion is ballistic in

character: [A(t)2C= () — 1(0) G = 3vp,t2 and D(t) O
t. In the presence of interaction (see Fig. 3), the behav-
ior of D(t) at short times remains the same. Asthetime
increases, the diffusion coefficient reaches its maxi-
mum value D,,,,,, which can be used to analyze the par-
ticletransport at short observation times. Notethat D,
issmaller than D, and tendsto the latter asthe viscosity
of the medium increases. The dependences of the max-
imum value of theratio D/D, and itstime positiont, .
Vv, On the parameter & are shown in Fig. 4. Animportant
result of numerical simulations is that neither the ratio
D,,.«/Dy nor the value of t,,v;, depend on I'* and the
time dependence of theratio D(1)/D, at timest <t ,, IS
determined by expression (11) for noninteracting
grains. An empiric fit of the calculated curves D(t) that
monotonically decrease after reaching their maximum
value D,,,, givesthe following dependence D, (%):

Dpnax = Do/ (1 + 411E/3), (12)
which coincides with the numerical data with an accu-
racy of up to 5% (Fig. 4). An anaysisof thetime depen-
denceof theratio D(t)/D, at short observation timescan
be used to find the coefficient D, or the dust-grain tem-
perature T, from the measured values of D(t) when the
resolution of the measuring device does not allow one
to correctly determine the velocity distribution of dust-
grains. Thus, if the grain displacements are recorded
with a video camera with a frame frequency smaller
than the friction coefficient vy, the measurements of the
instant velocities of dust-grains give an underestimated
value of the grain temperature [47].

As time elapses, the diffusion coefficient D(t),
determined by formula (10), tends to its steady-state

value D = limD(t), which is generaly treated as the

t -

grain thermal diffusion coefficient and is one of the
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main transport coefficients. The coefficient D can be
determined experimentaly [7, 11]. The results of
numerical simulations of theratio of the diffusion coef-
ficient D of theinteracting dust-grainsto the coefficient
D, for & = 0.02—4 are shown in Fig. 5. One can see that
the function D(1 + &)/D, depends only on the effective
parameter ['* for both weakly correlated and strongly
nonideal systems. In the latter case (for ['* > 50), the
diffusion coefficient of the interacting dust-grains can
be represented in the form [40, 43]

Tyl

D D12T[(w‘ + Vi) My

r*
expE—ch;B, (13)
C

wherec, =2.9for § >0.3andc, =3.15for { <0.3. The
approximation of the calculated results by formula (13)
with allowance for the difference between the coeffi-
cients ¢, is aso shown in Fig. 5. The error of this
approximationislessthan 5% for '* > 50 and increases
to 20-35% as the parameter * decreases to 30. Thus,
for '* > B0, one can obtain two simple expressions for
the diffusion coefficient D in the two limiting cases:

Id Tdr* D r*l:l
D0O—= exp —2.9—* , W* >V, (14a)
124 my U0
r* 0 0 .
D DDoi—Z-ﬁeXpD—?)lSF:D, wW* < v, . (14b)

c

These formulas alow one to determine the effective
parameter "* from the results of measurements of the
mean intergrain spacing |y, temperature T4, and grain
diffusion coefficient D in liquid systems. They can also
be used to determine the grain charge Z* and the grain
screening radius A from experimental data. To diagnose
weakly correlated systems (I'* < 50), one can use the
results of numerical calculations of the function D(1 +
€)/D, (see Fig. 5).

In the case of screened interaction between grains,
formula (7) allows one to determine either the dust-
grain charge Z, or the quantity A = l4/K, provided that
one of these parameters is given. To determine one of
these parameters, one can use the results of numerical
simulations or the avail able experimental data obtained
under the conditions close to those analyzed. The exist-
ence of additional relations between the charge Z,,
screening length A, and parameters monitored in the
experiment significantly simplifies this problem. For
instance, by analyzing the positions of dust-grainsin a
two-dimensional dust crystal in the electrode sheath of
an rf discharge, an additional relation was found
between screened potentia (3), the screening length A,
and the number of dust-grains assuming that the poten-
tial of the radial electric field is parabolic [21]. The
determination of such a relationship for fluid dusty
structures, in which the grain positions are not fixed
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Fig. 5. Quantity (1 + §)D/D, asafunction of " * for different

values of the screening parameter k and the approximation
of this quantity by formula (13) for (1) £ > 0.3 and (2) & <
0.3.

(D # 0), or for another shape of the electric potential
cdlsfor additional numerical simulations.

Theresults of [13, 28, 33] (see Section 2.2) allow us
to made an assumption about the screening length A of
dust-grains. According to those results, the screening
length of dust-grains with radius ay > A; in the elec-
trode sheath of an rf discharge is close to the electron
Debye radius (A = A,). Then, for characteristic inter-
grain spacings |y and plasma parameters typical of
experiments (n; ~ N, ~ 108-10° cm™, T, ~ 1-7 V), we
have Kk = Iy/A =< 1. In this case, the effective parameter
* is close to the Coulomb coupling parameter, I'* =
I = (Z4©)*/T4ly, and the measurements of D, Ty, and |4
enable the determination of the grain charge without
additional information about A. When the grain charge
is not directly related to the screening parameter K
and/or Kk > 1, the data on the parameters of the ambient
plasma can be obtained by preliminarily studying the
discharge plasmain the absence of dust, because diag-
nosing this plasma under the actual experimental con-
ditions introduces strong perturbations in the plasma—
dust system.

To conclude, we note that the determination of the
parameters I'* and € is of interest by itself, because it
allows one to verify how the numerical model agrees
with experimentally observed dusty structures. A com-
parison of independent measurements of the grain-
transport characteristics, such as the pair correlation

function g(l), diffusion coefficient D = limD(t), and

t -
magnitude D, and time position t,,, of the maximum
of the function D(t), alow one to judge the physical
parameters that are responsible for the phase state of a
dusty structure and the transport of dust-grainsin area
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Video camera

Cathode

Fig. 6. (a) Schematic of ground-based experiments with a
dc glow discharge and (b) the video recording of dust grains
in aglow discharge striation.

plasma. Remember that, in numerical simulations of a
homogeneous extended three-dimensional system of
grains with the screened pair interaction potential, the
above four characteristics are completely determined
by the grain kinetic temperature and the two effective
parameters I'* and & (see Section 2.3). Thus, one can
answer questions as to whether these parameters
describe areal dusty system and whether the attraction
forces between the grains, the plasma inhomogeneity,
the preferred spatial orientation of grains, etc., are of
significance under the conditions of an experiment.

VAULINA et al.

3. EXPERIMENT

Experiments on dust-grain dynamics were carried
out in the plasmas of an rf capacitive discharge and adc
glow discharge (both on the Earth and under micro-
gravity conditions). The visualization method (see Sec-
tion 3.1) and the nonintrusive method for determining
dust-grain parameters that was described in the previ-
ous section were used to diagnose dust-grains. Sche-
matics of the experimental facilities are shown in
Figs. 6, 9, and 12; a description of the experiments is
given in Section 3.2; and the experimental results are
presented in Figs. 7, 8, 10, 11, 13, and 14 and Tables 1
and 2.

3.1. Dust-Grain Diagnostics
by the Visualization Method

The visualization method was used to study dust-
grain dynamics in gas-discharge plasmas. The dust
cloud was illuminated with a ribbon laser beam and
then shot with a CCD video camera with a frame fre-
quency of 25 s?). In ground-based experiments, a
0.633-um He—Ne laser, whose radiation was focused
by cylindrical lensesin aribbon beam (laser blade) with
athickness from 150 to 300 pm, was used as an illumi-
nation source. To diagnose dust-grains under micro-
gravity conditions, a 300-um-thick laser blade pro-
duced by a 0.67-um semiconductor laser and the addi-
tional illumination of the dust cloud with a filament
lamp were used [11].

Video recordings were processed with a PC using a
special program by dividing the recordings into half-
frames with a frequency of 50 s, which enabled the
identification of the displacements of individual grains
that resided in the viewing field of the video camera.
Using this program, we determined the displacements
and velocity distributions of grains in the dusty struc-
tures observed. All the results presented below refer to
quasi-steady fluid dusty structures. The recorded grain
motion was nearly thermal (the grain velocity distribu-
tion was close to Maxwellian).

By processing the video recordings, we determined
the density, diffusion coefficient, temperature, and pair
correlation function of the dust-grains in a wide range
of gas-discharge parameters. The results obtained were
used to find the effective coupling parameter I*, scal-

ing parameter €, and effective surface potential @ =

eZi/ay. The estimates of the grain surface potential
@, = eZ,/a; were made under the assumption of a
screened intergrain interaction.

The mean intergrain spacing |4 = n;m and the dust-
grain density ny were determined from the position of
the maximum of the pair correlation function. The dust-
grain temperature was found by fitting the measured
grain velocity distribution by a Maxwellian distribu-
tion. A similar procedure was usedin [7, 47]. The dust-
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 7. (a) Pair correlation function g(l/l4) and (b) the evolution of the function D(t)/D,, for the pressures P = (/) 128 and (2) 56 Pa.
Curve 3 shows the function g(l/l4) obtained from numerical simulationsat I'* = 18. The dashed linesin plot (b) show the evolution

of the function D(t) for noninteracting grains.

grain temperature determined from the dispersion of
the velocity distribution function was corrected by
matching the measured dust-grain diffusion coefficient
to theresults of calculationsfor short observation times
(see Section 2.3). The measured time dependences of
the diffusion coefficient D are shown in Figs. 7b, 10b,
and 13b (the dashed curves show the ratio D(t)/D, for
noninteracting grains with the friction coefficient vy,
and temperature T, close to the measured ones). The
dust-grain temperature T4 and the mean intergrain spac-
ing |4 measured in three experiments with different dis-
charge parameters are listed in Table 1. The table also

A(V), arb. units

0.1

L | |
-03 -02 -01 O 02 03

V, cm/s

Fig. 8. Velocity distribution function f(V) of dust grainsat a
pressure of P = 56 Pa. The symbols show the results of mea-
surements and the solid curve shows the Maxwellian distri-
bution with the temperature Ty = 1 eV.
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presents the values of the parameter I *, surface poten-

tias (@ , and @), and scaling parameter & deduced
from the measured diffusion coefficient D.

3.2. Description of the Experiments

3.2.1. Ground-based experiments in the stria-
tions of a dc glow discharge. Figure 6a shows a sche-

Anode

O W)
09696969699 %
()

Grid

0% %%
09696969699 %
€299,

Cathode

Fig. 9. Schematic of agas-discharge tube for experimentsin
adc glow discharge under microgravity conditions.
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Fig. 10. (a) Pair correlation function g(l/l4) and (b) the time evolution of the diffusion coefficient D(t)/D,, in a dusty structure near

the grid electrodes for different discharge currents: | = (1) 0.8 and (2) 0.1 mA. Curve 3 shows the function g(l/l4) obtained from
numerical simulations at I'* = 77.
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Fig. 11. (8) Measured time dependence of the Lindemann parameter 8. = A(t)/14 for | = 0.4 mA and different averaging methods:
(1) At) = Ay and (2) At) = A:\, . (b) Anillustration of the jumplike changes in the modeled Yukawa system for A(t) = Ay and I'* =
(1) 77, (2) 92, (3) 102, and (4) 106; the solid curve shows A:\, (t) for * =92,

(a) (b)
Video camera y

A == =]

Ring
Fig. 12. (a) Schematic of experiments with an rf discharge and (b) the video recording of dust grainsin the electrode sheath.
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Fig. 13. (a) Pair correlation function g(l/l4) and (b) the time evolution of the diffusion coefficient D/D, of grainsin adust monolayer
at pressures P = (1) 40 and (2) 10 Pa. Curve 3in plot (a) showsthe function g(l/ly) obtained from numerical simulationsat " * = 35.

matic of the experimental setup. A fragment of the
video recording of adust cloud (side view) in the stria-
tions of aglow dischargeis shown in Fig. 6b. The main
component of the working chamber was a 3.2-cm-
radius gas-discharge tube filled with neon. The experi-
ments with polydisperse iron grains with the mass den-
sity py = 8 g/cm? and radii ay = 1-3 um (the average
grain radius was [@y[l= 2 um, which corresponded to
[By= 2.7 x 10719 g) were performed at a gas pressure of
P = 50-130 Pa and a dc discharge current of | =3 mA.

The experiments were aimed at the observation of
weakly correlated quasi-steady dusty structures. The
main difficulty was to choose the discharge parameters
at which no instability developed and no large-scale
dust motions (such as dust waves or vortices, which are
typical of experimentsin glow discharge striations [3,
35, 41]) occurred.

Figure 7 shows in the pair correlation function
g(l/ly and the time evolution of the diffusion coeffi-
cient D(t)/D,, for two different pressures. An example
of the dust-grain velocity distribution is presented in
Fig. 8. The effective coupling parameter I'* deduced
from the measured diffusion coefficient by computing
thefunction D(1 + &)/D, (Fig. 5) varied in the range 10—
20 (see Table 1).

3.2.2. Experimentsin a dc glow discharge under
microgravity conditions. A detailed description of the
experimental setup and the experimental data on the
dynamics of large dust-grains under microgravity con-
ditions were presented in [11]. The scheme of video
recording of a dust cloud was similar to that shown in
Fig. 6a. The main component of the working chamber
was a 1l.6-cm-radius gas-discharge tube filled with neon
at apressure of P = 133 Pa (see Fig. 9). The discharge
current | wasvaried from 0.1 to 0.8 mA. Inside the gas-
discharge tube (at a certain distance from the anode), an
insulated electrode consisting of two steel grids (made

PLASMA PHYSICS REPORTS  Vol. 29

No. 8 2003

from a 60-um-diameter wire) with a cell size of 150 x
150 um was installed. The electrode was at the floating
potential and prevented the negatively charged dust-
grains from escaping to the anode. Spherical bronze
grains with a specific mass density py = 8.2 g/cm’ and
diameters of 70-180 um (the average radius was [a,[ =
62.5 um, which corresponded to ny[I= 8.4 x 1076 g)
were placed between the grid electrode and cathode.

Aswas discussed above, the experiments carried out
under microgravity conditions allow one to study the
dynamics of large dust-grains with dimensions compa-
rable to or larger than the Debye radius and the mean
free path of plasma ions. Note that it is practicaly
impossible to ensure the levitation of such massive
grains under the conditions of ground-based experi-
ments.

The pair correlation function g(l/1y and the time
evolution of the diffusion coefficient D(t)/D,, are shown
in Fig. 10 for two different discharge currents |. The
effective coupling parameter I * varied from ~20 to 80
(see Table 1). Inregimeswith | = 0.5 mA, the deduced
value of the parameter I * changed slightly (by no more
than 10%) when varying the dust-grain radius that was
taken in calculating the grain friction coefficient. Note
that this radius was varied from the average radius
[y 62.5 pm to the minimum radius of 35 pm (see
Table 1). Such a weak dependence is explained by the
fact that the friction coefficient v;, only slightly affects
the value of the effective parameter I * under the exper-
imental conditionsat & > 1 or vy, < w* [see Egs. (13),
(24)].

An interesting experimental observation isthe jum-
plike time evolution of the r.m.s. dust-grain displace-

ment Ay (t) = A/ O(t) =1(0)}, (where [T}, standsfor the

averaging over N grains) when the dynamic character-
istics are averaged over an ensemble consisting of a
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Table 1. Mean intergrain spacing /,, grain temperature T, effective parameters * and &, and grain surface potential ¢f ob-
tained from the diffusion measurements and the potential ¢, deduced under the assumption of screened interaction for differ-
ent gas-discharge experiments (the experimental data are given for a4 = [d,;0)

Ground-based experimentsin striations of adc glow discharge

P,Pa Vi, S” I, um T, eV [ g @, eV @, eV
56 22 250 1 20 0.36 1.35 5.9-14.6
80 33 230 1 15 0.22 1.10 4-9.1

109 44 220 1 10 0.145 0.90 3-6.5

128 50 190 1.2 9 0.15 0.85 2.2-4.2

Experimentsin a dc glow discharge under microgravity conditions
(the values in braces correspond to the minimum grain size ag = 35 pm)

I, mA Vi, S l,, pm T, %107, eV r* ] @, eV o, eV
0.1 1.6{3.3} 710 0.95{0.17} 76{72} .8{2.8} 435{31.5} | 43.6{31.6}
0.2 1.6{3.3} 800 1{0.18} 64{60} .9{2.3} 44{32} 44{32}
0.4 1.6{3.3} 825 1{0.18} 66{62} .9{2.3} 45.5{33} 45.5{33}
0.5 1.6{3.3} 810 1{0.18} 65{60} 495{2 35} | 45{33) 45{33}
0.8 1.6{3.3} 1010 1.2{0.22} 31{22} 3.0{1.3} 37.5{24.5} | 37.5{24.5}

Ground-based experimentsin an rf discharge

P,Pa Vi, s l;, pm T, eV [ g @, eV @, eV
10 24 550 1.43 35 0.66 42 44438

20 48 400 2.65 43 0.68 5.4 5.5-5.7
30 72 350 2.65 57 0.60 5.8 5.9-6.1
40 96 300 2.80 65 0.57 5.9 6.0-6.1

Table 2. Estimates of the scaling parameter € by the time position t,,,Vy,. of the maximum of the measured function D(¢)/D,,
(&) and by the magnitude of this maximum D,,,,/Dg (§5)

DC glow discharge DC glow discharge ;
under the Earth’s gravity conditions under microgravity conditions RF discharge
P, Pa & & I, mA & & P, Pa & &
56 0.41 0.34 0.1 2.4 1.9 10 0.68 0.45
128 0.15 0.14 0.8 5.8 4.55 40 >0.48 0.4

small number of grains [11]. The time dependence of
the parameter d. = Ay(t)/l4 is shown in Fig. 11a The
figure also shows the r.m.s. dust-grain displacement

AL = /IT(t) 1 (0)WTF (averaged over both ensem-
ble and time) used in calculations of the grain diffusion
coefficient D [see Egs. (14)]. We a so note that, at short
observation times, the ratio Ay (t)/14 (see Fig. 11a) cor-
responds to the Lindemann criterion, according to
which the solid phase starts melting when the ratio of
the r.m.s. displacement A, of a grain from its equilib-
rium position to the mean intergrain spacing |4 reaches
~0.15 [48]. Since the grain displacement is usually

measured from the center of mass of the system (A =

J21,), the value of the Lindemann parameter on the
melting line should be &, = 4/, = 0.21.

A similar picture was observed in numerical simula-
tions of dust-grain dynamics in strongly nonidesl
Yukawa systems [38]. The jumps observed in the sys-
temsunder study areillustrated in Fig. 11b, which dem-
onstrates the difference between the rm.s. displace-
ment Ay(t)/14 averaged over ensemble and the time-

averaged r.m.s. displacement AL /14 near the crystalli-
zation line, at which the effective coupling parameter

PLASMA PHYSICS REPORTS Vol. 29 No. 8 2003
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* isequal to 102. AsT * decreases, this difference van-
ishes and the system under study becomes ergodic.

3.2.3. Ground-based experimentsin an rf capac-
itive discharge. Figure 12a shows a schematic of the
experimental setup for studying the transport character-
istics of grainsin a dust monolayer formed in an rf dis-
charge. A fragment of the video recording of the dust
layer (top view) is shown in Fig. 12b. To prevent the
grains from expanding beyond the electrode edges, a
ring 2 mm tall and 4 cm in diameter was placed at the
lower electrode. The experiments were performed in
argon at a pressure of P = 1040 Pa. The discharge
power was W= 5 W. The dust component consisted of
aluminum oxide (Al,0;) grains with the mass density
Pg= 2.4 g/lcm?® and radii a; = 1-2.5 um (the average
radiuswas [3,4= 1.5 um, which corresponded to [in,[=
3.4 x 107 g).

The pair correlation function g(l/1y and the time
evolution of the diffusion coefficient D(t)/D, for two
different pressures P are shownin Fig. 13. The effective
coupling parameter '* deduced from the measure-
ments of the diffusion coefficient varied from 35 to 65
(see Table 1).

We note that applying the results of three-dimen-
siona numerical simulations to analyzing the effective
parameters of adusty system is not well justified under
conditions of this experiment because the observed
dusty structures are two-dimensional. At present, no
simulation data are available that can be used for the
nonintrusive diagnostics of the grain-transport charac-
teristics in two-dimensional fluid dusty systems.
Hence, applying the above method to analyzing the
grain transport in a dust monolayer is of interest by
itself from the standpoint of comparing the grain
dynamicsin two- and three-dimensional dusty systems.

3.3. Analysis of the Measured Grain-Transport
Characteristics

In the experiments, we determined four transport
characteristics of the dusty structures. g« D, Dpaxs
and t,,,, each of which carries information about the
effective parameter I *. The measurements of the diffu-
sion coefficient D provide the highest accuracy in deter-
mining this parameter. The number of grains and the
frame frequency of video recording only dightly affect
the D value because the function D(t) defined by
expression (10) can be recorded over the time during

which it reaches its steady-state value, D = limD(t) .

t - oo

In contrast, the number of grains and the frame fre-
guency do affect the accuracy of measuring the other
three characteristics. The inaccuracy with which the
parameter I * is determined from the measurements of
the grain diffusion coefficient D depends mostly on the
error in measuring the temperature T,. At a relative
error of |AT,/T4| < 20%, the inaccuracy in determining
* is no higher than 5-10%. The systematic error in
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determining the I'* can be related to the mismatch of
the model used (see Section 2.3) and the actual experi-
mental conditions.

We have analyzed the measured pair correlation
function g(l) and the parameter I * deduced from the
measurements of the diffusion coefficient D. These
measurements are independent and their comparison
allows usto draw a conclusion about the correctness of
determining the transport characteristics and the appli-
cability range of the discussed method for deducing the
effective parameters of the system under study (the
coupling parameter I'* and the scaling parameter &).
The dependences of the maximum value g,,,, of the
function g(I) and the ratio g,,,«/9mi, (Where g,;, is the
first minimum of the function g(l) at | # 0) on the
deduced parameter I'* are shown in Fig. 2a. It can be
seen that, in all the experiments, the degree of correla-
tioN (0,105 /Gumin» Imax) OF dust-grains agrees well with the
deduced value of the parameter I"*, including experi-
ments with dust-grainsin two-dimensional dusty struc-
turesin an rf discharge. We note, however, that the max-
imum values g, of the measured function g(l) are
somewhat lower than those obtained from numerical
simulations (see Fig. 2a) and the functions g(I ) them-
selves are extended to the region corresponding to short
intergrain spacings. The measured correlation function
and the function g(l) obtained from numerical simula-
tions for I'* values close to the measured ones are
shown in Figs. 7a, 10a, and 13a. The discrepancy
between these data can be rel ated to both the procedure
of measuring the function g(I) in a volume containing
the limited number of grains and the spatial inhomoge-
neity of the dusty structures under study. The parame-
ters '* and & deduced from the measured diffusion
coefficient are listed in Table 1.

According to the simulation results (see Section 2.3),
the time evolution of the diffusion coefficient D(t) at
short observation times is determined by the scaling
parameter &. Hence, the parameter & = w*/v;, can be
independently estimated from the measurements of the
time positiont,,,, and magnitude D,,,,, of the maximum
of the function D(t). We note, however, that, under the
given experimental conditions, the accuracy of these
measurements was unsatisfactory. For example, the
accuracy in determining the time position't,,,, was sig-
nificantly affected by the fact that, in all the experi-
ments, these positions were close to the time resolution
of video recordings (50 s™). Moreover, the magnitude
D,... of the maximum strongly depended on the spatial
resolution D,,, of video recordings (in our experi-
ments, A; = 1040 um/pixel) and the procedure of pro-
cessing these recordings. These factors can lead to
either an underestimation of the measured D,,,,, value as
compared to its true value (because the grain displace-
ments with the magnitude lessthan A are not taken into
account) or an overestimation of it (because of the
incorrect determination of the position of grains with
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Fig. 14. (a) Parameter I * deduced from the measured diffu-
sion coefficientsand (b) the surface potential (s=eZy/aq vs.
pressure for ground-based experimentsin (1) adc glow dis-
charge and (2) an rf discharge. The barsin plot (b) show the
error in determining ¢ caused by an uncertainty in the
choice of the screening parameter (A; = 29-40 um).
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Fig. 15. (a) Parameter I * deduced from the measured diffu-
sion coefficients and (b) the surface potential gs= eZy/ayvs.

discharge current in adc glow discharge under microgravity
conditions for different grain radii: ag = (1) 62.5 and

(2) 35 um. The closed diamonds in plot (b) show the grain
surface potential @y obtained in [11] by tracing the grain
motion toward the grid electrodes. The barsin plot (b) show
the error in determining ¢ caused by an uncertainty in the

choice of the screening parameter.

sizes larger than A, when numerically analyzing video
recordings). Therefore, under our experimental condi-
tions, the measurements of D,,,, and t,,, alow us to
determine only the range of the possible values of the
parameter &, rather than its exact value. For the experi-
ments whose results areillustrated in Figs. 7b, 10b, and
13b, the deduced & values are presented in Table 2. The
quantity &, was determined from the position of the
maximum of the measures function D(t)/D, (see
Fig. 4), whereas the quantity &, was determined from
the magnitude of this maximum using relation (12). We
can see that the time evolution of the grain diffusion
coefficient measured at short observation times agrees
well with the data obtained from the measurements of

D = limD(t) (seeTable 1). This additionally confirms
t -
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the correctness of the measurements and the absence of
any significant difference between the modeled and
experimentally observed systems.

The effective surface potentid @ = eZj /aq
obtained from the deduced I * value and the dust-grain
temperature T, are presented in Table 1 for all three
experiments and different discharge parameters. In the
case of the screened interaction between grains, rela-
tion (7) allows one to estimate either the dust-grain
charge or the parameter K = I4/A, provided that one of
these parameters is given. To estimate the dust-grain
charge Z,, one can use the results of numerical simula-
tions [33] and the experimental data from [13, 28] (see
Section 2.1).

We will assume that the screening of small grains
with ay < A in adc glow discharge under Earth’s grav-
ity conditions is provided by the ions of the ambient
plasma[33]. We also assume that theion temperatureis
close to room temperature, T; ~ 0.027 €V. Then, for the
plasmaion density n, = (1-2) x 10° cm3, the screening
radiusis A; = 29-40 um [26, 27]. The deduced values
of the grain potential @, = eZ,/a,in adc glow discharge
under Earth’s gravity conditions are presented in Table 1
and Fig. 4b for A = A; = 2940 um. The error in deter-
mining @ caused by an uncertainty in the choice of A is
about 40%.

In the case of large bronze grains (aqg > A;, n; =5 x
10° cm?, and n, = 10® cm™ [11]), the ions do not con-
tribute to the screening of the grains [33] (k < 1) and,
consequently, we have @, = @F = (F'*Tyly)"*/ay (see
Table 1). Figure 15b compares the deduced potentia @,
with the surface potential obtained under the given
experimental conditions by analyzing the dust-grain
motion from the discharge positive column toward the
grid electrodes [11].

It can be seen that the difference between the results
of these measurementsis no larger than 20% evenif the
plasma parameters in the positive column differ from
those near the grid electrodes.

In the electrode sheath of an rf discharge, the ions
also dlightly affect the dust-grain screening [13, 28];
hence, the grain screening radiusis A = A.. Then, under
our experimental conditions (n, = (0.5-1) x 10° cm™?
and T,=2 eV [49, 50]), we have A = A, = 336470 um.
Thus, inthiscase, k =14/A = 1 and the dust-grain surface
potential ¢, does not significantly differ from the effec-
tive surface potential @2 (seeTable 1 and Fig. 15b). The
error in determining @, caused by an uncertainty in the
choice of A isless than 5%.

Inturn, the deduced value of ¢, allows usto estimate
the electron temperature T,. We may assume that the
accuracy of the above estimates of the grain surface
potential is acceptable when the obtained T, value
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agrees with the available data on the mean electron
energy under the given experimental conditions.

The experiments with grains whose size is much
less than the plasma electron (ion) mean free path can
be analyzed using the results of numerical simulations
performed in the OML approximation. Then, for a
dense dust cloud (X > 1, see Section 2.1) consisting of
iron grainsin striations of adc glow discharge, the sur-
face potential can be set at @, = 2T./e [23, 24]. In this
case, the mean electron energy is T, ~ 2-7 €V. In the
case of an rf discharge in argon, we can assume that, in
the electrode sheath, @, = 4T, /e[24] and, consequently,
the electron temperature is T, ~ 1-1.5 eV. Since the
OML approximation is not appropriate for estimating
the charges of dust-grainswith radii a4 > |;, one can use
the results obtained in [17] (see Section 2.1) to analyze
the electron mean energy T, in experiments with large
bronze grains ([&,[0= 62.5 pm > |; = 15-25 pm) in a
neon plasmaat a pressure of P = 133 Pa. Then, we have
@ = 4-10T,/e, which gives the electron temperature
To~ 4-10 eV. Thus, in al of the above cases, the
obtained electron temperature agrees with the experi-
mental and cal cul ated data on the electron mean energy
obtained under conditions close to the experimental
ones[11, 25-27, 49, 50].

4. CONCLUSIONS

We have presented experimental results on the
dynamics of dust-grainsin the plasmas of an rf capaci-
tive discharge and a dc glow discharge. The dusty
plasma of a glow discharge was investigated in both
ground-based experiments and experiments carried out
under microgravity conditions (on board the Mir space
station). The pair correlation function, velocity distri-
bution, and diffusion coefficient of the dust-grainswere
measured. Based on these measurements, the number
density and temperature (the kinetic energy of Brown-
ian motion) of the dust-grains were determined. The

effective parameters (@f , '*) of the dusty structures

were deduced for different discharge conditions. It is
found that the phase state of the observed dusty struc-
tures changes from weakly correlated systems to
strongly nonideal dust fluids (I'* ~ 10-80).

The degree of grain correlation determined from the
form of the pair correlation function, the grain dynam-
ics over short observation times, and the effective cou-
pling parameter I * deduced from the measurements of
dust-grain diffusion are found to be in good agreement
with each other. An analysis of the experimental data
shows that the microscopic motion of dust-grainsin a
weakly ionized gas-discharge plasma can be described
by the two main parameters. the effective coupling
parameter I * and the scaling parameter €.

A nonintrusive method has been proposed for deter-
mining the dust-grain charge or the screening length,
provided that one of these parameters is given. This
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method does not introduce perturbationsin the plasma—
dust system under study and can be used to analyze the
dust-grain parameters directly in the course of experi-
ments. The necessary data on the unknown parameter
can be obtained by either preliminary diagnosing the
plasmain the absence of dust or analyzing the available
literature data on the plasma parameters under condi-
tions close to the experimenta ones. In the latter case,
this method can only be used to estimate the unknown
guantities. In this study, we made certain assumptions
about the screening length and estimated the surface
potential of dust-grainsfrom the measured values of the
grain temperature, mean intergrain distance, and diffu-
sion coefficient. The results obtained are in good agree-
ment with the results of the analysis of the above exper-
imental data by using the existing theoretical models.

It should be noted that the analysis of the experi-
mental data has not revealed any significant difference
between the dynamics of dust-grains in three-dimen-
siona dusty structures in a glow discharge and their
dynamicsin adust layer formed in the el ectrode sheath
of an rf discharge. Thisallowsusto suggest that, in both
cases, the character of dust-grain diffusion is the same.
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Abstract—Results are presented from experimental studies of the parameters of two counterpropagating (col-
liding) plasma flows generated by discharges in crossed electric and magnetic fields. It is shown that the con-
version efficiency of the energy deposited in the dischargesinto the energy of directed plasmaflowsis 0.3-0.6.
For discharge current pulses with a duration of ~10 ps, the energy flux density in the plasma flow reaches
~10 Jem? and the total energy of the flow is on the order of 300 J. The density of deuterons in the flows is
~10" cm3, and the flow velocity is<2 x 107 cmy/s. The total number of particles carried by the flows is about
10'°. The possibility of using counterpropagating plasma flowsto study reactionsinvolving light nuclei (dd, pd,
dt, and dHe reactions) in the range of ultralow collision energiesis discussed. © 2003 MAIK “ Nauka/ I nter pe-

riodica” .

1. INTRODUCTION

Experimental studies of reactions between light
nucle (dd, pd, dt, and dHe reactions) in the range of
ultralow collision energies (~1 keV) with the use of
conventional accelerators are rather problematic. This
is related to the low cross sections for these processes
in the given energy range (o = 10*3-10~* cm?) and the
low intensities of charged particle beams. To obtain
necessary information about the parameters of reac-
tions between light nucle in the range of ultralow ener-
gies, intense particle flows are required.

In the experimental studies of dd processes at
ultralow energies (<3 keV inthe center-of-massframe),
the efficient interaction of charged particlesis achieved
by using intense radialy converging ion flows gener-
ated in direct and inverse Z-pinches produced with the
help of high-current (I ~ 1 MA) generators[1, 2]. Inthis
case, the current pulse duration is~100 ns and the num-
ber of ionsin the accel erated plasmaflow attains ~10'.
On the whole, the experiments have shown that
Z-pinches are fairly promising for these purposes.
However, at high energy densities, the liner undergoes
rapid nonlinear processes, including explosive instabil-
ities. These processes are accompanied by a back-
ground radiation (neutrons and y rays), which substan-
tially complicates measurements of the reaction yield
and the processing and interpretation of the results of
experiments on the interaction of deuterium flows with
solid targets at collision energies of <3 keV (in the cen-
ter-of-mass frame). We note that the range of interac-
tion energies from 3 to 6 keV in the center-of-mass

frame has not been explored by this method because it
is problematic to obtain ions with an energy of 12 keV
(6 keV in the center-of-mass frame) in the liner. Mean-
while, the cross section for, e.g., the dd reaction, was
measured only for energies higher than 6 keV in the
center-of-massframe[3]. Moreover, the efficiency with
which the energy deposited in a Z-pinch is converted
into the kinetic energy of the accelerated ions is rather
low.

These problems stimulated a search for alternative
methods for generating intense flows of low-energy
light nuclei. It iswell known that pulsed plasma accel-
erators are characterized by a large fraction of the
kinetic energy (>60%) of the plasma flow in the total
energy balance of the system [4, 5]. On the other hand,
the interaction of intense counterpropagating (collid-
ing) plasma flows makes it possible to substantially
decrease the deposited energy that is necessary for
achieving the required values of the particle interaction
energy in the center-of-mass frame. The aim of the
present paper is to analyze and experimentally verify
this approach to solving the above problems.

I ntense counterpropagating plasma flows are gener-
ated by discharges in crossed electric and magnetic
fields. In this case, Ampére’sforce, which acts on aunit
plasmavolume with the current density J in an external
magnetic field H, isequal to

1
= = H. 1
CJX M
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Fig. 1. Arrangement of the detectorsin the propagation region of the plasmaflows: (A) anode, (C) cathode, (H) magnetic field, (TD)
calorimeter, (DH) Hall detector of the magnetic field, (1-4) plates for measuring the induced voltage, (Z,—Z,) probes for measuring

the Hall potential, and (K;, K,) collimators of the optical detectors.

Under the action of thisforce, aplasmawith the density
N; and ion mass M; accelerates in the direction trans-
verse to the magnetic field and, over adistancel, gains
the velocity

v = [3pH"
boenm T

The current density can be expressed in terms of the
total discharge current,

)

J= £, (3)
Il

wherel' and |, arethe transverse and longitudinal (with
respect to the magnetic field) dimensions of the current-
carrying region.

Since the accel eration occursin the current-carrying
region, we havel = |' and
1/2

- an bH ¢
V, = 7.7x10 T

where the current is expressed in amperes.

For two counterpropagating flows accelerated in
such away, the particle collision energy in the center-
of-mass frame is equal to 2¢g,, where g, is the particle
energy in each flow. Then, in the laboratory frame, the
maximum particle energy in each flow should be
<3 keV. The use of counterpropagating flows with a
duration of ~10 ps makes it possible to substantially
decrease the deposited energy; the energy and density
of the plasma flows; and, hence, the intensity of the
background radiation.

“)

2. EXPERIMENT

Two pairs of electrodes (24 cm long and 4 cm wide)
with interelectrode distances of d, = 2 cm are placed in
a ceramic chamber (150 cm long and 18 cm in diame-
ter). The chamber isin a solenoidal magnetic field with
astrength of H,,,, =2 x 10* Oe. The distance between
the centers of the discharge gapsis 10 cm. After filling
the preevacuated chamber with aworking gas at a pres-
sure of Py~ 1 torr, the discharge is ignited. The dis-
charge currentsin two discharge gaps flow in the oppo-
site directions across the magnetic field (see Fig. 1).
The hydrodynamic acceleration of the plasma in the
discharge gaps results in the generation of two plasma
flows that move across the magnetic field toward each
other and collide at the center of the chamber. The sizes
of the flows aong the magnetic field are determined by
the sizes of the regions where the discharge currents
flow in thisdirection: |,; = 6-10 cm. In turn, the size |,
is determined by the shape and depth of the magnetic
well formed in the discharge region.

The parameters of the plasma and ion flows were
measured using the diagnostic techniques tested in
studying the processes of the interaction of counter-
propagating plasmaflowsin the presence of amagnetic
field[6, 7]. We a so used the method proposed in [§], in
which the possibility was demonstrated of measuring
the liner velocity and the particle velocity distribution
inthe liner with the help of collimated optical detectors
positioned a certain distance from each other. The liner
radiation was observed near the H, Balmer spectral line
emitted by deuterium atoms produced by the charge
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 2. Waveformsof (1) the electrodevoltage Uy, (2) thedischarge current 1 ,, and (3) the signal from the collimated optical detector K.

exchange of deuterium ions with the neutrals of the
residual gas.

A comparison of the energy deposited in the dis-
charge (Fig. 2) and the flow energy measured with a
calorimeter shows that the conversion efficiency K of
the energy deposited in the discharge into the energy of
the directed motion depends on the initial deuterium
pressure. As the initial gas pressure varies from 0.5 up
to 1.5 torr, the conversion efficiency K varieswithin the
range 0.3-0.6.

In the course of acceleration, the cold gas entersthe
discharge region through the inlet cross section, passes
through the discharge, and flows out from the outlet
cross section. Knowing the dimensions of the discharge
region and using the continuity equation for the gasand
plasma flows, we can write

VoNoS = ViN;S, 5)

whereV, and N, are the vel ocity and density of the neu-
tral gas, V, and N; arethe vel ocity and density of theion-
ized gas, § = djl, isthe cross-sectional areaof the gap
through which the ionized gas flows out (d, being the
distance between the electrodes), and S, is the cross-
sectional area of the gap through which the neutral gas
enters the discharge. The results of the experimental
investigations of the discharge structure in crossed
magnetic and electric fields [9] and an analysis of the
discharge photographs allows usto conclude that, at the
entrance to the interelectrode gap, the discharge is

PLASMA PHYSICS REPORTS  Vol. 29
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shaped as a semicylinder with the radius ~d,/2. Thus,
we have §, = Tdyl,;/2 and, hence,

2V, N, = TtV N, . (6)

The expression relating the parameters of the plasma
flow and the energy flux measured by a calorimeter has
the form
Q _ MV}

STtp - 2 VI NI > (7)
where Q is the energy measured by the calorimeter, S;
istheinlet cross section of the calorimeter, and t,, isthe
FWHM duration of the discharge current pulse.

For a particular shot in an experiment carried out
with deuterium at room temperature, the measured
parameters were the following: Ny ~ 4 x 10'6 cm, t, =
10 us, V, =2 x 10° cm/s, S;= 1 cm?, and Q = 10% erg.
In this case, from Egs. (6) and (7), wefind that the flow
velocity and density are V, = 2 x 107 cm/s and N; =
10" cm3, respectively. Thetotal number of particlesin
the flows amountsto ~2 x 10'°.

The plasma bunch velocity measured for the same
shot with the help of optical detectors (with a spatia
resolution of ~4 mm) is nearly the same (Fig. 3).

The plasmaflow velocity can also be estimated from
the relation U/d = V,H/c, where U is the voltage
induced between 1 x 1-cm copper plates / and 2 located
near the electrodes (see Fig. 1), d = 0.8 cm is the dis-
tance between the plates, and H is the magnetic field
strength in the plasma. In order to reduce interferences
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Fig. 3. Waveforms of (Z, 2) the signals from optical detectors K; and K, and (3) the Hall potential between probes Z; and Z,.

when measuring the induced voltage and exclude the
galvanic coupling between the plasma and the record-
ing devices (Tektronix TDS 224 oscilloscopes), we
used optical isolators, whose time resolution (50 ns)
was limited by the speed of the light-emitting diode.

Figure 4 shows the waveforms of (1) the induced
voltage U, _, between plates 1 and 2, (2) the signal from
optical detector K,, and (3) the signal from the Hall
detector of the magnetic field. The magnetic field detec-
tor was fed and the signals from it were read through
decoupling transformers. As the absolute value of the
voltage U, , decreased inthetimeinterval 3-4.5 s, the
magnetic field detector showed that the magnetic field
decreased with respect to its initial value H, = 10* Oe
due to the displacement of the plasma. The residua
magnetic field was =0.4H,. Therefore, the measured
voltage U,_, = —700 V corresponds to the plasma flow
velocity V, = cU,,/(0.4H,) = 2 x 107 cm/s.

We also studied the time evolution of the plasma
flowswith the above parametersin the region where the
plasma flows collide with each other. Curve 2 in Fig. 5
shows the waveform of the voltage induced between
plates 3 and 4 (see Fig. 1), which are placed in the col-
lision region but are dlightly displaced (by ~2—3 mm)
from the symmetry axis toward one pair of the elec-
trodes. The negative voltage pulse corresponds to the
plasma motion from the electrodes toward the center of
the chamber. After therapid decreaseinthe signal at the
instant of collision, the voltage becomes positive,
which means that the plasma flows begin to move away
from the center of the chamber. At the same time, the
signals from plates 1 and 2, located at a distance of

~1 cm from the symmetry axis, show that the plasma
flows do not reverse their direction in this region
(Fig. 5, curve 1).

3. DISCUSSION

It follows from Fig. 2 that, in spite of the relatively
high discharge power, the efficiency with which the
energy deposited in the discharge is converted into the
directed motion of the flow in the time interval 0-2 ps
israther low; i.e., interms of [10], the exchange coeffi-
cient issmall. Without going into the details of the flow
formation (such as the time variations in the plasma
density and temperature), we call the reader’s attention
to oneimportant circumstance. For V4 # V; (whereVyis
the drift velocity), the drift motion in the discharge is
cyclic in character; consequently, there is a velocity
component perpendicular to the electrode plane (i.e.,
the direction of the flow asawhole). When the vel ocity
acquired by the plasma under the action of the Ampére
force is close to the drift velocity, the particle trajecto-
ries are nearly straight [11]. In this case, the velocity
component perpendicular to the electrode planeis min-
imum; hence, the particle and energy |osses on the elec-
trodes are minimum. If we compare the energy depos-
ited in the discharge with the energy measured by a cal-
orimeter and take into account the conversion
efficiency in aparticular shot (K = 0.5), then the above
condition can be written the form

_ Ugc a 120] lpHo 0%
V=V, = OIpHO_7.7><10 CHRwE - ®
PLASMA PHYSICS REPORTS Vol. 29 No. 8 2003
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Fig. 5. Waveforms of (1) the voltage U, _, induced between plates 1 and 2 and (2) the voltage U;_, induced between plates 3 and 4.

where U,, is the electrode voltage (inV) and d, = 2 cm

It follows from here that
is the interel ectrode distance.

_sN,M, U2 ..
l,=19x10 13%, ) It can be seenin Fig. 2 that the formed plasmabunch
KHqd, is detected at time t=t,; ~ 2.5 ps. Substituting the

PLASMA PHYSICS REPORTS Vol. 29 No.8 2003
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value of the electrode voltage U, = 4.7 x 10° V mea-
sured at thistime into expression (9) and assuming that
Iy = 10 cm, N; = 10" cm?, and H, = 10* Oe, we find
that the discharge currentis|, =~ 1.8 x 10* A. Thisvalue
agrees well with the current |, measured at this time.
For timest < tg, we haveV; <V, because the discharge
current is lower than that required to satisfy condition
(8). Att > t.4, the discharge current exceeds the optimal
value; i.e., V; >V, inthiscase. The efficiency of plasma
acceleration and transportation in both cases is lower
than the optimal efficiency. According to condition (8),
the acceleration is optimum when the following rela

tionship is satisfied: U, ~ I;JZ, al the other factors
being the same.

According to Fig. 3 (curve 3), the optimum accel er-
ation conditions correspond to the maximum Hall
potentia (and, accordingly, the minimum Hall current)
measured near the electrodes with the help of probes Z,
and Z, (seeFig. 1). Itisbelieved that it is the el ectrody-
namic force component perpendicular to the flow direc-
tion (i.e., the electrode plane) that substantially impairs
the characteristics of the plasma accelerator (see [10],
p. 193).

As the plasma flow moves across the magnetic field
outside the interelectrode gap, it becomes polarized.
The voltage induced between the flow boundaries cor-
responds to the electric field E;, ~ V; x H/c, which is
perpendicular to the magnetic field. Thus, outside the
discharge region, the plasma flow continues to drift in
the crossed fields E,, and H in the direction transverse
to the magnetic field. When the drift channel isformed,
the kinetic energy of the plasma flow is spent on the
ionization of the neutral gas (change exchange), the
generation of the electric and magnetic fields, Joule
losses, and the excitation of oscillations [12].

In the collision region, two counterpropagating
flows are partially or completely depolarized, because
the polarization fields of the flows point in the opposite
directions. We may consider the polarized flows as
plasma capacitors with capacitances C,. When the
flows come into contact, the plasma capacitors dis-
charge into each other. The voltage between plates 1
and 2, aswell as plates 3 and 4, is maintained at a cer-
tain level that depends on the parameters of the capaci-
tor discharge circuit (the equivalent inductance and
resistance) and the intensity of recharging at the
expense of the plasmaflow energy, which isdetermined
by the flow density and velocity. Obvioudly, if the
inductance and resistance of the discharge circuit are
minimum and the discharge current is much higher than
the recharge current, the flows can be completely depo-
larized. The electric parameters of the discharge circuit
are determined by the flow parameters, aswell asby the
geometry of the region in which the flows collide and
interact (see Fig. 1). It is reasonable to assume that the
penetration depth of the flows into each other is deter-

DUDKIN et al.

mined by the flow velocity and the time during which
they become completely depolarized. In the case of
complete depolarization in the collision region, we
have E — 0 and, consequently, the drift velocity
V4 — 0; as a result, the trandational motion of the
plasma particles transforms into their rotationa
motion. It isthis case that is realized under our experi-
mental conditions when we observe the collision of
plasma flows formed under the optimum conditions
discussed above (Fig. 5).

When the fronts of the flows are plane and the con-
ditionsfor the compl ete depol arization are satisfied, the
minimum depth to which the flows penetrate into each
other is equal to the doubled ion Larmor radius p; =
M,V;c/(eH).

The depolarization of the flows during their colli-
sion may betreated as the oscillatory motion of charges
in acircuit consisting of plasma capacitors and induc-
tances whose parameters are determined by the geom-
etry of the collisionregion [7]. If the Q factor of the cir-
cuit is high enough, then the charge at the plasma
capacitor can changeits polarity. In thefirst half-period
of the oscillation process, the increase in the current
through the circuit (the charge flows from one the
plasma capacitor to another) correspondsto an increase
in the magnetic field as compared to this initial value;
i.e., the Larmor radius in the collision region decreases
and the plasma is compressed. To illustrate, we will
give some quantitative estimates.

The average current flowing through the circuit dur-
ing the discharge of the plasma capacitances C, charged
to the voltage U, can be estimated from the expression
lc = 0.5C,U./t;, where t, is the time during which the
capacitances are discharged. When the size of the colli-
sion region aong the direction of the flow is smaller
than the transverse size of the plasma flows, the mag-
netic field produced the discharge current is equal to

H, = 0.41C U/l t.. (10)

According to [5], the plasma capacitance is equal to

~ MINiE’LI,

C
Hod,

(11)

p

wherel,; and d; = d, are the sizes of the flows along and
across the magnetic field, respectively, and L is the
plasma capacitance per unit length along the flow direc-
tion. When the plasma flows collide, the length over
which they are depolarized is equal to
L=2(2Vit. +2p)) = 4Vi(te+ ), (12)
where t. is the depolarization time and  is the ion
cyclotron frequency. Substituting expressions (10) and
PLASMA PHYSICS REPORTS  Vol. 29
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(11) into Eq. (9) and taking into account that U, =
V;H,d./c, wefind

_g MNC 2%[ ]_

wtH

Substituting here the above values of H,, N;, and V; and
assuming that t. = 1/u} = 20 ns, we obtain H, = 10* Oe.
Actually, the measured depolarization time is less than
50 ns. However, as was indicated above, the time reso-
lution of optical isolatorsis =50 ns. On the other hand,
the discharge time varies only dightly from shot to
shot. Therefore, there is a reason to believe that the
actual depolarization time is shorter than the measured
one.

Thus, for the given flow parameters, the magnetic
field in the collision region doubles; i.e., the plasma s
compressed. For the given geometry, the plasma com-
pression ratio is approximately equal to 4. Then,
plasma compression in the collision region changes to
expansion. The time interval between the collision of
the plasma flows (t = 3.3 us) and the time at which the
plasma expansion velocity is maximum (t = 5 us) cor-
responds to the interaction time of certain cut off frac-
tions of the flows (see Fig. 5, curve 2).

When studying dd processes, it isimportant that the
residence time of the particles (ions) in the interaction
region be comparable with the average time of the
binary collisions T1;;. In other words, the path traveled
by the ions during their rotation should be comparable
with their mean free path.

It can be seen from Fig. 5 that the interaction time of
the plasmaflowsis~1.7 us. Thistime exceeds the aver-
age time of binary collisions.

Estimates show that the mean free path of deuterium
ions moving with the velocity V; = 5 x 107 cm/sin a
gaseous medium with the density N, = 4 x 10 cm3 is
afew tens of centimeters. For the straight-line motion
of a single flow, this path would exceed the chamber
diameter (18 cm). For a deuterium ion velocity of V; =

5 x 107 cm/sand magnetic field strength of H, = 10* Oe,

the depth to which the flows penetrate into each other is
22p; =1 cm.

From the standpoint of studying the dd processes, it
is desirable that the plasma flows be relatively cold in
order to ensure the minimum spread in the ion veloci-
ties. The measurements with a calibrated calorimeter
showed that the energy transferred by the flow in the
accel eration direction was higher than the energy trans-
ferred in the opposite direction by more than one order
of magnitude. Based on these measurements, we can
conclude that the plasma temperature is much lower
than the directed kinetic energy of the flows.

H =1x10°m

(13)
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In the above experiments, the maximum discharge
current was |, = 25 kA. To achieve the desired flow
velocity V; = 5 x 107 cm/s (assuming that the energy and
the energy flux density in each flow are ~1 kJ and
~25 Jcm?, respectively), the discharge current esti-
mated from the measured conversion efficiency should
bel,~1.5x10°A.

On the whole, the results obtained in this study
allow usto conclude that the method proposed is prom-
ising for the generation of intense low-Z ion flows with
energies <3 keV.
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Abstract—The possibility of using plasma opening switches (POSS) to create superpower generators is con-
sidered. To decrease the linear density of the charge passed through a POS of reasonable size, it is proposed to
use a compact multimodule POS system. The design of an individual POS module is presented. The compact
arrangement of the modules is ensured by an external magnetic field. It is proposed to use a sharpening spark
gap to increase the efficiency of a multimodule POS operating with alow-inductance load. The results are pre-
sented of experiments on synchronizing two POS modules and switching the current to alow-inductance | oad.

© 2003 MAIK * Nauka/Interperiodica” .

1. INTRODUCTION

The Baikal program envisions the creation of a
superpower pulsed current generator with an output
voltage of ~10 MV, a current of ~50 MA, and a pulse
duration of ~150 ns. As an output stage (power sharp-
ener), it is proposed to use a plasma opening switch
(POS) with a rise time of the main current pulse of
~2 pusand afairly long (~40 ps) prepulse. At present, an
MOL device (46 MV, 3 MA, 100 ns) is being created
for the purpose of modeling the main units of the future
generator [1]. As was shown in [2-4], the efficient
switching of the current can only be achieved by apply-
ing an external axial magnetic field and limiting the lin-
ear (along the perimeter of the outer POS electrode)
density of the charge passed through the POS (g, <
5 mC/cm). In those papers, it was shown that the sup-
pression of the electron current by an axial magnetic
field intensifies plasmaerosion and increases the output
POS voltage. The increase in the linear charge density
g. by reducing the POS diameter and increasing its
length leads to an increase in the self-magnetic field of
the POS and to the contraction of the plasma. As a
result, the plasma density increases and the POS passes
into alessefficient (intermsof the output voltage) mag-
netohydrodynamic regime. The limitation on the linear
charge density means that the perimeter a POS with a
current of 50 MA should be |, ~ 100 m and, accord-
ingly, the POS diameter should be d, ~ 30 m, which
seems unredlistic. For this reason, it was proposed to
use a compact multimodule POS system. The total
perimeter of a set of n POS modules with the diameter
d., = dy/nwill beequal tol; inthiscase, all the modules
can be arranged inside a cylinder of diameter d, =
d,/n%3. In other words, the POS diameter is reduced by

a factor of n%5. Thus, 100 modules with a diameter of

d., = 30 cm can be arranged inside a cylinder of diame-
ter d. = 3 m, the total perimeter being I, = 100 m. It is
planned to implement this ideain the MOL device [1].
The device will have seven closely spaced POS mod-
ules. Thiswill allow one to halve the outer diameter of
the device and decrease the diameter of a vacuum
chamber to 1.4 m. To create an efficient multimodule
POS for the Baikal program, it is necessary to design a
POS module with an applied external magnetic field
(which will alow the compact arrangement of such
modules), synchronize the modules, and avoid the
short-circuiting of the modules after switching the cur-
rent to a low-inductance load. This study is aimed at
solving these problems.

2. DESIGN OF THE MODULE

The compact arrangement of the POS modules is
provided by applying an external quasi-steady longitu-
dinal magnetic field produced by a solenoid located at
the inner electrode (the POS anode). The magnetic field
is screened by the outer electrode (the POS cathode)
made of copper. Since the cathode thickness is several
times larger than the skin depth, the magnetic field of
the solenoid is concentrated inside the cathode—anode
gap of the POS. This alows one to compactly arrange
the modules without perturbing the magnetic field pro-
duced by the solenoid in the POS.

Figure 1 shows a schematic of the module and the
configuration of the external magnetic field. The mag-
netic field topol ogy was chosen so asto prevent the drift
of electrons from the cathode to the anode along the
magnetic field lines. Thus, the field line passing along
the cylindrical surface of the cathode is curved near its
end away from the anode. Hence, near the cathode,
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there are no magnetic field lines along which electrons
could be accelerated by the electric field.

The interelectrode gap is filled with a plasma pro-
duced by plasma guns with the successive breakdown
of ten to twelve gaps. The plasma enters the POS gap
from the buffer volumes of the guns through holes in
the copper cathode [5]. It is planned to use such plasma
guns in the MOL device because they are compact and
the dielectric (organic glass) target is protected from the
bombardment by the charged particles accelerated in
the POS. Moreover, such guns enable the controllable
filling of the POS gap with aplasma, which is necessary
for transmitting a prepulse [5]. To diminish the plasma
production on the POS electrodesin the MOL device, it
is proposed to cover them with a pyrocarbon coating.

3. EXPERIMENTAL SETUP

Experiments on the synchronization of two POS
modules and the switching of the current to a low-
inductance load were carried out in the RS-20 device
[6]. The pyrocarbon protection of the POS electrodes
was not applied. For this reason and because of the
moderate strength of the external magnetic field, the
energy potential of the Marx generator (MG) of the
device was used only partially. We used only two MG
units with eight or two stages, the MG voltage was 320
or 80 kV, the current amplitude was 80 or 150 kA, and
the current risetime was 2 or 4 s, respectively. Figure 2
shows the arrangement of the POS modules and the
measurement units. The magnetic field coils located on
the high-voltage electrodes (anodes) of the POS mod-
ules were fed through a 6-puH decoupling choke. The
rise time of the magnetic field was ~0.2 ms, and the
averaged (over the POS gap) amplitude of the magnetic
field wasupto 3.6 kOe. Theinput (I, I5) and output (I,
I,) currents of the POS modules and the current through
the load () were measured with Rogowski coils. The
total current I, in the MG—POS circuit was measured
with the help of a shunt, and the POS current | o5 Was
determined from the difference between the total cur-
rent I, (the input current) and the load current |5 (the
output current). The MG output voltage was measured
with avoltage divider, and the signal proportional to the
voltage Ldl,/dt in the MG—PQOS circuit was measured
with a B-field loop. The signals from the divider (Uy)
and the loop (U,) were used to determine the voltage
across the POS [6]. The load inductance was L,y =
0.4 uH, and the inductance of the connection between
the POS moduleswas L. = 0.2 pH.

We note that the possibility of POS synchronization
was first demonstrated in the experiments of [7], in
which two parallel-connected POSs with a common
cathode and magnetic-field solenoid were connected to
identical loads. The instants of switching of the POSs
were determined from the appearance of the current in
the corresponding load. Our scheme alows one to use
individual POS modules, examine in detail the syn-
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Fig. 1. Schematic of the POS module and the configuration
of the externa magnetic field in its gap: (1) high-voltage
electrode (the POS anode), (2) solenoid producing the
external magnetic field, (3) POS cathode, and (4) plasma
guns.

chronization process and the dynamics of the current
redistribution between the POS modules, and use a
common load.

To prevent the short-circuiting of the POS immedi-
ately after the current is switched to the low-inductance
load, it was proposed to use a separating spark gap
between the POS output and the load. It was supposed
that the operation of the gap will be preceded by a suf-
ficiently deep plasma erosion; under the condition of
magnetic insulation by an external magnetic field, this
should substantially increase the time interval before
the second short-circuiting of the POS.

4. EXPERIMENTAL RESULTS
AND DISCUSSION

At the elevated density of the plasma produced by
the plasma guns (the operating regime of the guns is
controlled by the gun voltage and the time delay
between the instants at which the guns and the MG are
switched on) and without an external magnetic field,
the POS modules are shorted and no current breaking
occurs. The POS current oscillates with a period T,
which depends on the inductance L, of the MG—POS
circuit. Inthiscase, the signalsfrom the Rogowski coils
and the shunt satisfy the equalities|, = 15, I, =1, + I3,
and |, =1, =15 = 0. When the plasma guns are switched
off and the separating gap is shorted, the current flows
through the load and is oscillatory in character; the
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Fig. 2. Layout of an experiment on the synchronization of two POS modules and the switching of the current to alow-inductance
load: (1) cathode of the POS module with plasmaguns, (2) anode of the POS module with amagnetic field solenoid, (3) decoupling
choke for powering the solenoid, (4) load, (5) separating spark gap, (6) to the high-voltage electrode of the MG, (1, I3) signalsfrom

Rogowski loops at the inputs of the POS modules, (15, 1,4) signals from Rogowski loops at the outputs of the POS modules, and (Is)

signal from a Rogowski loop for measuring the load current.
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Fig. 3. Oscillograms of the currents at theinputs (I, 13) and
outputs (I,, 14) of the POS modules (50 kA/division); the
time scaleis 1 ug/division. Operating conditions: eight MG
stages, H, = 2 kOe.

oscillation period T,,,4 depends on the inductance of the
MGHoad circuit, L, + L;,q + L. In this case, the MG
current flows successively through the shunt, the input
and output Rogowski coils, and the load loop and the
detector signals satisfy the equalities |, =15=1, + I; =
I, +1,and |, =1,=1;=1,. These experiments allowed us
to calibrate the current detectors and check the design
value of the load inductance.

The synchronization of the POS modules consistsin
the redistribution of the currents through the modules.
Thisis most evidently demonstrated by the example of
the passive break of the POS, when the plasma density
is sufficiently high and the external magnetic field is
relatively low. In this case, only a small fraction of
energy is spent on the acceleration of ions (i.e., plasma
erosion). Under these conditions, the partial break of
the current through the POS module is not irreversible
and the POS conductivity is restored. It can be seen
from Fig. 3 that the increase in the resistance of one of
the modules results in a decrease in the current flowing
through it, because some fraction of the current is
switched to the other module. Due to the finite induc-
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SYNCHRONIZATION OF PARALLEL-CONNECTED PLASMA

3 ’_\ (a)
f AN N N
I oy / s \\
// N
VU S et N W N S
I, ~— o
- S s
) :§ ..............
lo / /. N T
15_ \\ /

—

I, \\ /

N

A e
/

t

Fig. 4. Oscillograms of the currents at theinputs (14, 1) and
outputs (I,, 14) of the POS modules (50 kA/division), the
total current |y, and the load current |5 (75 kA/division):
(a) without and (b) with a separating spark gap; the time
scale is 1 pgdivision. Operating conditions: eight MG
stages, H, = 3.6 kOe.

tance of the connection between the POS modules, this
process occurs with a time delay. Since the current
flowing through the other module increases, its resis-
tance increases and the conductivity of the first module
is restored. As a result, a fraction of the current is
switched to thefirst module. This process resemblesthe
operation of an LC oscillator: the current that is
switched from the first POS module to the second one
initiates plasma erosion in the second module. Thisis
accompanied by the generation of avoltage, which, in
turn, results in the change of the current direction. The
exchange by the currents between the POS modules
lasts nearly 1 usand ends after thefinal short-circuiting
of both modules. The exchange by the currents is
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Fig. 5. (a) Oscillograms of the currents at the inputs (14, 153)
and outputs (l,, 1) of the POS modules (50 kA/division),
the plasmargun current |, (arb. units), the B-field loop sig-
nal Uy, thetotal current I, the load current |5 (100 kA/divi-
sion), and the POS current I pgg = 1o — 15 (100 kA/division);

thetime scaleis 2 pg/division. (b) Oscillograms of the total
current 1 and load current |5 (100 kA/division); the time

scae is 0.4 pgdivision. Operating conditions. two MG
stages, H, = 3.6 kOe; the separating spark gap is switched on.

accompanied by energy losses in the POS. Also, there
isasmall voltage drop across the POS and a fraction of
the current is switched to the load. In this case, the cur-
rent in the MG—POS LC circuit oscillates with the
period T = 2m(LC)!2, whereas the current in the POS—
load LR circuit decreases as R, so that both currents
flow through the POS. We note that, under the same
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operating conditions (i.e., the same voltages at the guns
and the MG and the same time delay between the
instants at which the gunsand the MG are switched on),
sometimes one of the identical POS modules is
switched on first and sometimes another oneis.

When an asymmetry of the POS modul es was artifi-
cially introduced (the number of the operating gunsin
the first POS module was halved), most of the current
flowed through the second POS module (see Fig. 44).
Note that the current enters the second module both
through the upper (high-voltage) and lower (grounded
through the load and the separating spark gap) connec-
tions between the modules. As a result, the signa |,
from Rogowski coil 4 (see Fig. 2) is opposite in sign.
Simultaneously, the load current begins to grow. After
the second module is switched on, the current 1,
abruptly changesits sign and both modules operate asa
single POS. Inthis case, after arelatively long prepul se,
the current is rapidly switched to the load. Since the
magnetic field is insufficiently strong, the POS gap is
bridged again when theload current reaches only ~60%
of the current flowing in the MG—POS circuit. In the
presence of a separating spark gap, two asymmetric
modules operate as a single POS (Fig. 4b). The syn-
chronization process ends before the breakdown of the
separating gap and the disappearance of the current
prepulse in the load.

In order to achieve the required magnetic insulation
in the POS gap at a moderate magnetic field strength,
we had to decrease the MG voltage and keep only two
stages, which provided a voltage of 80 kV. Although in
this case the current rise time increased to ~4 us, we
achieved the fast switching of the current to the load in
~0.2 ps and the second short-circuiting of the POS was
delayed by nearly 3 pus (Fig. 5). This means that, for
these three microseconds, the POS remained open and
no current flowed through it. At the instant of current
breaking, 30—40% of the energy stored in the induc-
tance was liberated in the POS, which ensured a fairly
long pause in the POS current.

5. CONCLUSIONS

(i) Current spikes with an amplitude of 10-20% of
the maximum current value and a duration of ~10% of
the current rise time result in the equalization of the
resistances of the paralel-connected POS modules.
Hence, in order to synchronize the POS modules, it is
sufficient that the difference between the charges
passed through the POS modules be at alevel of 1% of
the charge passed through each module. In this case, the
inductance of the connection between the modules, as
well as the inductance of the MG—POS circuit, should
satisfy the inequality L. < 0.2L,,.

ALTUKHOV et al.

(ii) The use of a separating spark gap inthe load cir-
cuit makes it possible to switch the current to the load
after the end of the synchronization process. In this
case, two POS modules with a different number of
plasma guns operate as a single POS with the total
number of plasma guns.

(iii) As the externa magnetic field H, increases
within therange (1-4)H,, (where H,, isthecritical mag-
netic field that ensures the cutoff of electrons in the
POS gap and allows one to attain the maximum voltage
across the gap), the current flowing through the load
increases from 40 to 100%. For the maximum magnetic
field (H, = 4H,, = 2H,, where H, is the self-magnetic
field of the POS), the use of a separating spark gap
allows one to reduce the rise time of the load current to
10% of the current rise time in the MG—POS inductive
storage circuit and, more importantly, delay the second
short-circuiting of the POS by atime comparableto the
POS current rise time.
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Abstract—A study is made of the parametric excitation of potential surface waves propagating in a planar
plasma—metal waveguide structure in a magnetic field perpendicular to the plasma—metal boundary. An exter-
nal, spatially uniform, alternating electric field at the second harmonic of the excited waveis used as the source
of parametric excitation. A set of equationsis derived that describes the excitation of surface waves due to the
onset of decay instability. Expressionsfor the growth ratesin the linear stage of instability are obtained, and the
threshold amplitudes of the external electric field above which the parametric instability can occur are found.
Analytic expressionsfor the saturation amplitudes are derived with allowance for the self-interaction of each of
the excited waves and the interaction between them. The effect of the plasma parameters and the strength of the
external magnetic field on the saturation amplitude, growth rates, and the threshold amplitudes of the pump
electric field are analyzed. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

At present, plasma—metal waveguides are widely
used in plasma electronics, semiconductor electronics,
gas discharges, and various plasmatechnologies[1]. In
this connection, the physical processes occurring in
plasma—metal structures are actively studied both theo-
retically and experimentally [1-5]. A characteristic fea-
ture of such waveguide structuresisthe presence of sur-
face waves (SWs) propagating in them, whose parame-
ters are essentially governed by the external magnetic
field. The linear theory of SWs in a waveguide in a
magnetic field parallel to the plasma—metal boundary
has been developed fairly well both in the Voigt geom-
etry (in which the external magnetic field is perpendic-
ular to the propagation direction of the wave) and in the
Faraday geometry (in which the magnetic field is paral-
lel to the propagation direction of the wave) [3-6]. In
practice, however, many types of waveguide structures
operate with amagnetic field oriented perpendicular to
plasma—metal boundary [7—9]. Such waveguides are
typical of rf and microwave discharge devices, magne-
trons, Penning sources, magnetic discharge pumps,
Hall detectors, divertor- and limiter-equipped fusion
systems, devices for the plasma processing of metal
surfaces, and so on.

The linear theory of potential SWs at the plasma—
metal boundary in such magnetic field configurations
has been developed fairly well [8, 9], and some nonlin-
ear mechanisms for the self-interaction of these SWs
have al so been investigated [10, 11]. However, the con-
struction of a nonlinear theory of SWs requires a
detailed study of the mechanismsfor their excitation. In
the waveguide structures in question, SWs are difficult
to excite by charged particles because of the presence
of an external magnetic field perpendicular to the

plasma—metal boundary. In this situation, amore prom-
ising way isto excite SWs parametrically [12, 13]. Our
objective here is to investigate the efficiency of this
excitation method.

2. FORMULATION OF THE PROBLEM

We analyze the parametric excitation of a high-fre-
guency SW propagating along a plane plasma—metal
boundary in the y direction (Fig. 1). A highly noniso-
thermal plasma (T, > T,, where T, and T; are the elec-
tron and ion plasma temperatures, respectively) occu-
pies the half-space x > 0 and is bounded at x =0 by a
perfectly conducting metal surface. A constant mag-
netic field H,, is directed along the x-axis, which is per-
pendicular to the plasma—metal boundary.

It is well known that the properties of SWs in an
inhomogeneous plasma are strongly influenced by the
spatial distribution of plasma density in the boundary
layer. In plasmas with large and small density inhomo-
geneities, the properties of SWs are determined by the
integral parameters of the plasma in the region where

(/)] T LT

y Plasma

H,

Fig. 1. Geometry of the problem.
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the wave field is localized. [4]. In these cases, the
plasma—metal boundary can be assumed to be sharp
and the plasma density can be treated as uniform and
set equal to its mean value in the localization region of
the SW. This approach was found to be effective and to
agree well with the experimental data, in particular,
with those from experimental investigations of gas dis-
charges maintained by SWs [14, 15]. Below, the effi-
ciency of the parametric excitation of SWswill be deter-
mined under the assumptions that the plasma—metal
boundary is sharp and the plasmais homogeneous.

In [8], it was shown that, in the waveguide structure
under consideration, high-frequency potential SWs can
be excited at frequencies higher than the el ectron cyclo-
tron frequency, w > We. In what follows, we consider
the parametric excitation of such waves at the boundary

between aweakly collisional dense plasma (W < w,z,e ,
where is the electron plasma frequency) and a
metal. In this case, the wavenumber and frequency of

the excited SW arerelated by [8]
K = @*(00" ~ 05e) [(VreWpe), (1)

where V4, is the electron thermal velocity. Analysis of
relationship (1) shows that the phase velocity of an SW
is much higher than the electron thermal velocity. This
agrees with the condition that was adopted in [8] in
order to describe the plasma properties in the hydrody-
namic approach. At the same time, in the case of a
dense plasma, the condition that the SWs be potential
imposes the following restriction on the intensity of the
therma motion of plasma electrons. Vi, < c(w —

oofe )"2/u3e, Where ¢ is the speed of light in vacuum.

Note that an important property of the waves under
study is that they are reciprocal [8]. This means that
there exist two oppositely propagating waves with the
same frequency w and the same (in absolute value)
wavenumbers k; = k(w) and k, = —k(w). It is this prop-
erty that makes possible parametric excitation of the
waves in question due to decay instability [12]. That
this method is efficient is evidenced by the fact that the
self-interaction of SWs [10] is accompanied by the
excitation of both the modes at the second harmonic
and static, purely surface perturbations. Consequently,
SWs excited at a plasma—metal boundary are not sub-
ject to the nonlinear damping associated with the exci-
tation of internal modes, which can result in a loss of
energy.

We assume that the source of parametric excitation
isan external, spatially uniform electric field oscillating
at afrequency wy, and directed along the external mag-
netic field:

E = Eycos(wgt). 2)

In this case, the spatiotemporal synchronization condi-
tion [12] takesthe form

Wy = W+ w 0 =Kk (w)+ky(w). 3)

AZARENKOV et al.

We can see that the interaction between SWs with the
frequency w = wy,/2 and a pump wave is the most effi-
cient.

The parametric excitation of SWs will be investi-
gated in a weakly nonlinear approximation [4, 12],
whichisvalid for sufficiently small SW amplitudes and
in which the small nonlinearity parameters are 4, , =

elA,. 2|/(rneV$e) < 1, where A, , are the amplitudes of
the excited SWs and e and m, are the charge and mass
of an electron, respectively. In this approximation,
Poisson’s equation and the nonlinear quasi-hydrody-
namic equations for electron motions in the SW field
can be written as

Ad = 4men,,

on

—6—5+ 0 |:(neve) = Ov
oV, e e 4)

+ = — -
6t (Ve |W)Ve mqu) meCVexHO
vn
_Vie n e_vvev

e

where ¢ isthe wave potential, V, and n, are the hydro-
dynamic velocity and density of the plasma electrons,
and v is the effective frequency of their collisions. The
solution to this set of equations can be expanded in har-
monics of the SW frequency w:

00

W(r,t) = ZW(S)(r,t), Q)

s=0
where W®(r, t) is the amplitude of the sth harmonic.
The first harmonic W%(r, t) can be expressed as
WO, t) = WP, t) + W r, t), where WP (r, t)

and ng) (r, t) are perturbations with the frequency w
and the wavenumbers k; = k(w) and k, = —k(w), respec-
tively. According to [8], these perturbations can be rep-
resented in the form
@
W] (r! t)
= 0.5[Wy;(x)exp(iyy;) + Wij(x) exp(=ipy))],
Wy = (¢4, 015, V), Wy = kiy—ot,
01;(x) = Ajlexp(=A1X) — exp(=AX)],
ny(x) = [eA/(MVr,)]
X Mol €XP (A 1X) — 60”0/ 000 XP(A2X)]
Vxlj(x) = _[ieAj w/(meVTewpe)]

(6)
x [exp(=A;x) — exp(-A-X)],
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V1 (%) =  eAwk/[My(w’ — we)]
x [ 071035 €XP(—A1X) — exp(-A,X)] },
Vaai(X) = {1€Aj05ek;/[My(60” = woce)]}
X [(ozlwﬁeexp(—)\lx) —exp(-Ay,x)],
A = 0 Vre Ay = 007 (VreWpe),

AM>A, =12,

where ;; are the phases of SWs and the asterisk
denotes the complex conjugate. Note that the abovelin-
earized expressions were obtained under the assump-
tion that the plasmaisweakly collisional, v < w.

In the weakly nonlinear approximation [12], we can
substitute expressions (6) into the nonlinear terms in
quasi-hydrodynamic equations (4) to obtain a set of
nonlinear equations describing the dependence of the
amplitudes of SWs on timein their interaction with the
pump field. In investigating the parametric excitation, it
should be kept in mind that, in a weakly collisional
plasma, the damping of SWs can have a strong impact
on their excitation. That is why, in analogy with [12],
we introduce additional terms that take into account a
weak nonlinear damping of the excited waves. Thus,
the spatiotemporal dynamics of the excitation of SWs
by an external, spatially uniform, alternating electric
field at the second harmonic of the frequency of the
excited wave can be described by the following set of
nonlinear equations:

0A, . 0A . .
a_tlivga_;/l+VAl = i AAS % o
0A, _ , 0A, o « [
—a—t—+Vga—y+vA2 = —aAA

where the coefficient a = ewF/(4meV$e) characterizes
the interaction of the excited SWs with the pump field,

the parameter F = wﬁe (W@ — W)W — W)]
accounts for the influence of the magnetic field and
plasma density on the efficiency of the wave excitation,
Vg = Vrepe(W? — W) 2207 — w5) is the group
velocity of the SWs, and A, = 1B, With 1y = Vye/Wye
being the electron Debyeradius. The upper (lower) sign
in Egs. (7) corresponds to the propagation of the first
wave in the positive (negative) direction along the
y-axis and the propagation of the second wave in the
negative (positive) direction. In what follows, we con-
sider the temporal dynamics of the SW amplitudesin a
case in which the second terms on the left-hand sides of
Egs. (7) can be neglected.
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Fig. 2. Time evolution of the SW amplitudes for different
values of the parameter a|A|/v: (1) 1.0, (2) 1.1, (3) 1.5, and
(4) 5.0. The initid SW amplitudes are A;(0) = Ay(0) =
1073A,.

argA;
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Fig. 3. Time evolution of the SW phasesfor different values
of the parameter a|Ayl/v: (1) 1.0, (2) 1.1, (3) 1.5, and (4)

5.0. Theinitiadl SW amplitudes are A;(0) = Ay(0) = 1073A,,.

3. THRESHOLD AMPLITUDE
OF THE PUMP FIELD

It is well known that the process of the parametric
excitation of SWs is threshold in nature. Numerical
integration of Egs. (7) showed that SW's can be excited
under the condition aA,|/v > 1. A further increase in
the parameter a|A,|/v leads to a sharper increase in the
amplitude |A/| of the excited waves (Fig. 2) and a
sharper decrease in their phase argA; (Fig. 3). In the
opposite case when a|Ay|/v < 1, the parametric instabil-
ity does not develop.

Anaysis of Egs. (7) yields the following time
dependence of the amplitudes of the excited waves:

A7 = |A0)
+ (|AL(0)]* + |Ay(0)*) sinh®(a| Agt) exp(—2vt), B
j=12.
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Fig. 4. Dependence of the coefficient F on the magnetic
field strength for different values of the parameter w/eye:
(1) 0.05, (2) 0.075, and (3) 0.1.

For a|Ay|t > 2, this expression becomes

A )] = 12,/|AL(0)] +|A(0) exp(alAd —v)t, (9)

in which case the phases of the SWs are seen to
approach a steady-state value 174 (Fig. 3).

Expression (9) implies that SWs can be excited
under the condition y = a]A)| — v > 0. This condition
determines the threshold amplitude of the pump field
|Aol..» @bove which the SWs can be excited parametri-
caly:

(10)

According to this expression, the threshold pump field
amplitude increases linearly with increasing electron
temperature and collision frequency and with decreas-
ing plasma density ny:

2
|Ad g = 4vmVi./(eFw).

|A0|cr O TeV/[nO(wS _4(059)] . (1 1)

As the pump field frequency approaches the value
2|y, the threshold amplitude increases. It should be
noted that the above expression for |A|. is valid for a
weakly collisiona plasma far from the cyclotron reso-
nance: vw/(w’ — wcze) <1.

Estimates of pump field amplitude (2) at which SWs
can be excited parametrically show that, in alow-pres-
sure gas-discharge plasma (such that the electron den-
sity isn, = 10'2 cm3, the electron temperature is T, =
1 eV, the normalized frequency of plasma electron col-
lisonsisv/w = 0.05, and the external magnetic field is
Hy = 1 kOe), SWs can be excited at frequencies w =
1.23w, by pump fields with amplitudes |A,| > 0.23 V
(corresponding to electric field strengths of |E)| >
320 V/cm). In this case, a pump field with the ampli-
tude |Ay| = 0.7V (|E;| =950 V/cm) excites SWswith the
relative growth rate y/w = 0.1.

AZARENKOV et al.

Analysis of the effect of the magnetic field on the
coefficient F (Fig. 4) in the expressions for a and |A,|.,
shows that, as the magnetic field increases, the growth
rate y decreases and the threshold amplitude |A|.,
increases.

4. SATURATION LEVELS
OF THE SURFACE WAVES

Itiswell known that the saturation of the parametric
instability is governed by the processes that destroy
spatiotempora synchronization condition (3). These
include the self-interaction of each of the excited waves
and the interaction between them. The self-interaction
of the SWsunder discussion, which was studied earlier
in [10], is a result of nonlinearities described by the
guasi-hydrodynamic equations [4].

In analogy with [10], we can consider, to second
order in the amplitudes of the fields of the excited
waves, the interaction of two SWs that results in the
excitation of waves at the second harmonic of the pump
frequency (w+ w=2w, k+ (-k) = 0):

WE(r, 1) = 0.5[W(x) exp(ith,) + W3 (x) exp(=iw,)]
W, = (6,1, V5),

2(x) = A A (MV7)[~(1/3) exp(-A;X)

+ (1/6) exp(—2AX) — (L2) exp[—(A, + A,)X]

Y, = =2wt,

- coZ/oof)e exp(—2A,x)],
Ny(x) = €A A/ MV )Ng[—(U3) exp(-A,x) (12)
+(2/3) exp(—2A;x) — (U2) exp[—(A1 + A,)X]
— 46’ [ eXp(—2A,X) ],

Vio(X) = =i €°A, A00/(MEV 5, woe) { ~(8/3) exp (A, )
+(8/3) exp(—2A1X) + W’ fwpeexp[—(A; + A,)X] },
Vyz(x) = VZZ(X) = 0.

The excitation of waves at the second harmonic is
accompanied by the generation of static, purely surface

perturbations (w— w= 0, k— (k) = 2K):
w(r, 1)
= 0.5[W(x) exp(io) + Wg (x) exp(—iWo)],
Wo — (¢(O), n(O),V(O))’ llJo — 2ky,
0 (x) = eA A (MV7.)[~(2/3) exp(-AX)
+(1/6) exp(—2A;x) + (1/2) exp[—(A; + A,)X]

— W' wee/ (2000) eXP(=21,) 1,
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Fig. 5. Time evolution of the SW amplitudes for different
values of the parameter a|Ay|/v: (1) 1.5, (2) 2.0, and (3) 5.0.

N2(x) = A AN(MV1)N[(2/3)exp(=A,X) (13)
+(213)exp(—2AX) + (U2)exp[—(A; + A,)X]
— 200’ Wgel e XP(=2A,X) ],
vi2(x) = vi%(x) = o,
V(%) = 1€°ALAW T(MEV1eK0etohe)
x{8(w" - 00ce)(300°)] Xp(A 1X)

— (Wwhe) EXP(=2) %) + (6/0re) X[ —(Ay + A,)X]} .

The interaction of SWs at the first harmonic with
SWs at the second harmonic 2w - w=w, 0 — (k) = k;
20— w = w, 0 — k=-k) and with static perturbations
O+w=0w,2k+ (k) =k; 0+ w=w, 2k + k=-K) gives
rise to a nonlinear response at the fundamental fre-
guency. Note that the response at the same fregquency

alsoresultsfrom theterm —V?e Vne/n.inthe equation of
electron motion.

Taking into account this response, we can write, to
third order in the field amplitude, the following nonlin-
ear equations for the amplitudes of the excited SWs:

0A; 0A; 0
iy 4+
at * Vo ay VA O
|
. . 2 . 2 0
= =0 AA; _IBl|A1| A1—||32|A2| A, D
A, . 9A g a9
ey 22,
at +Vg ay VA2 D
ad
. x 2 . 2, U
= S0 AAT —iB1|AY A —iB,| A A O
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Fig. 6. Time evolution of the SW phasesfor different values
of the parameter a|Ag|/v: (1) 1.5, (2) 2.0, and (3) 5.0.

where the self-interaction of SWsof thistypeis charac-
terized by the coefficient B, = 10€/(m:V+1, )Fw, which
was derived in [10], and the coefficient (3, =

13€2w?/(96 msvﬁewie )Fw characterizes the interaction

of two excited waves. Note that the value of theinterac-
tion coefficient 3, is equally determined by the interac-
tion of SWs at the first harmonic with SWs at the sec-
ond harmonic and with static surface perturbations and
by the interaction between SWs at the first harmonic,
which is described by the cubic nonlinearity related to

the term —V%G,,Vne/ne in the equation of electron
motion.

Accounting for the self-interaction of each of the
SWs and the interaction between them violates spa-
tiotemporal synchronization condition (3). For the
dense plasma under consideration, we have |3,| < |B,];
hence, the nonlinear frequency shifts of both the first
(D, = BilAF + B,AF) and the second (Awy,, =
BiJA P + B,|APP) excited SWs are governed primarily
by their sdf-interaction. The frequency mismatch
between the excited SWs and the pump field increases
with time. As aresult, SWs saturate at the same ampli-
tude (Figs. 5, 6), which isindependent of theinitial con-
ditions:

Adg _ |Ads
A [A
15
_ a?AZ_y? M:Dmevi«EDMEu__ v2 o (15)
AB Bt HOeAT B oAl

As time elapses, the phases of the SWs approach the

vaue argA, = —O.Sarccos[—ﬁ/l—vzl(azAg)].

Numerical solution of equations (14) shows (Figs. 5, 6)
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that the time required for the phases to reach this value
decreases as the pump field amplitude and plasma den-
sity increase and the el ectron temperature decreases.

Hence, the development of parametric instability
leads to the excitation of two oppositely propagating
SWs with the same frequency and amplitude. The
superposition of these waves produces a standing SW.

Analysis of the effect of the magnetic field and
plasma density on saturation amplitudes (15) has
shown that, for the same amplitude A, of the pump
field, the strengthening of the external magnetic field,
aswell asareduction in the plasma density, resultsin a
decrease in the amplitude a which the SWs saturate.
Estimates of the saturation amplitudes indicate that, in
a plasma with the above parameters, a pump field with
the amplitude |Ay| = 0.7 V (|E,| = 950 V/cm) can excite
SWswith amplitudes of up to 0.5V, which corresponds
to an eectric field amplitude of about 680 V/cm at the
plasma—metal boundary.

5. CONCLUSIONS

We have considered the parametric excitation of
SWs propagating along a plasma—metal boundary by a
pump field of frequency w,. The excitation process is
shown to be threshold in nature. We have determined
the threshold pump field amplitude above which the
parametric instability develops, giving rise to two
oppositely propagating SWs with the same frequencies
Wy, /2 and the same linear growth ratesy = a|A,| - V.

We have analyzed the effect of two nonlinear pro-
cesses—the self-interaction of each of the excited SWs
and the interaction between them—on the devel opment
of instability. These processes violate the temporal syn-
chronization conditions and lead to the saturation of
instability. The effect of the pump field amplitude,
plasma parameters, and external magnetic field
strength on the dynamics of the amplitudes and phases
of the excited SWs has been analyzed numerically. We
have shown that, in the dense plasma under consider-
ation, the main saturation mechanism is the nonlinear
self-interaction of SWs, in which case, the SW ampli-
tudes in the saturation stage are the same and are inde-
pendent of their initial values. Hence, the parametric
instability resultsin the excitation of a standing SW.

The above analysis has shown that, at afixed ampli-
tude of the pump field, the strengthening of the external
magnetic field, as well as reduction in the plasma den-
sity, leads to an increase in the threshold pump field
amplitude and a decrease in both the linear growth rate
and the saturation amplitude of the excited SWs. An
increase in the plasma electron temperature also leads
toanincreaseinthethreshold pump field amplitude and
adecrease in the linear growth rate.

AZARENKOV et al.

Hence, the parametric excitation of the SWs under
study is found to be most efficient for waveguide struc-
tureswith asufficiently dense plasmain weak magnetic
fields.
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PLASMA OSCILLATIONS

AND WAVES

Formation of a Steady-State Shock Front
of a Long-Wavelength Fast M agnetosonic Wave
In Space Plasma with Strong Alfvén Turbulence

V. R. Zemskov
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Abstract—A study is made of the propagation of along-wavel ength fast magnetosonic wave in a space plasma
with alow particle density and high temperature (3, = 3 = 1) in adirection perpendicular to the magnetic field,
along which the structures originating from a nonlinear Alfvén wave due to the modulational instability prop-
agate. It is shown that, in the case of an Alfvén wave with certain parameters, a fast magnetosonic wave can be
described by the Korteweg—de Vries—Burgers equation. It is pointed out that the fast magnetosonic wave may
be in resonance with the structures originating from the Alfvén wave. © 2003 MAIK “ Nauka/lI nterperiodica” .

1. INTRODUCTION

Mikhailovskii and Smolyakov [1] studied the prop-
agation of a long-wavelength (kre ; < 1, where k is the
wavenumber and r, ; are the electron and ion gyroradii)
fast magnetosonic wave (FMS) in the direction of the
unit vector e,, which is strictly transverse to the mag-
netic field B, = e,B,. They showed that the evolution of
the magnetic field of an FMS wave propagating in a
plasma with a low density (n. = n, = 1-5 cm™) and a
sufficiently high temperature (B, = 3 = 1) can be
described by the Korteweg—de Vries (KdV) equation.

In space plasmas in which the particle density is
low, dissipation due to collisions between the particles
is negligible. Consequently, a long-wavelength FMS
wave may be subject to anomalous dissipation only in
aturbulent plasma2]. In [2], it was shown that, if the
plasma turbulence is modeled by Alfvén waves whose

magnetic fields have the form b = e,b, + e/b, and are
described by certain correlation functions (seealso[3]),
then the evolutionary equation for the magnetic field of
an FMS wave can be reduced to the Korteweg—
de Vries-Burgers (KdVB) equation, which implies the
development of a steady-state shock front. It was also
shown that the shock front formsin theinteraction of an
FMS wave with small-scale Alfvén turbulence, which
was assumed to be weak and to have certain properties.

The objective of the present paper is to determine
the conditions of formation of the steady-state shock
front of an FM S wave propagating in a plasmawith the
above parameters but with strong Alfvén turbulence.

The theory of strong Alfvén turbulence has been
actively developed in recent years. Thus, Kennel et al.
[4] calculated steady-state structures in the form of
shock wave trains with rotational discontinuities and

accompanying hyperbolic solitons by solving the non-
linear Schrédinger equation (NSE)

6_(:]_(&:] .0 2
Ia.[ 622+|az(|q| q) =0 (1)

accounting for resonant particles in the space plasma.
In EqQ. (1), the dimensionlesstime T and the dimension-
less coordinate & along the z-axis are defined by the
relationships
_ gt _z—cpt
== &= r;

_ Bx+i6y
B, ’

, e = ca(1+ B+ B

and by and By are the transverse components of the
magnetic field of anonlinear Alfvén wave (Fig. 1).
Steady-state Alfvén structures in the form of shock

wavetrains can be produced by the fluxes of cosmic-ray
particles that are in resonance with the Alfvén wave [4,

Fig. 1. Geometry of the problem.
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5]. The presence of plasma particlesinteracting with an
Alfvén wave whose field geometry islike that shownin
Fig. 1 gives rise to nonlinear Landau damping.
Medvedev and Diamond [6, 7] took into account this
damping and applied the kinetic method to derive,
instead of Eq. (1), akinetic NSE and cal cul ate the struc-
ture of the nascent rotational discontinuities. The objec-
tive of this paper isto consider the case in which strong
turbulence is driven by the modulational instability of
Alfvén waves. The modulational instability generates
steady-state structures extended along the magnetic
field B,. Here, attention is drawn to the fact that, in a
highly unstable turbulent plasma, such structures may
serve as objects that scatter a long-wavelength FMS
wave and cause it to dissipate as described by the
KdVB equation, but under the assumption that Alfvén
turbulenceis strong.

Alfvén waves that are subject to the modulational
instability can be described by Eqg. (1). Itiswell known
[8] that this equation has solutionsin the form of mono-
chromatic waves and hyperbolic and algebraic solitons.
Hyperbolic solitons are more stable [9]. Hyperbolic
solitonsin the form of wells of the magnetic field of an
Alfvén wave describe rotational discontinuities in

which the field components Bx, and By rotate through
an angle of 180° in a counterclockwise sense (see, e.g.,

[8]).

2. EVOLUTION OF A FAST MAGNETOSONIC
WAVE

We consider an FM S wave with the wave vector k =
ek (Fig. 1) that propagates aong the x-axis, which is
dtrictly transverse to the magnetic field B, = e,B,,
through the structures originating from an unstable
nonlinear Alfvén wave propagating along the z-axisand
possessing the growth rate I". The evolution of the mag-
netic field b = e b of this FMS wave is described by the

equation [2]
0°h . ah

oh . oh a°h ., ah

— +imz=+in ipaah
oT 0z 952 953 o3° 0%

. 9°h

(2)
= ka_h_kgh
03’
Here,
et . b3+B-3B _x—chit
T=a o5 1ep PP 2T
U 2] 2m
ch =cy 1+wBeEIL—?L2T'D(6A+ B)+—'w§ic :
U cyd M
2
2 _ 2 2 2 _ Ii(2+2B+3B)
a, —a,+a, a, = B+p)
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8mnT, 1

B=Bc+Bi Boi = Be, co = ca(1+PB)"?
~2 3vTI 2cD 6s|:| 2~
a= 120, EB wgJ —Ca

and the following notation is introduced:

4g(3vZ —2¢” 8c2A
m = 48, n= ( Ti EI)’ p — O =,
A% Wg; Cy Wg; Ay
_ 2miwg;a,
Ky = e (B-A), 3)
_ % _or_ a4
e = o 60).C — 2B o

where wg; and wy, are theion and el ectron gyrofrequen-
cies. In[2], the quantities A, B, C, and € are defined in
terms of the parameters of the nonlinear Alfvén wave
that serves to model plasma turbulence. The formulas
for these quantities are asfollows:

1 [0
A= (il k)X + ok,
-[ q'z Ql r? +Q2

+o00

B = IEBiEa-le >t 2 DdK
J +0? r2+ql
" . 1
C=1(0
_I iEEIL2+Qf

sfufm

C))

C DdK

r2+ Q4]

wherethefrequencies Q, and Q, are expressed in terms
of the Alfvén wave parameters, K is the wavenumber of
the longitudinal perturbation of the Alfvén wave, and

EBiD isthe correlation function of the Alfvén wave per-
turbations.

Evolutionary equation (2) was derived under the
assumption that the wavenumber of the FM S wave sat-
isfies the conditions

kfg; <1, A =21k >r

where A is the wavelength of the FM S wave.

If the perturbation spectrum of the Alfvén wave that
models Alfvén turbulence consists of perturbations
with a sufficiently short wavelength, then some of inte-
gras (4) vanish and the terms with imaginary coeffi-
cients can be neglected [2]. In this case, EQ. (2) takes
theform of the KdV B eguation, whichisknown to have
a solution describing a steady-state shock front [10].
Below, it will be shown that, in the case of large-scale

e i
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Alfvén turbulence, Eq. (2) also reduces to the KdvB
equation.

3. ALFVEN TURBULENCE

In order to analyze plasma turbulence in the situa-
tion described in the previous sections, we consider an
Alfvén wave that propagates exactly along the mag-
netic field B, and whose magnetic field is a solution to

Eq. (1),

b = bx+iby 5)

= Agcos(kel +90,) +iAysin(kel +9,),
where k, = AS — u, ¢ is the dimensionless coordinate
along the z-axis, 9, isthe constant part of the phase, and
A, and u are the amplitude of the Alfvén wave and its
phase velocity. We assume that an Alfvén wave with
magnetic field (5) is subject to the modulational insta-
bility. The frequency v and wavenumber K of the longi-
tudinal perturbations of wave (5) arerelated by the dis-
persion relation

Vv = Kui'KA/KZ—Kg, (6)

where K§ = Ag(AS —2u). An Alfvén wave with mag-
netic field (5) may be subject to modulational instabil-
ity when A5 —2u > 0 and the wavenumbers of the lon-
gitudinal perturbations are sufficiently small, K < K,. In
dimensional units, the latter condition indicates that the

wavelength X of the longitudinal perturbations should
be sufficiently long,

~ 2
A> 5%% iy 7
where b ~ A,. Thus, for E)/B0 ~1072, we have A > 10%r;.

The growth rate of the modulational instability of
Alfvén wave (5) hasthe form

Mk) = KA/Kg—KZ )

Ko
— (Fig. 2).
7 (Fig. 2)

We assume that the instability growth rate satisfies
the conditions

and is maximum at K, =

wg > >, ©)

where w is the frequency of the FMS wave. This fre-
guency can be estimated as w =ck. Theright-hand ine-
quality in conditions (9) yields the following estimate
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Fig. 2. Growth rate of the modulational instability of alon-
gitudinal Alfvén mode vs. wavenumber k. The interval of
width 2g, centered at the wavenumber K, at which the

instability growth rate I' is maximum, is hatched.

for the wavelength A of the FMS wave in terms of the
characteristic scale A of the turbulence:

2~
A> Jé%%‘% A. (10)

For IE)/BO ~ 1072, wehave A > 1.7 x 104X .

Using the left-hand inequality in conditions (9), we
can estimate the smallest scale on which Alfvén turbu-

lence develops. To do this, we assume that B/B0 ~1072

and A > 10%;. Then, we combine inequalities (7) and
(10) to obtain the range of the characteristic scales of
the modulationally unstable Alfvén modes:

B 7 - oellD
DFD I <A <06E§A])\

The wavelength of the FM 'S wave satisfies the con-
dition A > r, r;. The envelope of Alfvén wave (5)
changes during the modulational instability. Conse-
guently, in order to take into account all possible modes

of theinstability-driven longitudinal perturbations, itis
necessary determine the correlation functions of these

perturbations, EB?D, which are in turn required to cal-
culate the coefficients in expressions (4). According to

[2], wehave (b= AZ, , whereA,, isthe Fourier com-
ponent of the perturbation of wave amplitude (5). In
what follows, we will assume that A, < A,; in other
words, the modulational instability generates Alfvén
structures with amplitudes no larger than Ay,.

To simplify further calculations, we make the fol-
lowing two assumptions. First, Alfvén wave (5) is per-
turbed in such a way that the wavenumbers of the
excited modes,

(11)

K K
O _Ak<k<=2+AK, AK <1,
2

2
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liewithin anarrow interval around the wavenumber K.,
at which the growth rate of the modulational instability
of an Alfvén wave is maximum (Fig. 2). Second, the
Fourier components A, = A,(K) are weakly dependent
on K; hence, in expressions (4), they can all be replaced
with A, (Kp)-

A more rigorous analysis of range (11) leads to the
following range of characteristic scales on which
Alfvén modes are excited under conditions such that

b/B,~102and A ~ 10°r;:
10°r, <A <6 x 10°r,.

We see that the width of thisrange, ~5 x 10%;, is com-
parable with the characteristic wavelength A, ~ 2 x
10%;.

4. FORMATION OF STEADY-STATE
STRUCTURES FROM AN ALFVEN WAVE

The Alfvén turbulence described in the previous
section is capable of changing the envelope of Alfvén
wave (5) through the generation of steady-state struc-
tures of Alfvén modes on scales (11). In order to
describe these structures, we convert Eq. (1) into the
form [8]

4 2
%Aazm = (4AC+Cy— A"+ 2V A%

x (4AC—Cy+ A*—2v A?),

da _ 3A'-2vA’+C,
¢ AN '

where =& — vtwith & and t defined in Eq. (1), visthe
phase velocity of a steady-state structure, the quantities
Aanda inEq. (1) arerelated to { by q= Aexp(ia), and
C, and C areintegration constants.

(12)

The relationship between the phase vel ocities of the
structure and Alfvén wave (5), from which the structure
is produced, is asfollows:

2
a

V= u+=.
4

(13)
According to this relationship, the structure pro-
duced moves faster than wave (5). Equations (12) have
the obvious first integral
A*—2vA®+ 4ACcosa = C,, (14)
which is actually the Hamiltonian of the equations.
Since the constant C, has the meaning of the energy of
dynamic system (12) and, according to relationship
(13), the relative velocity of the sought steady-state
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structure is proportional to ~a?, we can assume that C,
isrelated to a by

4

C, = AS—ZuAS—aZ. (15)

System (12) is conservative, which is consistent

with the fact that the structure originates from wave (5)

under the action of internal longitudinal perturbations

driven by the modulational instability. Relationship

(14) impliesthat the solutionsto Egs. (12) are symmet-
ric under the transformation

a—»a+m C—»-C. (16)

Let us consider the case C, = 0. Using first integral
(14), we reduce Egs. (12) to the form

0A _

T = Csina,
17
da _ 3A'-2vA’ 4
0¢ an?

The singular points of dynamic system (17) are
those that lie in the plane (A, a) and at which we have

2 _2v

n=0=1.. A = 3

Because of the modulational instability, which pro-

duces steady-state structures, the quantities A({) and

a({), aswell asthe constant C({), become functions of

(. With these functions A() and a(Q), the right-hand
sides of Egs. (12) vanish:

o, = Tn, (18)

A’_2vA+4C = 0,
3A"—2vA% = 0.
Thefirst of Egs. (19) is satisfied by

A(Z)‘(cosd+rg, C= 1r8v*

4030
Inserting functions (20) into the second of Egs. (19),
we obtain the singular points of the equations. In what
follows, we will be interested in the singular points at
which

(19)

cos(. (20)

g+my_ |1
COSD 3 D—iz.

We introduce the variable (¢ + 1)/3 = 2, with which
to write the solutions as

3, = W3+2mm, I, = 213+ 2mp,

wherem, p=0, %1, ....

It is easy to show that these values of %, and %,
determine the positions of the rotational discontinuities
in the steady-state structure. For A — A,, relation-
ships (18) allow us to make the first of Egs. (12) inte-
PLASMA PHYSICS REPORTS  Vol. 29
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grable in the vicinity of these solutions (2 — %,

PA7 ZVD 8v 1]
EBZD 16%‘ 3003 Ao
For 0 < A2< 2, thisequation is easy to integrate:
coshf
A% = ﬂ—s 21)
ve
cosh
Jé

We substitute solution (21) into the second of
Egs. (17) and integrate the resulting equation over { to
obtain

(2exp(vZ//3) -1)

a = o,—3arctan (22)
J3
where ,, is an integration constant.
Expression (22) yields

O(—00) = 1T+ O(+0),

which indicates that solutions (21) and (22) describe a
rotational discontinuity in which the magnetic field of
an Alfvén wave rotates in a counterclockwise direction
and whose position in space is determined by the coor-
dinates Z, and %,.

The definition of C() in solution (20) implies that,
under the transformation C — —C, wehave { — 11+
¢; as aresult, along with solution (20), we obtain the

solution
_ [8v m
A(Z) = ?COS§ + §:|

Combining this solution with solution (20) and
using theinequality A= 0, which holds because |(|= A
we can readily construct the steady-state structure
shownin Fig. 3. Substituting solution (20) into the sec-
ond of Egs. (17) and integrating the resulting equation,
we obtain

_3vz,3
2 4
where 8, is an integration constant. Formula (23)

describes how the phase changesin the structure. From
Fig. 3, we can see that the characteristic spatial scale of

the steady-state structure is about AN = 20r;.

Recall that Eq. (2) describes the evolution of an
FMS wave in its interaction with certain structures of
Alfvén turbulence. The above analysis shows that the
role of these objects may well be played by the steady-
state structures described by expressions (20) and (23)
and, within the rotational discontinuities, by formulas

21) and (22). Even for B/B ~ 107!, the lower limit of
( 0

vsin2s + 5, (23)
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Fig. 3. Amplitude A of a steady-state Alfvén wave, calcu-
lated from expressions (16) and (20) as a function of the
coordinate 2 = ( + /3.

therange of scales(11) isabout 10%r;. Inthis case, how-
ever, it is necessary to take into account the terms of
higher orders in the nonlinearity parameter in Eq. (1);
as aresult, the shape of the structures in question and
their characteristic scale length AA can change. Note
that, solving EqQ. (12) in the region inside the disconti-
nuities, we restricted ourselves to solutions (21) and
(22), which have the form of wells of the magnetic field
of an Alfvén wave[8]. Thereason isthat it is necessary
to satisfy the assumptions used in [3] in obtaining the

correlation functions (b’ in formulas (4); specificaly,
the Fourier components A, in these formulas should be
small in comparison with A,.

5. INTERACTION OF A FAST MAGNETOSONIC
WAVE WITH STRONG ALFVEN TURBULENCE

The evolution of along FMS wave interacting with
the steady-state structure analyzed in the previous sec-
tion can be described by Eq. (2). Under the condition

wg > I, which corresponds to the condition (6/80)4 <

1 andiswell satisfied for B/B0 <1, thetermswithimag-
inary coefficients in Eq. (2) can be neglected and the
equation itself reducesto
2
L
0

z2

3
oh, d°h,  oh

T 5oy ksh. (24)

Note that Eq. (24) has no steady solutions because
of the presence of the last term on the right-hand side.
The quantity h behaves as

h Oexp(—k3T).

For k; > 0, the solution to Eq. (24) is decreasing, and,
for k; < 0O, it increases exponentialy.

Physically, a decrease in h indicates that the FMS
wave is scattered by the steady-state structures of an
Alfvén wave, whereas an increase in h corresponds to
the conversion of the energy of Alfvén modes into the
energy of the FMS wave.
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y(x)
0.3

Fig. 4. Plots of the function y(x) vs. parameter x = 2u/ AS of
the nonlinear Alfvén wave generating Alfvén structures
used to model turbulence for different values of the param-

etere = 2% = (2) 0,001, (2) 0,005, and (3) 0.01.
A

0

Let usexaminetherelativeroles played by thesetwo
processes. To do this, we assume that the steady-state
structures described by expressions (20) and (23) are
generated during the modulational instability of Alfvén
wave (5). The mode numbers of the longitudinal pertur-
bation of this wave are nonzero only in a narrow inter-
val around the wavenumber K, at which the growth
rate (8) of the modulational instability of an Alfvén
wave is maximum and the amplitudes of Alfvén modes
possess the property described in Section 3.

In order to determinethe conditionsfor the propaga-
tion of an FM S wave, we calculate k, from formulas (3)
and (4) in which the Fourier components A, are inde-
pendent of kK and the frequencies Q, and Q, in the coef-
ficients A and B in formulas (4) are expressed as [2]

Q, = kgUu—KUu—0y,, Q, = kou+Ku+ wy,

where, according to [2], k, = Af) —uand w, = Ku. The
integration in formulas (4) is limited to a narrow inter-
val of the wavenumber K, from K, — AK to K, + AK.
Here, we present only the results calculated for k;
(details of the calculations are given in the Appendix).
The dependence of k; on the parameters of wave (5) can
be represented in the form of the function k; = ky(X),

where x = 2u/A> (Fig. 4).

It can be seen from Fig. 4 that an FM Swave with the
parameter x lying within the interval 0 < x < 0.33 is
scattered by Alfvén structures. An FMS wave with
x=0.33 can come into resonance with Alfvén struc-
tures. As an FMS wave interacts resonantly with the
structures described above, the rate at which it is
damped in the scattering process, first, increases rap-
idly and, then, decreasesin ajumplike manner. An FMS
wave with x = 0.33 extracts energy from Alfvén struc-
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tures. At x = 0.39, the function k;(x) vanishes. Physi-
cally, thisindicates that the FM S wave interacting with
the Alfvén structuresis not scattered by them. Or, more
precisely, the FMSwave s, of course, scattered, but the
energy lost during the scattering is exactly compen-
sated for by the energy coming from the Alfvén modes.
Asthe parameter x increases further, the scattering rate
gradually increases (Fig. 4).

If we set &> = 8uin relationships (13) and (15), then,
at C, = 0, we obtain from relationship (15) the follow-
ing equation:

A —2uA; —16U° = 0.

Thiseguation hasaroot a x = 0.39, in which caserela
tionship (13) becomes

v = 3u. (25)

Asthe width of the above interval of wavenumbers,
Ak, increases, the root of the equation k;(x) = 0 is grad-
ually displaced toward larger values of x. The structures
originating from Alfvén wave (5) scatter an FMS wave
with the parameter x = 0.39 in such a way that the
damping of the FMS wave is balanced by the energy
transfer from the Alfvén modes. In this case, we can set
k; = 0in EQ. (24). In this case, the evolution of an FMS
wave is described by the KdV B equation, however, the
coefficient k, in formulas (3) should be obtained by tak-
ing the integrals in formulas (4) over the wavelength

range A ~ A, ~ 2 % 10%; of Alfvén modes at B/BO ~ 1072
(rather than over the short-wavelength range of Alfvén

turbulence, A < 10*;, aswasdonein [2]).

6. CONCLUSION

L ong-wavel ength FM S waves whose field geometry
islikethat shownin Fig. 1 can propagate in ahigh-tem-
perature plasmawith 3, = 3, = 1 and n,= n, = (1-5) cm™3
through steady-state structures originating from nonlin-
ear Alfvén waves. If the characteristic scales of the
steady-state Alfvén structures are about 20r;, then, for

B/B0 ~ 1072, they lie between the long-wavelength (7~\ ~

2 x 10%;) and short-wavelength ()~\ < 10%;) Alfvén
modes generated on scales (11).

Theinteraction of an FM S wave with such structures
can be described by the KdVB equation for Alfvén
waves (5) with certain values of the parameters x.

In this paper, the effect of an FM S wave on the mag-
netic field of an Alfvén wave was neglected. Although
the amplitudes of the Alfvén structures can be compa
rable with the amplitude of FMS wave (5), their wave-

lengthsarevery different, A < A; hence, thefield of the
FMS wave may be considered constant on the charac-
teristic scales of these structures.
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The anomalous dissipation mechanism considered
above (namely, the mechanism that is responsible for
the anomalous dissipation of a long-wavelength FMS
wave with the field geometry shown in Fig. 1 and that
involves Alfvén structures) can play an important part
in the dissipation of FMS waves in space plasmas, in
particular, solar-wind plasma, solar-corona plasma, and
intergal actic plasmas.

Physically, the existence of the lower limit on the

wavelengths of Alfvén structures, A ~ 20r; (which
plays the role of a boundary between the long- and
short-wavel ength modes of Alfvén turbulence), and the
fact that, at this limit, the evolutionary equation for a
long-wavelength FM S wave transforms into the KdvB
equation (as does the equation for short-wavelength
Alfvén modes [2]) may indicate that we are dealing
with the so-called “ soliton-like turbulence.”

— AK
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APPENDIX
The functional dependence of the coefficient k;(x)

with x = 2u/ Ag in the evolutionary equation (2) for an
FMS wave can be determined from formulas (3) and
(4). The quantities A and B are calculated by integrating
from K = K,,— AK t0 K = K, + AK under the assumption
that the Fourier components are independent of k and

are equa to AfK = Afm. We insert K = K, + € into

expression (8) and neglect small terms of higher orders
to get

2
Mk)= % —¢°, where —AK<g<AK.
In formulas (4) for A and B, we switch to the vari-
able € and obtain the following expression for the coef-

ficient B:

2 - ZJI a_ZLIsZ 2 4 2 ds
u —KO_AK%_ ua D2+K0(K0u —Kg—4a")
: oy A k)
B = Al N , (26)
1 b+ ne
+ de
u’— KS_-A[K % N Zua O, Kg(KSu2 - K;‘ —24b2)
L U —Kp 4(u” - k{) i
where r 1
_ KU 0 _ Kou \ _ p2 +[x(g+2f) +F]In[1+ £
a=ku——=, b=ku+—=, ky=Ag-uU. [x(g
J2 2 L-x_ e, x b
L . . L 2 2 29 29/
The other coefficient is expressed in a similar man- 27)
ner. _ )
The quantity U — Kg = Ag(X = 2(42 = DIX +  _[x(g+2¢) + ®]In| 1+ :
2(J2 + 1)) with x = 2u/A2 is negative in the range ll%x—% )2(_3 —Z—qg
X< 2(~2 — 1) or, equivalently, x < 0.828. In this range,
the second terms in the denominators of the integrands
are negative, and the integrals are expressed in terms of €
the natural logarithms. When conditions (9) are satiss  —[X(@+2¢) —®]In 1+ T —8¢g,
fied, we can assume that a, ~ ap. The coefficient ks(x) __;_i( _ g + g‘l’ + 2&
g

can now be represented as

2 2
2m;wgap A, 2mwgiap Ay

o(X) = —

(B-A) = y(x).

.Co
Here,

y(x) = [x(@+2f)—F]In|1+
1-x_
2
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wherethefunctionsg, ¢, p, g, f, F, and ® have theform
=1y L2 _Xg X, [1=x3
009 = 1-x-7¢, 900 = 3H-3+ =4
f(x) = )_(%_)_(_ 1-x7
2 2

2o
p(x) = J[(L=x)2+ 4] g+ X212,
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a(x) = JI(1-x)7+497g+ X7,

g(l—x+2f)°—2g(1—x) +2x°f°
Soxd(i=x)g+af®

g(1—x+2¢)*~2g(1-x) + 2x’%°
JSoxd-x)g+af?

_ Ak
= =.

Ao

The plots of the function y(x) for different values of
the parameter € are givenin Fig. 4. The function y(x) is
discontinuous at the point x = 0.33; the discontinuity
corresponds to resonance between the FM S wave and
the Alfvén mode.

F(x) =

®(x) =

€
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Abstract—The conditions under which the energy of the electron Langmuir oscillations can escape from the
plasmainto vacuum are determined in the simplest model of aplane slab of an inhomogeneous cold magnetized
plasmain auniform magnetic field. © 2003 MAIK “ Nauka/Interperiodica” .

1. For oscillations of an inhomogeneous plasmain a
magnetic field, the surface at which the oscillation fre-
quency w is equal to the electron Langmuir frequency
Wye Plays an especially important role: at this surface,
whose vicinity is an opaque region, the polarization of
oscillations changes and theray trajectories have singu-
larities. In what follows, such a surface will be referred
to asacritical surface. Although the phenomena occur-
ring close to the critical surface have been investigated
primarily in connection with the problem of launching
microwave energy into adense plasma, they are al so of
interest from some other viewpoints. In particular, they
provide new insight into the problem of the escape of
microwave energy from a turbulent plasma. Thus, in
[1], it was established that, when el ectromagnetic oscil-
lations approach the critical surface, they can transform
into electron Langmuir oscillations. (In a cold plasma,
the frequency of the electron Langmuir oscillations is
equal to w,; hence, they should be localized at the crit-
ical surface.) Of course, the oppositeis also true: elec-
tron Langmuir oscillations propagating away from the
critical surface change their nature and transform into
electromagnetic oscillations. In [2], in studying the
plasma in an open confinement system, it was shown
that the energy of electron Langmuir oscillations can
escape into vacuum as a result of this conversion pro-
Cess.

In the present paper, the question about the evolu-
tion of the electron Langmuir oscillations in an inho-
mogeneous plasma is treated by using the simplest
model of a plane plasma slab in a uniform magnetic

field. It is shown that, when the refractive index N = k_(:):

is less than a certain value N,,,,, the electromagnetic
oscillations into which the electron Langmuir oscilla-
tions are converted when moving away fromthe critical
surface escape into vacuum. For N> N,.., €lectromag-
netic oscillations propagating in an inhomogeneous
plasma eventually reach the plasma resonance surface
(the upper hybrid resonance), at which they are

absorbed. Here, N, = Ojf’w when the plasma

e

oscillation frequency is higher than the electron cyclo-

(e

tron frequency w,, and N, = when w < w,.

e

These results may be useful in interpreting the data
from experiments aimed at investigating the oscilla-
tions of nonequilibrium plasmas, in particular, plasma
penetrated by an electron beam. Theoreticaly, the
beam is expected to preferentially excite potential elec-
tron Langmuir oscillations. In experiments, however,
nonpotential plasmaoscillations, in particular, helicons
(whistlers), were observed both inside and outside the
plasma[3-6]. The results obtained in the present paper
show that, when the electron Langmuir oscillations
excited by an electron beam propagate away from the
critical surface, they should transform into electromag-
netic oscillations. In turn, electromagnetic oscillations
may or may not escape from the plasma, depending on
the plasma parameters and the value of the refractive
index. Previoudly, both nonlinear (see, e.g., [4, 7]) and
linear [8, 9] mechanismsfor the conversion of potential
oscillations into electromagnetic ones were invoked to
explain the energy emission from a nonequilibrium
plasma. The linear mechanism is associated with the
penetration of oscillations through an opaque region
that separates the region from which the oscillations
escape into vacuum from the region that is adjacent to
the plasma (upper hybrid) resonance surface and in
which the oscillations become potential.

2. It is convenient to analyze plasma oscillations in
amagnetic field by using the following dispersion rela-
tion and the following expression for the polarization of
oscillations (see, e.g., [10]):

NZ 2
p=1+g L o 10, Mg

20, N e.-NY g -N
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E = (E, E.E)

= congl e N Ny p o
&, —N" e —N"" g - NV

1 _ k,c
Here, N, = —ﬁ(NXiINy), Né = Nf + Nj’ Ny= =

E. = %2 (Ex £ IEy), and E;; = E,, where the subscripts ||
and [0 signify the direction with respect to the main
magnetic field. Dispersion relation (1) and expression (2)
are written in Cartesian coordinates with the z-axis
directed along the main magnetic field. The electric
field components E, and E_ are perpendicular to the
magnetic field and gyrate in the same direction as the
ions (left-hand polarization) and electrons (right-hand
polarization), respectively. The refractive index is rep-
resented in an analogous manner. The rest of the nota-
tion in these two formulas is as follows: €, = 1 —

2 2

pe _ [Wpd] i
(0t o) and &= 1 — 7" . The plasmaisassumed
to be cold, and the ions are assumed to be immobile (by
virtue of the high frequency of oscillations).

Near the critical surface, dispersion relation (1) has
the form

10 Ni(N°-1 O
_D D(Z ) 2 8D’C+8|B = 0! (3)
N*e, .~ N)(e_c—N°)
W, "
wheree, .= are the values of ¢, at the critical

e —

1
surfaceand e .= = (g, .+€&_.) =€, £_.. Foraweakl
Oc 2 +,C ,C +,¢c%—, ¢c

inhomogeneous plasma in which the density varies on
a gpatia scale much longer than the oscillation wave-
length, dispersion relation (1) should be regarded as an
eikona equation that relates the local value of the
refractive index to the frequency.

Generaly, dispersion relation (3) implies that,
regardless of the value of N, the transverse components
of the refractive index should vanish at the critical sur-
face. Along with N, the transverse components of the
electric field also vanish at this surface, in accordance
with expression (2). Consequently, the oscillations that
approach thecritical surface should transforminto elec-
tron Langmuir oscillations. In fact, in a cold magne-
tized plasma, the latter are the only oscillations whose
frequency is equal to wy, regardiess of the value of the
refractive index and whose electric field is parallél to
the main magnetic field. The only exceptions are oscil-
lationswith N? = €, . and N = 1. Oscillations with N* =
€. . are asuperposition of the electron Langmuir oscil-
lationsand circularly polarized ones. At the critical sur-
face, the transverse component of their refractive index

TIMOFEEV

vanishes, asisthe case with electron Langmuir oscilla-
tions. However, in contrast to electron Langmuir oscil-
lations, they freely cross the critical surface at a certain
angle with respect to the normal of the surface. Such
oscillations hold promise for launching microwave
power into a dense plasma (see, e.g., [1]). Oscillations
with N = 1 also can pass through the critical surface.
Their wave vector can point in an arbitrary direction, as
isthe case with electromagnetic oscillations in vacuum,
but their group and phase velocities are different. In
addition, their polarization also differsfrom that of elec-
tromagnetic oscillationsin vacuum [see expression (2)].

3. Let us consider the evolution of the electron
Langmuir oscillations. As was shown above, they
should be localized at the critical surface and their
refractive index is parallél to the magnetic field. When
the plasma density changes in the direction transverse
to the magnetic field, refraction gives rise to the trans-
verse component of the refractive index. As a result,
electron Langmuir oscillations propagate from the crit-
ical surface; simultaneoudly, the transverse component
of the electric field becomes nonzero.

The question naturally arises as to whether this pro-
cess can serve as a mechanism for the escape of the
energy of electron Langmuir oscillations into vacuum.
This question can be answered by appealing to the sim-
plest model of aplane plasmaslab in which the density
gradient is directed at a certain angle x to the magnetic
field. Together with the Cartesian coordinates intro-
duced above, it is convenient to use acoordinate system
(&, v, ¢) with the &-axis directed along the density gra-
dient, so that & = xsinX + zcosX and { = —XcosX +
zsinX. In these coordinates, €, = —&/L near the critical
surface. As the electron Langmuir oscillations propa
gate in a plane-stratified plasma, the components of the
refractive index N, and N, remain constant and only the
component N; varies. The dependence of N; on the
plasma density (the & coordinate) provides insight into
the regions that are transparent to oscillations. At fixed
values of N, and N, this dependence is topologically
equivalent to the dependence N(q,) for oscillationsin a
homogeneous plasma at a fixed angle 6 between the
vector of the refractive index and the magnetic field.
That is why the most usual practice is to present the

2
dependence N*(g,) with g, = %EE (seeFigs. 1, 2). In

a homogeneous plasma, the waves propagating toward
one another have the same value of N¢(q,). For aplane-
stratified plasma, the dispersion curve N¢(g) in the (qe,
N;) plane is generally asymmetric about the abscissa
axis because Vn, is not parallel to B,

Near the critical surface, the squared transverse
refractive index of the oscillations that transform into
electron Langmuir oscillations at this surfaceis approx-

imately equal to Né = (NgsinX — N;cosx )? = const¢.
Consequently, the point of tangency between the dis-
PLASMA PHYSICS REPORTS  Vol. 29
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qe

Fig. 1. N? as a function of the density of a homogeneous
plasmafor w> weand 172 > 6 > 0.

persion curve and the vertical line g, = 1 correspondsto
the electron Langmuir oscillations. The energy of these
oscillations will escape into vacuum if the dispersion
curve that is tangent to the straight line g, = 1 ends at
the ordinate axis, at which g, = 0. For N, = 0, there will
always be points of tangency, regardless of the value
of N;.

Let us analyze a smpler case of oscillations with
w > w,. The dispersion curves Ng(qe) for N, = 0 and for
different values of N, are shown in Fig. 3. The distinc-
tive features of the curves are as follows. Regardless of
the N, value, one of the dispersion curvesin the (ge, N¢)

plane crosses the vertical linege =1 at Ng = (1 - NZZ)”Z.
At theintersection point, therefractiveindex isequal to

one. For N, = /€, .sin, there is no point of tangency
and the two dispersion curves become straight lines,

also crossing the critical surface. These cases have
aready been mentioned above.

According to Fig. 3, the only oscillations that can
escape from the plasma into vacuum are those with

N; < si{ ZC sinX. At the critical surface, these oscillations

are such that N; < si’zc cosX (N < ei{zc). Oscillations
with large N, values belong to the branch of oscillations
that reach the plasma resonance surface, in whose
vicinity they are absorbed because of a sharp increase
in the refractive index. In a plane-stratified plasma, the
plasma resonance surface occurs a Qe =

2 2
W — W,
2 2 2"
W — W, COoS X
For oscillations with w < w,, the pattern of disper-
sion curves in the (ge, N;) plane is far more compli-
cated, because both ordinary and extraordinary oscilla-
tions can reach the critical surface from the side of the

lower plasma density. When propagating along the
magnetic field, extraordinary oscillations becomeright-
PLASMA PHYSICS REPORTS  Vol. 29
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N2

Fig. 2. Sameasin Fig. 1, but for w < w,.

polarized (the electric vector rotates in the same direc-
tion as the electrons). Note, however, that, for x >
arccos(2w./w — 1)72, extraordinary oscillations can-
not escape into vacuum, because in the vicinity of the
critical surface there is only a waveguide channel
bounded along the direction of the density gradient [1].

Thedispersion curves Ng(q,) for w< w, and for w> w,
are not plotted here because, in both cases, they can be
obtained by deforming the corresponding curves in
Fig. 2. Note only that electron Langmuir oscillations

with N, < si{ 2C sin escape into vacuum after their con-
version into an ordinary wave. Analogously, electron
. . . . 12 . 2 .
Langmuir oscillations with €. sinX <N; < €. sinX
convert into an extraordinary wave and al so escape into

vacuum. Oscillations with N, > siji sinX do not escape:

they are eventually absorbed near the plasmaresonance
surface. For w — w,, the maximum value of N, at
which the energy of electron Langmuir oscillations can
escape into vacuum increases abruptly. Note, however,
that, since N = 1 in vacuum and the component N, of the
refractive index of oscillations propagating in a plane-
stratified plasma is conserved, the only oscillations of
interest are those with N, < 1.

4. Whether the energy of the electron Langmuir
oscillations escapesinto vacuum or is absorbed near the
plasma resonance surface depends on the relationship

between N; and N . = sijzc sinX. Because of the effect
of electron thermal motion, these quantities change by
an amount on the order of 3?2, where 8 = v./c and v,
is the electron thermal velocity. The critical density
changes by the same amount. For a nonrelativistic
plasma, these changes are insignificant. The influence
of thethermal effectson the shape of theray trajectories
near the critical surface is more important.

Thisinfluence can be analyzed by incorporating the
electron thermal motion into dispersion relation (3) and
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Fig. 3. Ng as afunction of the density of a plane plasma slab for Ny = 0 and (a) 0 < Nz <, /e, . sinX, (b) Ny < , /e, sinX, [Ng —
[€. o sinX| < [e, o sinX, (C) Nz = /s+‘ ¢ sinx, (d) /5+, ¢ sinX < Nz <sinx, and (€) sinx < Ng.

resolving the resulting equation in terms of the fre-
quency:

wpeOSD,c Né(N|2|_1)
2 2
2 (Nj-g.)(Nf—€_0)

W= Whe—
4)
+3%€ON|2|BZ,

Where (e = Whe(1 + &/L) and Wy, isthe value of wy, at
the critical surface.

The ray trajectories are described by the following
standard equations of the geometrical-optics approxi-
mation:

Ny = A,
X = BN;, ®)
7= C,N2+C,,

PLASMA PHYSICS REPORTS Vol. 29 No. 8 2003
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z (a
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£ (b
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Fig. 4. Ray trgjectories of oscillations with N,, = 0 near the
critical surfacefor (8) C, =0, (b) C;C, >0, and (c) C,C, <0.

i N -1
whereA:—mSi'_nX,B: 2( I )wzeg,c C =
(N =€) (N =&, )
N D 2 wZ D
2 2|| 2 2|:(N|| - 1)2 + Z—Zmeﬂc’
(Nj—&.0) (Nj—¢, )1 We —w [

C, = 3wN,3%. The variationsin the longitudinal compo-
nent of the refractive index are neglected (which is
valid at short distances from the critical surface). All
guantitiesthat have the dimension of length are normal-
ized to c/w.

Equations (5) yield
N, = At,
X = Bt2/2,
z = C,t*/3+ Cyt.

In the (x, 2) plane, the ray trajectories have the form
(seeFig. 4)

I+

3/2 1/2
zZ= 21[2—)9 iCZDZ)G .

3 00O OO

For C, = 0 (which correspondsto acold plasma), the
ray trajectories are semicubical parabolas [1]. Hence,
near the critical surface, electron Langmuir oscillations
propagate across the magnetic field; i.e., their group
velocity and wave vector are mutually perpendicular.
This property is characteristic of the potential oscilla-
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tions of a cold plasma. Piliya and Fedorov [11] estab-
lished that this is also true of oscillations near the
plasma resonance surface, at which N — o. The
effect of the electron thermal motion is that the group
velocity of the electron Langmuir oscillations becomes
nonzero. Asaresult, the cusps of theray tragjectoriesare
smoothed, in which case the trgjectories in the vicinity
of the critical surface form loops, provided that the con-
stants C, and C, have opposite signs.

In conclusion, note that the energy of the electron
Langmuir oscillations can escape into vacuum via this
mechanism only from a magnetized plasma. In fact, a
decrease in the magnetic field has two consequences.
First, the resonance surface whose position is given by

W - ooi .
Js = ——— 5 approaches the critical surface.
W — W, COoS X
This should result in the absorption of Langmuir oscil-
lations. Second, asthe magnetic field decreasesto zero,
W
€ o= <— also tends to zero and the range of val-
’ Wt W
ues (at the critical surface) of the refractive index for
oscillations that can escape into vacuum shrinks to a

point.
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Abstract—A study is made of the effect of the parameters of a beam and a plasma-filled waveguide in a trav-
eling-wave tube amplifier on the stability of the amplification regime against the excitation of ion acoustic
waves by the microwave ponderomotive force. It is shown that, in such an amplifier, the stability of the ampli-
fication of a microwave can be achieved by simultaneously increasing the density and energy of the electron

beam. © 2003 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

A number of experiments on microwave generation
and amplification by electron beams propagating in
plasma-filled waveguide structures revedled a deep
low-frequency self-modulation of the output micro-
wave signa [1-3]. In [3-5], this self-modulation was
attributed to the plasma nonlinearity, which manifests
itself in the interrel ation between the conditions for the
generation of microwave fields in the plasma and the
plasma parameters. Thus, a microwave ponderomotive
force arising from the spatial variations of the ampli-
tude of the microwave that is synchronized with the
beam can substantially distort an originally uniform
longitudinal plasmadensity profile. Because of the res-
onant nature of the beam instability, this effect changes
the amplitude of the amplified wave. Moreover, a
microwave ponderomotive force whose strength
exceeds a certain threshold gives rise to ion acoustic
waves in the plasma. The ion acoustic waves so gener-
ated propagate in the direction opposite to the propaga-
tion direction of the beam, thereby giving rise to dis-
tributed feedback and changing the microwave ampli-
fier into a generator of low-frequency waves.

The simplest version of the mathematical model
proposed in [3-5] contains a single parameter, whose
value characterizes the degree to which the plasmanon-
linearity influences the devel opment of the beam insta-
bility. When the parameter islarge, propagating intense
ion acoustic waves induce a deep (up to 100%) modu-
lation of the amplitude of the amplified microwave.
One of the consequences of this modulation is a signif-
icant decrease in the time-averaged amplitude of the
output signal from atraveling-wave tube (TWT) ampli-

fier. The value of the parameter depends on the param-
eters of the beam and plasma-filled waveguide struc-
ture. That is why knowledge of this dependence is
important for the development and creation of particu-
lar devices with the desired output parameters. In other
words, the problem is to determine the parameter
ranges of the beam and plasma-filled waveguide struc-
ture within which the plasma nonlinearity plays an
essential role. Here, this problem is solved for a TWT
amplifier with a slow wave structure in the form of a
cylindrical magnetized waveguide partially filled with a
magnetized plasma.

2. ANALYTICAL CALCULATIONS

First, we briefly outline the mathematical model
proposed in [3-5].

For n, < n, (where n, and n, are the beam and
plasma densities, respectively), the growth rate ok of
the beam instability isdlow (8k < k, wherekisthewave
vector of amicrowave) and the longitudinal component
of the electric field of the amplified wave can be repre-
sented as

E(r,zt) = Ey(z t)G(r)exp(ikz—iwt) + c.c.

Here, E\(z t) is a slowly varying complex amplitude
and the function G(r) describes the dependence of the
field of the eigenmode of the waveguide structure on
the radial coordinate r. The frequency w of the wave
and its wave vector are related by the resonance condi-
tion w=kv,, where v, istheinitial velocity of the elec-
tron beam.

1063-780X/03/2908-0688%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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The mathematical model is based on the equations
for the excitation of a microwave by an electron beam
in an unsteady inhomogeneous plasma,

21

1 —i9 (60 Q)

Zo
U
Z+|%] '!ndZEs = _E[,([ dd,,

2 .
‘U; = Re(ee?),
¢
and the equations describing the behavior of the slow,
small perturbations of the plasma density and velocity
under the action of the microwave ponderomotive
force,

on 0 _ o ou,on __df
0T OZ 0T 0C oC -’

Here, ( = 6k z|sthedimensionleﬁIongitudinal coordi-
E,G(0)

mvthSk2

tude; ¢ = w(z/v,—1) isthe phase of abeam electroninthe
wave; ¢, istheinitial phasein theinjection planez=0 for

k » avph@n v
26kv 0w, On, ' ¢
the changes in the dimensionless densty and velocity

of the plasma under the action of the microwave pon-
deromotive force, where the superior bar stands for

averaging over the plasma cross-sectiona area S, ( f=
(fs G*fdS)( [s G%ds) "
P P
malization indicated; vy, is the phase velocity of the
microwave; and ¢, is the distance corresponding to the
linear amplification stage. The expression for the spa-

tia growth rate of the beam instability in a homoge-
neous plasma has the form

nate; € = is the dimensionless wave ampli-

the beam; (N(¢, 1), U, 1)) = == are

with the corresponding nor-

1/3
. SG(0) J'sz%
Sk = -k 5 5 (1)
- XE k@D o
O 0
0 0

where S, and §, are the cross-sectional areas of the

waveguide and beam, respectively; wy, = D% is
eYb

the beam plasma frequency; D = D(w, k, np) is afunc-
tion whose zeros determine the dispersion of the eigen-
modes of the system; and y,= (1 - v § /22 istherela
tivistic factor of the beam.

The conditions under which the above equations are
valid were described in detail in [3-5]. Here, note only
PLASMA PHYSICS REPORTS  Vol. 29
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that, in the cases that may be of interest for microwave
electronics, the inequality v, > ¢, (where vy is the

group velocity of the microwave, ¢, = ,/T./M istheion
acoustic speed, T, is the plasma electron temperature,
and M isthe mass of aplasmaion) issatisfied by alarge
margin. This alows us to describe the wave excitation
by time-independent equations, in which case the
unsteady nature of the plasma in the structure can be
accounted for through the parametric dependence of
the plasma density perturbations dn, on the dimension-
lesstimet =0k - cdt.

In the case in which the beam velocity and density
at the entranceto the system (¢ = 0) are constant and the
field amplitude |}, is prescribed, the initial conditions
for the equations describing the excitation of a micro-
wave have the form

(0, 1) = [elo, ¢(0,T) = ¢,
6?(0 T) =0, 0<dy=s2m

The set of plasma transport equations is supple-
mented by the following boundary conditions at the
entrance (left) end of the waveguide structure (¢ = 0)
and at its exit (right) end ({ =1 = 0k - L, where L isthe
dimensional length of the system):

(1+y)n(0, 1) + (1-y)u(0, 1) = 0,
(L+y)n(l, 1) =(1-yju(l, 1) = 0,

with y being the reflection coefficient of the ends of the
system for an ion acoustic wave.

The parameter

O‘N

[6_143
2T, Okl

:T

A =D

_p
Vo 6

p

1 (2)
4 P 2, M
XIG (r)dsG (O)J'G (r)dsg
0 2 0

isthe main parameter of the model. At a certain critical
value of this parameter, A = A\, the steady-state operat-
ing regime of a TWT amplifier becomes unstable and
the amplifier begins to operate in a self-modulation
regime. Numerical simulations show that, for a TWT
amplifier operating in a nonlinear regime, the critical
value of the main parameter is essentially independent
of the boundary conditions and is approximately equal
toA.= 1.

Now, we proceed to the solution of the problem in
guestion—determination of the dependence of the
parameter A on parameters of the beam and a
waveguide partially filled with a magnetized plasma.

Using the resonance condition w= kv, we write the
following expressions for the function G(r):

G(r) = Jo(kpr), 0<r<R;
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Fig. 1. Plot of the function ®(R,/Ry).

G(r)
_ _lo(kyr)Ko(ky Ry) —To(ky Ra) Ko(k, )
lo(ky Rp)Ko(ky Ry) = To(ky, Ry)Ko(ky Rp)
R,sr<R,.
Here, J, |y, and K, are Bessdl functions; k, = k/y,; k, =
(—€) kY and gy =1 — wi /oY isthe plasma permittiv-

ity. The dispersion relation of the eigenmodes of amag-
netized plasmawaveguide has the form (see, e.g., [6])

Ji(kyRy)
PJo(k,Rp)

I 1(kv Rp) Ko(kv Rw) + IO(kv Rw)Kl(kv Rp)
“To(k, Rp)Ko(k, Ry) = To(k, Ry)Ko(k, Ry)’
where J,, |, and K, are Bessel functions.

From formulas (1)—«3) we obtain the following
expression for the parameter A in the case of a magne-
tized plasma waveguide:

Jo(k,Ry),

k
3)

=k

1

Jo (K, RyX) xdlx
czans ys -1 '([

VINRE v Ja(k,R,)(1+F?)®

A= 4)

where

= c(yi - 1)”2/ Row,
I O(kv Rp) KO(kv RW) =1 O(kv Rw) K0(kv Rp)

with vy = (2T,/m)!? being the thermal velocity of the
plasma electrons.

Notethat the explicit dependence of the parameter A
on the beam density, beam radius, and plasma temper-
ature isgiven by expression (4). The dependence on the
plasma density, plasma radius, waveguide radius, and
the energy of a relativistic beam is more difficult to
obtain. The corresponding expressions derived analyti-

BLIOKH et al.

cally and calculated numerically will be presented
below.

Dispersionrelation (3) hasnsolutions(n=1,2, 3, ...)
describing eigenmodes with different radial numbers.
The solution w, = w,(k) liesin theinterval between the
roots with the same number of the functions J;(k,R,)

and Jo(kpRp).

An electron beam can excite an eigenmaode with the
frequency (k) when the Langmuir frequency of the
plasma electronsis higher than the threshold frequency

©ons

Won(An) = AT N, (A)/M = Aoclys —1) IR, (5)

where the numbers A, are solutions to the equation

Jo(An) _ Ry
i A In=2, ()

R
p
Expression (5) and Eq. (6) imply that the threshold
plasma density decreases as the ratio of the waveguide
radius to the radius of the plasma increases.

From formulas (3) and (4) we can easily deduce the
critical value of the parameter A:

Wy Ry P
H2=2H o, (M), @)

EbVTyb

where @, being a function of the ratio of the radii, is
defined by the expression

An(An) =

)\ﬂ
J'Jg(x) xadx
B (Ag) = 52

[J'Jg(x)xdx}

The range of changes of the function ®, for then=1
radial mode differs fundamentally from that for the
remaining modes. Thus, the function for the first radial
mode increases from ®,(y, ;) a R, = R, to infinity for
large values of theratio of the radii (with the asymptot-
ics®, =In(R,/Ry). Here, y, ; isthefirst root of thefunc-
tion Jy(X). The plot of this function is shown in Fig. 1.
For modes with the radial numbers n = 2, 3, ..., the
functions @,, vary within fairly narrow intervals, from
Dn(Yo.n) & Ry = Rp 10 P(y; n) a Ry > Rp Here, yi n is
the nth root of the function J,(x).

This analysis shows that, at a fixed plasma radius,
thecritical value of the parameter A for all radial modes
increases with waveguide radius. The range of A, val-
ues narrows with increasing mode number.

For awaveguide fully filled with plasma (R, = R,),
the expression for the parameter A that isvalid over the

.. ®)
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entire wavelength range can be derived from definition
(4) and Eq. (3):

A = /\f - n(Vo n) (9)

n(yO n)
As can be seen from expressions (5), (7), and (8), the
critical value /\; is independent of the plasma radius.
The parameter A increases linearly with the plasma
density; the rate of increase d/\/an, is proportional to
the cross-sectional areaof the plasmaand decreases for
modes with larger radial numbers.

For a waveguide partially filled with a plasma, an
explicit dependence of A on the parameters of the
waveguide structure can be obtained analytically only
for long- and short-wavelength modes.

2.1. Long-Wavelength Modes

The term “long-wavelength mode” can be intro-
duced through a comparison with the characteristic
radial scale in the waveguide. When the plasmaradius
R, and thewaveguideradius R, are of the same order of
magnitude, the condition for the wavelength to be long
isk, R, < 1. When theradii are markedly different, the
wavelength can be regarded as being long under the
conditionsk, R, < 1 andk, R, > 1, which indicate that
the wavelength is large in comparison with the plasma
radius but is short in comparison with the waveguide
radius. When the plasma and waveguide radii are close
to each other, the characteristic transverse dimension is
the width of the vacuum gap; in this case, the condition
in question hastheformk, (R, - R,) < 1.

We will work under the condition k, R, < 1. Using
the solution to dispersion relation (3) in this approxima-
tion, we obtain the following expression for the param-
eter A\:

n
A = A+ S =L+ W) (10

Since the expression for the function W, is fairly
involved, we will not write it out here and restrict our-
selves to a graphic representation of this function for
the first radial mode (see Fig. 2). As can be inferred
from thisfigure, the condition W, < 1 issatisfied for all
possible ratios of the waveguide radius to the plasma
radius. Analogous conditions hold for the remaining
modes. Consequently, with a high degree of accuracy,
we can set

N = Na(An) = (11)

n(7\n)
It is easy to see that this expression is a generalization
of expression (9) to an arbitrary ratio of the waveguide
and plasmaradii. Formulas (5), (9), and (11) show that
the larger the ratio of these radii, the higher the rate at
which the parameter A increases with plasma density.
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Fig. 2. Plot of the function W (R,/Ry).

On the contrary, the larger the mode number, the lower
therate.

We consider aplasmawaveguide structure with very
different waveguide and plasmaradii, R, > R,. Recall
that this case can be described by the conditions
k,R, < 1 and k,R, > 1. According to the dispersion
relation, these two conditions are equivalent to

Mh(An) <A InI;W

P p

For the plasma density range determined by condi-
tions (12), we substitute the solution to dispersion rela-
tion (3) into formula (4) to obtain the following expres-
sion for the parameter A:

A< o (12)

A = A0 FE 1 w0) + w,008
- 13
g, %0
s
where
Wiy = n1s MO

2 Jo(x)xdx

{

Expression (13) can be simplified by using therela-
tionship A7 = 2(InR,/R,)"" < 1, which follows from
Eg. (6), and by taking into account formulas (5), (7),
and (8). As aresult, to zero order in the small quantity
ianVbRu]

i R e
can see that the parameter A is mdependent of the

waveguide radius and decreases as the plasma density
increases.

An expression (13) reducesto A =
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For awaveguide of large radius, the local maximum
N,.x CaN be estimated by equating expressions (11) and
(13):

0O 32\
P = AyAn) 0+ 20 (14)
0 20

Thisformulaimpliesthat, in thelimit In(R,/Ry) —= 0,
the maximum valueis A\, = An(Ap).

Now, we consider a waveguide structure in which
the plasma and waveguide radii differ only dlightly, 6 =
R./R,— 1 < 1. This condition allows us to consider a
wider range of wavelengths in comparison with that in
the case analyzed at the beginning of this section
(k,Ry << 1). The reason is that, for such a waveguide
structure, the condition for the wavelength to be long
has the form k, R,0 < 1. As follows from dispersion
relation (3), thisis equivalent to the condition

(15)

For plasma densities satisfying condition (15), we
obtain

A = A(1+23). (16)

A comparison of this expression with that for a
waveguide fully filled with a plasma shows that, for
long-wavelength modes excited in the waveguide at
hand, the parameter A again increases linearly with the
plasma density but at a higher rate.

2.2. Short-Wavelength Modes

Here, we will assume that the condition k, Rymin{ 1,
0} > 1 issatisfied, which, according to dispersion rela-
tion (3), isequivalent to

N, o 1
nn(yo, n) yg n mln{ 1, 62}
From formula (4) and dispersion relation (3), we obtain

O /
/\ - /\f|:ﬂ-+i nn(yo,n)+
0 VYon Ny

This expression shows that, for short-wavelength
modes, the parameter A is independent of the
waveguide radius. Since, in the limit n, — oo, the
wave field is nonzero only inside the plasma and, to
zero order in the small parameter 1/n,, the dispersion
relations for awaveguide fully filled with a plasmaand
for an open system (without a waveguide wall) are the
same, it might be expected that the straight line A¢
described by formula (9) would be the asymptote of
dependence (18). Thisis not the case, however. In fact,
the contribution to /\; from the second term on the right-
hand side of formula (18) increases with the plasma

(17)

__8_nn(y0,n)g
Yoo M O

(18)
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density, so that the difference A — /\; increases in abso-
lute value. Nevertheless, dependence (18) and straight
line (9) are asymptotically close to each other, because
the relative difference (A — /\;)//\; decreases as the
plasma density increases.

For awaveguide of largeradius (R, > R;), the local
minimum A, can be estimated from expressions (13)
and (18):

O JZA)D A, ®(A,) 142
/\min:4/\n n |:II-+ _D_ . 19
(VOY )D JS()\n)DVo,n[q)n(Vo,n)} (19)

In the limit In(R,/R;) —= o, we can estimate this
quantity for the first radial mode as A,;, = 3/\.(Yo, 1)-

Summarizing the results obtained in this section in
investigating the dependence of the parameter A on the
plasma density for different values of the ratio of the
plasmaradius to the waveguide radius, we can draw the
following conclusions. The critical value A, increases
asthisratio becomes larger and decreases as the radial
mode number increases. The larger the ratio of the
radii, the larger the amount by which A, decreases. The
rate d/\/dn, at which the parameter A increases with the
plasma density also becomes lower as the mode num-
ber increases. For a waveguide structure with a large
value of the ratio of the waveguide radius to the radius
of the plasma, the rate at which the parameter A
decreases in a narrow range of plasma densities is
essentially independent of the radial mode number.

Now we address the question of how the parameter
N\ depends on the beam energy. The above formulas
show that the critical value of this parameter and (to an
even greater extent) the rate at which it changes with
increasing plasma density depend on the beam energy
in an extremely nonlinear fashion. As the beam energy
increases, the parameter A decreases abruptly. It might
seem that this provides an efficient way of stabilizing
the amplification of a microwave in a TWT amplifier.
However, it isimpossible to achieve the desired stabili-
zation effect merely by increasing the energy, because
doing so will reduce the amplification coefficient. In
fact, the maximum amplitude of the wave excited by a
beam in aplasmawaveguideisknown to be determined
by the trapping of the beam electrons by the field of the
excited wave and, to within a numerical factor on the
order of unity, is approximately equal to E , =

3¢y,2
mv 0k
ew

tion (3), we can readily show that the maximum ampli-
tude of thewave excited at agiven frequency w depends

on the beam parameters as E,,,, ~ (w:/ys )*3. Here and

. Using expression (1) and dispersion rela-

below, to simplify the formulas, we assumethat y; > 1.

Hence, the requirement that the amplification coef-
ficient, at least, should not decrease as the beam energy
increases is equivalent to the conservation of the quan-
2003
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Fig. 3. Dependence A(ny) for R,/Ry = 1.2. The solid curve
was computed numerically, and dashed curves / and 2 were
calculated from formulas (16) and (18), respectively.

tity wﬁ/yﬁ. This indicates that the energy of the beam

should be increased simultaneously with its density.
Hence, according to the above formulas, the behavior
of the parameter A can be described as follows. The
critical value of this parameter decreases in proportion

to ~yg2 and the rate at which it increases with plasma

density is proportional to —0A/on, ~ 1/y§. For a
waveguide with InR,/R, > 1, the rate at which the

parameter A decreasesin anarrow range of plasmaden-
sities remains essentially the same.

3. NUMERICAL RESULTS

Numerical calculations were carried out for the
parameters of the experimental device used in [3] to
investigate the salf-consistent dynamics of the plasma
and the microwaves generated in it by an electron
beam. The device was a 12.5-cm-radius metal
waveguide placed in a uniform guiding magnetic field
with an induction of 1.5 kG. An electron beam with a
current of 50 mA, an electron energy of 1 keV, and a
radius of 1 cm was injected into the neutral gasfilling
the waveguide. The plasmawas produced by the impact
ionization of aneutral gas by the beam electronsand, in
a sufficiently strong microwave field, by the conven-
tional ionization processes occurring in abeam—plasma
discharge. The plasmaradius essentially coincided with
the beam radius. The only parameter that was varied in
the experiments was the neutral gas pressure, and, con-
sequently, the plasma density.

For numerical calculations, we chose the first radial
mode because this modeis the first to be excited by the
beam as the plasma density increases. Figures 3-5
show the parameter A calculated numerically from for-
mula (2) as a function of the plasma density for three
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Fig. 4. Dependence A(ny) for R/R, = 3.0. Solid curve /
was computed numerically, and dashed curves 2 and 3 were
calculated from formulas (18) and (11), respectively.

different values of the ratio of the waveguide radius to
the plasmaradius: Rv/R,=1.2, 3.0, and 12.5. Note that
the last value coincides with that in the experimental
device. The dashed curvesin the figures show the func-
tion A(n,) calculated analytically from formulas (11),
(13), (16), and (18).

As can be seen from Figs. 3-5, the above analytic
expressions provide a qualitatively and even quantita-
tively (in the plasma regions for which they are valid)
good description of the behavior of the parameter A.
Note that, in Fig. 5, the agreement between dashed
curve 4, which is calculated from formula (13), and the
computed solid curve is quantitatively unsatisfactory.
Thisdisagreement stemsfrom thefact that formula (13)
was derived under the condition In(R,/R;) > 1,

16

14} 3t

12

10+ el

1 ]
0 0.3 0.6 0.9 1.2
Ty, 109 ¢cm3

Fig. 5. Dependence A(ny) for R,/R, = 12.5. Solid curve /
was computed numerically, and dashed curves 2, 3, and 4
were calculated from formulas (18), (11), and (13), respec-
tively.
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wheress, in the case at hand, we have In(R,/R,) = 2.5.
Nevertheless, it is evident from Fig. 5 that formula (13)
can serve to estimate the values of the parameter A.
Theresultsof our numerical simulations confirm the
conclusion that the parameter A increases with the
plasmadensity and the ratio of the waveguide radius to
the radius of the plasma. Computations carried out over
the entire range of plasma densities and for all possible
degrees of the filling of the waveguide with plasma
show that the minimum value of A is approximately
equal to the critica value of this parameter for a
waveguide completely filled with plasma, A(Y,, ;) = 3.
Hence, even in the case under consideration—that of a
low-power beam—the values of this parameter sub-
stantialy exceed the critical value A, = 1, at which the
steady-state operating regime becomes unstable.

4. CONCLUSIONS

Our analytical and numerical calculations show that
aTWT amplifier based on a magnetized plasma-filled
waveguideishighly sensitiveto the action of the micro-
wave ponderomotive force. Even with a low-power
beam, it isimpossible to achieve a steady-state amplifi-
cation regime by choosing acertain value of theratio of
the waveguide radius to the plasma radius. In such an
amplifier, the process of amplification of a microwave
can only be stabilized by simultaneously increasing the
density and energy of the electron beam.

Note that it is incorrect to directly apply the results
obtained aboveto TWT amplifiers based on other types
of plasma-filled waveguide structures. In general, how-
ever, the behavior of plasma under the action of the
microwave ponderomotive force should be the samefor
all TWT amplifiersin which the plasmaplays an essen-
tial role. In contrast to a TWT amplifier based on a
plasma-filled waveguide, the phase velocity of amicro-
wave excited in a TWT amplifier based on a hybrid
slow wave structure [2] is determined primarily by the

BLIOKH et al.

vacuum slow wave structure. Consequently, the param-

eter &%‘ in formula (2) will change only dlightly
V on awp

asthe plasma density changes. On the other hand, for a
hybrid waveguide, the function G(r), which describes
the radial structure of the wave, is very sensitive to the
plasma density variations. Hence, for aTWT amplifier
based on a hybrid waveguide structure, the value of the
parameter A should also depend strongly on both the
beam parameters and the parameters of the waveguide
structure [see formula (2)].
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Abstract—A self-consistent model is constructed that makesit possible to investigate the formation of aleader
channel in air and the evolution of the channel parametersin the devel oped stage, when the leader isaslong as
several meters or more. Theinitial stage of the formation of the channel is characterized by arapid increasein
the electron density and gas temperature, which is a consequence of the onset of thermal— onizational instabil-
ity. The radius of a fully developed plasma column at the current | = 1 A in air at atmospheric pressure is
R, 01072 cm. Then, because of the gas-dynamic and thermal expansion, the plasmaradius R, increases consid-
erably; asaresult, the electric field and the reduced field E/N in the corresponding parts of the channel decrease.
In the case under consideration, the field in the “oldest” parts of the leader drops to 200 V/cm and even lower
and the reduced field becomes asweak as E/N < 10 Td. In this case, the densities of the main species of neutral
and charged particles at the center of the channel remain close to their thermodynamically equilibrium values.
The results of calculations are compared with the available experimental data. © 2003 MAIK “ Nauka/ I nter pe-

riodica” .

1. INTRODUCTION

The onset of aleader (or the streamer— eader transi-
tion), which is one of the most important stages of the
leader process, is apparently among the least studied
ones [1]. The leader originates near an electrode in the
main channel of the initial burst of a pulsed corona,
where the gasis sufficiently heated by the total current
of the streamers starting from a common base (main
channel). A necessary condition for the onset of each
subsequent element of the leader channel in air is the
heating of the air within the channel head to tempera-
tures of about 15002000 K [2, 3]. For aleader channel
propagating in air with a typical velocity of (1-3) x
10° cm/s, the duration of such a heating process is no
longer than 3 x 107 s[1]. Hence, the gas in the |eader
head should be heated at least at arate of 3 x 10° K/s.

At T = 1500 K, the negative ions are actively
destroyed and the attachment of electrons is balanced
by their detachment at a progressively increasing rate.
Thismakesit possible to significantly increase thelife-
time of the plasma produced [2, 3]. Later, however, it
was shown that the fraction of negative ionsin the bal-
ance of charged particles in the main channel of the
corona is relatively small; hence, an increase in the
detachment rate does not have any important effect on
the channel conductivity [4, 5]. Charged particlesinthe
main channel of a pulsed corona are lost mainly
through electron—ion recombination [1, 4, 5], whose
rate depends substantially on which of the species of
positive ions dominates. As the gas temperature
increases, the complex ions (recombining as a rela
tively high rate) are destroyed and the loss rate of the
charged particles slows down. Hence, it is generally
accepted that, in order for the streamer—leader transi-

tion to occur, it is necessary to heat the cold air in the
streamer channels to temperatures T = 15002000 K
[1-3].

The leader can originate immediately after the ini-
tial burst of a pulsed corona and also after the dark
pause, which can last several microseconds [1, 6, 7].
The onset of the dark pauseisassociated with the weak-
ening of the electric field by the space charge of theini-
tial burst and with the termination of theionization pro-
cesses. The absence of a dark pause indicates that the
weakening of the electric field is partially balanced by
both adecreasein the gasdensity (i.e., thereduced field
E/N is conserved) and the onset of additional ionization
processes in a highly excited hot gas.

The first data on the leader diameter were obtained
with astreak camera[8]. Theradiusof theinitial visible
channel was found to be R, = 0.1 = 0.05 mm. The
dependence of the gas-dynamic expansion of the chan-
nel on the growth rate of the leader current was investi-
gated by Gorin and Inkov [9]. It was found that, when
the current increased linearly, the channel aso
expanded according to a linear law, in which case the
initial radius of the leader was agan R, = 0.1 %
0.05 mm.

In[6, 10], the thermal diameter of aleader channel
in a 1.5-m-long gap was measured by shadowgraphy.
The measured diameter increased from the initial value
2R, = 0.03 mm to values of 1.6-3.8 mm at atime cor-
responding to a transition to the main stage of a spark
discharge. These values characterize the transverse size
of the main energy deposition region. The measurement
error was estimated to be +0.1 mm. At a fixed leader
current, the cross-sectional area of the hot part of the
channel increased linearly with time [10].

1063-780X/03/2908-0695$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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The mean electric field E; is one of the most impor-
tant parameters of the already formed part of the leader
channel. However, the eectric field distribution along
the leader has not yet been measured directly, and the
estimates obtained for the mean field E, from indirect
measurements differ by more than one order of magni-
tude [1]. In the parts of the channel that have just been
formed in air at atmospheric pressure, the electric field
(at T=1500-2000 K) isas strong as several kV/cm [1].
On the other hand, according to the dataof [11], leaders
can bridge a gap of length 150-200 m at an applied
voltage of U, <4 x 10°V, which corresponds to a mean
electric field of E < 200-250 V/cm. It follows from
here that, astime elapses, the electric field in the corre-
sponding cross section of the leader channel can be
greatly weakened.

In early papers[12, 13], the |eader parameters were
calculated under the assumption that the plasma isin
local thermodynamic equilibrium. The models devel-
oped in those papers make it possible to investigate the
evolution of long-lived parts of the leader channel, but
they are incapable of describing the initial nonequilib-
rium stage of the channel formation and the transition
to the final quasi-equilibrium stage. In more recent
works (see, e.g., [2, 3, 14] and other related papers), the
formation of aleader was mostly investigated under the
assumption that charged particles are produced mainly
by electron-impact ionization of molecules. In this
case, the reduced field E/N approaches a quasi-steady
value of about 70-80 Td (1 Td = 107 V cm?), and the
electric field is weakened because the density of the gas
decreases during its heating and gas-dynamic expan-
sion. In[1, 6], it was found that the radius of the leader
channel at a mean current of about I, (11 A amounted
to R, 00.1 cm and the gas temperatureincreasedto T =
50006000 K. In this case, the electron density at

E/N =80 Td was N, = I /(TR eV,,) 02 x 103 cm™?,
which was markedly lower than the corresponding
equilibrium densities (in air at atmospheric pressure,
the electron density at T = 5000 K is 4.9 x 103 cm3,
and, at T=6000K, itisequa t02.14 x 10'* cm [15]).
This circumstance indicates that the kinetic model in
guestion must include the processes that make it possi-
ble to adequately describe a transition to the equilib-
rium stage of the channel evolution, in particular, the
associative ionization reactions

N(*S) + OCP) — NO* + €, (1)

which ensure the production of the bulk of charged par-
ticlesin air at temperatures T = 3000—4000 K.

In modeling the formation of a leader channel and
its subsequent evolution, Aleksandrov et al. [16] used
the following approach. They described theinitial stage
of the channel evolution by a zero-dimensional kinetic
model [17] with a simplified description of the gas-
dynamic processes. They showed that, by the end of
this stage, the densities of the main species of charged
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particles approach their thermodynamicaly equilib-
rium values and that charged particles are mainly pro-
duced in reactions (1). The parameters of the leader
channel in the developed stage were described by a
one-dimensional non-steady-state model for the gas
temperature under the assumption that the densities of
neutral particles are equal to their thermodynamically
equilibrium values and the gas pressure is constant. An
important conclusion obtained in [16] is that the calcu-
lated results are weakly sensitive to the initial condi-
tions, the avail ableinformation on which is scanty. Tak-
ing into account reactions (1) made it possible to ade-
guately describe the experimental data obtained by
Baselyan and Razhanskii [18] for electric field dynam-
ics on time scales longer than 100 ps.

Theinitial stage of the formation of aleader channel
was studied by Temnikov [19], who considered the
heating and gas-dynamic expansion of the main chan-
nel of a streamer corona. He assumed that the time
dependence of the power deposited in the discharge is
prescribed, but did not calculate the discharge parame-
ters. He calculated the maximum initia radius of the
current channel at which the leader can form under the
experimental conditions of [6, 7] and found that it isno
larger than R, < 50-60 um. Note that, in [19], the gas
heating in the reactions of quenching of the electroni-
cally excited atoms and molecules was not taken into
account. In what follows, however, it will be shown
that, under the conditions in question, such gas heating
predominates. Presumably, it is for this reason that the
obtained values of the radius R, are so small.

Hence, the problem of describing theinitial stage of
the evolution of aleader channel has not yet been com-
pletely solved. The model designed to solve this prob-
lem should be based on the gas-dynamic equations and
should incorporate a sufficiently complete set of kinetic
reactions, aswell as the main processes responsible for
gas heating. Such a model should also be capable of
adequately describing atransition from the equilibrium
plasma state to the final quasi-equilibrium state.

The objective of this paper isto construct a self-con-
sistent model that would make it possible to investigate
the parameters of the leader channel in both the stage of
its formation and the developed stage. Another objec-
tive is to test the model by comparing the calculated
results with the experimental data.

2. DESCRIPTION OF THE MODEL

The problem of describing the evolution of the
parameters of a solitary plasma channel is treated in a
one-dimensional axisymmetric geometry. The time
dependence of the conduction current in the channel
cross section under consideration is assumed to be
known. The density of charged particles and the chan-
nel radius R, are assumed to be specified at the initial
time, at which the gasis assumed to be in an unexcited
state.
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In a number of works (see, e.g., [20, 21] and other
related papers), it was shown that the radia profile of
the electron density in a streamer channel is close to a
Gaussian one. The radial distributions of the radiation
intensity and gas density in the main channdl and the
“young” leader are also close to Gaussian [10, 22]. On
this basis, the initial radial profile of the electron den-
sity can be chosenin the form

N,(r) = NSexp[—ERLH] @)

Theinitia radius R, isthe parameter of the problem.
For a given discharge current, the electric field at
each instant of timeis described by the equation

E = | , 3)

00

2neJ’Ne(r)u(r)rdr
0

where N4(r) is the radia electron density profile and
U(r) isthe electron mobility, which is determined by the
radial profiles of the gas density and reduced field
E/N(r).

The kinetic block of the model includes the pro-
cesses responsible for changes in the densities of the
main species of the neutral and charged components,
vibrational excitation, and gas heating in the discharge.
The dependences of the rates of ionization and excita-
tion of the particlesin the discharge on both the reduced
field E/N and the degree of vibrational excitation of
molecules were taken from [23, 24].

The electron density was determined by solving the
bal ance equation

aNe 16(UNe) _ 10 6NGD
at Tt or rar%Da or
+ Ne(vion_vatt) +Qass_Qrec+Qdet' (4)

Here, D, is the ambipolar diffusion coefficient; v, is
the ionization rate; v, is the electron attachment rate;
Q... is the electron-ion recombination rate; Q,,, is the
rate of detachment of the electronsfrom all negativeion
species, such as O(°P) atoms, O,(a'A,) molecules, etc.
[25]; and Q,, istherate of production of charged parti-
clesin the associative ionization reactions [ 26]

N,(A’S]) + Ny(a'sy) — e+ Ny,
5x 107" em’/s,
No(a'Zy) + Ny(a'sy) — e+ Ny,
2% 107 em’/s.

The densities of all other species of charged parti-
cles were determined from analogous balance equa-
tions. Ten species of positive and negative ions were

)
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taken into account: O, , O;, O, - N,, N5, N, , NO*,

O, O,, O3, and O,. The model set of reactions was

based on the set of ion—molecular reactions [25] and
also included the reactions involving the neutral parti-

des NyX'Zy), NyA’E)), NyBMy, NyCMy,

Ny(a'Z,), N(*S), NCD), NCP), 05X, 0,@'Ay),

O(CP), O('D), and O('S). The main reactions and their
rate constants are presented in [25, 27, 28].

Experimental investigations (see [29-31] and other
related papers) made it clear that the gases (nitrogen,
air) are rapidly heated by high-power discharges, in
which case asignificant fraction of the discharge power
is expended on the excitation of the electronic degrees
of freedom of the molecules [28]. The specific heat
release power W; has the form

ey —&o(T)

WT = WE+
Tyt

where W is the specific power of the rapid gas heating
due to the relaxation of the energy of electronic states,
gy isthe energy density of the vibrational excitation of
N, molecules, and 1,5 is the characteristic VT relax-
ation time. Rapid gas heating was described by the
model developed in [28] with allowance for the reac-
tions of predissociation of highly excited electronic
states of oxygen molecules (which are populated via
electron impact or the quenching of the excited states of
N, molecules), the reactions of the quenching of the
metastable atoms O('D) by N, molecules, etc. Account
was also taken of the reactions of the VT relaxation of
the vibrationally excited nitrogen molecules by O(*P)
atoms and O, molecules [32].

According to the data from spectroscopy measure-
ments [1, 6], the gas temperature in the leader channel
can be higher than 50006000 K. In order to describe
the Kkinetic processes occurring in air at such high tem-
peratures, the model was supplemented with the reac-
tions of thermal dissociation of N,, O,, and NO mole-
cules, the rate constants of which were taken from
review [33], and associative ionization reactions (1),

N(*S + OCGP) — NO* + ¢,
k, =1.5x10"5Texp E—g-zi_o—@a cm?/s,

whose rate constant was taken from [34].

The radial expansion of a hot gas channel was mod-
eled by the following set of one-dimensiona time-
dependent equations:

dp , 1dpur

ot r or =0 ©)
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Fig. 1. Dynamics of the main air components excited by a
dischargeat E/N=80Td (U 019.5 kV) and P = 760 torr.
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where p, u, and P are the density, velocity, and pressure
of the gas, respectively, and E; = € + u%/2 with € being
the internal energy per unit gas volume. The depen-
dencese =¢g(p, T) for air over wide density and temper-
ature ranges are given in [15]. The first term on the
right-hand side of Eq. (8) describes the change in the
internal gas energy due to thermal conduction. The
thermal conductivity of air was taken from [35].

The boundary conditions for Egs. (3) and (6)—(8)
were chosen in accordance with the assumptions that
the central dischargeregionisaxisymmetric and the gas
parameters at the outer boundary of the computation
region, r = R, are unperturbed,

NI =9, 9T} =0,
or

r=0 ’ ar r=0
T|,.r = 300K.

The set of Egs. (6)—8) was solved numerically on a
radially uniform grid by using a modified MacCormack
method of second-order accuracy in space and time
[36]. It isworth noting that the numerical scheme used
to solve the equation should, on the one hand, ensure a
sufficiently high accuracy in approximating the solu-
tion and, on the other, not produce any oscillating solu-
tions near the discontinuities in the gas-dynamic
parameters (the property of high-accuracy difference
schemes [37]). Under the conditions in question, the
onset of oscillations in the gas density led to oscilla-
tions in the reduced field E/N and the development of
thermal—ionizational instability.

=0, (N

WTI 8)

Nl -r = No,
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3. CALCULATED RESULTS
3.1. Testing of the Model

The kinetic block of the model described above was
tested by calculating the time of breakdown in air, 1,
as a function of the reduced field E/N. The calculated
results were compared with the experimental data
obtained by Larsson [38] in studying the development
of streamer breakdown in a 1-cm-long air gap between
arod and a plane at pressures P = 0.75 and 1 atm, the
applied voltage being U = 17-25 kV. The electric cir-
cuit used in [38] was capable of maintaining a constant
voltage acrossthe discharge gap during the total time of
breakdown. In the model developed here, the electric
field in the discharge gap was calcul ated by the formula
E=(U-Uy/d, where U isthe applied voltage and U, is
the voltage drop at the cathode. According to the calcu-
lations of [39], thelatter parameter under the conditions
of [38] is approximately equal to U, [10.2 kV.

The initial (streamer) stage of the formation of a
plasma channel and the final stage of breakdown of the
discharge gap were investigated numerically by Naidis
[39]. The results obtained in that paper show that the
problem of determining the breakdown time T, under
the conditions of [38] can be treated in terms of a uni-

form model with a given initial electron density (NS O
2 x 10" cm3).

Asanexample, Fig. Lillustratesthe results obtained
from the above model of the evolution of the air com-
ponents excited by a discharge with the electric field
E/N = 80 Td (under the conditions of [38] and for P =
760 torr, this corresponds to an applied voltage of U [
19.5 kV). For other magnitudes of the reduced field
E/N, the calculated time evolutions are analogous to
those shownin Fig. 1.

The main processes that govern an explosive
increase in the electron density are associative ioniza
tion reactions (5). It is aso important to take into
account the effect of the vibrationally excited nitrogen
molecules on the rates of the electron processes whose
thresholds are higher than the mean electron energy
[24]. Thus, asthe degree of vibrational excitation of N,

increases, the rates of population of the N,(A’S.),

N, ( a'lZJ), and other states by electron impact become
markedly higher and, consequently, associative ioniza-
tion reactions (5) proceed faster. Analogous conclu-
sions were reached by Naidis[39] based on the results
of the corresponding calculations.

Figure 2 shows the breakdown time t1,, measured
experimentally [38] and calculated numerically as a
function of the reduced field E/N. (In calculations, the
breakdown time t1,, was defined as the time during
which the electron density becomes ten times higher

thanitsinitial value Ng .) It can be seen that the kinetic
model developed here provides an adequate description
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of the experimental data from [38] over a fairly wide
range of reduced fields, E/N = 75-105 Td. The model
proposed in [39] also agrees well with the experiment.
The dashed curve in Fig. 2 shows the results calculated
without allowance for the effect of the vibrational exci-
tation of N, molecules on the rates of the electron pro-
cesses. As expected, this effect is most pronounced in
the range of low values of the reduced field, E/N < 80—
85Td.

Recall that, in order to calculate the parameters of
the leader channel at high temperatures, the model also
incorporates additional processes that are responsible
for a transition to the final quasi-equilibrium plasma
state. Figure 3 displays the equilibrium densities of the
neutral and charged particles as functions of the air
temperature at the pressure P = 1 atm. The symbols
show the experimental data of [15], and the curves
show the calculated results. The model proposed hereis
seen to well describe the data of [15] in the temperature
range T = 4000-7000 K.

The gas-dynamic part of the model was tested
against the results of solving the problem of the evolu-
tion of a plane discontinuity [40]. At the initia instant,
the coordinate of the discontinuity was x, = 80. To the
left of the discontinuity, theinitial normalized pressure,
velocity, and density of the gas were: P, =480, u, = 0,
and p, = 8, respectively, and, to the right of x,, these
parameterswereequal toP,=1,u,=0,and p, =1. The
decay of the discontinuity resultsin the formation of all
structurestypical of agas-dynamic flow: a shock wave,
a contact discontinuity, and a rarefaction wave [40].
The results of calculations of the gas density profile
formed at the time t = 4 are illustrated in Fig. 4, in
which the solid curve shows an analytic solution. We
can see that the analytic solution adequately reflects al
of the structures of the flow. The shock wave spreads
out over two grid step sizes, and the contact discontinu-
ity (at x=113.3) spreads out over fiveto seven grid step
sizes. It isimportant to note that the numerical solution
does not oscillate near the discontinuities in the gas-
dynamic parameters.

3.2. Modeling of the Initial Stage of the Formation
of a Leader Channel

The results presented in this section were obtained
from numerical calculations of the parameters of the
channel that forms in an air at atmospheric pressure
under the action of a pulsed corona discharge ignited
between a sphere and a plane [6]. Figure 5 shows the
measured waveform of the current near a spherical
anode with a diameter of 12.5 cm for the case in which
the leader channel originates from the main channel of
apulsed coronawithout adark pause[6]. In[2, 19, 41],
the maximum initial radius R, of the current channel
under the experimental conditions of [6] was deter-
mined by assuming that, for t = 120 ns, the gas temper-
ature islower than 1500-2000 K. According to [2, 19],
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Fig. 2. Dependence of the breakdown time 1, inair on E/N.
The symbols show the experimental data from [38], the
solid curve is calculated from the complete model, and the

dashed curve is calculated without allowance for the effect
of the vibrational excitation of N, molecules on the rates of

electron processes.
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Fig. 3. Equilibrium densities of neutral and charged parti-
clesvs. air temperature at P = 1 atm. The symbols show the
data from [15], and the curves show the calculated results.

these conditions are favorable for the formation of the
leader channel immediately after the initial burst of a
pulsed corona (without any significant dark pause). In
[2, 41], the maximum initial channel radius was found
tobeR, (1100 pm, and, in [19], it wasfoundto be R, <
50-60 um. In the present paper, the gas-heating dynam-
ics at the discharge axis was calculated for the dis-
charge-current evolution observed in [6]. The results
calculated for differentinitial radii R, of the channd are
presented in Fig. 5. On time scales of t = 120 ns, the
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Fig. 4. Decay of adiscontinuity with the parameters x, = 80, y=5/3,u; =u, =0, p; =8, p, = 1, P; =480, and P, = 1. The solid
curveisan exact solution [40Q] at t = 4, and the circles show the results of our calculations.

condition T = 2000 K is satisfied for Ry~ 0.4 mm.
Since the gas-heating rate depends strongly on R,

(Fig. 5), thevalue Ry can be determined with afairly
high accuracy.

Figure 6 demonstrates the results of calculations of
the dynamics of the reduced field E/N and the energy
deposited in the axial region of the plasma channel for
the condition of [6]. One can see that, near the axis, the
energy is deposited mainly at reduced electric fields of

Current, A Temperature, K
12k ° , 42800
-2400
10
5 -2000
8 11600
6k 1200
-1800
4 -
-400
1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 16
Time, ns

Fig. 5. Dynamics of the current in the main channel of a
pulsed corona[6] and results from calculations of gas heat-
ing at the discharge axis for R, = (1) 0.4 and (2) 0.45 mm.

E/N = 65-75 Td and the energy input amounts to W [J
3 eV/mol.

The formation of the main channel of a pulsed
coronain air under the conditions of [6] was simulated
numerically by Aleksandrov and Bazelyan [42]. They
used a quasi-two-dimensional model that includes a
fairly complete set of plasmochemical processes and
takes into account the ionization expansion of the chan-
nel; the heating and gas-dynamic expansion of the
channel were neglected. The model developed in [42]

E/N, Td Energy input, €V/mol
140+
0 13.0
120+ EIN
12.5
100
2.0
80+
41.5
601
41.0
40+
ol 40.5
1 1 1 1 1 1 1 1 _O
0 20 40 60 80 100 120 140 160 180

Time, ns

Fig. 6. Time evolutions of the reduced field E/N and the
energy deposited at the discharge axis for the conditions of
Fig. 5and Ry = 0.4 mm.
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Fig. 7. Dynamics of the air components for the conditions
of Fig. 5. The dashed curves show the results of calculations
from aquasi-two-dimensional model with allowancefor the
ionization expansion of the channel [42].

provides both an adequate description of the discharge-
current evolution observed in [6] and a qualitatively
correct picture of the propagation of the front of the
secondary ionization wave, which formsthe main chan-
nel of the corona (the corresponding experimenta data
were obtained in [43] for conditions anal ogous to those
of [6]).

The time behavior of three air components at the
discharge axis is illustrated in Fig. 7, in which the
dashed curves show the results obtained in [42] and the
solid curves show the results of the present calcula-
tions. Theresults are seen to agreefairly well. The den-

sities of the NL(A’S)) and N,(@'S,) molecules

amount to (3-5) x 10'® cm™; as a result, the role of
associative ionization reactions (5) involving these
molecules substantially increases. It should also be
noted that the degree of dissociation of oxygen mole-
cules near the discharge axis is high: the density of
O(CP) atoms is higher than 4 x 10'® cm=. As a conse-
guence, the negative and complex positive ions are rap-
idly decomposed in the reactions [25]

N, + OCP) —»> O* +2N,, 2.5 x 10710 cm?/s,

O, +OCP) — O, +0;, 3 x 10712 cm?/s.

Figure 8 shows the results of calculations of the
dynamics of the relative densities of complex ions,

[0, + N, 1/[O; + N, and the effective electron—ion
dissaciative recombination coefficient B,

+

E BionNion.
> Nin
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Fig. 8. Time evolutions of the relative content of complex
ions and the effective recombination coefficient (B at the

discharge axis for P = 760 torr and R, = 0.4 mm.

We can see that, for t = 30 ns, the relative densities of
the complex ions are such that [0, + N, ] > [O, +

N, ] and the recombination coefficient is almost con-
stant, B Llconst; adlight increasein 3, after 100 nsis
associated with adecreasein both the reduced field E/N
(Fig. 6) and the el ectron temperature. Complex ionsare
decomposed mainly by the O(*P) atoms rather than as
aresult of gas heating, aswas assumed in [4, 5]. Hence,
the criterion for the onset of the leader channel, T =
2000 K, cannot be associated with a change in the ion

Heating rate, K/s

1010k

10°F

40 60 80

1 1
100 120 140 160 180
Time, ns

108

1
0 20

Fig. 9. Time evolution of the gas-heating rate at the dis-
charge axisin the processes of rapid heating (curve ET) and
in reactions of the vibrational relaxation of nitrogen mole-
cules (curve VT) for P = 760 torr and R, = 0.45 mm.
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Fig. 10. Calculated dynamics of the gas temperature at the
discharge axis for Ry = 0.4 mm (1) with and (2) without
allowance for associative ionization reactions (5).

composition or a decrease in the effective recombina-
tion coefficient.

Recall that, in order to achieve the streamer—| eader
trangition, it isnecessary to heat cold air in the streamer
channelsto 1500-2000 K. Then, in the processes of VT
relaxation of the vibrationally excited nitrogen mole-
cules, the gas temperature in the plasma channel
increases to final values of 5000-6000 K, recorded in
experiments in air at atmospheric pressure. Figure 9
displays the results of calculations of the gas heating
ratesin the processes of VT relaxation of nitrogen mol-
ecules by O(*P) atoms and in the processes of rapid
heating (ET processes). During the current pulse, the
gas temperature increases almost exclusively in the
rapid heating processes, whereasthe effect of VT relax-
ation is relatively small. In this stage (t < 100 ns), the
gasisheated at arate higher than 10'° K/s. Then, asthe
reduced field E/N decreases (Fig. 6), the rate of rapid
heating becomes substantially lower, and the processes
of VT relaxation become dominant. The gas heating
rate in the VT relaxation reactions is about (4-5) x
10° K/s, which is associated with the high density of
O(3P) atoms (by which the vibrationally excited nitro-
gen molecules are rel axed) and the high rate constant of
VT relaxation (for T > 2000 K, it is higher than 3 x
10713 cm?¥s [32]).

In the model developed here, associative ionization
reactions are an important part of the kinetic block. It
isthusinteresting to study how they affect the gas-heat-
ing rate and other parameters of the plasma channel.
Figure 10 presents the results of calculations of the
dynamics of the gas temperature at the discharge axis
with and without allowance for reactions (5). The cal-
culated results show a significant effect of the associa-
tive ionization reactions, which substantially increase
the gas-heating ratein the axial region of the discharge.

1015¢
C 120 ns

1014 |
0 0.1 0.2 0.3 0.4 0.5 0.6

Radius, mm

Fig. 11. Radid profiles of the electron density at two different
times, cal culated with (curves 1, 2) and without (curves1', 2')
allowance for associative ionization reactions.

The reason for thisis the following. Because of a non-
uniform power deposition over the channel radius,

chemically active particles (such as OCP), N(A’s,),

Nz(a'lzj ), etc.) are primarily accumulated near the
channel axis, thereby substantially intensifying theion-
ization processesintheaxial region, whichleadsinturn
to an additional redistribution of the energy input and a
further discharge contraction toward the axis. The latter
phenomenon is clearly seen in Fig. 11, which depicts
the radial electron density profiles calculated with
(curves 1, 2) and without (curves I', 2") alowance for
associative ionization reactions.

Hence, the reactions responsible for rapid gas hesat-
ing and associative ionization reactions are the most
important part of the kinetic block of the model,
becausethey largely govern the parameters of theform-
ing leader channel.

Asthe discharge contracts toward its axis, the effec-
tive radius of the plasma channel decreases. According
to calculations, the thermal radius R, of the channel,
defined asthe radius of the surface at which the temper-
ature is equa to T,,,/1.5, approaches its steady-state
value on time scales of t = 90-100 ns. Thisvalueiscal-
culated to be R,, 0.1 mm, which agrees with the mea-
surement results [6, 9].

3.3. Evolution of the Parameter s of the Leader Channel
in the Developed Stage

Far from the electrodes, the next part of the leader
channel originates from the streamer zone, which, in
the case at hand, is an analogue of a pulsed corona. In
this situation, the leader channel plays the role of the
electrode. The leader current is determined by ioniza-
tion processes in the streamer zone and is weakly sen-
PLASMA PHYSICS REPORTS  Vol. 29
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sitive to the channel parameters[1-3, 6]. Under |abora-
tory conditions, the typical magnitudes of the leader
current are I, = 0.54 A. Most of the calculations
described in this paper werecarried out for I, =1A. The
initial radial profile of the electron density was
described by formula(2), and theinitial radial profile of
the gas temperature was also specified. The remaining
parameters in the initial state were set equal to their
unperturbed values.

Figure 12 illustrates the results of calculations of the
dynamics of the electron density and gastemperature at
the discharge axisfor I, =1 A, P, =760 torr, and T, =
400 K. We can see that, for a time shorter than 300 ns,

the electron density increases to about Ny = (1-2) x

10'® cm™3 and the gas temperature becomes as high as
5500-6000 K. This is a consequence of the develop-
ment of thermal—ionizational instability, which leadsto
discharge contraction. In the hot region with a lower
gas density, the reduced electric field E/N is stronger
and the ionization rate is higher than those in the cold
regions, and the effective electron lossrate is somewhat
lower. As a result, the electric conductivity of the
plasmain the heated region and the specific heat power
released there both become higher, which leads to an
increase in the temperature and the reduced field E/N,
and so on. Theresults of the corresponding calculations
of the evolution of the normalized gas density p/p,
under such conditions are illustrated in Figs. 13 and
14a. From Fig. 13, we clearly seethat anarrow hot |ow-
density channel with acharacteristic radiusR, [J0.1 mm
has already formed at about 300 ns. From this time on,
the values of the reduced electric field at the center of
the discharge and at its periphery differ by a factor of
more than 10.

The gas-dynamic processesin different stages of the
evolution of a leader channel were investigated by
Brago and Stekol’nikov [44] by means of schlieren
photography. They observed that, in the stage of |eader
formation, an axisymmetric shock wave developed and
rapidly evolved into an acoustic wave. An analogous
phenomenon was captured in the calculations illus-
trated in Fig. 13. The onset of shock waves provides
evidence of arapid gas heating during the formation of
aleader channel.

Theeffect of discharge contraction (over thetimeT,)
isthat, onthetime scalest > 1., the channel parameters
are essentially independent of their initial values. Asan
example, Fig. 15 demonstrates the results of calcula-
tions of the electric field dynamics for the same initia
profile No(r) and for different profiles of the gastemper-
ature and density: curve 1 was obtained for T, = 300 K
and p(r) = p,, and curve 2 was obtained for Ty(r) =
300 + 100exp(—r/Ry)? and p(r)/p, = 300/T(r). It can be
seen that theinitial conditions play a significant role on
thetime scales 1, on which the discharge contracts, and
do not influence the channel parameters on longer time
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Fig. 12. Dynamics of the electron density (curves 1, 2) and
gas temperature at the channel axis. The solid curves are
calculated from the proposed model, and the dashed curves
are calculated from the equilibrium model developed in
[16]. Curve 2 shows the equilibrium electron density N, at
the gas temperature calculated here. The calculations were
carriedout for I =1A, Py =760torr, Ry=0.3mm, and T =
400 K.
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Fig. 13. Radia profiles of the gas density at different times:
(1) 0, (2) 0.15, (3) 0.3, (4) 0.6, and (5) 1.0 ps. The calcula
tions were carried out for the conditions of Fig. 12.

scales (t > 1.). Varying the initial radial profiles of the
electron density and gas pressure, as well as the initia
channel radius R, yielded a similar result. Hence, the
calculated results are devoid of uncertainties associated
with the initial conditions.

Among the main reasons why the electric fieldin a
fixed cross section of the plasma channel decreases on
timescales of 0.1-10 us (Fig. 15) areanincreasein the
gastemperature and adecrease in the gasdensity in this
cross section. Thetime1; during which the electric field
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Fig. 14. Radial profiles of the (a) relative gas density and
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for the conditions of Fig. 12.
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Fig. 15. Dynamics of the electric field in a plasma channel
inair at Py = 760 torr. The symbols show the experimental

datafrom [18]. The curves were calculated for Ry = 0.3 mm
and T, = 300 K (curve 1) and for T, = 400 K with (curve 2)
and without (curve 3) allowance for reactions (1).
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rapidly decreases is very sensitive to the initial condi-
tions (primarily, theinitial gas temperature and the ini-
tial channel radius R;). An analysis of the experimental
dataon the electric field dynamics at timest = 1; makes
it possible to draw conclusions about the heating rate of
the leader channel and its gas-dynamic expansion.
Recall that no direct measurements exist for the evolu-
tion of the electric field, and the avail able experimental
data were obtained from indirect estimates. Bazelyan
and Ponizovskii [45] measured the parameters of the
leader channdl in a 1-m-long gap between arod and a
plane at afixed current of I, 1 A. They estimated the
mean electric field in the channel from the formula

U (t) — EsLs(t)
L)

where U(t) is the voltage across the gap, L(t) is the
length of the streamer zone, Eg [0 4.65 kV/cm is the
mean electric field in the streamer zone, and L(t) isthe
length of the projection of the leader channel onto the
discharge axis. The actua length of the channel is
larger than L(t) by approximately 30% because the
channel iscurved[1, 6]. For thisreason, in [45], the val-
ues obtained for E; were reduced by the same amount
(30%). These new data are presented in Fig. 16, which
also shows the results of calculations of E, (1) for R, =
0.4 mm and T, = 300 K. In calculations, as well asin
experiments, the mean electric field in the leader chan-
nel was found to decrease to 1.2-1.3 kV/cm on time
scales of t > 20 us. These values are about a factor of 7
smaller than those obtained in [6] for the same time
scales of the development of aleader. In[1], thisdiffer-
ence was attributed to the large errorsin calculating the
channel head potential U, which was used in [6] to
determine E, (t). The dashed curve in Fig. 16 showsthe
calculated time evolution of the mean (averaged over
the channel length) gas density in the axial region. The
mean electric field E, (1) and the gas density are seen to
decrease amost synchronously; as a result, the corre-
sponding average value (E/N),, changes insignificantly
(by less than 25%).

The parameters of the leader channel are often
described in the isobaric approximation [2, 3, 16]. Fig-
ure 17 illustrates how the normalized gas pressure P/P,
evolves at different distances from the discharge axis.
Despite intense heat release, the gas pressure in the
channel cross section under consideration is equalized
over atime of t = 1 ps. Thereafter, the normalized gas
pressure can be assumed to be about unity, P/P, (1.

On longer time scales, the plasma channel expands
primarily dueto heat conduction. As aresult, the effec-
tive channel radius increases, the specific heat release
power decreases, and the gas in the central region
beginsto dowly cool down (Figs. 12, 14b). Analogous
results were obtained in [2, 16].

The radia profiles of the reduced electric field that
areshownin Fig. 18 were cal culated with (solid curves)

E(t) = )
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Fig. 16. Time evolution of the electric field averaged over
the channel length. The symbols show the experimental
datafrom [45] (seetext for details); the solid curveis calcu-
lated for I, =1 A, Ry = 0.4 mm, and T, = 300 K; and the

dashed curve shows the on-axis gas density averaged over
the channel length.

and without (dashed curves) allowance for ionization
reactions (1). Inthelatter case, the reduced electric field
E/N near the discharge axis is essentialy constant in
time, which agrees with the results of calculations car-
ried out in [2]. The quasi-steady value of the reduced
field calculated here, (E/N)¢ 0 65-70 Td (Fig. 18), is
somewhat lower than that obtained in [2], (E/N)g O
80 Td. Thisdifferenceisattributed to the effect of asso-
ciative ionization reactions (5).

When ionization reactions (1) are taken into
account, the reduced field E/N near the channel axis

Gas pressure P/P,,
28
24-  Py=760 torr

2.0+

1.6+

1.2+

1070 t,s

0.8 1l 1

1077

Fig. 17. Time evolution of the normalized gas pressure P/P
at different distances from the discharge axis: r = (1) O,
(2) 0.1, (3) 0.3, and (4) 0.4 mm.
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decreases with time. As aresult, the role of the electron
impact ionization processes also decreases; i.e., the
charged particles are mainly produced in reactions (1).
Under the conditions in question, the dominant ioniza-
tion mechanism changes on time scales of t = 20 us.
This can be seen, e.g., from Fig. 15, which illustrates
theresults on the el ectric field dynamicsin afixed cross
section of the leader channel (see above). When reac-
tions (1) are taken into account (Fig. 15, curve 2), the
electric field decreases with time and, at t = 100
300 ps, becomes as weak as 100-200 V/cm, which
agrees with the measurement results of [18]. If reac-
tions (1) are neglected (Fig. 15, curve 3), then, under
the conditions adopted here, the field E; approaches a
quasisteady value of about 670 V/cm. Figure 15 also
shows that, for aleader velocity of 2 x 10° cm/s[1-3],
the length of the channel region where the mean electric
fieldisstrong (E, = 1 kV/cm) is smaller than 2 cm. In
theremaining regions of the channel, thefield E_ issub-
stantially weaker; as a result, for leaders longer than
2 m, the mean electric field can be as low as 200-
300 V/cm.

One of the main argumentsin support of the hypoth-
esisthat thermal ionization has no influence on the pro-
cesses in the leader channel is the fact established in
[46]: the current in the leader and its brightness change
nearly proportionally to time. Actualy, if the main ion-
ization mechanism is electron impact ionization, then
the change in the current will primarily influence the
electron density N, while the reduced field will remain
nearly constant, E/N [ const [2, 3]. In this case, the
brightness of the leader, Q(t) ~ N(t)kx(E/N) (Wherekgis
the rate constant of the excitation of radiating states)
should change in amost direct proportion to I, (t). If
more intense ionization mechanisms [e.g., reactions (1)]

Fig. 18. Radia profiles of the reduced electric field E/N at
three different times, calculated with (solid curves) and
without (dashed curves) allowance for reactions (1).
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Fig. 19. Dynamics of the thermal radius of the plasmachan-
nel, determined by the surface at which the rel ative gas den-
sity isequal to p/py = 0.4. The circlesand triangles show the

experimental data from [2] and [10], respectively, and the
curves present the results of calculations with (curve 1) and
without (curve 2) allowance for reactions (1).

operate, then the electron density will be nearly con-
stant, N, [Jconst, and the change in the current will pri-
marily influence the electric field strength E(t). Since
for E/N < 200 Td the rate constant of the excitation of
radiating states depends rather strongly on the reduced
field (ks(E/N) ~ (E/N)* with a = 5 [23]), the dependence
of the brightness on the current should also be strong,
Q(t) ~ 11",

All these considerations apply to the emission from
a certain cross section of the leader channel. It should
be noted that, in [46], the emission from the entire dis-
charge gap was measured. However, this emission is
dominated by the leader head [47], in which the main
ionization mechanism is, of course, electron impact
ionization. Consequently, the results obtained in [46]
give no information about the dominant ionization
mechanism in the cross sections of the discharge chan-
nel that are sufficiently remote from the leader head.

Due to adecrease in the electric field in the channel
at a gas temperature of T = 5500-6000 K, the on-axis
densities of the main neutral components (such as
OCP) and N(*S) atoms, NO and O, molecules, etc.)
approach their thermodynamically equilibrium values.
The densities of the charged particles of different spe-
cies somewhat exceed their equilibrium densities
(Fig. 12; curves 1, 2), because the €l ectron temperature
is neverthel ess higher than the gas temperature and the
electron-on recombination reactions proceed a a
slower ratethan they do at T, = T. At the channel periph-
ery, where the gas temperature is lower than 3000—
4000 K, the densities of nitrogen atoms and most spe-
cies of charged particles can markedly exceed their
equilibrium densities.

POPOV

In Fig. 12, the dashed curves show the results
obtained in [16] from numerical calculations of the
dynamics of the gastemperature and electron density at
the axis of the leader channel. The calculations were
carried out for I, = LA and P, = 760 torr on the basis of
athermodynamically equilibrium model. The values of
T and N, that were obtained in [16] are somewhat
higher than those calculated from the model proposed
here. However, for t = 30 us, both models yield essen-
tially the same evolution of the eectric field in the
channel.

Recall that the thermal radius of the |eader channel,
which characterizes the transverse dimension of the
main energy deposition region, was measured in some
experimental papers. The channel boundary was
regarded as the surface at which the gas density gradi-
ent is maximum. According to Fig. 14a, the gradients
are maximum at p/p, = 0.4-0.6. In the present calcula-
tions, the thermal radius R, was determined from the
relative density level p/p, = 0.4. Figure 19 shows the
experimental dataobtainedin[2, 10] and the calculated
time evolution of the channel radius R, with (curve 1)
and without (curve 2) allowancefor reactions (1). Inthe
second case, the channel expands at a higher rate
because of the stronger electric field and higher power
input into the discharge. Note that, for t = 20 ps, the

cross-sectional areaof the channdl, §,= TtR,f , increases
amost linearly, the expansion rate being dS,/dt O
0.05 m?/s.

4. CONCLUSIONS

In this paper, a self-consistent model has been con-
structed that makes it possible to investigate the forma-
tion of aleader channel in air and the evolution of the
channel parameters in the developed stage, when the
leader is as long as several meters or more. It is shown
that, in the initial stage of the channel formation, an
important roleis played by both the reactions responsi-
ble for rapid gas heating and associative ionization
reactions (5), which largely govern the parameters of
this stage of the leader process.

A rapid increase in the electron density and gas
pressure near the axis of the plasma channdl initiates
the gas-dynamic processesthat lead to adecreasein the
gas density and give rise to thermal—ionizationa insta-
bility. As a result, the discharge contracts toward the
channel axis and evolves into a highly conducting thin
column. Theradius of the column that has been formed
at the current | = 1 A in air at atmospheric pressure is
about R, 1102 cm, which agrees with the experimental
data. Then, because of the gas-dynamic and thermal
expansion, the radius R, increases considerably; as a
result, both the electric field and E/N decrease in the
corresponding parts of the channel.

Another consequence of the discharge contractionis
that, in the developed stage, the parameters of the
PLASMA PHYSICS REPORTS  Vol. 29
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leader channel depend weakly on their initial values.
Hence, the calculated results are free of uncertainties
associated with the initial conditions. Recall that an
analogous conclusion was reached by Aleksandrov
et al. [16] based on the results of the numerical calcula-
tions.

When the gas temperature in the channel is higher
than 5000-6000 K, asignificant contribution to the pro-
duction of charged particles, together with the electron
impact ionization, comes from associative ionization
reactions (1), involving the excited atoms N(*S) and
OCP). As a result, the electric field and the reduced
field E/N further decrease. In the case under consider-
ation, the electric field in the oldest parts of the leader
channel dropsto 200 V/cm or lower (which agreeswith
both the experimental data of [18] and the calculations
of [16]) and the reduced field becomes as weak as E/N
< 10 Td. The densities of the main species of neutra
and charged particles in the axial region turn out to be
close to their thermodynamically equilibrium values.
At the channel periphery, the densities of nitrogen
atoms and most species of charged particles can differ
markedly from their equilibrium densities.
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Abstract—The dependence of the CO, concentration on the discharge conditions and the mixture composition
in a CO laser is studied experimentally. The experimental data are compared with the calculated results. A
scheme of the reactions that govern the concentration of CO, molecules under the experimental conditionsin
guestion is constructed. It is shown that, in a gas-discharge plasma, an admixture of Xein a mixture containing
CO molecules givesriseto anew mechanism for the dissociation of CO, molecules by metastable xenon atoms.
Under conditions close to the operating conditions of sealed-off CO lasers, the dissociation of CO, molecules
in collisions with metastable Xe(*P,) atoms becomes the dominant dissociation mechanismin aHe : CO mix-
ture because it proceeds at afast rate. This explains the observed decrease in the CO, concentration in axenon-
containing He : CO mixture. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Since mixtures containing carbon oxide molecules
are used as active working media in electric-discharge
CO lasers, interest in the processes occurring in the
low-temperature plasmas in discharges in such mix-
tures has persisted for many years. It iswell known that,
under the action of electric discharges, the composition
of working gas mixtures can change substantialy,
thereby worsening the parameters of the active
medium, primarily due to the quenching of vibra
tionally excited CO molecules by the products of plas-
mochemical reactions. Such degradation of the original
mixture has an especially strong effect on the operation
of sealed-off devices, which work without pumping a
gas mixture through the discharge region. A distinctive
feature of sealed-off CO lasersisthat their high energy
efficiency can be achieved only with xenon-containing
working mixtures [1, 2]. Although opinion in the liter-
atureisdivided on thisissue, the prevailing view isthat,
inthiscase, akey roleis played by the decrease in both
the mean electron energy and the reduced el ectric field
E/N in the discharge, which provides more efficient
excitation of the vibrational levels of CO molecules[3,
4]. In a number of papers [5-8], it was revealed that
adding xenon to such mixtures as He : CO and
He : CO : N, leadsto asubstantial decrease in the con-
centration of CO, molecules produced in plasmochem-
ical reactions during the discharge. Although this effect
has long been known, its causes have not yet been
investigated systematically. The observed decrease in
the CO, concentration isusually assumed to result from
a decrease in the quantity E/N in the discharge in a
xenon-containing working mixture (see, eg., [8]).

Moreover, in [8], adecreasein the concentration of CO,
molecules followed by the slowing of the rate at which
the vibrationally excited CO molecules are quenched
by them is asserted to be the main cause of theimprove-
ment of the energy characteristics of a sealed-off laser
operating with a xenon-containing gas mixture. In this
connection, it is relevant to investigate the processes
that affect the CO, concentration in a gas-discharge
plasma and to construct a scheme of reactions that
would make it possible to model the dependence of the
CO, concentration on the experimental conditions.

This paper is devoted to the experimental and theo-
retical investigation of the effect of adding Xeto aHe:
CO mixture on the concentration of CO, molecules
produced in agas-discharge plasma. A brief description
of the results obtained has been given in our earlier

paper [9].

2. DESCRIPTION OF THE EXPERIMENT

The experiments were carried out with discharge
tubes 15-20 mm in diameter made of molybdenum
glass and cooled with running water. The length of the
discharge region was varied from 20 to 50 cm. Hollow
cylindrical tantalum electrodes were arranged within
the vertical taps of the discharge tube. The discharges
were initiated by a direct current. The experimental
device operated either with sealed-off discharge tubes
or with tubes through which gas mixtures were pumped
at aslow rate (about 1 m/s). Before the working mixture
was pumped into the tube, it was passed through a sys-
tem of silicagel and zeolite traps. The mixture compo-
sition in the discharge tube was analyzed by an M SC-6
time-of -flight mass spectrometer. The gas sampleswere

1063-780X/03/2908-0709$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Concentration of CO, moleculesin the discharge vs.

discharge current in experiments with the (1) He + 6% CO
mixture at p=10torr and d =20 mm, (2) He + 3% CO mix-
ture at p =10 torr and d = 15 mm, (3) He + 9% CO mixture
at p = 12 torr and d = 20 mm (the gas pumping rate is v ~
1 m/s), and (4) He + 3% CO mixture at p = 16 torr and d =
15 mm. Curves', 2", 3', and 4' show theresults of numerical
calculations.

examined in two ways. First, the samples were ana-
lyzed in the course of the experiment, just after they
were taken from the discharge tube. Second, the gas
was drawn into aspecial balloon, and then the gas com-
position was examined by mass spectrometry and chro-
matography. The results of mass-spectrometric and
chromatographic analyses differed by no more than
~10% (the level of the reproducibility of experiments).
The mass spectrometer was calibrated with specially
prepared standard gas mixtures. The gas temperature at
the axis of the discharge tube and the radial temperature
profile were determined spectroscopically by analyzing
therotational structure of the bands of CO moleculesin
the discharge emission spectrum. The electric field in
the discharge region was found from measurements of
the voltage drops across the discharge gap and the el ec-
trode sheaths. The voltage drops at the electrodes were
determined from measurements of the voltage in exper-
iments with discharges initiated in regions of different
lengths. Typical voltage drops at the electrodes were
found to be 350400 V. Depending on the experimental
conditions, the reduced electric field E/N varied in the
range (1.8-2.7) x 1071V cm? in dischargesin He : CO
mixtures and in the range (1-1.5) x 10V cm? in dis-
chargesin He: CO: Xe mixtures.

The distribution function of CO molecules over
vibrational levels (up to the v = 29 level) was deter-
mined by detecting infrared radiation from transitions
within the first and second vibrational overtones of CO
molecules (thetransitionsv — v—-2and v — v —3,
respectively). The distribution function of CO mole-
cules over vibrational levels was determined by a
method similar to that described in [10].

GRIGORIAN et al.

3. THEORETICAL MODEL

The rate constants of the processes involving elec-
trons were found by numerically solving the Boltz-
mann kinetic equation for the electron energy distribu-
tion function (EEDF) in terms of the reduced electric
field E/N (where E isthe electric field strength and N is
the concentration of neutral particles) and the vibra-
tional temperature. The radial profile of the electron
density in the discharge tube was described by a Bessel
function. The vibrational temperature was determined
from experimental data.

The cross sections for electron scattering by He
atoms were taken from [11], the transport cross section
for electron scattering by Xe atoms was taken from
[12], the cross section for the excitation of the lowest
electronic level was taken from [13], and the cross sec-
tionsfor the excitation of other electronic levelsand the
ionization of Xeatomsweretaken from [14]. The set of
cross sections for CO, molecules was taken from [15].
The cross sections for electron scattering by CO mole-
cules in the ground state generally corresponded to
those presented in [16, 17]. In accordance with the rec-
ommendations of [18, 19], the resonant component of
the cross sections for vibrationa excitation from the
ground state was increased by afactor of 1.3 in compar-
ison with that in [17]. The cross sections for electron
impact—induced transitions between the vibrational lev-
elswere calculated in away analogous to that in [20].

The method used to solve the Boltzmann equation
numerically was described in detail in [21].

The concentration of CO, molecules produced in a
gas-discharge plasmawas cal culated by solving a set of
balance equations for the concentrations of CO(a’M)
and CO, molecules and Xe(*P,) atoms. Since mass-
spectrometry measurements provided data on the aver-
aged (over the cross section of the discharge tube) con-
centrations of these molecules, the CO, concentration
was calculated from the radius-averaged value of the
reduced electric field, (E/N),, = EKT,,/p, where T,, is
the radius-averaged temperature obtained from the
experimentally measured profile of the gastemperature
and p isthe gas pressure in the discharge tube.

4. RESULTS AND DISCUSSION

The experimental dependence of the relative con-
centration of CO, molecules on the discharge current in
discharges in He : CO mixtures is illustrated by the
closed circlesin Fig. 1 (in which the vertical bars show
the experimental errors). The points on curves 1, 2, and
4 were obtained from experiments without pumping a
gas mixture through the discharge tube, and the points
on curve 3 were obtained from experiments with tubes
through which the working gas mixtures were pumped
at aslow rate (in this case, the gas to be analyzed was
sampled at the exit from the discharge tube). In experi-
ments without gas pumping, the concentration of CO,
PLASMA PHYSICS REPORTS  Vol. 29
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molecules was measured ten minutes after the dis-
charge was switched on. The measured concentrations
are close to those obtained in other experiments under
similar conditions [6-8].

The processes of the production of CO, molecules
in gas discharges in He : CO mixtures have been stud-
ied fairly well [22-24]. An analysis of the possible
mechanisms for producing CO, molecules in a dis-
charge plasma under the conditions of our experiments
shows that the main process is a reaction in which a
metastable molecule CO(a3M) collides with a CO mol-
ecule in the ground state:

CO(@’M) + CO — CO, + C. (1)

The excitation energy of this metastable state is 6 eV;
the excitation rate constant was measured to be K, =

1.4 x 1012 cm¥s[23] and 1.2 x 1012 cm3¥/s[25].

The production of CO, molecules in volume and
heterogeneous recombination reactions can be
neglected because, in our experiments, the concentra-
tion of oxygen atomswas low [26] and the correspond-
ing rate constants are small [22, 27, 28].

In some papers (seeg, e.g., [29-31]), it was proposed
that CO, molecules can be efficiently produced in col-
lisons between two vibrationally excited CO mole-
cules. The rate constant of this collision process is
unknown. In total, there should be more than 20 excited
levels of the two CO molecules involved. Measure-
ments of the popul ations of the vibrational levels of CO
molecules in our experiments showed that, in order for
this reaction to play an appreciable role in the produc-
tion of CO, molecules, its rate should be faster than the
gas-kinetic rate, which, however, seems very unlikely.
Note also that, over the entire range of conditionsinves-
tigated in our experiments, we failed to observe a cor-
relation between the concentration of CO, moleculesin
the discharge and the popul ations of the vibrational lev-
els of CO molecules that can take part in this reaction.
In particular, the CO, concentration was found to be
independent of whether or not the generation occurs,
which changes the popul ations of the upper vibrational
levels CO(v) by more than one order of magnitude. We
can thus conclude that, under the conditions of our
experiments, this reaction does not have any significant
influence on the concentration of CO, molecules. An
anal ogous conclusion about the role of this reaction in
the production of CO, molecules in a gas-discharge
plasmawas made earlier in [22-24].

Estimates of the rates of the energetically possible
processes in which the CO, molecules are lost show
that the main loss mechanism is electron-impact disso-
ciation. All the remaining reactionsthat lead to the loss
of CO, moleculesin our experiments can be ignored.
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The dissociation of a CO, molecule in collisions
with electrons proceeds through the production of its
electronically excited states:

CO,+e—> CO; (E=7eV)+e—CO+0+e (2)

The cross sections for the excitation of these states are
presented in [15]. The rate constants calculated for the
electron-impact dissociation of CO, moleculeswith the
help of these cross sections [15] agree well with those
obtained experimentally in [32].

Recall that reaction (2) is the main loss mechanism
for CO, molecules in a discharge plasmain our experi-
ments. Estimates show that, under our experimental
conditions, the vibrational excitation of CO, molecules
does not significantly influence the rate of their dissoci-
ation by electron impact.

An important question is how much the processes of
the production and loss of CO, molecules at the elec-
trodes and in the regions adjacent to them affect the
total CO, concentration in discharge tubes, especially
in sealed-off ones. For a flow-type discharge in aHe :
CO mixture, the effect of the electrodes was investi-
gated by Ivanov et al. [33]. They compared the CO,
concentrations measured under similar plasma condi-
tions in an electrodeless rf discharge and in a conven-
tional dc discharge with internal tantalum electrodes
and showed that the electrodes have essentially no
effect on the concentration of CO, moleculesin adis-
charge plasma. In our experiments with sealed-off dis-
charge tubes, the electrodes should play a more impor-
tant role in plasmochemical processes, especialy in
long-lived discharges. That iswhy we carried out a spe-
cial seriesof experimentsaimed at estimating the effect
of the electrodes on the CO, concentration by the same
method as in [33]. We initiated electrodeless rf dis-
charges in a discharge tube and adjusted the discharge
parameters so that the position of the positive column
of the discharge and its brightnessin aHe : CO mixture
coincided with those of dc discharges with internal
electrodes in our experiments. Measurements did not
reveal any significant difference between the CO, con-
centrations in these two types of discharge, thereby
indicating that the electrodes (and the regions near the
electrodes) have little influence on the processes of pro-
duction and loss of CO, molecules.

An analysis of the processes involving CO, mole-
cules shows that their concentration in the plasma of
gas dischargesin He : CO mixturesin our experiments
is governed by reactions (1) and (2). This agrees with
the results obtained in [22, 24]. In particular, in[24], a
good agreement was achieved between the CO, con-
centrations cal culated numerically from the model used
here and those measured experimentally in flow-type
discharges in He : CO mixtures in a tube cooled with
liquid nitrogen. The CO, concentrations calculated
numerically as functions of the discharge current with
allowance for these two reactions under different con-
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Fig. 2. Relative values of the rate constants of the electron-
impact dissociation of CO, molecules (curves /, 2, and 3)

and the electron-impact excitation of the state co@n)
(curves4, 5, and 6) in experiments with the (1, 4) He: CO :
Xe=96:3: 1mixture, (2,5) He: CO: Xe=90: 3: 7 mix-
ture, and (3, 6) He: CO: Xe=85: 3: 12 mixture.

ditions are illustrated by the solid curvesin Fig. 1. A
comparison of the numerical results with the experi-
mental data shows that the model provides a good
description of the concentrations measured in dis
charges in a sealed-off tube (see the pairs of curves 1
and 1', 2 and 2', and 4 and 4') or with a tube through
which agas mixture was pumped at a slow rate (curves
3 and 3'). The weak dependence of the concentration of
CO, moleculeson the discharge current isexplained the
fact that the rates of their production and lossinthe dis-
charge plasma depend on the electron density in the
same manner.

Analyzing the processes that govern the concentra-
tion of CO, moleculesin our experiments, we can con-
clude that the CO, concentration in the discharge
plasma cannot be lowered by decreasing the quantity
E/N, in particular, by adding Xe to aHe : CO mixture.
In contrast, as the reduced electric field E/N in the dis-
charge decreases, the CO, concentration should
increase, because, on the one hand, the dissociation
energy of CO, molecules is markedly higher than the
excitation energy of the metastable state CO(a’l) and,
on the other, as E/N increases, the excitation rate con-
stants for the state CO(a’lM) increase more gradually
than the dissociation rate constants for CO, molecules
(Fig. 2), especially in xenon-containing gas mixtures,
in which the high-energy tail of the EEDF decreases
more abruptly (see the dashed curvesin Fig. 3).

As an example, Fig. 4 illustrates the calculated
dependence of the CO, concentration on E/N. We can
see that the concentration of CO, molecules cannot be
lowered by decreasing the quantity E/N. Moreover, the
behavior of curve 1in Fig. 4 impliesthat, in xenon-con-
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flu), evV=3"2
100

Fig. 3. EEDF calculated for different values of E/N: (1) 2 x
1071, (2) 1.7 x 10716, and (3) 10726V cm?. Curves 1, 2, and
3 refer to experimentswith aHe : CO = 97 : 3 mixture, and
curves 1', 2, and 3' refer to experiments with aHe : CO :
Xe=85: 3: 12 mixture.

taining mixtures, a decrease in E/N should result in an
even greater increase in the CO, concentration in com-
parison with that in He : CO mixtures, because, as was
explained above, in discharges in a xenon-containing
gas mixture, the density of high-energy electrons
decreases more rapidly. Nevertheless, our experiments
revealed that adding Xeto aHe : CO mixture leadsto a
sharp decrease in the concentration of CO, molecules
(by afactor of 3 to 30, depending on the Xe concentra-
tion in the mixture).

The closed circlesin Fig. 5 show the results of mea-
surements of the dependence of the CO, concentration

[CO,)/[CO;y, %
35

30

25+

20

15+

10

1 S B
0.8 1.2 1.6 2.0 2.4
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Fig. 4. Concentration of CO, molecules vs. E/N in experi-
ments with the (1) He: CO : Xe = 85: 3 : 12 mixture,
(2) He: CO=94: 6 mixture, and (3) He: CO =97 : 3 mix-
ture,
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on the discharge current in different gas mixtures (the
vertical barsreflect the experimental errors). Thisfigure
also displays the CO, concentrations (solid curves) cal-
culated using the previous model, based on reactions (1)
and (2), in which carbon dioxide is produced and lost,
respectively. We can see that CO, concentrations cal cu-
lated for gas mixtureswith alarge amount of Xeare one
order of magnitude higher than those measured experi-
mentally (curves1, 2). In mixturesin which the Xecon-
centration is low, the concentration of carbon dioxide
differs by only several times (curves 3, 4). An analysis
of the possible reactions in which CO, molecules are
lost in dischargesin He : CO : Xe mixtures shows that
the main loss mechanism may be the dissociation of
CO, molecules in collisions with the electronicaly
excited xenon atoms:

CO, + Xe(*P,) —= CO + O + Xe. 3)

The excitation energy of this state of xenon atoms is
8.31 eV. The excitation rate constant is known to be
close to the gas-kinetic rate constant, K; = 4 x
1071 cm®/s[34, 35]. Thisis about 90% of the rate con-
stant for the reaction of quenching of the electronically
excited state Xe(*P,) by CO, molecules:

CO, + Xe(*P,) — Xe + products, 4)

the corresponding rate constant being K, = 4.5 x
10719 cm?/s[35].

Figure 6 demonstrates the cal culated dependence of
theratio of the rate of dissociation of CO, moleculesin
reaction (3) to the rate of electron-impact dissociation
in reaction (2) on the reduced electric field E/N
(Vxer/Ve = [Xe(PPy)]Ks/NK o), iN gas mixtures with dif-
ferent amounts of Xe. As the Xe concentration in the
mixture increases (curves 3, 2, and 1, respectively), the
relative role of the dissociation of CO, molecules in
collisions with excited Xe atoms increases in compari-
son with the electron-impact dissociation.

The dashed curvesin Fig. 5 illustrate the concentra-
tion of CO, molecules calculated with allowance for
their dissociation in collisions with excited Xe atoms.
The calculated results are seen to agree well with the
experimental data.

In the discharge plasma under investigation, the
concentration of metastable Xe(*P,) atoms is governed
by the electron excitation processes and the quenching
processesin collisionswith CO and CO, molecules, the
corresponding rate constants being equal to 3.6 x 107!
and 4.5 x 10-'° cm?s, respectively [35]. Consequently,
even when the CO, concentration is about 10% [CQO],
the these processes can appreciably affect the popula-
tion of the metastable state of xenon atoms. Figure 7
illustrates the effect of an admixture of CO, molecules
on the relative rate of their dissociation in collisions
with the excited Xe(*P,) atoms. In a gas mixture in
which the amount of CO, molecules relative to CO
2003
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Fig. 5. Concentration of CO, molecules vs. discharge cur-
rent in experiments with the (1) He: CO: Xe=85:3: 12
mixtureat p=10torr, (2) He: CO: Xe=85:3:12atp=
16 torr, (3) He: CO: Xe=96: 3: 1 mixtureat p = 12 torr,
and (4) He: CO : Xe=96: 3: 1 mixture at p = 18 torr.
Curves 1, 2, 3, and 4 refer to the results of numerical calcu-
lations in which the dissociation of the CO, molecules in
collisions with the excited Xe(3P2) atoms was neglected.

Curves I', 2', 3', and 4' show the experimental results.
Curves 1", 2", 3", and 4" were calculated with allowance for
the dissociation of the excited CO, molecules in the reac-

tions of quenching of the excited Xe(3P2) atoms.
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E/N, 1071V ¢cm?

Fig. 6. Calculated dependence of the ratio of the dissocia
tion rate vy, of the excited CO, molecules in collisions

with the excited Xe(*P,) atoms to the rate v,, of electron-

impact dissociation on the parameter E/N for experiments
withthe (/) He: CO: Xe=285: 3: 12 mixture, (2) He: CO:
Xe=90: 3: 7 mixture, and (3) He: CO: Xe=96:3:1
mixture.

moleculesis 30%, theratio of the rate of dissociation of
CO, molecules in collisions with the excited Xe(*P,)
atoms to the rate of their dissociation by electron
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Fig. 7. Ratio of the dissociation rates vs. E/N at the dis-
charge current 7 = 40 mA for mixtures with different con-
tents of CO,: (1) He: CO: Xe: CO,=90:3:7:0.03,
(2)He: CO: Xe:CO,=90:3:7:0.3,and (3) He: CO:
Xe:C0,=90:3:7:0.9.

impact is five times lower than that in a mixture in
which the relative amount of CO, is 1%.

Since CO, molecules and metastable xenon atoms
are both lost in collisions with each other, their relative
roles are governed by their initial concentrations. It is
well known that Xe atoms are added to the working
mediaof CO, lasersin order for the dissociation of CO,
molecules (due to a decrease in E/N) to be less intense
(see, e.g., [36, 37]). Since, in this case, the initia CO,
concentrationishigh, the Xe(*P,) statesare poorly pop-
ulated. Under such conditions, reaction (3) plays an
insignificant role and the main dissociation mechanism
is electron-impact dissociation. The situation with CO
lasersis opposite: theinitial working medium is free of
carbon dioxide. The CO, molecules are produced in the
plasma at a fairly slow rate (in our experiments, on
characteristic time scales of about 0.1 s), while the rate
at which the metastable state of Xe atomsis populated
isfaster by several orders of magnitude; as aresult, the
excited state Xe(*P,) affects the CO, concentration
through reaction (3).

In order to investigate the effect of a Xe admixture,
we carried out experiments with gas mixtures that orig-
inally contained CO,. The dependence of the concen-
tration of CO, moleculesin a Xe-containing He: CO :
CO, mixture on the content of CO, in the original mix-
ture is demonstrated in Fig. 8, in which the closed cir-
cles show the experimental dataand the solid curvesare
the results of numerical calculations. We can see that
the lower the concentration of CO, molecules, the
larger the extent to which this concentration decreases
in Xe-containing mixtures. When the concentration of

GRIGORIAN et al.
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Fig. 8. Concentration of CO, molecules vs. CO, content in
the original mixture at the current | =40 mA inaHe: CO:
CO, =97 : 3: X mixture with an addition of xenon (in the

amount [Xe] = 2.33[CQ]). The closed circles show the
experimental data, and the curve is the result of numerical
calculations.

CO, molecules is high, an addition of Xe leads to an
increase (rather than a decrease) in the CO, concentra-
tion in the plasma. In this case, the Xe(*P,) concentra-
tion is not high enough to affect the CO, concentration
through reaction (3); as aresult, the CO, concentration
increases solely due to adecrease in E/N in the plasma
and areduction in the el ectron-impact dissociation rate.
As can be seen, the results of modeling agree well with
experiment.

Recall that, under the conditions of our experiments,
the CO, molecules are produced primarily from the
metastable CO(a’M) molecules. In the plasma of adis-
charge in a He : CO mixture, these metastable mole-
cules are generated in the reaction of the electron-
impact excitation of CO molecules:

COX'Z) + e —» CO@MN) +&. )

In Xe-containing mixtures, metastable CO(a’)
molecules can be produced not only by direct electron
impact but also by excitation transfer from the metasta-
ble state of xenon atoms [38, 39]:

COX'Z) + Xe(*°P,) — CO* + Xe, (6)
CO* —» CO(a’M) + hv. ©

In this situation, the production of the excited
Xe(®*P,) atoms can eventually increase the production
rate of CO, molecules. The rate constant of reactions
(6) is unknown. Even assuming an extreme situation,
specifically, each of the excited Xe(*P,) atoms pro-
duces an excited CO(al') molecule in quenching reac-
tion (6), we would see that, under the condition of our
experiments, this quenching processes is incapable of
PLASMA PHYSICS REPORTS  Vol. 29
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Fig. 9. Ratio of the excitation rates of the CO(a’M) Sy,

states vs. E/N in experiments with the (1) He: CO : Xe=
85: 3: 12 mixture, (2) He: CO: Xe=90: 3: 7 mixture,
and (3) He: CO: Xe=96: 3: 1 mixture. Sy, isthe rate of

excitation transfer from the excited Xe(°P,) atomsand S, is
the excitation rate of the state a1 by direct electronimpact.

competing with the process of the excitation to the state
CO(@’MN) by direct electron impact. Figure 9 shows how
theratio of the rates of population of the CO(a’N) states
inreactions (5) and (6) depends on E/N for different gas
mixtures. We can see that the excitation of the states
CO(@°MN) in the reactions of quenching of the excited
Xe(*P,) atoms can be neglected.

5. CONCLUSIONS

We have discussed the main processes that govern
the concentration of CO, molecules in dischargesin a
He: CO mixture, which isused in seal ed-off CO lasers.
We have shown that adding xenon to a mixture contain-
ing CO molecules gives rise to a new mechanism for
the dissociation of CO, molecules in reactions involv-
ing metastable Xe atoms. Under the conditions of our
experiments, the dissociation of CO, moleculesin col-
lisions with metastable Xe(*P,) atoms becomes the
dominant dissociation mechanisminaHe: CO mixture
because it proceeds at a fast rate. This explains the
observed decrease in the CO, concentrationinaHe: CO
mixture with an addition of xenon.
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Abstract—Results are presented from the experimental studies of a negative point-to-plane air corona dis-
charge with controlled geometry. It is shown that, in a certain range of parameters, the steady-state current—
voltage characteristic of the corona can be fitted by a parabola. The results obtained are used to determine the
time-averaged shape of the current tube of a negative corona. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Point—plane electrode geometry is often used to pro-
duce a negative corona in atmospheric-pressure air. A
guantitative description of such acoronais rather diffi-
cult because of the three-dimensional character and
very complicated charge kinetics of the corona dis-
charge.

A negative coronain air isgenerally non-steady-state
and existsin the form of periodic current pulses (Trichel
pulses [1]). In experiments, the time-averaged corona
current is usually measured. The relation between the
time-averaged corona current | and the applied voltage
U (i.e., the steady-state current—voltage characteristic) is
theintegral Ohm’slaw for adischarge gap, which, from
the electrotechnical standpoint, can be regarded as an
inhomogeneous and nonlinear conductor. Knowledge of
the time-averaged current-voltage characteristic is
important for many practical applications, in particular,
engineering calculations of various gas-discharge
devices based on a negative coronain air.

To date, alarge number of mathematical methodsfor
calculating the time-averaged current—voltage charac-
teristic of a negative corona have been developed (see
review [2]). These methods are commonly based on
simplified physical concepts of the structure of a nega
tivecoronain air. It isassumed that the coronais steady-
state and consists of two regions: a narrow generation
zone, which isadjacent to the point electrode, and aneg-
atively charged drift region, which occupies the entire
discharge gap. In the former region, ionization pro-
cesses dominate, whereas in the latter, ionization is
absent and the current is carried by negatively charged
ions. The current—voltage characteristic is only calcu-
lated for the corona drift region. To simplify computa-
tions, it isusually suggested that the configuration of the
electricfield linesin thedrift region differsdightly from
theinitial field line configuration in the gap.

The most doubtful point of the above methodsisthe
(at first glance, quite obvious) assumption that the

boundary of the steady-state drift regionisclosely adja
cent to the surface of the corona point electrode. The
problem is that an actual corona pulsates and a signifi-
cant contribution to the total corona current is made by
the displacement current [3, 4]. In this case, the dis-
charge region in which the electric field varies greatly

with time (3E/E ison the order of or even much higher

than one, where OE and E are the fluctuating and aver-
age local electric fields, respectively) can be rather
extended and can occupy not only the generation zone
but also part of the drift region. Indeed, two-dimen-
sional numerical simulations of a negative point-to-
plane corona [4] showed that, in the pulsation regime,
the distance between the boundary of the quasi-steady

drift region (in which 8E/E < 1 and the field can be
regarded as nearly steady-state) and the point electrode
significantly exceeds the point radius.

The above circumstance indicates that the correct
calculation of the averaged current—voltage characteris-
tic of apulsating coronain a steady-state model isnot so
easy matter asit seemsat first glance, becauseit requires
apriori information about the position of the boundary
of the drift region with respect to the point electrode.
Taking into account this circumstance is of particular
importance when calculating negative coronas in nar-
row (afew centimeterslong) gaps, because, in this case,
the transient region with anon-steady-state electric field
can occupy a significant fraction of the gap.

The above problem about the boundary of the quasi-
steady drift region can be resolved using the results of
dynamic calculationsin the two-dimensional numerical
model [4], which most comprehensively incorporates
the actual charging processes. Such calculations are
extremely important for revealing the physics of nega-
tive coronas; however, they are very cumbersome and
time-consuming, which impedestheir wide usein prac-
tice. Nevertheless, the calculations of the current—volt-
age characteristic of the steady-state drift region can be
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718

significantly simplified using the concept of the effec-
tive current tube averaged over time and radius.

Obviously, the time-averaged current density mono-
tonically decreases with distance from the axis of the
point—plane gap; however, we can assume that the
entire current in the drift region flows inside a finite-
size tube and the corona parameters are uniform over
the tube cross section. The current tube in the drift
region begins at a certain distance x, from the point
electrode and monotonicaly broadens with distance
from it. Information about the cross-sectional area S(x)
of the effective current tube and the position x, of its
boundary is of great importance not only for computing
the current—voltage characteristic, but also for various
practical applications of a corona discharge (e.g., in
electrostatic precipitators).

One of thefirst studiesin which the concept of acur-
rent tube was introduced is a paper by Sigmond [5]. In
that paper, the current—voltage characteristic of a nega-
tive corona at voltages higher than the corona ignition
voltage was analytically estimated. However, the shape
of the current tube was not studied and, in calculations,
only information about the effectivetube area(at alevel
of 0.5) at the anode was used.

The calculations were based on the equation for the
evolution of the charge density p(t) of anion cloud that
has a constant mobility p; and drifts along the electric
field lines:

1 1 Mt

—— —= = Z(t—ty), 1

o0 Py &l M
where t is the time during which the ion cloud moves
along thefield linefrom the boundary of the drift region
near the point electrode (this motion begins at the
instant t, = 0), p, = p(ty) is the charge density at the
starting point, and g, is the permittivity of free space.
Equation (1) is valid for the drift region, in which no
charged particles are either produced or lost and theion
density changes only due to a change in the cross-sec-
tional area of the corona.

In athree-dimensional corona, the charge density p,
near the tip of the point electrode greatly exceeds its
density p, near the plane anode. Hence, it follows from
Eqg. (1) that

€1,
p‘ita1
i.e., theion density near the anode is determined by the

)

a

timet, = J: Hl-gla—) , during which the ion cloud drifts

from the point electrode to the anode along a given
electric field line. In[5], it was proposed to calculatet,
only for the axial field line, whose length is known:
L =d, where d is the interelectrode distance. It was
assumed that the electric field is homogeneous along
the corona axis; i.e., E;, OU/d, where U is the applied
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voltage. In this case, we havet, O d and the current

Ky
density at the center of the anode is j, = W Epa U
“iSOUZ
d®

In [5], the relationship between j, and the total cur-
rent | was taken from the experiment in which the cur-
rent density at the center of the anode was measured. It
was also assumed that j, [1/S,, where S, isthe effective
area of the current tube at the anode. For sufficiently
long discharge gaps (d = 30 mm), S, is approximately
equal to 2d?. As aresult, one obtains a simple relation
between the current and voltage:

MiEoSU”
d3
The concept of the effective current tubewasused in

1.5-dimensional calculations of a corona with a fixed
point-to-plane distance [3]. However, analysis of the
shape of the current tube as a function of the interelec-
trode distance d and the determination of the distance
between the point electrode and the boundary of the
quasi-steady drift region were beyond the scope of that
study.

In the present paper, we propose a method for deter-
mining the effective area of the current tube at anode S,
as afunction of d. We also propose a method for deter-
mining the position x, of the boundary of the steady-
state drift region and fitting the longitudinal profile of
the cross-sectiona area S(x) of the time-averaged cur-
rent tube for different values of d. The former method
can be described as follows. In 1965, Loeb [6] sug-
gested that the time-averaged current—voltage charac-
teristic can be approximated by a universal parabolic
dependence

| O . 3)

I =kUU -U,), “)

which can be used to describe the corona current in any
geometry. In the case of point—plane geometry, the pro-
portionality factor k and the coronaignition voltage U,
depend onthetip radiusr,, of the point electrode and the
interelectrode distance d.

The key idea of our approach isto express the coef-
ficient kin Eq. (4) inaform similar to that in Eq. (3):

Hi€oS,

d3

| = kU(U=-Uy) O U(U =Uy). )

From Eg. (5) one can obtain the effective area of the
current tube at the anode,

k(d, ro)d®
S(d. 1) D207, ©

<0
which is seen to be independent of the corona current.
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Having measured the current—voltage characteris-
tics for different values of d and r,, we can determine
the corresponding coefficients k and, thus, the effective
area S, of the current tube at the anode as a function of
d and r,. The next step is to employ the steady-state
1.5-dimensional model [3], which allows one to find
the longitudinal profile of the cross-sectional tube area
S(x) that provides the best fit between the calculated
and measured current—voltage characteristics at agiven
S, vaue.

Although theideaof the approach proposed israther
simple, its practical implementation requires that spe-
cial measures be taken to reduce an uncontrolled
change in the shape of the current tube when determin-
ing the current—voltage characteristic. The literature
data on the dependence of the coefficient k on the inter-
electrode distance d and the tip radius r, of the point
electrode show that such an uncontrolled change is
quite probable. For example, in [7], the experimental
current—voltage characteristics of negative coronas
ignited on very thin needles (0.003 < ry < 0.035 mm)
were fitted by the scaling

52

|(HA) O
d*(

U(kV)(U—=Uy); (M
mm)
i.e, k~1/d
In[2], another scaling was proposed for corona dis-
chargesignited on massive and sharply tapered rods:

3 427 1
I(MA) O—— )
(LA) d(mm)%H dD(;L_o_15r0(mm))2 3)

x U (kV)(U—-Uy);

i.e., k~ 1/d*for small d and k ~ 1/d for large d.

In [5], the following analytic dependence of | on U
was obtained:

4 2

When obtaining this dependence, the ion mobility in
formula (3) was assumed to be equal to the generally
accepted mobility of negativeionsin atmospheric air, |;
=225x10*m?(V s);i.e, k~ 1/d.

A comparison of the currents given by the above
scalings at the same values of U and d shows that,
depending on the gap length, the difference between
these currents can attain one order of magnitude. In this
context, a question arises about the reasons for such a
discrepancy and cautions that should be undertaken to
provide unambiguous experimental results.

In the papers cited above, coronas with different
shapes of the point electrodes and different point-to-
plane distances were investigated. Thus, in [7], low-
current (I < 30 HA) corona discharges in narrow inter-
electrode gaps (d < 15 mm) were studied. In[2], exper-
2003
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iments were carried out with longer interelectrode gaps
(d=50 mm) and currentsof upto | 0150 pA. Sigmond
[5] studied corona discharges at large d and high cur-
rents (which, in [5], were referred to as corona satura-
tion currents).

However, the discrepancy between the above scal-
ingsis mainly related to the uncontrolled change in the
shape of the current tube of a corona discharge rather
than to the different ranges of the currents and inter-
electrode distances. We remember that, for a negative
point-to-plane corona, there are two geometrical effects
related to the cathode shape that can lead to an uncon-
trolled change in the shape of the current tube. One of
them stems from the fact that the corona spot is not
alwayslocalized at the very tip of the point electrode [ 6,
8]. Moareover, the cathode spot usually does not remain
on one place: the larger the tip radius of the point elec-
trode, the larger the area within which the cathode spot
moves. The fast motion of the cathode spot around the
tip of the corona electrode is usually observed for the
point electrodes with arelatively large radius of curva
ture (r, = 0.3 mm). By the way, it is the unsteady posi-
tion of the cathode spot that results in the known effect
of ahissing corona.

Another effect is related to the fact that additional
cathode spots can arise on the side surface of the cath-
ode. The number of these spots increases with the
applied voltage. These running spots increase the trans-
verse size of the current tube; hence, the corona current
also increases, although the applied voltage is fixed.
This effect is especially pronounced at large interelec-
trode gaps (d = 30 mm) and large (=3 mm) longitudinal
and transverse dimensions of the corona electrode.
Because of thiseffect, the corona currents differ greatly
in different experiments even at the same values of r,
and d. Unfortunately, in the literature devoted to the
measurements of the current—voltage characteristics,
this effect did not receive proper attention and no infor-
mation about the side surface area of the corona elec-
trode (especialy, a massive one) occupied by running
cathode spots was presented.

In experiments, the former effect is difficult to con-
trol. One can only reduce its influence by decreasing
the tip radius of the corona point electrode. However,
the influence of the latter effect on the corona current—
voltage characteristic can be eliminated. For this pur-
pose, ametallic ball 12-16 mm in diameter was set on
the coronapoint electrode (see Fig. 1). Thelength of the
prominent part of the electrode was approximately the
ball radius. For larger interelectrode distances, it was
required to somewhat increase the ball diameter. This
method allowed us to avoid the generation of cathode
spots on the side surface of the point electrode over the
entire range of theinterel ectrode distancesand for all of
the corona discharge regimes under study.

Thereisalso one more effect theignorance of which
can result in different corona currents at the same val-
ues of r,, d, and U. This effect is related to the trans-
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Fig. 1. Schematic of the measurements of the current—volt-
age characteristic of a negative point-to-plane corona with
the controlled geometry of the current tube.

verse dimensions of the anode plate, whose character-
istic size should be no lessthan 3d [9]. The decreasein
the anode transverse size to less than 3d leads to a
decrease in the corona current; the smaller the anode
diameter, the larger the decrease.

The aim of this study isto find the numerical coeffi-
cients for a parabolic fit of the measured current—volt-
age characteristic of a negative corona with controlled
discharge geometry. These data are used to determine
the boundary position and shape of a time-averaged
current tube that can be used to describe the drift region
of a negative point-to-plane corona in a 1.5-dimen-
sional model.
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Fig. 2. Measured and calculated reduced current—voltage
characteristics of anegative point-to-plane coronain dry air
for d = (1) 50 and (2) 100 mm and room air for d = (3) 10,
(4) 30, (5) 50, (6) 75, and (7) 100 mm. The needle-tip radius
isry = 0.06 mm. The symbols and the fitting dashed lines
show the results of measurements. The calculations by the
1.5-dimensional model are represented by the solid lines.
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2. EXPERIMENTAL SETUP AND RESULTS

Figure 1 shows a schematic of the measurements of
the current—voltage characteristic of a corona with the
controlled geometry of the current tube. The interelec-
trode distance could be varied from 1.5 to 150 mm. A
needle with a diameter of no larger than 2.2 mm (in
most cases, the diameter was 0.5 mm) and small tip
radius (typically, r, = 0.06 mm) was used as a corona
electrode.

Besides the geometry of the discharge, the corona
current also depends on the temperature T, pressure P,
and air humidity. Variationsin these parameters (first of
all, the pressure and humidity) were governed by atmo-
spheric conditions. The experiments were carried out at
an air temperature of T =19 + 3°C, a pressure of P =
740 £ 15 torr, and a relative humidity of 60 + 15%.
Within these ranges, the corona current deviated from
its average value by no more than 10%, all other condi-
tions being the same.

The reduced current—voltage characteristics of a
negative coronain air for different valuesof r,and d are
shownin Figs. 2—4. A significant effect of the humidity
on the current—voltage characteristic is illustrated in
Fig. 2, which presents the data obtained for very dry air
in which the partial pressure of water vapor corre-
sponded to a dew-point temperature of —50°C.

/U, pAIKY
10F

|
25 30 35 40
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Fig. 3. Measured and calculated reduced current—voltage
characteristics of a negative point-to-plane coronain room
air ford=(1) 10, (2) 20, (3) 30, and (4) 40 mm. The needle-
tip radius is ro = 0.275 mm. The symbols and the fitting
dashed lines show the results of measurements. The calcu-
lations by the 1.5-dimensional model are represented by the
solid lines.
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3. FITTING OF THE CURRENT-VOLTAGE
CHARACTERISTIC AND THE SHAPE
OF THE CURRENT TUBE

The current-voltage characteristic of a negative
coronain room air was fitted by the generally adopted
expression | = kU(U — U,). Here, the factor k character-
izes the slope of the so-called reduced current—voltage
characteristic (remember that reduced current—voltage
characteristic is the dependence of 1/U on U, which is
closeto linear). Thereduced current—voltage character-
istic was fitted by alinear function I/U = k(U — U,) by
using the least squares method.

We processed a great number of current—voltage
characteristics measured under different experimental
conditions (see Figs. 2-4). As aresult, we propose the
following fit for the time-averaged current—voltage
characteristic:

2.92

|05 To”

226‘]%1” "5.067

(10)
r
x xp DU (U -y,

wherethe current | isin pA, thevoltage U isin kV, and
the interelectrode distance d and the tip radius of the
point electroder, arein mm.

The range of applicability of thisfitis| < 150 pA,
d <100 mm, andr, < 1.1 mm. The deviation of the cur-
rent calculated by formula (10) from the experimental
one does not exceed 10%. The degree to which the fit-
ting factor k is close to the value k., determined from
the slope of the measured current—voltage characteris-
tic can be seen in Fig. 5, in which both the measured
values of k and those calculated by formula (10) are
presented as a function of d for different needle-tip
radii.

It can be seen that, in formula (10), the dependence
of the factor k on the interelectrode distance for large
and small values of d is in qualitative agreement with
the corresponding dependence in formulas (7)—(9). As
for quantitative agreement, our fit at small dis close to
formula (7) but significantly differs from formula (8)
because the latter is inapplicable for small interelec-
trode gaps. At an interelectrode distance of d 050 mm,
which is in the range of applicability of both (8) and
(10), formula (8) gives somewhat higher currents at the
same experimental conditions. As was mentioned
above, thismay be related to an uncontrolled change of
the current tube in [2]. Indeed, according to the private
communication of I.P. Vereshchagin, in those experi-
ments, additional cathode spots were observed on the
side surface of a massive cathode, which resulted in an
increasein the coronacurrent at afixed applied voltage.
In the case of thin needles (4r,/d < 1), large interelec-
trode distances d, and high voltages (U > U,), our fitis
closeto Sigmond’s formula (9).
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Fig. 4. Measured and calculated reduced current—voltage
characteristics of a negative point-to-plane coronain room
air ford = (1) 10, (2) 20, (3) 30, and (4) 40 mm. The needle-
tipradiusisry=1.1 mm. The symbols and thefitting dashed
lines show the results of measurements. The calculations by
the 1.5-dimensiona model are represented by the solid

lines.
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Fig. 5. Comparison of the fitted values of the factor k
(curves) with thefactor k., (symbols) determined from the

slope of the measured current—voltage characteristic of a
negative point-to-plane coronain room air for different nee-
dle-tip radii: rg = (1) 0.06, (2) 0.275, and (3) 1.1 mm.

Thus, using expressions (6) and (10), we can deter-
minethe area of the current tube on the anodefor aneg-
ative point-to-plane coronain air:

S,(d) 0146 + |n0 o %xpg%—%d(zz.s +d), (11)

wherer, and d are in mm. The dependence of S, ond
for different needle-tip radii is shown in Fig. 6.
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Fig. 6. AreaS, of the current tube on the anode vs. the inter-
electrode distance d for different needle-tip radii: ry = (1)

0.06, (2) 0.275, and (3) 1.1 mm. The symbols show the
experimental results, and the curves show the results of cal-
culations by formula (11).
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POgO
reflects the increase in the transverse size of the time-
averaged current tube with increasing r, due to the
increase in the area on the needle tip within which the
cathode spot moves. The presence of this factor indi-
cates that the tip of the needle electrode cannot be
regarded as a structureless point, as is sometimes done
intheliterature. Thefact that the position of the cathode
spot isnot fixed resultsin the additional widening of the
time-averaged current tube. Thiswidening is most pro-
nounced at large needle-tip radii. The reason why the
cathode spot of anegative coronaisnot fixed to the very
tip of a needle electrode with a relatively large tip
radius, but moves around it, is still unknown.

Formula (11) for the area of the current tube on the
anode was used in 1.5-dimensional numerical calcula-
tions of the current—voltage characteristic. The results
of these calculations were used to find the cross-sec-
tiona area Sof the current tube in a point—plane gap as
afunction of x.

In our opinion, the factor %+ InOOEi] exp

4. CALCULATION OF THE CURRENT-VOLTAGE
CHARACTERISTIC AND COMPARISON
OF THE CALCULATED RESULTS
WITH THE MEASUREMENTS AND FITS

The time-averaged current—voltage characteristic of
a negative corona in air was calculated using the
1.5-dimensional model developed in [3]. An axisym-
metric point-to-plane corona was represented by a cur-
rent tube expanding away from the point electrode. In
each cross section of the discharge, the corona parame-
ters were assumed to be uniform and steady-state.

AKISHEYV et al.

Since area corona pulsates and the discharge parame-
ters near the point electrode change periodically in
time, the boundary of the quasi-steady drift region, in
which 8E/E < 1 and the electric field can be treated as
steady-state, should be set at a sufficiently large dis-
tance from the point electrode. The dynamic calcula
tions of a pulsating corona discharge [3, 4, 10] and the
dynamic measurements of the glow intensity near the
point electrode [11] under different discharge condi-
tions show that this distance is no less than 1.5 mm,
which is much larger than the thickness of the genera-
tion zone and the length of the transient region in which
negative ions are produced due to electron attachment.
Inthiscase, in order to calcul ate the corona parameters,
it is sufficient to use the time-independent equations
describing the drift of negative ionsin the quasi-steady
region. This means that the drift region of the coronais
only modeled. The voltage drop across the generation
zone and the transient region, which, according to esti-
mates, was about ~500 V, wasincluded in the total volt-
age balance.

Basic equationsfor the current density j () and elec-
tric field E(X) in the drift regi on have theform

500100 =0, g (S00EG0) = B, (12

)
HE(x)
aged over the cross section of the current tube. The tip
of the point electrodeis at x = 0, and the anode coordi-
nateisx = d.

The cross section of the current tube S(x) as afunc-
tion of the distance from the point electrode was
described by a quadratic dependence, such that, at x =d,
S(d) isequal to the value of S, given by formula (11):

where p(x) = is the space-charge density aver-

09 =S+ a 22 ) s- 5,09

where x, correspondsto the boundary of the drift region
and x, and a are thefitting parameters that provide the
best match between the calculated and measured cur-
rent—voltage characteristics. The first term in square
brackets corresponds to the rapid increase in the cur-
rent-tube radius R(x) with distance from the point elec-

trode (R~ /x/d, where x/d < 1). The second term is
linear in x; hence, it corresponds to aslower increasein
Rat x/d< 1.

From Egs. (12), we find the electric field profile
along the current tube:

X_XO
d—xo+(1_a)

E0) = g5 J(&Eo)z = IS(E)dE (14)

where | = j(X)SX) is the corona current, M = 2.25 %
10* m?/(V s) isthe generally adopted mobility of neg-
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ative ions in atmospheric air [2], and §, O211(r,, + %)*
and E, 030 kV/cm are the current-tube cross section
and the electric field at the boundary of the drift region
on the side of the point electrode at the distance x = X,
from it. Actualy, the equipotential surfaces near the
point electrode are close to hemispheres, which is
reflected in the expression for the effective area §,. The
chosen value of E, is an estimate from above for the
electric field; below this value, the ionization rate is
lower than the attachment rate and no el ectrons are gen-
erated in the drift region. Approximately the same elec-
tricfield isusually taken asaboundary value on the sur-
face of acoronapoint electrodein the calculations cited
in[2].

The discharge voltage is determined by the formula

d

U D[ E(x)dx + 500.

Xo

(15)

The results of calculations of the reduced current—
voltage characteristic of a corona discharge for differ-
ent interelectrode distances and needle-tip radii are
shown in Figs. 2—4 by the solid lines.

The obtained fitting parameters x, and a can be
approximated by the following expressions

Xo Udo(1 - Acexp(=B,d)),

orf-de'g orf-dgp (16

aUl-epggp g g B&Poogpm

where d, = 3.3 mm, D = 65 mm, al the other spatial
dimensions are in mm, A, = 0.79, B, = 3.26 x 1072 —

2.46 x 102%exp(=3ry), A, = 0.66 — 0.24 ,
1+ ex d.)? - rqj
PO013 O

and B, = 0.95 — 0.96exp(~0.81r,).

Figures 7 and 8 compare the obtained fitting param-
eters x, and a with the values given by formulas (16).
We note that the physics underlying the obtained
dependences of x, and a on d is beyond the scope of
this study. The advantage of formulas (16) is that, set-
ting r, and d, we can determine the cross-sectional area
of the current tube S(x) by formula (13) and thus calcu-
late the current—voltage characteristic of a negative
coronawith a point electrode that has no unsteady cath-
ode spots on its side surface.

The calculated cross-sectional area of the current
tube for different values of r, and d is shown in Figs. 9
and 10. We note that, for a large needle-tip radius and
small interelectrode distance (1.1 and 10 mm, respec-
tively), the cal culated cross-sectional areaof the current
channel varies nonmonatonically with the distance
from the cathode (see Fig. 9): first, it slightly narrows
and, then, expands. Probably, this is an artifact that
stems from the insufficiently tight localization of the
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Fig. 7. The parameter a as a function of the interelectrode
distance d for different needle-tip radii: ry = (1) 0.06,
(2) 0.275, and (3) 1.1 mm. The symbols show the values of
o that were used to fit the experimental results, and the

curves show the approximation by the second formula
in (16).

1
100
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Fig. 8. The parameter xg as afunction of the interelectrode
distance d for different needle-tip radii: ry = (1) 0.06,

(2) 0.275, and (3) 1.1 mm. The symbols show the values of
X that were used to fit the experimental results, and the

curves show the approximation by the first formulain (16).

current spot in experiments with a blunt needle elec-
trode. In this case, the difference between the instanta-
neous cross section of area current tube that rests on
an unfixed cathode spot and the cross section within
which areal current tube fluctuates turns out to be so
large that the use of the concept of the effective (i.e.,
time-averaged and uniform over the cross section) cur-
rent tube no longer reflects the actual situation near the
point electrode.



d =30 mm

Fig. 9. Axial profiles of the cross-sectional area S(x) of the
current tube of a corona discharge for ry = (1) 0.06,
(2) 0.275, and (3) 1.1 mm and d = 10, 20, and 30 mm. The
ordinates of the curves corresponding to d = 10 and 20 mm
are magnified by factors of 4 and 2, respectively, as com-
pared to their true values.

5. DISCUSSION

It can be seen from the first formulain (16) that the
boundary beyond which the drift region can be
regarded as steady-state islocated at a sufficiently large
distance from the point electrode and that this distance
increases with the interel ectrode distance. Between the
point electrode and the quasi-steady drift region, the
electric field of an actually pulsating corona varies
strongly with time. An important role in closing the
electric current through this gap is played by the dis-
placement current. The period-averaged displacement
current is zero; however, its amplitude can exceed or be
on the order of the conduction current. Hence, the use
of the steady-state approximation to calculate this part
of the discharge is indeed incorrect.

Using the obtained value of S, the amplitude of the

displacement current in this gap can be estimated from
below as

€EoS
| O T

where T and f are the period and frequency of the cur-
rent pulsations of anegative coronain air. It can be seen
that the current is proportional to the pulsation fre-
quency, which isin agreement with experiment [1, 12].
For x, 02 mm and f (1100 kHz, the displacement cur-
rent amountsto ~70 PA, which istypical of anegative
point-to-plane corona at this frequency.

Note that, as the interelectrode distance increases,
the variations in the shape of the current tube cannot be
described by a sdlf-similar dependence because the
coefficients that characterize the parabolic dependence
S(x) in expression (13) depend on d. In other words, the
configurations of the current tubes are not geometri-

= ZTTEOEOXCZ,f,
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Fig. 10. Axial profiles of the cross-sectional area §(x) of the
current tube of a corona discharge for ry = (1) 0.06,

(2) 0.275, and (3) 1.1 mm and d = 40, 50, 75, and 100 mm.
The ordinates of the curves corresponding to d = 40 and 50
mm are magnified by factors of 4 and 2, respectively, as
compared to their true values.

cally smilar at different d. It isimpossible to match the
calculated and experimental results using a self-similar
model. These results aso cannot be matched by for-
mally placing the boundary of the steady-state drift
region on the surface of the needle tip.

Analysis of the shape of the current tube as a func-
tion of d showsthat, at small gap lengths, the main frac-
tion of the gap is occupied by aweakly expanding cur-
rent tube with a field slowly decreasing with distance
from the boundary of the drift region. At largeinterel ec-
trode distances, the tube strongly expandsfrom the very
beginning, which correspondsto arapid decreasein the
field with increasing distance from the boundary; as a
result, the electric field in the major part of the inter-
electrode gap islow. Such abehavior of the shape of the
current tube and the electric field in the gap agrees with
an experimentally observed abrupt decrease in the
threshold current at which the coronatransformsinto a
spark (see, eg., [9]) as the interelectrode distance
decreases.

The results obtained reveal an interesting feature of
a negative point-to-plane corona for which the condi-
tionr,/d < 1 issatisfied. It followsfrom the second for-
mula in (16) that, as d increases, a approaches unity.
This corresponds to a linear increase in the cross-sec-
tional areaof the current tube of a point-to-plane corona
with increasing x, as is the case with a coaxia wire-
cylinder corona discharge. In this case, we obtain an
analytic expression for the current—voltage characteris-
tic of a point-to-plane corona that is mathematically
equivalent to the current—voltage characteristic of a
coaxia corona.

Remember that, under the assumption that the coax-
ial corona is homogeneous and steady-state, its cur-
PLASMA PHYSICS REPORTS  Vol. 29
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rent—voltage characteristic is described by the transcen-
dental expression [2, 13, 14] (the voltage drop across
the generation zone is neglected):

1+bRP—1— InMr

U DEorO , (17)
L+ 1+ br0
whereb = ! ; | isthe corona current per unit

2MEglifoEo
length of the cylinders; Rand r, aretheradii of the outer
and inner cylinders, respectively; and E, is the electric
field at the corona electrode. In view of the results
obtained, we note that the use of r, as the boundary of
the steady-state drift region of areal pulsating coaxial
coronaisincorrect.

Inthelow-current limit (I —» 0, brg ,and bR < 1),

expression (17) transforms into the linear Townsend
formula[15]

LS

| 0=
R In(R/ry)

Uo(U - Uo), (18)

where U, = Eyr,In(R/r) is the coronaignition voltage.

At high currents (I — o, bR?, and brg > 1), the

current—voltage characteristic (17) is quadratic in volt-
age and is similar to the current—voltage characteristic
obtained by Sigmond [5] for the so-called corona satu-
ration regime:

ZHSOM.U
R’

1O (19)

At large d, the steady-state current—voltage charac-
teristic of a point-to-plane corona can easily be derived
from Eq. (15) by neglecting the voltage drop acrossthe
generation zone:

|:| 2
U DEOd%‘D /1+a% -1

J_atlng/ —-a+ A/1+a(Sa/$) _S%D

1+J1-

(20)

2— and | isthe total corona current.
S
€oMiEq

wherea =

A comparison of expressions (17) and (20) shows
that, from the mathematical standpoint, the current—
voltage characteristic of a point-to-plane corona in
wide gapsis similar to the current—voltage characteris-
tic of acoaxia corona. Indeed, in the low-current limit
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(I — 0, a(S,/S)? < 1), the linear Townsend regime
can a'so be derived from formula (20):

8T,
Doy ), @)
TAd°In(S,/S)
where U, = Eod%;ln% In the high-current limit

(a— 1; i.e, the current tends to the limiting current
that formally corresponds to the Sigmond saturation

€0l E2 . .
current; | —» OM'TOSH), we obtain an expression that
is quadratic in voltage:

80“;%2. (22)
d

This expression is similar to the Sigmond formula. A
comparison of formulas (19) and (22) showsthat, under
the condition R = d and the same voltages, a point-to-
plane corona operating in the Sigmond regime provides
the same current as a segment of a coaxial coronawith

_ S
the length A = 5

d/3).

(which is approximately equal to

6. CONCLUSIONS

(i) The point electrode of anegative coronaisnot, in
fact, a structureless point. The unsteady position of the
cathode spot on the tip of the point electrode and the
expansion of the current area within which the cathode
spot moves lead to an uncontrolled increase in the
transverse size of the effective current tube. In this
paper, a method for suppressing cathode spots on the
side surface of the point electrode has been proposed.

(i) Based on the experimental results obtained with
controlled discharge geometry, an analytical fit of the
current—voltage characteristic of a negative point-to-
plane corona has been proposed. The time-averaged
cross-sectional area S(X) of the current tube has been
determined, which significantly simplifies the calcula-
tion of the steady-state current—voltage characteristic
and provides important information about the trans-
verse size of the corona as afunction of the gap length.

(iii) It has been shown that, when computing the
steady-state current—voltage characteristic of anegative
coronainair, itisnecessary to take into account the fact
that the current of an actual corona pulsates. Because of
the presence of asignificant displacement current in the
vicinity of the point electrode, it isincorrect to assume
that the boundary of the steady-state drift regionisadja-
cent to the surface of the point electrode, as is often
donein the literature.

(iv) It has been shown that, at large interelectrode
distances, the scaling for the current—voltage character-
istic of anegative point-to-plane coronais equivalent to
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that of acoaxia corona. The conditions are determined
under which the currentsin these corona discharges are
the same.

The results obtained give a general picture of the
time-averaged background against which ionization
instabilities can develop in a negative diffuse corona.
Therefore, this study is a necessary stage in investigat-
ing the mechanisms of the origin of the current spotson
the electrodes of a negative corona and of the propaga-
tion of the current channels across the interelectrode

gap.
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