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The initial-state radiative events in electron—positron annihilation into
hadrons at DADNE are considered. The corresponding cross section
with the full first-order radiative corrections is calculated. The analyti-
cal calculations take into account the actual angular acceptance and
energy cutoff of the DADNE photon detector. ©1999 American In-
stitute of Physicg.S0021-364(109)00111-5
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It is the general viewpoint at present that the dominant error in Standard Model fits
stems from the fairly large uncertainty in the hadron contribution to the vacuum polar-
ization (HVP). The limited knowledge of the HVP also affects the precise determination
of the muon anomalous magnetic mom&fiThe main problem comes at low and inter-
mediate energies, because in these regions the HVP cannot be computed by means of
QCD. The only possibility is to reconstruct it by a dispersion integral using the measured
total cross section of the processe” — hadrons at continuously varying energies. Thus
there is an eminent physical reason to scan the total hadronic cross section in the region
up to a few GeV.

For this goal one can exploit the high luminosity of the upcoming fixed-energy
e’e” colliders and use the process of radiative return to lower energies due to initial-
state photon emissiotr?

e (p)+e’(p)—¥k—=y*(@—H(@), q=pi+p—Kk, D)

whereH denotes all final hadrons, and is the intermediate heavy photon. We write the
final photon on the left-hand side () to emphasize that it radiates from the initial state.
The total hadronic cross sectien of the procesgl), that defines the imaginary part of
the HVP, depends on the heavy photon virtuality

g’=s(1—x), s=4&e%, x=uwole,

wherew(¢) is the photon(electron energy. Therefore, by measuring the photon energy
fraction x one can extract the distributian s(1—x)].

In the case of a final-state radiation process
e (py)+te’ (p)—y*(p1t+p2)—y(k)+H(q) 2
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the quantityo, depends ors, while the hadron invariant masg remains the same.
Consequently, to scan the total hadronic cross section one only needs to use events with
initial-state radiation. The events with final-state radiatiB8R are treated as a back-
ground.

Some possibilities for separating this background have been considered in Ref. 5.
The model-independent method is based on the different angular distributions of photons
emitted in initial and final states. It can be effective for for the high-statistics events
expected at DANE. The other approach involves modeling of the final hadronic states.

In particular, the contribution to the total hadronic cross section due torthe ™y
channel for FSR with pointlike pions has been investigated in Ref. 5. On the other hand,
the restriction of the hadron phase space, a measure which was also suggested in Ref. 5
to get rid of the FSR background, is, in our opinion, unsuited to the main goal, because
the hadronic cross section measured in this case must depend on the restriction param-
eters, whereas the quantig; (which enters into the dispersion integralepends, by
definition, on the heavy photon invariant mass only. Nevertheless, the FSR background
under the DAPNE conditions can be controlled.

Another source of background is due to the production of hadrons by two-photon
and double-annihilation mechanisms. But the corresponding contribution to the cross
section (provided that the photon hits the photon detexierproportional toa® [for
comparison the Born contribution is proportionaldd, see Eqs(4) and(5)] and can to
high accuracy be neglected.

In this paper we calculate, for the procesg1) and the radiative correction to it,
using realistic conditions for the tagged photon dete¢Rid) at the DAPNE collider.
The angular acceptance of the DAE PD covers all phase space except for two sym-
metrical cones with opening angledg along both the electron and the positron beam
directions. This kind of angular acceptance is just opposite to that used in Ref. 4, where
the PD covered a narrow cone along the electimnthe positron beam direction. Be-
sides, the actual D&NE PD selects events with only one hard photon hitting it, and the
corresponding energy cutoff parametedis Under the DAPNE conditions one has

6,=10°, A=4Xx10 2 (3
and the radiative-corrected total hadronic cross section will depend on both the angular
and energy cutoff parameters.

The Born cross section of proces can be written as follows: Refs. 4 and 6

dO’B: f U.(qZ)i (S+t1)2+(3+t2)2 d_?’k (4)
Q(6p) 272 tito Sw’

where()(6,) spans the angular acceptance of the PD,tape —2(kp; 5). The normal-
ization cross section under the integral sign on the right-hand side of4Eaq.an be
expressed in terms of the rat®of the total hadronic and muonic cross sections:

2 2
1+
q

(@)= R
oy AT
3 n@p
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_ oy(e"e” —hadrong

R(9%) ®)

oete —sutuT)’
whereu is the muon mass. The lepton contribution to the vacuum polarizdfi¢g?),
is a known functioh and will not be specified here. The angular integration of @j.
gives

_v)2
daB=ia(q2)2 1+(1-x)* 1+coséb,

5 ~ n 1= cosd, —X COSHy|dX. (6)

In the Born approximation the cross section of the prodésslepends on the angular
cutoff parameter only. Looking at E¢6), we see that measurement of that cross section
at different values of the tagged photon energy fractonill allow one to extract the
quantity o(e* e~ —hadrons) at different effective collision energsd — x).

High-precision measurement of the total hadronic cross section requires adequate
theoretical calculations. These last have to take into account at least the first-order radia-
tive correction(RC). The RC toda® includes the contributions due to additional virtual
and real soft(with energy less thagA, i.e., w<eA) photon emission in all angular
phase space as well as due to haod>eA) photon emission in the region where the PD
does not record it.

When calculating the RC to the Born cross section we supposer{lag) is a flat
enough function of its argument that the conditions

A do 0(2) do

o(9?) dIn(g?) =t o(9?) dIn(g?)

are satisfied. These conditions permit the application of the soft photon approximation
and the quasireal electron metfiddr a description of only the wide-resonance contri-
butions to the cross section.

<1 (7)

The virtual and soft photon corrections can be computed using the results of Ref. 8,
where one-loop-corrected Compton tensor with a heavy photon was calculated for the
scattering channel. In order to reconstruct the corresponding results for the annihilation
channel it suffices to make the substitutigims accordance with the notation used here

po——p2, U—S, t—oty 8

in all of the formulas of Ref. 8.

Thus the contribution of virtual and soft photon emission to the RC to the Born cross
section can be written as follows:

a® [ (s+t))?+(s+ty)? d3k
d V+S:f %) +T|—, 9
7 !)(Oo)g(q }4773 p tltz Sw ( )
™ 9 S
p=4(ls=DINA+3[ls+IN(L-X)]- o =5, ls=lh— (10)

2’ m
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3 1
T=5Tg~ 8—qz{Tn<s+t1)2+ Toas+15)?+ (Tiat Top[s(s+t+tp) —tatp]}, (1D

wherem is the electron mass. For the quantitigsandT;, see Ref. 8, bearing in mind
the substitution8). It must be noted only that under the conditions at®ME one has
|t1 Jmin~&265>m?, and one should therefore omit terms proportionainfoin both T,
and Tik .

The Born-like structure containing the factpron the right-hand side of Eq9)
absorbs all infrared singularities via the quantitjlrin the limiting case

[ti|=28%(1—c)~e265<s, |to; tr,=—sx @?>=s(1—x),

which corresponds to events with the tagged photon detected very close to the cutoff
angle 6, along the electron beam direction, the expression in parentheses on the right-
hand side of Eq(9) reads
. 2—x2
2x |’

(12

1+(1—x)? 2
P %(1—¢)  x(1-0)

1+(1—x)?
X

x?(1—c)
2(1-x)

In(1—x)In 2f(x)

x dz
f(x)=f —In(1-2), c=cos¥,
o Z

whered is the angle between vectdtsandp, . For events with the recorded photon very
close to the cutoff anglé, along the positron beam direction, one must chanie(12)
to —c.

To compute the RC due to an invisible hard photon radiated along the electron beam
direction inside a cone with opening angl®d2we can use the quasireal electron
method’ In accordance with this method the corresponding contribution to the cross
section has the form

doy'= f do®(py—ky .k p2)dW, (k) , (13
wheredo!! is the cross section of the process

e (p1)+e"(pa)— (k) — y(ky)—y*—H(q), (14)

provided that the additional hard photefk,) is emitted along the electron beam direc-
tion.

The expression for the radiation probabiliy\V(k,) is well known! and under the
DA®NE conditions it may be written as follows:

a 8219(2)
dW(k1)=ZP l—z,In—2 dz, P(1-zlL)=

1+(1—z)2L_ 2(1-2)
- ,

(15

m

wherez is the energy fraction of the invisible photon, and we use the approximation
2(1—00590)=6% in the argument of the logarithm.

The shifted Born cross section on the right-hand side of (E§). is given by the
formula
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@ o (1-2)%(s+1)?+[(1-2)s+1,]° ok
2o 27 (1-2)t1t; S

dUB(pl—kl,k,p2)=L . (16

01=(1-2)p1+p,—k.

After integration over the invisible photon energy fractoon the right-hand side of Eq.
(13), we obtain

dH—azmdPl—IszagdB —ky K 1
Ry R z z,n? o°(p1—Ky,Kk,p2), (17

where the upper limit of integration is defined by the conditiﬁaMmf,(mw is the pion
mas$ and reads

2(1—x—9) am?

Zm:2—x(1—c)’ s

The corresponding expression idmr? , when the additional invisible hard photon is
emitted along the positron beam direction, can be obtained fronj1&y by the substi-
tutions p;<p, in do® and c——c in z,. Because the angular acceptance of the
DA®NE PD is symmetrical respect to the substitutioe —c, one haglo'=doh, and
the full RC to the Born cross section reads

doRC=dgV*S+ ZdO'T. (18

It is useful to rewrite the functiofP(1—2z,L), whereL=IS+In(63/4), that enters
into do! in the following form:

P(1-zL)=Py(1-2zL)—2G—(2) g+2InA)L—2InA, (19
1+(1—2)? 3
Pi(1-zlL)= fe(z—A)Jra‘(z) §+2InA) L,

1-z
G= Ta(z—A)Jré(z)InA,

where the quantity ¢/27)P,(y,L) is the well-known first-order electron structure
function? and simultaneously suppose the lower limit of thimtegration indaT to be
equal to zero. Then the measured cross section of the prétessder the DAPNE
conditions can be written as follows:

34 4InA)IN = +3 In(1 m 9l
(3+4In )n0—(2)+ n( _X)_?_E o

o
dO':dO'B(pl,k,pz){l"‘Z

% af a(qz)Td—ngrZJ'zmdz[P(l—z L)—G]de®[(1—2)py.K.p,]
0(6) Sw 0 ' ’ L

272

(20
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The term containing the product of logarithms of the energy and the angle cutoff param-
eter arises because we do not permit the additional hard photon to appear inside the PD.
We can resum the main contributions on the right-hand side of Zy.in all orders of
perturbation theory and write the master formula in the form

a
dU:f lef dZZdO'B(Zl,Zz)(D(Zl,L)D(Zz,L)_ 5[5(1_21)6(1_22)

[a ™ 9
+8(1-2,)G(1—2;)]{ O+ doB(1,1) —(3In(1—x)————)

2 3 2
N | )(1 4 | 06 )}4_ a? ( 2)Td3k
ex —exp BIn— — —
qﬁ S B 4 471_2 (2(00)0- q Sw
doB(zy,2,) =doB(zyp; K _2%3 21
1:42 lpl! 122p2)1 ﬁ T 4+ n ’ ( )

whereD(z,L) is the full electron structure function. The theta funct®nr, under the
integral sign defines the integration limits over variatdgsandz, under the condition

(z4p1+ Zopo+ k)2=4m?2 .
The corresponding limits of integration can be written as follows:

26+2z1x(1—c) 26+Xx(1+c)

>z,> - 1>z >
1>z 2z,—x(1+c) ’ A7 x(1-0¢)

(22)

The cross sectiof21) corresponds to an event selection such that one hard photon with
energy fractiorx hitting the PD with an arbitrary number of accompanying soft photons
with an energy fraction up td for every one inside the PD is included as an event. If we
want to select events for which the energy fraction of all soft photons inside PD does not
exceedA, we have to replacg by

__2a3 CtinA
p="\g=Ctina),

whereC is the Euler constant, and write

1 exp(BIn[ 62/4)]
T(1+(2alm)ly T(1+(2alm)L)

instead of 1-exp(BIn(#¥4)) on the second line of E¢21).

The master formul#21) takes into account only the photonic RC. It can be gener-
alized in such a way to include also the leading corrections due to electron—positron pair
production. We will assume that inside the PD only soft paiih energy fraction less
thanA) can be present, while outside the PD there can be both soft and hard pairs. In this
case the corresponding generalization can be carried out by the insertion of an effective
electromagnetic couplifign place ofalg andal,

a a
als—>—3wln(l—§ls>, CZL—>—37T|H(1—§L), (23
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in the electron structure functions and exponents on the right-hand side 62EqIn
addition to this we have to represent the electron structure function as a sum of nonsinglet
and singlet part3.Note that the nonsinglet part can be written in iterative as well as in
exponentiated form, whereas the singlet part has only the iterative form. For the electron
structure functions see Refs. 9 and 10.

The master formuld21) takes into account the full first-order RC and resums the
main contributions in all orders. It is accurate to better than 0.5 percent.

To extract the RC-corrected hadronic cross section from the corresponding experi-
mental data for the D&NE collider with an accuracy of a few tenths of one percent, it
suffices to use Eq20). In this case we can expand the quantit§q?) as

o(6P) = oo( @) + 5~ 2 (0P) (24

and obtainoy ando; by application of a simple iterative procedure to E20), bearing

in mind that the cross section on the left-hand side of this equation is measured by

experiment. The corresponding equation in the zeroth approximation,
o @ L (st %+ (s+1p)? d_3k

g
272 J () ° tit, Sw

(25

allows one to extract the dependencesg{q?) over a wide interval of the variablg?.
In the first approximation the equation for, reads

f d% 2 234IA43I1 ™9
Q(eo)g o1(d9)oo(g9)| (3+41In )0—g+ n( _X)_?_f
(s+1t,)%+(s+1,)?

= oo T+2 [ oy(@Py1-21)- 6]
1t2 0

)2 241(1- 2
L(1-2%(s )24 (L2t ty] dz}zo (26)

(1-2)%t4t,
This equation can be solved numerically for the functiorfq?).
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A simple theoretical model is proposed which describes the positive
sign of the nonlinear absorption resonances in the experiments of
Akul'shin et al.[Phys. Rev. A57, 2996(1998]. An analytical expres-
sion for the linear response to a weak probe field is obtained in the
weak-saturation limit. It is shown that the positive sign of sub-natural-
width resonances is due to the spontaneous transfer of low-frequency
coherence from an excited level to the ground state.1999 Ameri-

can Institute of Physic§S0021-364(09)00211-X

PACS numbers: 42.65k, 42.50.Gy

1. It is well known that nonlinear interference effects accompanying the resonant
interaction of atoms with light can produce interesting and important phenomena, such as
electromagnetically induced transparedayherent population trappirfgamplification
and generation without inversidnand others. Common to all these phenomena is the
appearance of light-induced coherence between the atomic levels in a dipole-forbidden
transition. Sub-natural-width nonlinear resonances have recently been ofsenasd
sorption at theD, line of rubidium under excitation by two codirectional optical waves
with a variable frequency difference. It is remarkable that, besides the expected reso-
nances of electromagnetically induced transparency, with negative sign, there were also
positive resonances, describing a substantial growth of the absorption. The authors of
Ref. 4 later concludedon the basis of experimental results and numerical calculations
that positive sub-natural-width absorption resonances arise in a degenerate two-level
system when three conditions are satisfiedfie total angular momentum of the excited
level is greater than the angular momentum in the ground sktelF,+1; 2) the
transition F;—F. must be a cycling transition; and) &e ground-state level must be
degeneratef- ;>0. However, the physical reasons for the sign change of the resonance,
in our view, remained unexplained.

At the same time, as was shown in Ref. 6, the spontaneous transfer of Zeeman
coherence from an excited level to the ground stapntaneous cascade of cohergnce
can change the position, width, and amplitu@éich is most important in the present
contexj of nonlinear resonances in probe-field spectroscopy. It is likely that this process
is responsible for the sign change of the resonance in Ref. 4. We note that the simple
theoretical models A atom,V atom, and othejs ordinarily used to describe nonlinear
interference effects, neglect the spontaneous cascade of coherence. Rautian’s works on

0021-3640/99/69(11)/6/$15.00 819 © 1999 American Institute of Physics
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FIG. 1. N atom. The solid linegpump field and the dashed lingorobe field show light-induced transitions.
The wavy lines show the two possible channels for spontaneous decay of low-frequency coherence.

the spontaneous transfer of optical coherence are, to all appearances, an exseption
Ref. 7 and the references cited thejein

2. In the present letter we propose a simple theoretical model that admits spontane-
ous transfer of low-frequency coherence and describes a positive sign of the nonlinear
resonances in absorption — &hatom. Specifically, we consider an atomic system with
four stategi), i=1,...., 4(see Fig. 1L The odd-numbered statek) and|3) belong to
the nonrelaxing ground state with zero energy. The even-numbered &atesd |4)
form an excited level with energfwo, and spontaneous relaxation rdte All optical
transitions|odd)— |even) are allowed with the exception ¢1)—|4), which is forbid-
den by a selection ruléor example, on the projection of the angular momentufhe N
atom interacts resonantly with a two-frequency light field:

|(r,t):E1 eXp[—ile-i(klr)]-i-EZ eXF{—iwzH-i(kzr)]-i-C.C. (1)

A pump field with amplitudde; and frequencyo, excites two transitions simultaneously:
|1)—|2) and|3)—|4). A weak probe fielcE, at frequencyw, is applied at the transi-
tion |3)—|2). The Hamiltonian of a free atom can be represented in a basis rotating
together with the field as

Ho=1i 81| 1)(1]+1 85|3)(3| +7i(8,~ 61)[4)(4], 2)

where 6;= wq— wo—Kqy v (q=1,2) are the detunings with allowance for the Doppler
shifts. We use the resonance approximation for the interaction opefatpr()

Aar=%0,0,+%0,0,+h.c. 3)
Here (), is the Rabi frequency, and the operat@@ are given by

Qu=AI2)(1]+]4)3],

Q=B[2)(3|, A*+B?=1, 4

where the real numbess andB determine the relative transition amplitudese assume
the transition3)—|4) has an amplitude of)1In the purely radiative relaxation approxi-

mation the kinetic equation for the density matpiof the atoms has the form
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d. i . . -1
gt T 7HotHar pl+ 5T

» oqég,,s}—br S Qlpa.-R, ©)
q=12 q=1,2

where the third term on the left-hand side has the structure of the anticommutator of the
state described above and the optical coherences. The last term on the left-hand side
corresponds to the transfer of population and low-frequency coherence from the excited
level to the ground state. The branching ratisl)<1 sets the probability of an excited

atom returning into the initial level. Specificalljp=1 for a cycling transition. The
right-hand side of Eq(5) is a source describing external pumping of the levels.

3. As is well known® the work performed by the probe field per unit time is given
by the expressiol? =27 w,Rd Q3 p,3]. A positive sign ofP corresponds to absorption
of radiation by the medium.

Stationary optical coherengse; can be written in the form
p23=[T/12=15,] H{—1BQy(psz— p22) —1AQ1p13+1Q1p2s} . (6)

The last two termgproportional to€),) in braces in Eq(6) describe the changes occur-
ring in absorption as a result of light-induced low-frequency coherence.

For A andV atoms the off-diagonal elemenjis; and p,, have phases such that the
absorption of the probe field decreases at a two-photon resodarc®, . We note that
the corresponding terms have opposite signs. In the case at hand an additional term, due
to the spontaneous cascaslg— p3 (dp13/dt=...+bAl p,,), appears in the equation
for p,3. Therefore, that phase of the coherepggwhich gives transparency via the term
iQ1po4 Can give an increase of absorption via the teriAQp,5. In what follows we
shall use two standard approximationgfiist order in the probe-field amplitude,, and
2) weak-saturation limit with respect to the pump field, i,;,<I". Then we replace Eq.
(6) by

pSH=[T12—i8,] Y —iBQpY—iAQpH}, (7

where the index ip(™ signifies that this element is takenrith order with respect t6), .
Equation(7) is supplemented by the following equations for the first-order coherences:

181 82)p{d =1BQp Y —1AQT pld+iQply)+ DA 37,

[T+i(8,—8,)1p55 = —iBQop P —iAQ Y +i0Fply

[T/2+i(28,— 8,)1p =107 p¥, ®)
iAQT (Y 107 pl)

(O e S Wl L
2ZoTre+is, T3 TR2+i06,

Here we assume that the tefrin Eq. (5) is diagonal and therefore contributes in E8).
implicitly via the zeroth-order populatiopi(io). The following coupled equations for the
low-frequency coherences can be obtained from E)s.
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|AQ,|? |Q,?
i — (1) _ (1)
Tami5 Tarias sy (9 9|t bAT L
_ ABOOT o ABO,OF

T TR=is, PR Ti2tis, P

AlQy]? AlQy]?
i — (1)_ (1)
[FHi(01= 02 1Pz [F/Z—i62+F/2+i(251—52) Pi3
* *
(B0 BON0L o
T/2—i5, Tl2+is;|P%"

The right-hand sides of Eq$9) describe the appearance @fy and p$%) as a result of
interference of the transition. The field-induced broadening and optical shifts of the states
of the ground level are presented in brackets in the first equation. Equéijoass not
independent because of the second terms, which correspond to spontaneous and induced
coherence transfers between the levels, on the left-hand sides. In the low-saturation limit
under consideration, the appearance of the coherp&ibdn the equation fop(l%) is due

to a spontaneous cascade. As one can see frorf®Edhis process changes the position,
width, and amplitude of the nonlinear resonance due to the low-frequency coherence of
the ground state. Using E¢) to eliminate the low-frequency coherence from Eg,

we obtain the final result for the linear response:

—iBQ
W—__~""2 | (0)
P23 =T 2= 5, P33

(b—1)p$J|AQ|?
T12—i5,
T/2+16,

J’_

|AQ,[2(1—b)+]Q4|?(1—bA?) +i(8,— 8,) (12— 6,)
.\ (bp3— pP)AQ,|? 10
T2+is '
|AQ4[*(1-b)

101 201 A2\ .
1ﬂ/z_i52+|01| (1-bA%)+i(6,— 8,)(I'[12+i687)

where we have used the approximatiah— &,|<I', since we are interested in a sub-
natural-width two-photon resonance.

4. We consider first the case of stationary atorss0 (homogeneous broadening
The stationary zeroth-order populatiop§) and p{2 are determined by the balance
between pumping and relaxation of the levels and, evidently, they cannot contain struc-
ture with width less thai'. Therefore the last two terms in EGLO) are responsible for
the sub-natural-width resonances at the frequency differépee5, . If the pump field is
tuned exactly to resonancé; =0, then the sign of the two-photon absorption resonance
is determined by the sign of the expressiorb (21)p{Y—p{?, i.e., it depends on the
branching ratio and on the populations in the absence of the probédesd-ig. 2a For
example, ifb=0, i.e., there is no spontaneous cascade, then the resonance is always
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FIG. 2. Probe-field absorption normalized to the linear absorption at line center as a function of the frequency

difference for homogeneous broadening0 (a) and for Doppler broadeninlg\7= 10I" (b). The solid(dashed
lines correspond to=1 (b=0). The parameters of the pump field @ge=0, ),=0.1I"; the other parameters
areA2=B2=1/2 andp{9=0.

negative, which corresponds to electromagnetically induced transparency. In the opposite
case of a cycling transitionb=1) the resonance is positive, i3> p{}. For p{J=0
the absorption isA/B)? times greater than in the linear case.

The position and width of the positive resonarjtiee last term in Eq(10)] are
determined by the real and imaginary parts of the expression

(1—b)M—(l—bA2)
8,—il/2

1Q4?
5, +10/2"

which is a linear combination of complex light shifts of the states of the ground level with
coefficients that depend dn

5. We shall now show that the effect does not vanish on averaging over the veloci-
ties of the atoms in at least one case of importance for practical applications. Let the
codirectional waves have approximately the same Doppler skifts~k,-v~kv,, let
the transition be a cycling transitiob€ 1), and let the zeroth-order populations be
p{9=0 andpY=fy(v), a Maxwellian velocity distribution. The averaged optical co-
herence can be expressed in terms of the error function as

(paahy=—iBQy V(8,)+ A0,
p23)v= I 2 2 3
' |BQ4|2+iT(8,— 8) — (81— 8,)?
V(8,)+V| —6 B0,
X|V(8)+V| — o, + 5—5,) ||’
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. 2 .
V(x)=ﬁexr{(rlzilx) ; F/2:|x)) , 11

1—er

kv kv kv

where 6;= 0y~ o, v= V2kgT/M, andV(x) describes the well-known Voigt contour
(the convolution of Lorentzian and Gaussian cujveSor a large Doppler width,

kv=>T, the absorption of the probe fietdRe{i Q3 (p,3),} as a function of the frequency
difference§;— &, contains two structures, at the poift— 6,=0, with different widths

and signs(see Fig. 2h One structure, described by the Lorentzid{),|%/(|BQ4|?
+il'(8,— 8,)), has a width of BQ4|?T" and increases absorption. The second structure
is associated with the functiodi(— 8, +|BQ4|%/(8,— 8,)) in Eq. (11) and describes a
very narrow dip in the absorption spectrum. This structure, which has a width of

|BQ,4|?/kv, is the result of averaging. For an atom with a fixed velowitihe effective
detuning iss; — kv, and, as one can see from E0), the resonance is optically shifted
relative to the points;— §,=0. The sum of such shifted resonances with widths and
amplitudes that depend an gives the dip. Fo; # 0 the resonance becomes asymmet-
ric.

We note that at room temperature the width of the absorption resonance differs by
two orders of magnitude from the width of the narrower dip in it. This circumstance can
be viewed as a possible reason for the absence of such dips dips in the experiments of
Refs. 4 and 5.

6. In conclusion, we note that thié-type interaction scheme can be easily organized
in real atomic systems. For example, let us consider the cycling transitjerF—F,
=F+1 of the D, line of alkali metal atoms that interacts with a circularly polarized
(o) pump field. In the absence of a probe field all atoms are transferred to the outermost
Zeeman stateF-,,my=F) and|F.,m,=F+1). If the probe field possesses orthogonal
circular polarization ¢ _), then to first order in the probe-field amplituf)e we have an
N atom with the stated1)=|F,,my=F—2), |2)=|F,,m=F—1), [3)=|F,,m,
=F), and|4)=|F,,me=F+1). This scheme was implemented in Refs. 4 and 5 in
experiments with circularly polarized waves.

We thank A. M. Akul'shin for calling our attention to the problem. This work was
supported by the Russian Fund for Fundamental Resdéénent No. 98-02-17794
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Noise-induced escape from the basin of attraction of a strange attractor
(SA) in a periodically excited nonlinear oscillator is investigated. It is
shown by numerical simulation methods that escape occurs in two
steps: transfer of the system from the SA to a close-lying saddle cycle
along several optimal trajectories, and a subsequent fluctuation-induced
transfer from the basin of attraction of the SA along a single optimal
trajectory. The possibility of using the results of this work to solve
problems of the optimal control of switchings from an attractor and for
constructing theoretical estimates of the escape probability is discussed.
© 1999 American Institute of Physids$0021-364(109)00311-4

PACS numbers: 05.45.Gg, 05.40.Ca

The problem of the stability of chaotic attractors in the presence of weak noise is a
fundamental unsolved problem of the theory of fluctuati@es, for example, Ref) that
is of great importance for practical applicatidiisThe difficulty in solving this problem
stems from, specifically, the fact that the dynamics of a system near a chaotic attractor in
the process of large noise-induced deviations from deterministic chaotic trajectories re-
mains obscure.

In the present letter we propose using measurements @iréestory probability of
fluctuationd for direct experimental investigation of the dynamics of a system near a
strange attractor immediately prior to escape from the basin of attraction.

The method is based on the idea of optimal trajectories along which the system
fluctuates toward states far from equilibridh mathematical variant of these physical
ideas are asymptotic formulas, written in terms of rays or wave fronts, for solving the
Fokker—Planck equatichThe method essentially reduces to following continuously the
dynamics of a system and constructing the distribution of all realizations of the fluctua-
tion trajectories of the system that transfer it from a state of equilibrium to a prescribed
remote staté.The advantages of this approach have been demonstrated pre{idirsly
an investigation of certain fundamental symmetry properties of optimal trajectories and
singular characteristics of their distribution.

0021-3640/99/69(11)/6/$15.00 825 © 1999 American Institute of Physics
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FIG. 1. Phase diagram of the systéh) in the plane of the parameters of the external force. The diagram was
obtained by numerical simulation of the systéfiy with I"'=0.05, wy=0.597, 3=1, and y=1. The small

crosses show the regions of chaos. The filled dots show the region of coexistence of two attractors correspond-
ing to resonances of period 1 of the syst€th The circles bound the region of hysteresis of creation and
vanishing of an attractor corresponding to a resonance of period 2. The triangles show the region of coexistence
of two attractors corresponding to a resonance of peritiie?solid, dot-and-dash, and dashed lines connecting

the symbols are drawn to facilitate reading the figufdne working pointP with w;=0.95 andh=0.13 shown

by the thick cross is chosen in the region of coexistence of the strange attractor and a stable limit cycle
corresponding to a resonance of period 1.

A nonlinear oscillator in the presence of noise and an external periodic force was
chosen as the model for investigation:

q=K(q,H)+f(t), K={Ky,Kz}={0z,—2T'q— w3d1— Ba%— ya;+h cog wit)},
f()={0.&1)} (&1)=0, (&(1)&0))=4TKT8(1), (1)
I<wi, 9/10<pB? ywi<4.

For the chosen values of the parameters the potential is a single-well potestial (
<4yw(2,), and the energy dependence of the oscillation frequency is nonmonotonic
(B2/7w3>9/10). This model is encountered in many applications and can be used to
perform a theoretical analysis over a large range of the param@tees for example,
Refs. 10 and 1)1 It has been shown previousithat chaos can arise in the systétfor
comparatively small amplitudds~0.1 of the external force.

A simplified diagram(Fig. 1) shows the stability boundaries of limit cycles of
periods 1 and 2 as well as the existence regions of dynamical chaos. A chaotic attractor
arises as a result of a cascade of period-doubling bifurcations, and it is therefore a
quasiattractot? We note that qualitatively this diagram reproduces the features predicted
theoretically for not very different values of the parametérs.

The pointP in the diagram denotes the regime chosen for investigation, where a SA
coexists with a stable limit cycle. This regime is often encountered in applications which
are of practical intere¢t*>*To study in detail the behavior of the systdfy in this
regime, numerical investigations of its dynamics were performed using a fast pseudoran-
dom sequence generafdr.
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FIG. 2. (8) The hatched and white regions correspond to basins of attraction of a stable limiScpcié a SA

in a Poincaresection of the systenfil) for w;t=0.6= with parameters corresponding to the pamin the
preceding figure. The filled dots show the intersections with a given plane of one of the real escape trajectories
of the system from the basin of attraction of the SA. The pbirghows an unstable limit cycle lying on the
boundary of the basin of attraction of the SA. The crosses correspond to points belonging to tH&3cyiole

The three optimal escape trajectories shown by dashed, solid, and dotted lines have relative probabilities
9.5:4:1, respectively. The triangles and filled dots show one period of an unstable saddle cycle of p8&pd 3 (
and one period of an unstable limit cydlg respectively. The solid thin lines show 15 real escape trajectories
corresponding to the same optimal trajectory.

The basins of attraction of both attractors are shown in Fig. 2a for one of the
Poincaresurfaces of section. The symbdbs andU in the figure denote the stable and
unstable limit cycles, respectively. The SA is shown in the figure by dbesmaximum
Lyapunov exponent is\,,;=0.0449). In the presence of weak noise there is a finite
probability of noise-induced transitions between the chaotic attractor and a stable limit
cycle. In the figure the filled dots show the intersections of one of the real escape
trajectories with the given Poincasection. The crosses show a saddle cycle of period 3
(S3) through which the optimal escape trajectory passes below. The multipliers for
S3 areu,=0.04873<1 andu,=7.608312-1.

The following very simple escape scenario can be expected in the Hamiltonian
formalism. Let us consider first the escape of the system from the basin of attraction of a
stable limit cycle that is bounded by an unstable limit cycle. In general, escape occurs
along a single optimal trajectory,,(t) connecting the two limit cycles. To determine
Qopt) and the escape probabili#y in the limit T—0 we can seek the solution of the
Fokker—Planck equation corresponding to the systenin a form similar to the WKB
approximatiofi (see also Refs. 4-9, 17, and)18

P(q,t)~Cexp(—S(q,t)/kT), T—0, 2

whereC is a prefactor an&(q,t) plays the role of an “activation energy” of fluctuations

at the pointg in the space of states of the system and is a periodic function of time for
periodically excited systems. Substituting the funct{@ninto the Fokker—Planck equa-
tion and expanding in powers d@fshows that, to leading order in the expansisyg,t)
satisfies the Hamiltonian—Jacobi equation with the so-called Wentzel-Freidlin
HamiltonianH:®
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The trajectoryg,p(t) is determined by minimizing on the set of all classical determin-

istic trajectories determined by the Hamiltonib that start on a stable limit cycle as

t— —o and terminate at an unstable limit cycletasc. That is,qy(t) is a heteroclinic
trajectory of the systen3) with minimum actionS,=minS where the minimum is
understood in the sense indicated, and the escape probability assumes the form
P~exp(—S,/kT). We note that the existence of optimal escape trajectories and the va-
lidity of Egs. (2) and(3) have been confirmed experimentally for a number of nonchaotic
systemgsee Refs. 7-9 and the references cited thgrein

If the noise is weak, then the probabili®(q,p,t) of escape along the optimal
trajectory is exponentially small, but it is exponentially greater than the escape probabil-
ity along any other trajectory, including along other heteroclinic trajectories of the system

(3).

Since the basin of attraction of the SA is bounded by an unstable limit ty,dlee
situation neat remains qualitatively the same and the escape trajectory remains unique
in this region. However, the situation is different near a chaotic attractor. In this region it
is virtually impossible to analyze the Hamiltonian flux of the additional syst&mand
no predictions have been made about the character of the distribution of the optimal
trajectories near a SA. The simplest scenario is that an optimal trajectory approaching the
boundary of a chaotic attractor is smeared into a “cometary tail” and is lost, merging
with the boundary of the attractor.

However, statistical analysis of real fluctuation-induced escape trajectories gives a
more detailed picture of the noise-induced escape from a chaotic attractor.

Several thousands of real escape trajectories of the sydefom the basin of
attraction of a SA in various operating regimes were investigated. The typical situation is
displayed in Fig. 2b for system parameters corresponding to the PamnFig. 1. Fifteen
real escape trajectories corresponding to the same optimal trajectory are presented in Fig.
2b as an example. All trajectories are made to coincide in time at a single characteristic
point corresponding to the passage through a saddle cycle of peftadr&jles accom-
panying a transition from chaotic to regular motion. It is evident that all real trajectories
pass through the immediate neighborhood of the optimal trajectory in a band with half
width kT (we note that the space of states of the systénis three-dimensional and
the trajectories form in this space a narrow tube with radiy&T; for simplicity, only
the projection on the planeaw(t, x) is shown in the figure Therefore there is a possi-
bility of determining optimal escape trajectories experimentally by simple averaging.

The three experimentally determined optimal trajectories of escape from the basin of
attraction of a SA are shown in Fig. 2bolid, dotted, and dashed line¥he same figure
also shows one period for the numerically determined c$8€triangles located near
the SA and one period for an unstable limit cy¢fdled dotg bounding the basin of
attraction of the SA. Analysis of the optimal trajectories shows the following features of
the fluctuation-induced escape from the boundary of the basin of attraction of th@ SA:
the system escapes from the SA along several optimal trajectGriesiese trajectories
merge into a single trajectory approaching the saddle c§8léocated near the SAjii)
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the subsequent escape occurs along a single optimal escape trajectory corBg ey
an unstable limit cycldJ, located at the boundary of the basin of attraction of the SA.

Apparently, of all unstable saddle cycles the cy8is closest with respect to the
action variable to the boundary of the basin of attraction of the SA and in this sense it can
be regarded as the boundary of the SA. Moreover, the analysis performed makes it
possible to divide the escape of the system from the basin of attraction of the SA con-
ventionally into two stages: the transition SAS3 along three optimal trajectories fol-
lowed by fluctuation-induced escaf§8— U along a single optimal trajectory. The num-
ber of optimal trajectories of the transition SAS3 depends on the choice of the working
point. One to three escape trajectories for operation in various regimes were observed
experimentally. The escape probabilities along different trajectories are diffsemtfor
example, the caption to Fig. b

This escape scenario opens up the fundamental possibility of constructing analytic
estimates of the probabiliti?(q) of the system switching from the SA to a stable limit
cycle in addition to the methods proposed previously for estimating this probability
numerically*'® To a first approximatiorP(q) can be estimated as the probability of
escape frons3. Corrections can be calculated, keeping in mind the fact that the transition
SA— S3 occurs along three optimal trajectorisge Fig. 2h It is likely that the system
passes from the SA t83 via saddle cycles built into the structure of the SA. Of all
saddle cycles the system chooses only several cycles, clos83twdth respect to the
action variable. The hierarchy of saddle cycles of the system along the action variable can
be determined experimentally, if the corresponding realizations of the external random
force are analyzed simultaneously with the statistical analysis of the dynamical trajecto-
ries of the systentsee, for example, Ref.)8A preliminary analysis shows that for the
system parameters chosen the transition—838 occurs mainly from a saddle cycle of
period 5.

We note that the possibility of evaluating analytically the probabilities of transitions
between limit cycles is itself linked with the need to generalize the recently proposed
theory of logarithmic susceptibility'® to systems with limit cycles’ However, in so
doing there arises the additional problem of determining the form of the limit cycles.

In summary, the results of numerical experiments show that analysis of the
fluctuation-induced escape of a system from the basin of attraction of a quasiattimctor
the case of nonfractal boundarne®duces to analyzing the probability of transitions
between several saddle cycles. The results obtained agree with the well-known conclu-
sion that the chaotic behavior of low-dimensional dynamical systems is largely deter-
mined by the position and stability properties of unstable cycles built into the chaotic
structures(see, for example, Refs. 20-)22

An additional statistical analysis of those realizations of the external random force
which correspond to the system escaping from the basin of attraction of the SA makes it
possible to find a deterministic optimal for¢an the sense of minimum actiprthat
switches the system from a regime of dynamical chaos into a periodic operating regime.
Therefore the proposed method can be used as a new experimental approach to solving
the problem of the optimal control of switchings of a system between chaotic and stable
operating regimes in the presence of noise. This possibility will be investigated experi-
mentally and numerically in future publications.
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Fourth-order interference between independent
biphotons
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The interference of biphotons emitted during collinear parametric scat-
tering from two spatially separated regions is investigated experimen-
tally and theoretically. It is shown that in this case the phase of the
interference is determined by the pump wavelength and there is no need
to equalize the optical paths for radiation from different regions.
© 1999 American Institute of Physids$0021-364(109)00411-9

PACS numbers: 42.56p

The question of whether or not it is possible to observe interference of independent
photons has been discussed repeatésiye, for example, the review in Ref). ISuch
interference of independent photons can be pictured as the interference of classical wave
packets. The quantum properties of the light are then manifested only in detection as
discreteness of the photocurrériowever, such a pictorial representation of the field as
a collection of packets with definita priori properties is inapplicable for describing
certain “nonclassical” optical effectésee Refs. 35 The nonclassical nature of light is
most evident in experiments with biphotons and interference which is of fourth order in
the field amplitudd(it is also called interference of intensities — in contrast to ordinary
interference which is of second order in amplituda biphoton is a pair of photons
which are correlated with respect to their times of creation and, possibly, their polariza-
tion, direction, and energy. We shall be interested in the degenerate case where the
average energy, direction, and polarization of the photons are identical, i.e., the photons
in a pair are indistinguishabl@nore accurately, they are not distinguished by the detec-
tors employed

We describe in this letter an experiment on the observation of fourth-order interfer-
ence between two biphotons which are emitted from two separated nonlinear regions as
a result of parametric scattering of a general coherent and classical pump. The scattered
field is described by the product of two wave functions, which gives two independent
statistics for the observed probabilities and moments, so that the biphotons can be con-
sidered as independent in some sense. Fourth-order interference in nonlinear parametric
scattering in two crystaléwith four beams instead of twdias been analyzed in Refs. 6
and 7 and observed in Ref. 8, but a fundamental feature of the effect was that the optical
paths of the signal and idler radiation had to be equalized to within their coherence
length, which was several tens of microns. It is shown in the present letter that equaliza-
tion of the optical paths for radiation from different regions is not required for interfer-

0021-3640/99/69(11)/8/$15.00 831 © 1999 American Institute of Physics
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FIG. 1. Schematic diagram for observing interference of independent biphotons in the Mach—Zehnder scheme.
wp, — pump frequencyw,=w,/2. M andM’ — beam splittersCC — coincidence circuit.

ence of biphotons emitted from two spatially separated regions in the collinear regime.

The collinear regime for scattering in two crystals has been used previously in Ref.
9, where the effect of the spatial distribution of the pump on fourth-order interference
was studied.

A schematic diagram of the experiment is presented in Fig. 1. A monochromatic
laser pump beam with frequenay, is split by a beam splitte¥ and passes through two
transparent crystals with quadratic nonlineaif§’ and is then absorbed by the filtdts
The crystals spontaneously emit polarized biphotons with average frequgrey /2.

The apertured\ select a narrow solid angle with one transverse mode in the direction of
the pump wave vectok,, so that the condition of collinear phase matching
kp=2k(wo) is satisfied inside the crystals. Biphotons are emitted at random independent
times, but nonetheless they interfere with one another in fourth order at the exit beam
splitter M’. This interference is observed with a coincidence cir@(.

We proceed from the effective Hamiltonian
1 3 (=))2 (=))2
H==5 | drlxaEp (Bl )™+ x2Epa(E; )7+ h.c=H i+ Hy. D

Here the nonlinearitieg; are different from zero only inside the crystals; the indices
i=1,2 refer to the crystals and the spontaneous fields emitted by them with frequencies
less thanw,; the complex amplitudes of the pump in the crystals Bggr,t) and the
parameters of the crystals can be differdai{r,t) is the scattering field operator. It
follows from Eq.(1) that to first order iny;Ep;
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)=

1_;1_fdtH(t) |0>:|0>+2I_ﬁfdtf d°r 2 XiEpi(E()%0). @

In the diffractionless approximation, we consider plane waves propagating parallel
to k, and perpendicular to the nonlinear layer. In the spectral representation

1 A
g() zt)xcat(z,t)= el wot j dOat (wn+ Q)i =ik (wo+Q)Z, 3
i ( ) ( ) \/E i ( 0 ) ( )

where wo=w,/2, aj(wy+{2) is an operator annihilating a photon in a mode with fre-
quency = wo+Q and ki (wo+Q) is the wave vector, the primes distinguish wave
vectors inside a crystal, and inconsequential constants are drgppedRef. 10 for a
more detailed discussidnAs a result,

=10+ 5 S xEpe® [ 08 (w5+0)a (00— )

Z+L;
xf dzexp{iz[k}i—ki(wo+ Q) —k/ (wo—Q)1}|0), (4)

Zj

where[z;, zj+L;] are the limits of theth crystal, ¢,;=k,z is the phase of the pump
field at a distance; from the entrance mirror, the functidi(w) describes the dispersion
of ordinary waves in the nonlinear crystéy, is the pump wave vectdthe pump wave

inside the crystals is an extraordinary wave, :klgplw 2k{ (wgp)). In the stationary state
only components withwy+Q and wy— ) are correlated. We introduce

|Q)i®] - Q)i=a (wo+Q)a" (wo—Q)[0),

Ak;i(Q) =k —k{ (0o + Q) —ki (09— ),

(0 _t A g dbki)z
I( )_ Ll 2 z !

Fi(Q)=Fi(—Q)=2mc twoxEpiLifi(Q)=Tfi(Q).

Then Eq.(4) becomes
1 . _
|¢>:|0>+§fdQ[Fl(Q)e'¢p1|Q>1®|_Q>1+Fz(Q)el¢p2|Q>2®|_Q>2]- 5)

HereT'; is the parametric gain[;|<1), and the functiorf;(2) describes the frequency
dependence of the gain. The symhfl)=|1);n=a;" (Q)|0) signifies a one-photon
state of a longitudinal mode with frequenay+ () of the beam.

If the spectral composition of the beams is neglected, then the state of the field can
be represented in the two-mode approximation as

ly)= |0>1®|0>2+C1|2>1®|0>2+C2|O>1®|2>2*(|0>1+C1|2>1)(|0>2+C2|2>2),(6)
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whereC;=3I"; and|C;|<1. The relative contribution§; of the crystals and their phases
can be regulated by the pump amplitudgs. If the vacuum components are neglected,
|) describes two-photon states of two independent modes; the probability of observing
two photons in one of the modes is(ibstead of|C;|2<1).

From Eg.(5) we find the second moments of the scattering field
N;i(Q)=(a;(Q)*a;(Q))=F(Q)]%
(ai(Q)ay(Q))=(0la;(Q2)a;(Q")|¢)=F;(Q)e'%is; 5(Q+Q"). (7

The quantities found refer to the coordinate-L; at the exit of theith crystal. Propa-
gation to the second beam splittet’ adds the phasds,z/ , wherez/ is the distance
from the exit faces of the crystals M’ (see Fig. L In free spac&kg=(wg+Q)/c, so

that ko+k_n=2ko=k,, i.e.,, taking account of the paths/ gives frequency-
independent phase factors ekpt)=exp(¢) in the correlation functions
(ai(Q)a;(Q")). Thus, as they propagate, two-photon wave packets acquire additional
phases expé). As a result,

(ai(Q)a(Q))=F(Q)e5Q+Q"), )

where ¢;=Kk,(z;+z/). When a crystal is displaced along the pump beam, the zum
+Zz/ remains unchanged, i.e., the longitudinal position of the crystals does not influence
the observed effectdn the approximation of an infinite coherence length of the pump
Interference is determined by the difference of the lengths of the interferometer arms —
the two paths between the beam splittbtsand M ', as in an ordinary Mach—Zehnder
interferometer.

The Fourier transforms of the spectral moments determine the correlation function
1 , , ,
Fi(t,t)=(ai(ta(t"))= Ee*'wp“*t >f dQe 'NE Q). 9

The functionF,(t,t")=F;(t’,t) can be called a two-photon wave packet or the effective
field of a biphoton® The dependence on two times shows that the scattering field is
nonstationary — the statistics varies periodically with the pump frequency. If homodyne
detection is excluded from consideration, then the phase factpr-exg(t+t')] plays no

role, and we omit it in what follows. Then the correlation functi@aq(t)a;(t’)) depends

only on the differencer=t—t’ of the photon detection times:

(ai(hay(t"))=Fi(ne'?i= %ew"f dQe™"F(Q). (10

According to Glaubér the functionG;(7)=G;(— 7)=(a;" (7)a;" (0)a;(0)a;(7)) in
the one-mode detection approximation is proportional to the probability of detecting two
photons in the beamat timest andt+ 7. For a two-mode wave functio(b) one has
Gi(7)=|F(7)|%. The functionG;(t) can be measured, for example, by the Brown—Twiss
method"?

We now take account of the effect of a 50% beam splitler

ag(t)=[as() —ax()]/\2, au(t)=[ay(t)+ap()]/2, 11
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wherea; anda, are operators annihilating photons in the corresponding beams after the
beam splitter.

The detected number of counts in ideal detecoendB becomes

1 1
RA:<a;‘r(t)a3(t)>: E(Rl+ Rz) al’ld RB:<a4+(t)a4(t)>: E(Rl—'_ Rz): RA .
(12)

Therefore since the beams 1 and 2 are mutually incoherent in second 6adex,)
=0), the ordinary interference of fields in beams 3 and 4 is not observed.

Further, according to Eq11)
1 . .
Fai(m)=(as(0)a,(7))= §(F1(7)8'¢1—Fz(r)e'¢2). (13

where¢;=k,(z;+z). The probability of detecting one photon in each of the exit beams
at timest andt+ 7 is determined by théever) correlation function

1 .
Ga(7) =[Fad 1) *=Z [|Fo(7)[*+|Fa(7)|?— 2Re(F (1) F5 (1)e'))], (14)

where ¢= ¢, — ¢,. Therefore this probability oscillates as a functiongaf Two-photon
packets from each crystal “remember” the pump phase. This is manifested as beats of
the probabilityG;, with period equal to the pump wavelength — just as for ordinary
interference of fields in a Mach—Zehnder interferometer. This effect can be gatéze
ference of independent biphoto¥e underscore the main feature of the funciibf) —

the visibility of the interference pattern does not depend on the spatial position of the
crystals and mirrorswhich therefore can be chosen arbitrafiiy the approximation of

an infinite coherence length of the pump

If the crystals and the pump fields in them are identical, tikgii7)=F,(7)
=F(7) and

Gad(7)=|F(7)|?sir?(¢/2). (15

Young's interference scheme was used in the real experitR@nt2). In the present
case this scheme is completely analogous to the Mach—Zehnder arrangement from the
standpoint of the theoretical description as well as the physical essence of the observed
effects. The only characteristic feature is that the detecting apparatus must be placed in
the zone of diffraction superposition of the biphoton fields emitted by the two scattering
regions, just as for ordinary second order interference in Young's scliarttee Mach—
Zender scheme the superposition is accomplished using a beam splitterchoice of
the present scheme was based on its main advantage — one crystal is used instead of two
and the resulting simplicity of the experiment. The radiation from a He—Cd laser with
one transverse mode, wavelength 0.32%, power 5 mW, and coherence length 15 cm
was used as the pump. An opaque screen with two @hts width of each slie=130
pm and the distance between the centers of thels#t830 um) was placed directly in
front of a lithium iodate crystal 15 mm long, cut out at an angle of 58° with respect to the
optic axis(this corresponded to degenerate collinear matching of the scajtehiriter
F (BS-8), placed immediately after the crystal, completely absorbed the pump and trans-
mitted visible-range radiation. For type-l matching the polarizations of the scattered
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0.325 pm

~ “

Fcc

PBS

FIG. 2. Experimental setup for observing fourth-order interference in Young's scheme. The half-wave plate
QP; introduces an initial optical path difference of 4G0n for the signal fields emitted by the first and second
scattering regions, with a coherence length ofi48.

radiation in the signal and idler modes are identical, so that two beams of biphotons with
the same polarizatiofhorizonta) were obtained at the exit of the crystal. A Brown—
Twiss interferometer with a polarized beam splitRl8 Swas used to check E@l7). A
relative phase change of the radiation from the two regions of interaction was accom-
plished with four phase platg3P. The first half-wave plate@P,;) was placed imme-
diately after the crystal in one of the biphoton beams, so as to rotate its polarization by
90° (vertically). Two identical plate® P, and Q P5 with thicknessd=820 xm, cut out

of crystalline quartz, served for smooth shifting of the phases between the beams. The
“fast” (and “slow”) axes, respectively, of these plates were oriented along the direc-
tions of the polarization vectors of the incident radiation. The phase differéneas
determined by the rotation angte, the birefringenceAn, and the thickness of the
plates:

s5=2d[(1—[sin(a)/n]?) " Y?>~1]An, An(0.65xm)=0.009, n(0.65um)=1.542.

The last half-wave plate@P,) rotated the polarization of both beams by 45°, so that
each detector placed after the polarized beam splitter detected the contribution from both
polarizations(i.e., from both regions of interaction

The sizeAx of the diaphragm placed in front of the beam splitter was chosen in
accordance with the conditions for detecting a single interference maximimn (
<\pZ/b, z; is the crystal-diaphragm distanceAn interference filtet F with a 10 nm
passband, which corresponded to aw4® coherence length of the signal radiation, was
used for spectral discrimination of the signal radiation. The pulses from the photomulti-
plier were fed into a coincidence circu@tC with a 1.9 ns time resolution.

Figure 3 shows the experimental dependence of the nuRl{&) of coincidences
in 20 min. The theoretical curve is a plot of the functidGl—V cog2md/\,+ ¢g]) with
adjustable constantd, V, and ¢,. Thus interference arises, with a period equal to the
pump wavelengthy,. The visibility V of the interference pattern is 85%. We note that
the optical thickness of the firs@(P;) phase plat€460 xm) placed in one of the beams
is an order of magnitude greater than the coherence length of the scattered field. This fact
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FIG. 3. Number of coincidences versus the relative phase shift between the signal radiation from two scattering
regions. Dots — experimental data, solid curve — theoretical calculation. The interference period is equal to the
pump wavelength, 0.32am.

confirms the conclusions drawn above that the observed phenomenon is independent of
the coherence length of the signal fi¢ld contrast to noncollinear scatterfiig

The effect studied in this work has several paradoxical features.

The pump fieldE, in Eq. (1) can be assumed to be classicél,(is actually a
quasimonochromatic random stationary field with a finite coherence Iépgtivhich in
order to observe interference must be greater than the corresponding scales of the experi-
mental apparatus — just as for the interference of independent phofdres operators
H, andH, commute, so that the state of the scattered field factorizes

[y =e"1]0),0e™2[0),= )18 ),

The fields scattered in each crystal are statistically independent. To first orgi,in

each crystal can be assumed to emit independent biphotons. This means that if we detect
photons in the first and second beams using additional detebtpend D,, then the
detectors will be triggered at different random times and there will be no coincidences of
counts(aside from random coincidences, which are quadratic in the pump intensity

According to Eq.(15), fourth-order interference occurs between independent bipho-
tons, with a period equal to the pump wavelengthy though actually there is no pump
field at the exit mirrorM’ (the field is suppressed by the filterand a phase shift is
introduced into the scattered field. Therefore the biphotons in beams 1 and 2 are emitted
at random independent times, so that they actually never overlap in(tireeaverage
time interval 1R;~10 * s between the emission of biphotons in each crystal is much
longer than the coherence timeAl/~10 12 s). Both simultaneously detected photons
are created in the same crystal. But this conclusion contradicts the fact that according to
Eq. (15) the crystals can “destructively’(for certain values ofp) influence the prob-
ability G, of coincidences, and when one crystal is remo@gd can increase.

This paradox shows that there is no point in describing the effect pictorially in terms
of photons — wave packets — emitted by one of the crystals and possessing a definite
shape and position in space—time.
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The transformation properties and the measurable parameters of a
guasimonochromatic optical field consisting of two photons with the
same directions of propagation and average frequency are analyzed.
Like quarks, such a field possess®id(3) symmetry.
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PACS numbers: 42.56p

The parametric light scattering field at low pump intensities is described by a su-
perposition of the vacuum and two-photon states. The corresponding patrticle, i.e., a pair
of photons correlated with respect to the emission times, polarization, and direction, is
called a biphoton. We shall be interested in the degenerate case, where the average
energy, direction, and type of polarization of the emitted photons are the same. For
observation with detectors with quite low frequency resolution at small scattering angles
(degenerate collinear matching of the tygm it can be assumed that the signal and idler
photons are indistinguishablen practice this means that they are not distinguished by
the detectors employ@dand a single-mode description of the field can be used. If the
vacuum componend,0) is neglected, then we obtain the very simple case in which the
parametric scattering field is described by the Fock ved®0)=(2),®|0),
=(a,)?0,0/y2 (x,y are the polarization indices, aral| is an operator creating a
photon polarized in the direction. The vector{2,0) describes a biphoton polarized in a
definite directionx.

It is of interest to ascertain whether biphotons can be synthesized with prescribed
arbitrary polarization states, to determine the polarization properties of the biphotons, and
to find a convenient systematic description and parametrization of such states. These
problems could be pertinent to possible applications for information transmission and
storagé and the development of components for quantum comp@i®osne experiments
along these lines are described in Refs. 3 and 4, but apparently no systematic theoretical
and experimental investigations have been performed.

Here we confine our attention to the general properties of idealized pure states of a
two-photon field(biphotong that can be represented as

lyy=c4|2,00+c,|1,)+¢300,2)  (S]cy?=3di=1). (1)

Here|m,n) is a Fock state with a definite number of photons §=0,1,2) in each of
two polarization modes. We shall use the following parametrization and notations:

c=dyexpligy), ¢»=0, d;=sinfcos¢, d,=cosh, dz=sinédsing

0021-3640/99/69(11)/5/$15.00 839 © 1999 American Institute of Physics
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FIG. 1. Example of a trajectory described by an “optical quark” under the action of a loss-free polarization
converter with a change in optical length of the converter. For clarity, “triangular” coordinates are used: each
point inside a triangle corresponds to a state with definite coefficthatgc,|. For example, the center of the
triangle represents a superposition wdth= 1/,/3, specifically, the staty)=(]2,0)+|1,1)+0,2)/\/3, and the
corners of the triangle represent the sta&6), |1,1), and|0,2) (Jm,n) is a Fock state with definite numbers

of photons in three polarization modes

(6,0[0,m/2], ¢13€[0,27]). (2

Thus an arbitrary polarization state of a biphotgn with definite energy and direction

is prescribed by four real numbers, for example, ,(ds, ¢q, @3) or (0, ¢, P1, P3).
Then|#) can be mapped into a point on the surface of a spBeie a five-dimensional
spacehere there is an analogy with the Poincapiere in ordinary polarized optics or in
the case of a single-photon stat&or clarity it is convenient to employ “triangular”
coordinateqsee Fig. 1 Then the state is mapped onto a triangle with the coordinates
(dq, dy, d3) and a square with the coordinates( ¢53). Under a linear transformation
the polarization state of a biphoton changes and the image point moves in the dpace (
ds, @1, @3) or (6, ¢, P1,¢3). An example of such a biphoton trajectory is given in Fig.
1.

The vectore=(cq, C,, C3) determines the polarization properties of a biphoton
field, and it can be called the polarization vector of a biphoton. The space of véejors
and the set of ¥3 unitary matricesG with the propertiesGG*=1 and detG)=1,
describing a norm-preserving linear transformation of this space, form a three-
dimensional unitary representation of the Lie gr&ig(3). As iswell known (see Ref.

5), this is a group of dimension 8 and rank(ie., it possesses eight transformation
generators, two of which commute with one anoth&orrespondingly, the matriG
connecting two prescribed points in the sp@eeand describing a transformation of the
polarization of a biphotorino lossesis given by eight parameter@-or comparison we

recall theSU(2) group with dimension 3 and rank 1, generated by three Pauli matrices;
in this case, two points on the Poincaghere are connected by a rotation given by three
Euler angles All possible matrices transforming the spdep and all operators can be
represented as a superposition of eight generators of the group, for example, the Gell-
Mann operators\, and the unit operator I. It follows from the block structure of the
operators\y that SU(3) possesses thre&U(2) subgroups.
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Therefore there is a formal analogy here between biphotons and quarks: the two-
photon basis statg®,0), |1,1), and|0,2) can be put into a correspondence with three
quarksu, d, ands, and a superposition of the statesd, ands corresponds to a biphoton
in the arbitrary statél). (For “real” quarks superselection rules that conserve charge and
strangeness forbid such intermediate stat@gphoton pairs and triplets form multiplets
corresponding to various mesons and hadrons.

We consider next the possibility of controlling biphotons using polarized optics
methods. The effect of loss-free polarization converfphase platgson a biphoton can
be described by 8 3 unitary matricese’ = Ge, where

t? J2tr r?
G=|—vatr*  [tF=r?] \2trr| 3
r*2 —\/Et*l‘* t*z

Heret andr are amplitude transmission and reflection coefficients of a given converter.
For example, a linear phase plate with optical thickn®asd orientatiory relative to the
horizontal direction x corresponds to the transformation=cosé+isinédcos (Z),
r=isindsin(2y). For a quarter-wave plate we hade= 7/4 andt=(1+i cos %)/\/2,
r=isin2y\2; for y=45° t=1/\/2, r=i\2 — linear polarization is converted into
circular polarization. A half-wave plate givés i cos 2, r =i sin 2y — rotation of linear
polarization by %; for y=45° we hava=0, r =i — the conversiox«y. Specifically,

the statel1,1) can be prepared from the stal@,0)+|0,2))/2=|1).|1_) (the indices

+ and — correspond to circular polarizatipnBoth states |2,0)+0,2))/y/2 and|1,1)
belong to a set with the same polarizati@he degree of polarizatioR=0), so that for

this it is sufficient to convert linear polarization into circular polarization using a quarter-
wave plate oriented at an angle of 45°, in which casd/\/2, r=i/y/2.

Arbitrary combinations of several phase plates are described by the matrices
G(0,¢,¢), which depend on the three Euler anglege Ref. b They give a X3
irreducible unitary representation of the gra8fp)(2) in the spacée}. It is obvious that
it is impossible to obtain an arbitrary transformation of a biphoton from one prescribed
state into another using only phase plates — five additional parameters are required. In
other words, the spade} is not homogeneous relative to the action of phase plates: It is
impossible to obtain an arbitrary vecter from an arbitrary initial vectoe by means of
phase plates alone.

This is obvious immediately from the fact that phase plates preserve the degree of
polarization. Therefore phase plates realize only a certain subgroup 8fUf®) group.
Besides the degree of polarization, loss-free phase plates preserve, of course, the total
number of photons in two polarized mod&y=2 (this parameter is an invariant of the
groupSU(3)).

Thus, an arbitrary combination of phase plates that is described by three Euler
angles does not permit preparing from a prescribed initial $#8tg (four parametepsan
arbitrary biphoton in the state)) also prescribed by four parameters. For example, for
parametric scattering of the typeoo polarized biphotons with ¢)=|2,0), where e
=(1,0,0) andP=1, are generated. These biphotons cannot be put into the|&tate
(which possesses “hidden polarizatich whereP=0, using phase plates. To synthe-
size an arbitrary biphoton it is necessary to realize a transformation that changes the
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degree of polarization of the biphoton between 0 and 1. A parametric converter with
several nonlinear crystals can be used to prepare a biphoton with an adjustable degree of
polarization. Nonunitary transformations can also be used.

Let us consider the basic parameters that can be directly measured in quantum optics
— stationary normal-ordered second- and fourth-order moments. The second moments
have the form

n,=(a; a,)=2d2+d5=1+sin*6 cos 2, (4)
ny=(ay a,)=d3+2d5=1-sir?d cos 2, (5
(a, ay)=1/2(c} c+ C} C3) = v2d,[ dy expli byy) +dz expli d3))]

=2"125in 2¢[ cos¢ exp( —i ¢b1) +sinp expli 3)]. (6)

It is easy to show that the degree of polarization of a biphoton is

12
={([cq?=|csl®)?+2|ct cp+ch sl 22

1 2
§<5k>>
={(d7—d3)*+2d3[d} +d3+2d;d3 COL by + ) [}

=sin#{cos 2¢+cos O[1+sir? 2¢+ 2sir? 2¢ cog 3+ ¢1) 112 7)

P

The Stokes paramete(S,) (see Ref. Y for a biphoton have the form
(S1)=2(d3—d3)=2 sirf 6 cos 2, (8)
(S;) =22 Re(Ci Cy+ €5 Cy) = 21/2d,(d; COSPy1+d3 COShay)

= /2 sin 26(c0s¢ cos¢,+Sin g sing3), 9

(S3)=2\2 Im(c} Co+C3C3 ) = 21/2d,(d; Sin o+ d3 Sinha)

=/2 sin 26(sin ¢ Sin ¢p3—COSP Singh4). (20
It is convenient to introduce also the following set of four moments:
A=(a,%a2)=2d?=2sir? § cog ¢, (11)
B=(a, “a})=2d5=2 sir? #sir? ¢, (12
C=(a, a,aj a,)=d5=cos ¢, (13)
D=(a, %aa,)=2c} c,= \2d,d, exp( —i ¢p1) = sin 26 cose exp( —i ¢1)/12, »
F=(a, a, a’)=\2c} c3= 2d,d3 expli ¢h) = sin 26 sin ¢ expli ¢h3)/ /2, (15)
E=(a, “aj)=2c} c3=2d;d3 expli b31) = Sir? 0'sin 2¢ expli ¢3) (16)

(¢p31= Pp3— ¢1). Hence follow the two relation&+B+2C=2 andDFE* =ABC/2, and
the parameter€=1—(A+B)/2 andE=ABC/2DF can be eliminated. It is important
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that the moment#, B, andC are real and do not depend on the phase of the pump. We

note that the complex momeni, F, andE in the absence of the vacuum component
|00) can be comparable in magnitudeAoB, andC.

In conclusion, we underscore that switching from the ordinary “two-level)(2)
space(qubits? to the spaceSU(3) (quarks when processing information gives new
possibilities and could be of practical interéspecifically, in quantum computgrgiow-
ever, a variety of technical problems must be overcome in order to implement this
program.
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Many years ago it was predicted by Kadomtsev and by Kudryabtsed
Ruderman (for a recent advances and a review, see, e.g., Ref. 3 and 4 and references
therein that the presence of a strong magnetic field can permit the formation of unusual
chemical compounds whose existence is impossible in the absence of the strong magnetic
field. In particular, using a semiclassical analysis it was shown that the influence of the
strong magnetic field leads to the appearance of linear mole@irear chaing situated
along magnetic field lines. The transverse size of such systems should be of the order of
the cyclotron radiup~B~*? (a.u), while the longitudinal size remains of molecular
(atomig order. These systems are called needlelike. An important consequence of this
guasi-one-dimensionality of Coulombic systems is the possibility of effectively compen-
sating the Coulombic repulsion of nuclei.

The goal of this letter is to present the first quantitative study of the molecular ion
H; " in a strong magnetic field. This study provides theoretical evidence that such a
system can exist in magnetic fieRt>10'" G. Our study is limited to an exploration of
the ground state. Throughout the present work it is assumed that the Born—Oppenheimer
approximation holds, which implies that the positions of the protons are fixed. Exactly as
for the H; case, we consider a configuration in which the three protons are aligned with
the magnetic field(linear chain; see aboyeSpin effects(linear Zeeman effegtare
neglected. The magnetic field ranges from 0 up t&> 1B, where it is assumed that the
contribution of relativistic corrections can still be neglectéar a discussion see, e.g.,
Ref. 4 and references thergifFinally, it is also demonstrated that the molecular ioh H
is the most bound one-electron molecular system in a constant magnetic field.

The present calculation is carried out in the framework of a variational method using
a unique simple trial function equally applicable to any value of the magnetic field
strength. Very recentfythis strategy was successfully applied to study the ground state of
the molecular ion B, and a simple 10-parameter trial function allowed one to get the
best(lowesb values of the ground state energy for magnetic fields from 0 up GO0
(except aB=0, where the relative accuracy was about 1th comparison with the best

0021-3640/99/69(11)/7/$15.00 844 © 1999 American Institute of Physics
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FIG. 1. Hj * in a magnetic fieldB. Explanation of the notation used.

calculation$. It turned out that it was not only the best calculation in the region of
accessible magnetic fields 0-*#0G but also the only calculation which tackled the
problem using a unified approach. Since the key point of a successful study is a wise
choice of trial functions, we give a detailed description of how to choose trial functions
suited to the problem at hand.

A constructive criterion for an adequate choice of trial function was formulated in
Ref. 6, and further development was presented in Refs. 7 and 8. In its simplest form the
criterion is the following. The trial functionV;(x) should contain all symmetry proper-
ties of the problem at hand. For studying the ground state, the trial function should not
vanish inside the domain in which the problem is defined. The poteMjak)
=V2¥,/¥,, for which the trial function is an eigenfunction, should reproduce the origi-
nal potential near singularities as well as its asymptotic behavior. The use of this simplest
possible recipe has led to a unique one-parameter trial function, which in particular, made
it possible to carry out the first qualitative study of the ground state of the hydrogen
molecule H in the region of both weak and strong magnetic fi€ldsater a few-
parameter trial function was proposed for a description of the hydrogen atom in an
arbitrary magnetic field, which led, for the low excited states, to an accuracy comparable
with the best calculatiorf&°

Now we wish to apply the above recipe to the iog H. Let us first introduce
notation(see Fig. 1L We consider three attractive identical centers of unit charge situated
on thez axis at the origin and at a distan&_ ,R, from the origin, respectively. The
magnetic field, of strengtB, is directed along the axis, and , , ; are the distances from
the electron to the first, second, or third center, respectively. The quantisythe
distance from the electron to tlzeaxis. Throughout this paper the Rydberg is used as the
energy unit. For the other quantities standard atomic ygits) are used. The potential
corresponding to the problem under study is given by

2 2 2 2 2 2 B?%?

v R. R, R_+R, 1y 1y 13 4

@

where the first three terms have the meaning of the classical Coulomb energy of interac-
tion of three charged centers. The recipe dictates that the trial functions should behave in
a Coulomb-like way near the centers, correspond to two-dimensional oscillator behavior
in the (x,y) plane at large distances, and be permutationally symmetric with respect to
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exchange of positions of the centers. It seems quite natural that the equilibrium configu-
ration corresponding to minimal total energy of the system should app&ar=aR. .

One of the simplest functions satisfying the above recipe is a function of the
Heitler—London type multiplied by the lowest Landau orbital:

W =exp{—ay(ri+1,+13)— B1Bp?/4}, (2

(cf. Eq. (2.2 in Ref. 5, whereay,B; are variational parameters. It has a total of four
variational parameters if the internuclear distanResR . are taken as parameters. It is
quite natural from a physical viewpoint to assume that a function of the Heitler—London
type gives an adequate description of the system near the equilibrium position. The
potentialV;(x)=V2W¥, /¥, corresponding to this function is:
2p2, 2

V,=3a%- Bﬂl—2a1(£+ 1 i) L PiB

r{ ro, rj 4

22 i 2 R
+2a; ror (p°tz(z+Ry))
12

1 1
+——(p*+2(z—R_))+ ——(p*+(z—R_)(z+R,))
ol rirs

1 1 1
rh ro fr3

+alﬁpr2 . (©)

It is clear that this potential reproduces the original potentlalnear Coulomb
singularities as well as at large distan¢egy|— .

Another possible trial function is a function of the Hund—Mulliken type multiplied
by the lowest Landau orbital:

Wo=[exp( — @yl 1)+ expl — ayr p) +exp( — asf 3)Jexp( — B,Bp?/4) (4)

(cf. Eq.(2.4) in Ref. 5, whereas,, 3, are variational parameters. It is obvious that this
function, in the absence of a magnetic field, gives a substantial contribution to the de-
scription of the region of large internuclear distances. The calculations we have per-
formed show that this property remains valid for all magnetic fields up {8 G0 Like

Eq. (2), the trial function(4) is characterized by four variational parameters. This func-
tion, when both internuclear distances are large, corresponds to the dgcay-H
+p+p.

Another trial function is supposed to describes the decay mgde-H H; +p and
could be taken to be of the form
Wa=[exp(—as(ry+ry))+exp—as(ri+rs))
+exp(— az(ro+r3))]exp — B3Bp?la), 5

whereas, B3 are variational parameters. Finally, it will become obvious that the function
(5) does give the dominant contribution at large internuclear distances. Eq(&itialso
depends on four variational parameters.

To take into account both equilibrium and large distances, we use an interpolation of
Egs.(2), (4), and(5). There are three natural approaches to such an interpolation:

(i) A total nonlinear superposition:
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W4onis—t=[eXP(— agl1— asl;— agl3) T €XPl— asl 1~ aslr— agl 3)
+eX[i—a4r1—asrz—a5l‘3)+exq—aerl—a4r2—a5r3)
+eXP(— asl 1 — gl gl 3) + €XP( — gl 1 — st = ayf 3) Jexp — B4Bp?/4),

(6)

(cf. EQ.(2.5) in Ref. 5, wherea, 5 s and 8,4 are variational parameters. The functi@

is a three-center modification of the function of the Guillemin—Zener type used for the
description of the molecular ion Hin a magnetic field.If a,= as=ag= a4, the func-

tion (6) reduces to Eq(2). Whena,=a,,a5= ag=0, it coincides with Eq(4). Finally,

if ay=as=a3,ag=0, the function(6) reduces to Eq(5). In total there are 6 variational
parameters characterizing the trial functi@.

(ii) A partial nonlinear superposition, which appears if in Ej.the two parameters
are equal, for instancey,= as:

Wy nis-p=[€XP(—au(ri+1;) —aglz) +expl—as(ri+rs)—agls)
+exp(— ay(ro+13) —aghy) Jexp — B4Bp?/4). (7)
This function can be regarded as a nonlinear interpolation between(4gmd (5).
(iii) A linear superposition of Eq%2), (4), and(5):
Uy =AYV +AT,+ AT, (8)

where the relative weights of Eq®), (4), and(5) in Eq.(7) are taken as extra variational
parameters. This is a 10-parameter trial function.

Of course, as a natural continuation of the above interpolation procedure one can
take a linear superposition of all five functio(®, (4), (5), (6), and(7):

Ws=As nis-tVanis—tTAs_nis— p\p4fnlsfp+ As1sWa s
=Asnis—tVa-nis—tTAs_nis— pq,4fnlsfp+ AV +AY,+ AT, 9

(cf. Eq. (2.7) in Ref. 5, where again, as in the case of the functi@, the relative
weights of different, “primary” trial functions are considered as variational parameters.
In total, the trial function(9) is characterized by 17 variational parameters. However,
only part of our calculation is carried out using this function. Usually, some particular
cases of Eq(9) are explored. The general case will be presented elsewhere. The mini-
mization procedure is carried out using the standard minimization package MINUIT from
CERN-LIB on a Pentium-Pro PC. All integrals were calculated using the CERN-LIB
routine DGAUSS with relative accuracg10™ .

In Table | the results of our variational calculations are presented. It is quite remark-
able that for magnetic field strengthsl10' G there exists a total-energy minimum in the
(R4 ,R_) plane. Furthermore, for such magnetic fields the value of the energy at the
minimum corresponding to the total energy of His always lower than the total energy
of the hydrogen atom but higher than that of HHence the decay mode;H— H+p
+p is forbidden. However, §* is unstable with respect to the decay H— H; +p. It
seems natural to assume that even if one-electron systemsjiké HH: ** " etc. were
bounded, their total energies would be larger than the total energy for. H'his as-

sumption and a comparison of the total energies of i, H; * (see Table) allow one
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TABLE |. Data for the ground state of H" and a comparison with data for other one-electron systems,
H, H; .

B=0 B=10''G B=10%G B=108G

E Req E Req (2) E Req (2) E Req (2)
Ry) (au) Ry (au) (@u) Ry (au) (@au) Ry (au) (au)

H -1.000 - 36.929 — — 413.57 — 4231.6 - -
Hy —1.205 1.997 35.036 0.593 0.312 408.300 0.283 0.174 4218.662 0.147 0.107
Ha++ - - 36.429 0.803 0.432 410.296 0.346 0.219 4220.090 0.165 0.121

Note The total energ is in Rydbergs, the equilibrium distan&& =R ;= R_¢q (See text, and the average
value of the longitudinal size of the system) is in atomic units(a.u). The total energy for the hydrogen atom
is from Ref. 11; the data for His from Ref. 5.

to conclude that Bl is the most stable one-electron system in a constant magnetic field
oriented along the magnetic field. The equilibrium distances fgr” Hlecrease with
increasing magnetic field: the ion;H , like H; , becomes more and more compact. It is
worth noting that for both Bl and H * the average valuéz) is much smaller than the
“natural” size of the system, determined by the positions of the cenkysfor H, and
(RieqtR_gg for H; * (see Fig. 1 In other words, this means that the localization
length of electron is much smaller than the “natural” size of the system.

Figure 2 shows the electronic density distribution as a function of magnetic field.
For a magnetic fiel®=10'" G the distribution has three distinct maxima corresponding
to the positions of the centers, but the electron is situated preferably near the central
proton. The situation changes drastically as the magnetic field is increased: the electron is
localized nearz=0, having almost no memory of the two centers on either side. It is
important to investigate paths of possible tunneling. There are two pronounced valleys
(symmetric with respect tdR,—R_) in the electronic potential energy surfaces,
Ewal(R+ ,R-) (see Fig. 3a

They vary from the position of theH minimum to infinity, which corresponds to

FIG. 2. Electronic distribution for various magnetic fields41G (a), 102 G (b) and 18° G (c). It peaks more
and more sharply at the origin with growth of magnetic field.
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FIG. 3. Valleys in the electronic potential energy surfaBgg,(R. ,R_) (&) and their profilegb) for various
magnetic fields. The position of the minimum is indicated by a bullet,ZBdienotes the depth of the well: the
distance between top of the barrier and the value of the minimum.

the H; +p dissociation: R+eq,R,e0)—>(oo,REZ+) and (R+eq,R,eo)—>(RE02'+,oo), where

Riﬂ is the equilibrium distance for the Hion. In Fig. 3b one can see the profile of the
2

valley as a function of magnetic field. By calculating the Gaussian curvatures ag the H
minimum one can estimate the position of the ground state energy level and answer the
question of whether the well is deep enough to hold an energy level. It is always delicate
to answer the question of at what well “depth” does a level begin to exist. Usually, it
requires special analysis. We made an estimate and obtained the result that for a magnetic
field of 10t* G the situation is uncertain, the well is probably still too shallow to hold the
ground state energy level. However, the well undoubtedly becomes sufficiently deep for
10'2~13 G. From the form of the profilésee Fig. 3bit is quite obvious that for 1% 3

G the barrier is rather high and the probability of tunneling should be small.
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It is shown theoretically and experimentally that stochastic heating of
plasma electrons is highly efficient. Calculations have shown that over
the course of 100 periods of an external microwave field the kinetic
energy of the particles reaches values of around 1.0 MeV and the av-
erage energy reaches values of the order of 0.3 MeV in the field of two
oppositely propagating characteristieigen waves of a cylindrical
waveguide, with amplitudes 24 kV/cnm ia 1 kG stationary magnetic
field. Stochastic instability develops as a result of overlapping of non-
linear cyclotron resonances. The experimental results agree with the
theory: When these waves are excited by a 0.9 MW external source,
above a threshold of 0.45 MW one obtains x rays with a photon energy
corresponding to a maximum electron energy of the order of 1 MeV
over about 800 periods of the external microwave field. 1€99
American Institute of Physic§S0021-364(19)00711-2

PACS numbers: 52.50.Gj, 52.35.Qz

1. Various radio-frequencyrf) methods based on linear “collisionless” energy
absorption mechanisms are widely used to heat plasma in controlled thermonuclear fu-
sion deviced:? In a typical situation waves are absorbed in a narrow resonant range,
where the particles acquire or give up energy depending on the wave—particle phase and
then, moving along magnetic flux lines, they “forget” the phase as a result of collisions,
so that in the subsequent passage through the resonant zone this phase can be taken as
random. In this case a particle acquires energy on the average. This method of heating
makes it possible to reach thermonuclear temperatures if the energy lifetime of the
plasma is sufficiently long. These methods are inapplicable if the plasma must be heated
in a very short time. In this case heating can be accomplished by direct conversion of
electromagnetic wave energy into thermal energy of the plasma particles, where “inter-
mediate” stages of the heating process, for example, collisions, are eliminated. Direct
collisionless heating can be accomplished in two ways. In the first method the field itself
must be chaotic, and in the second methwmdich we refer to below as stochastic
heating conditions under which particle motion in the field of regular waves becomes
chaotic are produced. The first heating method requires noise generators. Moreover,
apparently, in all cases of practical interest stochastic heating of plasma by the fields of
regular waves is more efficient than heating by noise filds.

0021-3640/99/69(11)/7/$15.00 851 © 1999 American Institute of Physics
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Stochastic heating of plasma in open magnetic traps has been studied in Refs. 4-7,
and multifrequency electron cyclotron resonafiEER) heating has been studied in Refs.
8-10. The stochastic heating model studied in Ref. 4 and the works cited therein is less
efficient than the heating scheme investigated in the present work. This is because when
plasma is heated in open magnetic traps, energy transfer from the electromagnetic field to
the plasma particles occurs in a narrow range where cyclotron resonance conditions are
satisfied for the plasma electrons with an external rf field. After passing through such a
resonant region the particles move along magnetic field lines without interacting reso-
nantly with the rf field. In the heating scheme studied in the present work, however, the
interaction of the plasma electrons with the rf field occurs not in a narrow resonant region
but rather in the entire volume occupied by the plasma particles. This eliminates the time
interval during which the plasma particles do not interact with the field of the electro-
magnetic wave.

In the present letter we report the results of theoretical and experimental investiga-
tions of stochastic heating of plasma electrons by the field of electromagnetic waves of a
circular waveguide and a circular cavity in a constant external magnetic field.

2. Let us consider the motion of a charged particle in the fl¢ldf a wave in a
circular waveguide with radiuga in a constant magnetic fieltl, directed along the
waveguide axis. In a cylindrical coordinate systemd(,z) with origin at the center of
the transverse section of the waveguide a@adis directed along the waveguide axis, the
field component# ,,, of the wave have the form

m
E, = EOHJm(kLr)sin(mp)sin(kzz— wt),

E,=EoIn(k, r)cogme)sink,z—wt), E,=0,

k k K
H=-1E, Hy=7E, H=1

K Cer e K EoJm(k, r)cogme)cogk,z— wt), (1)

where J,, is a Bessel function of ordem, J/, is a derivative of the Bessel function,
K, =vmnl@a, I(vmn) =0, k,= JK2=K?, k=wlc, cis the speed of light, and is the
frequency. In dimensionless variables

wt—t, rw/c—r, p/Mc—p, Kk clo—k, , k,clo—k,,

wherer={r,z}, p={p, ,p,} is the momentumiy is the mass, the equations of motion of
a particle in the field(1) after averaging near the cyclotron resonandgpfs
+Swy)/ yos—1~0, wheres is an integerwy=eHy/Mcw, and y5,=1+p? o+ pZs
(see Ref. 1], have the following form for not too small transverse particle momentum:

d - €oPios .= (¢—1)
*vs - (2

7™ 2y, dmstkifos)di(kopogImli*exp(i®,)],

dt

where’y is the deviation of the particle energy fromys, ep=eEy/Mcow, r s is the
radius of the guiding center of a particjeys=p, os/ wy is the Larmor radius, an@. is
the resonant value of the helical phase of a patrticle in the flgldThe equation$2) are
virtually identical to the analogous equations of Ref. 11, where the stochastic dynamics
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FIG. 1. Electron energy distribution function in a field of two oppositely traveling waves.

of particles in a uniform magnetic field and in the field of an electromagnetic plane wave
were studied. The difference is the factor,2s(k r s) on the right-hand side of the
first equation. If the transverse momentum is small, then Exjfoecome more compli-
cated. The complete system of equations and its analysis are contained in Ref. 12.

Neighboring nonlinear cyclotron resonances overlap if

| EOpJ_O,st+s( kJ_rc,s)‘]é(kJ_ PO,s) | vz

+|€oPLost 1Im+s1(KiTesr1)Ies 1(K poss 1)Y= wp Tk, V2. 3

Let a particle be in cyclotron resonance with numbeand let the conditions for the
optimal resonance interaction holth+s=0, r, ~0. Then the width of the nearest
resonance with numbex+1 will be |‘Jl(kch,s+l)|71/2 times smaller than the width of
resonancs, i.e., the widths of the neighboring resonances are small. Moreover, for small
k, the splitting between the resonances increases more ragidly { is the nontrans-
mission condition for the waveguitiéhan their width(the limit k, —0 is an autoreso-
nance, where the resonance line corresponds to an integral of fiptidor this reason

it is difficult to achieve overlapping of cyclotron resonances — this requires a large field
amplitude. Analytical estimates and numerical simulation foHan wave anda=8 cm,
wl27m=2.8 GHz, andHy=1 kG show that resonances do not overlap all the way up to
60%1 (E0~300 kV/Cm)

Particle motion becomes chaotic for smakigr if an H, ; wave propagating counter
to the waveH, ; is added. In this case the lines of particle resonances with the Maye
which cross lines of particle resonances with the wielyg, appear in theg,,y) plane.
Analysis of the conditions for the development of stochastic nonlinearity shows that for
the above parameters the instability develops for field intensities of the order of 24
kV/cm. Numerical analysis of the electron motion in the field of the two wavesand
H, ; confirms this result. The initial equations of motion were integrated numerically for
1000 particles. At=0 the electrons are distributed randomly over the coordinates and
the direction of the transverse velocity inside a cylinder of radil8sand length zr/k,
located at the center of the waveguigé¢t=0)=1+10 4, p,(t=0)=0, and the ampli-
tudes of theH; ; andH, ; waves are the same;=0.08,a=8 cm, w/27=2.8 GHz, and
Ho=1 kG. The particle distribution function @t 200 is presented in Fig. 1. It is
evident that the particles acquire substantial enesgy1.5 for more than half of all
particles. The time dependences of the average eneygyf the particles and of the
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FIG. 2. Time dependence of the power of the incident wéMe the power of the reflected wav@), the
absorbed powef3) in the cavity, and the x-ray intensit#).

variance o?=((y—(y))?) show that(y) increases to 1.6 and? to 0.12 in a time
t=200z. Similar results are obtained for particle motion in the fields of a circular cavity.

3. The experimental results are displayed in Figs. 2 and 3. Microwave power at
frequency 2.7 GHz was fed into a plasma-filled cavitensity up to 18 cm3) where
several characteristic modes were excited simultaneously. When the threshold value was
reached 450 kW), intense x-ray radiation was detected. The intensity reached its
maximum value only foiH, corresponding to ECR. The width of the x-ray resonance
line at the 0.5 level is 10% of the resonant valig All measurements presented below
were performed withiH,=0.97 kG.

High-energy electrons and the x rays associated with them appear only when several
modes are excited simultaneously. The mode composition of the cavity 1) was
changed by varying the length of the cavity. The maximum x-ray intensity is observed
with the excitation of the modeHl; ; ;pandH, ; g (cavity length 60.8 cm H,, ; and
Eo1s (Ilength 52.6 cmy andHg ; s andE, ; 5 (length 52.2 cr A somewhat lower inten-
sity is observed with the excitation &f, ; ¢ andE; ; 5 (length 62.6 cm

Figure 2 shows the time dependence of the power of the incident wiavend
reflected wave(2), and the absorbed powéB) in a 60.8 cm long cavity. The time
dependence of the x-ray intensit§) has two peaks which virtually coincide with the
peaks of the absorbed power in the cavity: 500-550 kW @$ And 200 kW at 2s. The
electron energy at the peak x-ray intensity is 100—150 keV.a$ 2nd 8—10 times higher
at 1 us. The microwave power absorbed by the plasma at the peaks differs by only a

A, arb. units

0.8
0.6 4
0.4 1
0.2
s

0 W, MW
0 0.2 0.4 0.6 0.8 1

FIG. 3. Maximum x-ray intensity with excitation &1, ; andH, ; modes versus the power fed into the plasma.
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factor of 2.5—3. This indicates the existence of a nonlinear dependence of the energy and
number of accelerated electrons on the microwave power fed into the plasma and attests
to a high efficiency of energy transfer from the microwave field to the plasma electrons.
The maximum x-ray intensity is established in no more thanu&3This attests to a high

rate of energy transfer to the plasma electrons from the excited oscillations. The depen-
dence of the maximum x-ray intensitgavity length 60.8 cron the power fed into the
plasma is shown in Fig. 3. It is evident that appreciable growth of the radiation starts
when the high-frequency power exceeds 450 kW. Above this point the growth rate of the
X-ray intensity is eight or nine times higher, i.e., the increase in the x-ray intensity and
therefore the heating of the plasma electrons are of a threshold character with respect to
the microwave power fed into the plasma.

The curve of the x-ray intensity versus the plasma density has a maximum. Under
optimal conditions the microwave power required for stochastic heating decreases. This
can be explained by the appearance of a plasma resonance or by the excitation of char-
acteristic plasma waves, whose presence facilitates the transition to stochasticity. The
decrease in the x-ray intensity with a further increase of the plasma density is probably
due to screening of the field by the plasma.

Investigation of plasma heating by two modes with different frequencies showed
that this heating scheme is qualitatively no different from the heating scheme based on
spatial modes with the same frequency. Heating at two frequencies is equivalent to
increasing the power at one frequency when using several modes.

4. Therefore there exists the possibility of a simple experimental realization of the
conditions for stochastic heating of plasma by the field of regular electromagnetic waves.
This heating mechanism is exceptionally efficient — the rate of conversion of a substan-
tial fraction of the energy of regular electromagnetic waves into the thermal energy of
plasma electrons is high and the plasma electrons themselves reach relativistic energies.

Experimental investigations have shown that the basis of the heating mechanism is
ECR. WhenH, was detuned from resonance by 10-20% in the experiment, virtually no
plasma heating occurred. These results agree with the numerical and analytical calcula-
tions. Thus, numerical simulation of heating by the field of a standing wave has
shown that for a 20% detuning from exact resonance electrons acquire virtually no
energy.

The heating mechanism studied is a threshold mechanism. Substantial heating and
correspondingly a substantial x-ray intensity were observed only above a certain thresh-
old microwave intensity in the cavity. This is in good qualitative agreement with the
theory. However, it should be noted that there is a discrepancy between the theoretical
field intensity required for stochastic instabilitg4 kV/cm) and the experimentally ob-
served thresholdof the order of 10 kV/cm This discrepancy can be explained by the
fact that the theory constructed is a single-particle theory of plasma heating and neglects
collective processes, which can arise for sufficiently high plasma density. In the experi-
ment, when the microwave field reaches an intensity of the order of 10 kVV/cm additional
ionization of the residual gas occurs, and the plasma density increasesi@%cm 3
in the heating time. Plasma resonance as well as the characteristic plasma modes that can
be excited in the plasma can play a large role under these conditions. Each of these
factors decreases the microwave power level required for development of stochastic
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instability of the motion of plasma particles. However, an adequate theory of these
phenomena is lacking at present.

Stochastic heating is observed only with the excitation of several spatial modes in
the cavity or with the excitation of the cavity by two frequencies. This is in complete
agreement with the analysis of the theoretical models.

We shall now compare the above-described scheme of stochastic heating with the
scheme implemented in traps with magnetic mirrors. In these devices there are two
spatially limited regions where ECR conditions are satisfied. A particle acquires energy
in one pass through the resonant region. This energy is low, and the change in energy can
be described on the basis of a linear theory. The motion becomes stochastic as a result of
collisions with other particles in the path from one mirror to the other. We shall compare
the heating efficiency in this scheme with that of the scheme which we have examined
above, assuming the charged particles to be constantly located in the resonant region.
Then an effective collision frequency can be introduced. For the scheme with magnetic
mirrors it is of the order ofv4~ 1/T, whereT is the passage time of a particle between
the mirrors. When dynamical chaos develops, the effective collision frequency and cor-
respondingly the heating efficiency are much higher. It can be estimateg;ad/Tc,
whereT-~ 1/w-InK is the decorrelation time is the ratio of the width to the splitting
between the nonlinear resonances, agds comparable to the period of the rf field for
K>1. Therefore the heating of the plasma in a trap can be made substantially more
efficient by introducing into the plasma trap an additional wave with specially chosen
parameters. Indeed, under ordinary conditions the time during which a particle interacts
with the field in one pass through the resonant region is of the order of 500 periods of the
rf field.1* As we have seen above, when dynamical chaos develops, this time is sufficient
for the particle energy to change substantially.

This work was performed as part of Project 253 of the Ukrainian Scientific-
Technical Center.

*)e-mail: man@kipt.kharkov.ua
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Nearly a 50% decrease of the resistivit{T,x) is observed upon just

4% Cu doping at the Mn site of LaCa;sMn;_,CuO;. When the
observed phenomenon is attributed to a decrease of the spin-polaron
energyE(x) belowTc(x), all of the data are found to be well fitted by

the nonthermal coherent tunneling expressidiT, x) = poe~ ™ (%),
assuming that the magnetization in the ferromagnetic state is given by
the expressiorM (T,x)=Mg(x) +Mo(X)tanH[Tc(x)/T]?—1}. The

best fits through all the data points suggdsg(x)=+1—xMqy(0),
Mg(X) = VXM(0), andE (x)=E,(0)(1—x)* for the explicitx de-
pendence of the Cu-induced modifications of the Mn-spin-dominated
zero-temperature spontaneous magnetization, residual paramagnetic
contribution, and spin-polaron tunneling energy, respectively, with
E,(0)=0.12eV. © 1999 American Institute of Physics.
[S0021-364(99)00811-7

PACS numbers: 75.30.Kz, 72.80.Sk, 71:88B.81.40.Rs

As is well known! the ground state of LaCa;sMnOs, which exhibits colossal
magnetoresistance, is ferromagngfdv), and the paramagnetic—ferromagnetic transi-
tion is accompanied by a sharp drop in resistivity belbw. This correlation is consid-
ered as a basic element for the so-called magnetically induced electron localization
scenarid™*in which the changes of observable resistivity at low temperatures are related
to the corresponding changes of the local magnetization, and a coherent nonthermal
tunneling charge carrier transport mechanism dominates other diffusion processes.

The effects of elemental substitution on the properties gfzCa,;sMnO; have been
widely studied in an attempt to further shed some light on the underlying transport
mechanisms in this interesting materat? In particular, substitution of rare-earth atoms
(like Y or Gd) in the La site leads to a lowering of the ferromagndaad “metal—
insulator”) transition temperatur&., due mostly to the cation size mismafth 1At
the same time, a reduction iy and a rather substantial drop of the resistivity in the FM

0021-3640/99/69(11)/5/$15.00 858 © 1999 American Institute of Physics
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FIG. 1. Temperature behavior of the observed resistip{y,x) in Lay:Ca;sMn;_,Cu,05 for x=0 (circles
andx=0.04 (squares

region due to replacement of the Mn ions with mefdilse Co or Ni) are ascribed to a
weakening of the Zener double-exchange interaction between two unlik&dimsother
words, metal-ion doping was fouhtito decrease the polaron tunneling energy barrier,
thus facilitating the transfer of carriers in the FM region.

In this letter we present a comparative study of resistivity measurements on two
manganite samples from the J.4#&a,;sMn; _,Cu,O5 family for x=0 andx=0.04 over a
wide temperature intervéfrom 20 to 300 K. As we shall see, this very small amount of
impurity leads to a markedfactor of two drop in resistivity, which can hardly be
understood in the framework of the conventional scattering theories. The data are in fact
well fitted by a nonthermal spin tunneling expression for the resistivity, assuming a
magnetizatiorM (T,x)-dependent charge carrier correlation leng{iM).

The samples examined in this study were prepared by the standard solid-state reac-
tion from stoichiometric amounts of L&;, CaCQ, MnO,, and CuO powders. The
necessary heat treatment was performed in air, in alumina crucibles at 1300° C for 2 days,
to preserve the right phase stoichiometry. The powder x-ray diffraction patterns are
characteristic of perovskites. No appreciable changes in the diffraction patterns induced
by Cu doping have been observesliggesting thus that no structural changes have oc-
curred after replacement of Mn by ClEnergy-dispersive x-ray microanalyses confirm
the presence of copper on the manganese crystallographic sites.

The electrical resistivityp(T,x) was measured using the conventional four-probe
method. To avoid Joule and Peltier effects, a dc currert mA was injectedas a one
second pulsesuccessively on both sides of the sample. The voltage Wrapross the
sample was measured with high accuracy by a KT256 nanovoltmeter. Figure 1 presents
the temperature dependence of the resistiyi(f,x) for two LaysCasMn;_,CuO4
samples, withk=0 andx=0.04, respectively. Notice a rather shangarly a 50%) drop
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of resistivity (both near the peak and on its low temperature)sidiethe doped sample,
along with a small reduction of the transitiégpeak temperaturel o(x), which reaches
Tc(0)=265K andT(0.04)= 250K, respectively. The kink-like behavior in the resis-
tivity of the Cu-free sample seen just beldw(0) is most likely due to a slight oxygen-
nonstoichiometry-induced grain-boundaf@B) scattering? It completely disappears
upon doping, suggestifija healing role of copper in reducing the GB resistivisge
below).

Since no tangible structural changes have been observed upon copper doping, the
Jahn—Teller mechanism can be safely ruled out, and the most reasonable cause for the
resistivity drop in the doped material is the reduction of the spin-polaron tunneling
energyE,,, which within the localization scenafic® is tantamount to an increase of the
charge carrier correlation length=7%/2mE, (heremis an effective polaron masdn
the FM region [below Tc(x)] the tunneling-based resistivity 43 p[M(T,x)]
= pe?PtM "with pg '=e’R?vN,, whereR is the tunneling distancéand R is the
size of a small spin polargnvy, is the phonon frequency, ard,, is the density of
available states. In turn, the correlation lengitfiM) depends on the temperature and
copper concentratiox through the corresponding dependences of the magnetization
M(T,x). Assuming, along the basic lines of the conventional mean-field approximation
schemé, that L(M)=Lo/(1—M?/M?) [with M, being the fraction of the saturation
magnetizatiorM (0)], we arrive at the following expression for the tunneling-dominated
resistivity:

_ 2
p(T,x)=poe” ™), (1)

with po=pe?Nt0 and y=2R/L,M?.

To account for the observed behavior of the resistivity, we idenfigywith the
doping-dependent Curie temperatdrg(x), and assume that the temperature arce-
pendence of the magnetization is the sum of a classical Curie—Weiss contribution and a
residual term, namely

M (T,x)=MRg(X)+Mqg(x)tani [ Tc(x)/T]?—1}. 2)

Specifically, Mz(x) is interpreted as a copper-induced residual paramagnetic contribu-
tion, while My(x) takes into account the deviation of the ferromagnetically aligned Mn
magnetic moments of the undoped material in the presence of copper atoms. In fact, save
for the Mz(x) term, Eq.(2) is an analyticallapproximatg solution of the well-known
Curie—Weiss mean-field equation for the spontaneous magnetization, Vviz.,
M (T,x)/M(0x)=tanK[M(T,X)/M(0x)](Tc(x)/T)}. Among the possible reasons for the
observed sharp decline of resistivity in the Cu-doped sample is also the electronic nature
of its grain boundaryGB). Indeed, since Cul®) has a substantially larger ionic radius
than the Mn ion, it may actually improve the GB conductitlrough a relieving of the

local strain, eventually reducing the overall resistivity Ref. 14. In order to exclude any
such extrinsic effect¢related to GB scatteringwe consider the normalized resistivity
Ap(T,x)/Ap(0,x), whereAp(T, xX)=p(T,x)—p(Tc(x),x) andp(0,Xx) is the resistivity

taken at the lowest available temperature. Figure 2 depicts the above-defined normalized
resistivity versus the reduced temperatdi -(x) for the two samples. First of all,
notice that the data fox=0 andx=0.04 merge both at low temperatures and above
Tc(X). The latter suggests the absence of GB-related effects in the normalized resistivity.
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FIG. 2. The temperature dependence of the normalized resistyity¥,x)/Ap(0x) in LayCaq;sMn;_,Cu O3
for x=0 (circles and x=0.04 (squareps as a function of the reduced temperatdil -(x). The solid lines
through all the data points are the best fits according to Bgsand (2).

At the same time, starting from(x) and below, the Cu-dope@quaresand Cu-free
(circles samples follow different routes. In particular, approachifg(x) from low
temperatures, &most likely) oxygen-nonstoichiometry-drivéhcrossover from the un-
doped to the doped transport mechanism is clearly seenti&a(x)=0.9. On the other
hand, the fact that the data beldl(x) fail to merge suggests the presence of some
magnetic-structure-related scattering mechanism, probably due to Cu-spin-induced modi-
fications(domaing in the FM structure of the undoped sample. The solid lines are the
best fits through all the data points according to EGs.and (2), yielding My(0)/M
=1.41JLy/2R, Mg(0)=0, M((0.04)=0.98M,(0), and M g(0.04)=0.06M,(0) for the

model parameters. Recalling that in our present study the copper contendif4, the
above estimates can be c&sfith a rather good accuragynto the following explicitx
dependences of the residd‘aIR(x):&Mo(O) and spontaneous! o(x)=+1—xMq(0)
magnetizations, which lead to an exponentialther than power-lawx dependence of

the observed resistivityg(T,x) [see Eqs(1) and(2)]. Furthermore, assumin@s usud)

that the ratio of thgundoped tunneling distance to the correlation length has a value
2R/Ly=1 and using the value found for the residual resistiyifif -(0),0)=py=3.5m

Qm, the density of statéN,,~9x10?°m eV, and the phonon frequencyy,~2

x 10" s~ 1 (estimated from the Raman shift for optical Mn—O modese obtainR=5 A

for an estimate of the tunneling distan@rresponding to R=10A for the size of a

spin polaron which in turn results irky=10 A (when the free-electron approximation is
used for the mass) of a polaron andE_(0)=0.12 eV for the zero-temperature copper-
free carrier charge correlation length and for the spin-polaron tunneling energy, respec-
tively, both in good agreement with reportedt®*3estimates of these parameters in other
systems. Based on the above estimates, we can roughly estimate the copper-induced
variation of the correlation length(x) and the corresponding spin polaron tunneling
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energy E (x). Indeed, according to the earlier introduced definitiobpM (T¢(x))]
=Lo/(1-ME(X)/M?)=Lo/(1-2x) and E,(x)xL~?(x), which lead to L(x)
=L(0)/(1—x)? andE(x)=E(0)(1—x)* for small enough. These explicix depen-
dences[along with the composition variation of the transition temperatiiggx)
=Tc(0)(1—x)] correlate remarkably well with the recently obserteld transition-
element(T) induced changes in LaCa;sMn; _, T,0s.

In summary, a rather substantial drop in resistiiyT,x) in a lightly Cu doped
manganite LgzCa;;sMn; _,Cu,0; sample is reported. Along with a lowering of the Curie
point T¢(x), the copper substitution is argued to add a small paramagnetic contribution
MRg(x) to the Mn-spin-dominated spontaneous magnetizdlarf the undoped material,
leading to a small decrease of the spin-polaron tunneling erieyfy). However, due to
the tunneling-dominated carrier transport process, this small amount of impurity is suf-
ficient to cause drastic changes in the absolute value of the resistivity across the whole
temperature range. The temperature antependences of the observed resistivity was
found to be rather well fitted by a nonthermal coherent tunneling of spin polarons, with
a heuristic expression for the magnetizati{T,x) in the ferromagnetic stat@as an
approximate analytical solution to the mean-field Curie—Weiss equatiesulting in an
exponentialrather than lineardoping dependence @f(T,x).

Part of this work has been financially supported by the Action de Recherche
Concertes (Grant #94-99/174 S. A. S. thanks FNRS$Brussel$ for some financial
support.
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Mossbauer experiments using synchrotron radiation have opened up a
new method for investigating nuclear-resonance scattering — in the
time domain. It is shown that the field distribution in a multilayer
structure, including periodic interlayers of a resonant isotope, under
Bragg reflection conditions is substantially different in the energy and
time differential regimes of investigation. For separate delay times the
field does not decay into the medium, but rather it undergoes compli-
cated dynamic beats. The positions of the antinodes of the “energy”
and “temporal” standing waves are also different. In consequence the
energy(Mossbauerand temporal spectra of nuclear resonant reflection
contain substantially different information about the structure of the
films. © 1999 American Institute of Physics.

[S0021-364(09)00911-1

PACS numbers: 76.88y, 71.70.Jp, 68.65.¢

Effects due to the collective excitation of low-ener@yiossbauer nuclear levels
under conditions of coherent scattering of resonance radiation are a subject of continuing
interest. The suppression of inelastic channels of nuclear read@gan—Afanas’ev
effect during diffraction of M®sbauer radiation by crystals containing $dbauer nuclei
was predicted and studied experimentally in the 19Rxf. 1; see also the reviews in
Refs. 2 and 8 In recent years the use of sharply directed synchrotron radié@Bnhhas
greatly expanded the possibilities of investigating coherent effects in nuclear resonant
scattering. Masbauer experiments with SR have reached a qualitatively new level:
nuclear-resonance scattering can now be investigated in the time domain, since SR is
characterized by a virtually white spectrum and possesses a pulsed st(sewifeef. 4
for a more detailed discussion of the experimental implementation of nuclear resonant
experiments using SRNew manifestations of collective effects, such as enhancement
and speedup of the decay of a nuclear system, dynamic beats, acoustic modulation, and
modulation by an ac magnetic field, were immediately observed in Bragg reflection from
Mossbauer crystals as well as in forward scatte?iHg.

In the present letter the unusual distribution of the radiation field in a periodic
multilayer resonance medium under Bragg reflection conditions for a time-differential
method of investigation is examined theoretically.

The calculation was performed for 26 (€7 nm/°’Fe(1.6 nm) bilayers with a 3.3

0021-3640/99/69(11)/6/$15.00 863 © 1999 American Institute of Physics
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FIG. 1. Distribution|E(z)|? of the radiation field in dCr(1.7 nm/*"Fe(1.6 nm],s multilayer film on glass
under Bragg reflection condition®€ 6g) for energy-differentiala and time-differentialb) regimes of in-
vestigation. Insets: The solid lines represent, respectively, the eflefgshand paneland time (right-hand

panel, logarithmic scajereflection spectr& at 6= 65 ; the thin solid lines represent the energy=—5.31

mm/s) or the time delay after an instantaneous excitation pdlse- t=15.2 ns,2 — t=55.7 ns,3 —
t=97.1 ng for which the field distribution is presented; the dashed line in the inset in left-hand panel shows the
theoretical nuclear resonant absorption spectfoiman arbitrary scaje The dashed line in panéh) shows the
distribution of the field in a periodic structure in the absence of a nuclear resonant interaction.

nm period on a glass substrate. A Bragg reflection peak from this structure for resonant
radiation wavelength 0.086 nm appeared at a grazing ahgléz;=13.545 mrad. Mag-

netic hyperfine splitting in the iron layers was taken as in éhEe phase, and it was
assumed that the second and fifth lines of the magnetic spectrum are absent, which
happens for in-plane orientation of the magnetic moments of the iron atoms in the films,
grazing geometry of the experiment, amdoolarization of the radiatiofsee the dashed
spectrum in the inset in Fig. LaThe computational scheme was as follows: The energy
(MossbauerspectrumEg(w) of the amplitude of the mirror reflection for a fixed grazing
angle was calculated taking account of nuclear resonant interaction; thus the amplitude of
the radiation field at the surface was knovia(z=0,0) =Ey+ Er(w) (Eq is the ampli-

tude of the incident waye Next, the energy spectrum of the amplitude of the radiation
field was systematically calculatdavith step Az=0.1 nm) at each depth, starting at
z=0, using propagation matricEaVith the use of the Fourier transform

+ o
E(z,t)= % Jl30 E(Z,a))efi“'tda), (u:Ey/ﬁ,

the time spectrum of the field amplitude(z,t) was compared with each spectrum
E(z,0).°" Despite the apparent equivalence of these two regiem®srgy and temporgl
of investigation, the character of the variationgEifz, w = const) ande(z,t=const) with
depth was found to be completely differgiigs. 1 and 2 The amplitude and oscilla-
tions of|E(z, w= const)?, as expected, decay quite rapidly with degitiore rapidly than
in the absence of the nuclear-resonance interaction chamiereas E(z,t=const)?
increased(!) with depth down to the lower limit of the periodic resonance structure
studied. That is, at some patrticular instant of delay time after an instantaneous pulse the
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FIG. 2. Displacements of the antinodes of the field relative to the resonant lgergentral part of the
structure under study is shown on an enlarged $@ae function of the grazing angtenear the Bragg angle
0g for v=—5.31 mm/s(left-hand sid¢ and t=15.2 ns(right-hand side For each curve in the figure the
grazing angles are given in milliradians.

excitation of the system is maximum not at the surface of the reflecting structure but
rather in the interior volume of the structure. We also note that oscillations of the inten-
sity |E(z,t)|? reach a maximum at the center of the film.

The positions of the antinodes of the standing wa\E&{g, » = const)? and|E(z,t
=const)? are also completely differen(Fig. 2). Oscillations of|E(z,0=wd|? for
exact resonance have a minimum at the center of the resonant layers, as a result of which
the reflection coefficient at resonance incredfisis effect is similar to the enhancement
of reflection from absorbing periodic structures, described in Ref. 10; there is also an
analogy with the well-known suppression of inelastic channels of a nuclear réadtion
In the time-differential interaction, the antinodes|Efz,t=const)? at the instants of
delay time considere(see inset in Fig. 2, right-hand side.e., at the maxima of the
oscillations of the temporal spectrum of the Bragg reflection coefficient, occur in the
resonance layers, and this enhances the interaction with the nuclear-resonant layers.
However, it should be noted that for other energy shifts relative to the resonance or at
other instants of delay time, the phase of the oscillations of the field relative to the
resonant layers is different, since on the whole the shape of the energy or time spectra of
the squared modulus of the field amplitude varies dramatically at a depth of one bBilayer.
This circumstance can be used to investigate secondary radiation for localization of
impurity atoms.

The increase in the field amplitude with depth can be qualitatively explained by
multiple scattering with a delay determined by the lifetime of the nuclear level. Nuclei at
depthz at a certain point in time are excited by the initial pulgkecay has not yet
occurred and by the reemission from other nuclei, which occurs with a delay; on the
whole, this increases the probability of excited nuclei being present at large depths.
Mathematically, this effect is characteristic for processes described by a multiple convo-
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lution in time. Indeed, the amplitude at each point is described by the product of the
propagation matrix and the field amplitude at the surface. But the product of two
frequency-dependent functions is replaced in the time representation by their convolu-
tion. Such an analysis for forward scattering is presented in Ref. 12. Rescattering pro-
cesses are more complicated under reflection conditions, since the presence of coherent
waves in the forward and backward directions must be taken into actehitth corre-

sponds to a transformation of the components of the field amplitude with depth using a
matrix exponentigl For this reason, this behavior {(z,t)|?> was difficult to predict
without direct calculations.

We note that an increase in the amplitude of the radiation field during propagation
through a resonant absorber has already been observed in measurements in the time
domain. Thus, even investigations of the time spectra of the decay séiddaer nuclei in
the delayed coincidence metHdd* have shown that at individual points in time the
amplitude of a wave transmitted through a resonant absorber can be greater than the
amplitude determined by the natural decay of the absorber. For time spectra of forward
scattering excited by a synchrotron pulse the variations in the field amplitude with in-
creasing thickness of the resonant scatterer have been investigated theoretically in Refs.
7, 12, and 15. It was observed, specifically, that in both the time differential and time-
integrated regimes this amplitude grows until the photoelectric absorption predominates.

It is of interest to investigate whether or not similar limitations on the increase in the
amplitude of the radiation field are present in our case of a periodic multilayer Bragg
reflector. For this we increased the number of periods of the structure until full saturation
of the field amplitudgE(z,t=const}? with depth occurredFig. 3. It follows from the
calculation that saturation is reached for different time delays at different depths. In
addition, the subsequent decay of the field is nonmonotonic; here unique dynamic beats
of the field with depth occur. Nothing like this can occur in the energy domain.

The characteristic features, examined above, of the space—time structure of the
radiation field in a periodic resonant medium are also of interest for practical applica-
tions.

In the first place, we have shown that the depth from which information is extracted
in Bragg reflection is different for the energy and time methods of investigation. This
explains the complexity of the simultaneous analysis ofstdhmuer and time reflection
spectra measured on the same sample on the assumption of the same model for the
variation of the hyperfine interactions over film deptt’

In the second place, the contribution of scattering at interfaces is enhanced in the
energy spectra of exact Bragg reflection, while the contribution from the central part of
the resonant films predominates in the time reflection spectra. As the grazingéngle
varies near the Bragg angh , the position of the antinodes f(z,t=const)? shifts,
as always happens in the standing-wave meiflfag. 2), and since the modulation am-
plitude of |E(z,t=const}? is much greater thajE(z, o= const}? (at least at the center
of a multilayer film), successive “de-excitation” of different regions in the resortdhe
layers should be the more striking effect. Thus, if the hyperfine interactions at the center
of the >’Fe layers and interfaces are differgmthich apparently always happénshe
time reflection spectra will differ very strongly f@ nearfg . There are no fundamental
difficulties in performing such selective investigations over the depth of a resonant layer
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FIG. 3. Distribution|E(z,t= const}? of the radiation field in ordinary and logarithmic scales under Bragg
reflection conditiong)= 6y for the same three points in time as in the right-hand panel in Fig. 1 but for a much
thicker periodic structuréthe number of periods is eight times greater than in Fig\ £:208).
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in multilayer periodic structures, since the divergence of the SRQ-30urad) is much
smaller than the width of the Bragg reflection, and angular alignments on tlsetidoer
SR stations are very accurate.

Finally, the dramatic change in the shape of the time spectifn,t=const)?
(just as|E(z,w=const)? also as a function of within one bilayer makes it possible to
localize the position of an impurity in the structure according to the shape of théssv'o
bauer spectrum” of the fluorescence of the impurity, as is done in the x-ray standing
wave method®1°

| thank A. I. Chumakov and G. V. Smirnov for a discussion of the results.
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The results of an investigation of the transformation gf fdllerite to
diamond under pressure through intermediate three-dimensionally po-
lymerized and amorphous phases are reported. It is found that treatment
of fullerite Cgo at pressures 12—14 GPa and temperaturéd400 °C
produces a nanocrystalline graphite—diamond composite with a con-
centration of the diamond component exceeding 50%. At lower tem-
peratures(700—1200 °¢ nanocomposites consisting of diamondlike
(sp®) and graphitic 6p?) amorphous phases are formed. The nano-
composites obtained have extremely high mechanical characteristics:
hardness comparable to that of best diamond single crystals and frac-
ture resistance two times greater than that of diamond. Mechanisms
leading to the transformation ofggfullerite into diamond-based nano-
composites and the reasons for the high mechanical characteristics of
these nanocomposites are discussed. 199 American Institute of
Physics[S0021-364(109)01011-7

PACS numbers: 81.05.Tp, 81.05.Ys, 81.40.Vw

1. Diamond and diamond-containing materials are attracting a great deal of attention
from investigators and technologists because of the unique intrinsic mechanical proper-
ties of such materials. Artificial diamonds are ordinarily synthesized from a carbon—
graphite phase that is stable under normal conditions. At the same time, from the stand-
point of fundamental investigations and for technological applications it is of enormous
interest to study the possibility of synthesizing diamond from metastable carbon phases.
The production of a new, highly metastable, ordered phase of carbon — fullggite-C
in macroscopic quantitiéshas led to new possibilities for synthesizing diamondlike
carbon phases.

A direct graphite—diamond transformation without special catalysts occurs, for ki-
netic reasons, far from the line of thermodynamic equilibriufn>000 K atP~12

0021-3640/99/69(11)/7/$15.00 869 © 1999 American Institute of Physics
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GPa.2 Metastable phases of carbon, such as soot, fullerites, and carbynes, have a condi-
tional thermodynamic equilibrium with diamond at pressures much lower than the
diamond—graphite equilibrium pressure. For fulleritgy & conditional equilibrium with
diamond is reached in general at negative pressurEsvever, a decrease of the ther-
modynamic equilibrium pressure does not yet signify a decrease of the préssure
temperaturgof the real transition, since the kinetics and microscopic mechanism of the
transition play a very important role in a real structural transformation. From this stand-
point it is extremely interesting to investigate the transformation of fullerigg ito
diamond.

It has been established previously that heating of fullergga® various pressures
results in a one{1D), two- (2D), or three-dimensional3D) polymerizations of the
molecular crystal, and with further heating the polymer phases transform into amorphous
modifications of carbon with destruction of the molecular structure gf.%¢~2 The
amorphous carbon obtained fromyQontains an appreciable fraction of atonsp®
states at pressures 8—9 GPa, where crossover is observed between temperature-induced
2D and 3D polymerization$? However, the amorphous network becomes predominantly
fourfold coordinated only at pressures 12—13 GP3As a result, an appreciable yield of
diamonds from g, without intermediate graphitization is kinetically realizable only at
P>12 GPa.

It is well known that many mechanical properties of polycrystals improve as the
grain size decreasésee Ref. 10 and references cited thexdim this connection, it is of
enormous interest to synthesize diamond-based nanocomposites. However, because of
residual porosity, chemical impurities, and residual stresses at grain boundaries the stan-
dard methods of compacting diamond nanopowders do not yield composites with high
mechanical characteristics. An alternative method for obtaining a nanocrystalline state is
crystallization of the corresponding amorphous phase. A distinctive feature of amorphous
carbon modifications is that the average coordination number in them can actually vary
from 2 to 4° It is natural to assume that amorphous phases with a large fraction of
fourfold coordinatedsp® states are preferred for obtaining diamond nanocomposites. Up
to now amorphous modifications of carbon with a large fractios@fstates have been
synthesized only in the form of thin film$. The transformations of fullerite & which
were discussed above open up new possibilities for obtaining three-dimensional samples
of amorphous diamondlike carbon. Our objective in the present work was to investigate
fullerite—diamond transformations via an intermediate amorphous phase and to investi-
gate the mechanical properties of diamond nanocomposites.

2. The samples were synthesized from fullerite powder with;@cGntent of at least
99.9% and crystalline grain size 100 um. A Toroid chamber with a modified profile
was used to produce a high pressure. The chamber could produce pressures of up to 14
GPa in a volume of up to 20 mmMicron-size FeO; powder, which increased friction,
was used to decrease the outflow of the catlinite interlayer between the high-pressure
chambers and to obtain the maximum pressure at the chamber—interlayer interface. Heat-
ing was performed by passing a current through a heater into which a Pt container with
a fullerite sample(Cg, powder compacted into a cylinder 2 mm high and 2 mm in
diametey was placed. The structure of the samples obtained was investigated by x-ray
diffraction (CuK, and CK,). The density of the samples was determined by a pycno-
metric method. The mechanical properties were investigated by indentation with diamond
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FIG. 1. X-ray diffraction patterngwith the background subtracted pdbr amorphous and nanocomposite
samples obtained by heatingsdQup to various temperaturebs,,, under pressurd®s,, (GP3 followed by
guenching. The intensity is shown as a function of the scattering wave \@etdrmsing/\.

Vickers pyramids at loads up to 5.5 N. Calculations of the Vickers harddesmnd the
critical stress intensity coefficierifracture resistangeK ;. were performed using the
method proposed in Ref. 12 and successfully used for investigating ultrahard materials.

3. X-ray diffraction data for several amorphous and nanocrystalline samples are
presented in Fig. 1. For comparison, the diffraction pattern of a sample obtained by the
disordering of G, at T=8 GPa, i.e., in the region of 1D and 2D polymerizations, is
shown by curvel. This curve corresponds to a disordered graphitic state, which is
confirmed by the density of this sampke,2.2 g/cn?. Substantially different diffraction
patterns are observed for amorphous samples obtained at 12.5—-13(i &fearegion of
3D polymerization. The wide amorphous peak near 3 Aindicates the presence of a
substantial fraction of atoms in thep® states(in what follows we shall refer to such
samples as diamondlike amorphnuBhis corresponds to a high density and extremely
high hardness of the sampléRable ).

It should be noted that the mechanism leading to the formation of an amorphous
phase aP=12.5—-13.5 GPa is substantially different from the mechanism of disordering
in the low-dimensional polymerization rangB£8 GPa). Indeed, gradual 3D polymer-
ization culminates in the formation of an amorphous phase whose diffraction pattern does
not contain the peak near 2 A corresponding to a graphitic, predominantly layered,
packing of atomgcompare curves and2 in Fig. 1). A diffraction peak close to thé02)
reflection of graphite but displaced rightward in an@terve 3) appears only at higher
temperatures. The corresponding interplanar distar@el is 10% less than the distance
between the planes in graphite-8.3 A). From the width of the amorphous peaks one
can estimate the mean order lengthin the disordered phase using the relation
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TABLE |. The densityp, hardnes#, , and fracture resistand€;. (measured with various loadson
the indenter of amorphous and nanocomposite samples synthesized fggman@er various pressures
Psyn and temperaturess,,,.

|:>syn Tsyn P P H, Kie
(GP3 (°C) (glcn?) (N) (GP3 (MN/m?3?)
12.5 600 2.8 1.96 685 -
5.42 885 8.3+1.3
12.5 750 2.9 1.96 616 5.9+0.7
- - - 3.64 84 4 8.9+2.2
125 900 3.2 1.96 9814 7.9:0.3
5.42 62+3 6.9+0.7
12.5 1400 3.05 1.96 11915 10+2
5.42 66+5 -
13 800 3.1 4.54 1229 24+ 5
13.5 900 3.1 3.43 684 9.5+1
135 1000 3.4 3.43 1258 9.6+0.7
4.54 798 12.3+1.4
+0.5 GPa +20% +0.15 g/cn

|~27/AQ, whereAQ is the half-width of the peak in units of the scattering wave vector
(for a polycrystalline sample an analogous estimate gives the characteristic crystallite
size). The corresponding calculation gives 7-10 A for diamondijkedominantlys p°)
regions and 15-20 A for graphitic regions.

In summary, increasing the synthesis temperature results in the formation of an
amorphouss p’—sp® nanocomposite. The results of scanning electron microscopy con-
firm this interpretatior(Fig. 2). The amorphous sample obtained at lower temperatures is
a uniform material on a micron scale, while the high-temperature sample has a compli-
cated macroscopic morphology. The change in the morphology of the samples is due to
the rearrangement of the structure on a nanoscale, while the sample remains amorphous
on large scales. Crystallization of the amorphous nanocomposite starts near 1400 °C
(curve4, Fig. 1). At this temperature diamond crystallites of appreciable size are formed,
since in addition to the reflection pe&kll) there are weak reflectior{220 and(311),
as are graphite clusters, since the peaks of the graphitic phase shift toward the exact
positions of the reflectionf002 and (004) of graphite. The crystallite sizes estimated
from the widths of the x-ray peaks are50 A for graphite and~25 A for diamond.

The data for the hardness and fracture resistance of amorphous and nanocomposite
samples are presented in Table | and Fig. 3, which also show points corresponding to 3D
polymers of different density and graphitic disordered phases. We call attention to the
general trend in the behavior of the hardness, the growth,ofith increasing density of
the carbon phasd§ig. 3); in addition, our results are in good agreement withkhép)
data for amorphous carbon films.The large variance in the values obtained for the
hardness makes it impossible to establish a systematic dependence on the load or type of
phase. Nonetheless, the measurement accuracy is sufficient to conclude that an appre-
ciable increase in hardness to values characteristic for diamond is observed for nanocom-
posite phases with density in the range 3.0-3.4 §/cFhe fracture resistance of such
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FIG. 2. Scanning electron microscope images of the surface of amorphous diamdoAdlédce nanocomposite
(B) samples.



874 JETP Lett., Vol. 69, No. 11, 10 June 1999 Brazhkin et al.

160 ' '
140} )
120} % 7 |
5100+ i
;> gof ’
60
4ot
20}
ot A LA )
15 20 25 3.0 35
p (g/em’)

dlémond\ ]

FIG. 3. Hardness versus the density for carbon phases obtained fgprri@ngles — 3D polymers, rhombi —
graphitic amorphous phases, circles — diamondlike amorphous phases, squags-sg® nanocomposites.
The open symbols correspond to load2 N on the indenter, symbols with a centered dot correspord3®

N, and filled symbols correspond te5 N. The diamond datd were taken for 2—5 N loads. The solid line
corresponds to the curve for the amorphous fithand the dashed line is apparently the limit of maximum
hardness achievable for carbon phases obtained frgm C

phases can be two times greater than the values for diamond 7—-10%Axgee Table
|).14

4. Although the formal thermodynamic equilibrium of fluoritg@vith diamond lies
at negative pressures, kinetic factors determine the real structural evolution of fullerite
under pressure. Specifically, at pressures up to 8 GPa the fullerite—diamond transition
occurs through graphitization, just as for amorphous stdiwever, graphitization of
soots is observed at least up to 15 GPahereas for g, the situation changes radically
already at 12—13 GPa. An amorphous phase with a high fractispbftates(up to
80%) forms in this pressure range at record low temperatur860 °C. The convex
shape of the spherical molecules makes it possible for them to approach one another
effectively under pressure and lends a high capacity for the formation of covalent bonds
between molecules, with the appearancespt states. At the same time the extremely
high stability of Gy molecules prevents the formation of graphitic clusters. The formation
of a disordered network of atoms from 3D polymers apparently occurs without the rup-
ture of a large number of covalent bonds of the initig} @0olecules as structural units.

As the synthesis temperature increases, evidently, spatial separatiph afds p
atoms occurgwhich is simply advantageous energeticalind first amorphous and then
crystalline graphite—diamond nanocomposites form. The yield of nanodiamonds accom-
panying crystallization of such an amorphous state reaches 50—80%. The corresponding
crystallization temperature~1200—-1400 °Cis much lower than the temperature of the
direct noncatalytic graphite—diamond transformation at these pressures.

It is interesting that the mechanical characteristics of the synthesized nanocompos-
ites are extremely high, even though the materials contain a large fraction of graphitic
clusters. We note that the mechanical characteristics of the nanocrystalline diamond
compacts obtained with the standard technotdgfH,~25 GPa andK,;.,~4-6
MN/m®?) are two to three times lower than those of a diamond single crystal. There are
several reasons why in our case the nanocomposites have a high hardrieesndno-
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clusters are apparently close to optimal sizee Ref. 1pto prevent the motion of
dislocations; 2 because the formation of nanocomposites from large fullerite crystals is
“homogeneous” in character, there are no stresses, nanopores, or impurities on the
boundaries of the nanoclusters); aphitic clusters themselves give high mechanical
characteristics, since the graphitic phases obtained at even lower pressures have a quite
high hardness+ 40 GPa; see Fig.)3and, 4 because the fraction of diamondlike clusters

is high, stiffness percolates along them and a stiff framework is formed.

In summary, the method for obtaining diamond-containing nanocomposites via
amorphization of fullerite g, followed by crystallization without intermediate graphiti-
zation is extremely promising. It is very likely that nanocomposites with a smaller frac-
tion of graphitic clusters and higher mechanical characteristics can be obtained at higher
pressures 15-20 GPa.
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An antiferromagnetic transition is observed in the quasi-one-
dimensional metal-oxide compound LiCuYOA wide peak is ob-
served in the temperature dependence of the magnetic susceptibility at
Ty=28 K, and the magnetic susceptibility exhibits a sharp drop at
Ty~4 K. As the magnetic field increases, the antiferromagnetic-
ordering temperaturéy=2.3 K at first increases somewhat and then
decreases rapidly. The exchange interaction in the chains of copper—
oxygen octahedra is estimated to be=22.5 K. The interchain inter-
action is estimated to hb~1 K. © 1999 American Institute of Phys-
ics.[S0021-364(19)01111-1

PACS numbers: 75.30.Kz, 75.50.Ee, 75.30.Cr

The discovery of diverse cooperative quantum phenomena in complex metal oxides
has stimulated the search for inorganic materials with a low-dimensional magnetic sub-
system. This search has uncovered a variety of new quasi-one- and quasi-two-
dimensional compounds, as well as systems of intermediate dimension — coupled mag-
netic chains or spin ladders. Such compounds are distinguished, as a rule, by specific
temperature dependences of the magnetic properties and are characterized by quite low
magnetic ordering temperatures. In certain cases magnetic ordering does not occur at all
and one or another interaction mechanism opens up a spin gap in the magnetic excitation
spectrum of a low-dimensional magriét. The magnetic properties of many low-
dimensional magnets are due to the presence of copper idis@wanadium ions ¥*
in their structure; in addition, the most diverse variations of low-dimensional magnetic
structures are encountered in compounds where these ions coexist with lithium%éns Li
Thus, in lithium cuprate LiCu@the copper ions G (S=1/2) in linear CuQ chains
are bound with one another by a ferromagnetic interaction, while the interaction between
chains is antiferromagneticMagnetic V™ (S=1/2) and nonmagnetic¥ (S=0) ions
are present in the layered structure of lithium vanadate Oty and each of the ions form
zig-zag chains of vanadium pyramids ¥OA magnetic phase transition occurs in this
system only at ultralow temperatures.

The orthorhombic metal-oxide compound LiCuy,Ovhere all of the ions listed
above are present, is genetically related with the spinel structure, where the lithium ions
Li** and magnetic copper ions €u(S=1/2) are located in an octahedral environment,
while the nonmagnetic vanadium ion$V/(S=0) are located in a tetrahedral environ-
ment consisting of oxygen ions?0 (Ref. 5. As shown in Fig. 1, the chains of copper-

0021-3640/99/69(11)/5/$15.00 876 © 1999 American Institute of Physics
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FIG. 1. Crystal structure of orthorhombic spinel LiCuy® a polyhedral representation. Copper is located in

the unshaded octahedra, which are coupled along the edge in the basal plane into linear chains. Vanadium is
located in the isolated shaded tetrahedra. The polyhedra for lithium, which is represented by circles, are not
presented.

oxide octahedra Cug)which are coupled along an edge in the basal plane, extend along
the a axis, and they form almost regular triangles in thec plane. Chains of lithium—
oxygen octahedra Lipextend along thd axis, and the vanadium—oxygen tetrahedra
VO, are isolated from one another. The room-temperature lattice constants are:
a=0.5652 nmp=0.5798 nm, and¢=0.8747 nnt, so that the copper—oxygen octahedra
are characterized by a strong tetragonal distortion, the long axis of thg Get@hedra
being oriented along the axis. Away from stoichiometry in Li ,CuVO, (0=<x=<0.2)
samples a structural phase transition of the cooperative Jahn—Teller effect type is ob-
served above room temperat@r&his transition has not been observed in stoichiometric
samples.

The LiCuvQ, samples were prepared by solid-phase synthesis from a stoichiometric
mixture of lithium carbonate LICO;, copper oxide CuO, and vanadium pentoxidgly.
Synthesis was conducted at 530 °C for one week and after additional repeated mixings for
one month. The final prodtie— a light-yellow powder — consisted of a monophase
sample, as was verified by x-ray diffraction. Magnetic measurements were performed at
the Institute of Solid-State Physics at Tokyo University on a “Quantum Design” SQUID
in fields up © 5 T in thetemperature range 2—300 K.

The temperature dependence of the magnetic susceptibility of LiGus/@resented
in Fig. 2. As temperature decreases, the magnetic susceptjpifigsses through a wide



878 JETP Lett., Vol. 69, No. 11, 10 June 1999 A. N. Vasil'ev

70 T T T T

2 x10°(emu/mol)

24
3
5
23
o
*
~,L '
LicuvO,
1k 01T ]
[
[ - L L 1 L 1
0 50 100 150 200 250 300

Temperature (K)

FIG. 2. Temperature dependence of the magnetic susceptibility of LiGuv@ fieldH=1 T. Inset: Data for
T<20 K on an enlarged scale.

peak afT, =28 K, then increases somewhat-al0 K, and once again sharply decreases

at Tyy~4 K. The magnetizatioM as a function of the fieldH is linear in a wide range

of experimental temperatures, but at the lowest temperatures, as shown in Fig. 3, the
dependencé1 (H) deviates from linearity in the direction of smaller values. In contrast

to the wide peak iny at Ty, , the position of the low-temperature peakyrat Ty ~4 K
depends nonmonotonically on the magnetic field. In weak fields the peak first shifts
somewhat to higher temperatures and then rapidly shifts to lower temperatures as the
field increases further. This dependence is displayed in Fig. 4, where the solid line
connecting the experimental points is drawn only for visual clarity.

All experimental data presented are characteristic for a quasi-one-dimensional mag-
net which, as the temperature decreases, first exhibits short-range magnetic correlations
in chains and then undergoes three-dimensional antiferromagnetic ordering at low

300 [
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150 |
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100 LiCuvO,

——2K

50 —o—5K

I !

0 1 2 3 4 5
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FIG. 3. Field dependences of the magnetization of LICU\NOT=2 K (®) andT=5 K (O).
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FIG. 4. Field dependence dfy (positions of the low-temperature peak in the susceptibjityin LiCuVO,.

temperatures. The antiferromagnetic ordering temperature is strictly differentTigem
and it can be determined according to the peak in the temperature dependence of the
derivativedy/dH. In weak fieldsTy=2.3 K, and it decreases 2 K atH=5 T.

At high temperaturesT=150 K) the magnetic susceptibility of LiCu\VQs de-
scribed by the Curie—Weiss law

x=C/IT—-0
with ® = —31.5 K and effectivey factor 2.26. At lower temperatures and near the wide
peak the magnetic susceptibility can be approximated well by a polynomial correspond-
ing to the Bonner—Fisher curveThe small increase in the magnetic susceptibility in the
range from 10a 4 K is probably due to impurities and defects. Comparing the Bonner—
Fisher curve with experiment gives the appreciably larger value 2.39 fog tfector
averaged over the crystallographic directions, and from the position of the wide peak
along the temperature scale,

TM = 1282J1 y

it follows® that the exchange integral in the chainslis=22.5 K. The interchain ex-
change interactiod, can be estimatédfrom the three-dimensional antiferromagnetic
ordering temperaturéy as

1.28/In(5.8,/Ty)
In order of magnitudel,~1 K, and the saturation magnetizationng=1.0174/J,/J;
= 02/.LB .

The nonmonotonic behavior of the critical temperature in a magnetic(fiédd 4) is
characteristic for low-dimensional magnets. The initial increase in the antiferromagnetic
ordering temperature is due to the fact that the magnetic field effectively decreases the
numbern of degrees of freedom in the magnetic subsystem, transferring a Heisenberg

magnet 6=3) into anxy-type magnetii=2). The subsequent decrease of the critical
temperature is due to the Zeeman splitting of the levels in a magnetic field. The weak

J2
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nonlinearity of the magnetization at low temperatures is probably explained by the fact
that spin reorientation occurs in LiCu\Gn a magnetic field, but a magnetic-field-
induced lowering of the N temperature is superposed on this process.

Further investigation of quasi-one-dimensional antiferromagnetic ordering in
LiCuvO, apparently requires neutron diffraction investigations on single-crystal
samples. Specifically, the value obtained for the interchain exchange integral may be too
low because of frustrations of the exchange interaction in a triangular arrangement of
chains, if the interaction between the copper ions intthe plane is antiferromagnetic.

In conclusion, | thank M. Isobe and Y. Ueda for assisting in the preparation of the
samples, A. Zamma for performing the x-ray diffraction measurements, and I. Yamada,
K. I. Kugel’, and L. A. Ponomarenko for helpful discussions.
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Magnetization oscillations due to the commensurability of the vortex
and crystal lattice periods in YB&u;O, (y=6.97+0.02) single crys-

tals are investigated using a high angular resolution magnetometer. A
sharp peak in the temperature dependence of the oscillation amplitude
as well as other features in the behavior of the oscillation amplitude and
of the irreversible magnetization are observediat 60 K. It is inferred
that T is the temperature of a transition of the solid vortex state to a
smectic phase. €1999 American Institute of Physics.
[S0021-364(99)01211-9

PACS numbers: 74.72.Bk, 75.60.Ej, 74.25.Ha

The lamination of the crystal structure of high-temperature superconductors is re-
sponsible for the large anisotropy and unusual behavior of these materials. In combina-
tion with the short coherence length the laminated structure gives rise to intrinsic pinning
of vortices between the CuO plant$he energy of the vortex lattice is minimum when
the intervortex distance is comparable to the interlayer distance. A theory of commensu-
rate vortex structures has been developed in Refs. 2 and 3. Magnetic moment oscillations
due to commensurability have been observed experimentally in Refs. 4—6. These oscil-
lations are very sensitive to the perfection of the vortex lattice and can serve as an
effective tool for studying the character of its ordering.

A theory describing possible structures for a system of vortices which are parallel to
the superconducting layers has been proposed receftisee different vortex phases are
predicted to exist in this case. In addition to liquid and solid phases, a smectic vortex
phasé which would be characterized by liquid properties in the direction of the CuO

0021-3640/99/69(11)/6/$15.00 881 © 1999 American Institute of Physics
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planes and crystalline order in the direction of thaxis (as in ordinary smectic liquid
crystalg, is expected at intermediate temperatures. In the present work we investigated
commensurability oscillations in perfect YBau;O, single crystals in order to determine

the unusual features due to the possible existence of a smectic ordering of the vortices.

Five YBa,Cu;0, single crystal¥grown from a fluxed melt and subjected to a long
anneal(300—-700 h in an oxygen atmosphere at 1 bar pressure were investigated. As a
result, all samples showed a diamagnetic signdlat91 K; the oxygen content was
=6.97+0.02. At the same time the samples differed substantially with respect to impu-
rity content, so that their screening currents varied by more than two orders of magnitude
(from 80 Alcnt for the sample CD to % 10* A/cm? for the sample MK at T=77 K in
a magpnetic fieldB(|| c)=1 T. The three samples VG, AZ, and CD were essentially in a
single-domain state immediately after synthesis. Two other samples, WZ and MK, were
detwinned by means of uniaxial detwinnifyX-ray diffraction analysis performed on
four samples showed that the disordering of ¢hexis did not exceed 0.02°.

An Oxford Instruments model‘5vibrating magnetometer with a system of mutually
perpendicular detection coils, which made it possible to measure simultaneously two
components of the magnetic field, parallel and perpendicular to the applied magnetic
field, was used for the magnetic measurements. For small angle8{) between thab
plane and the magnetic field the componan}, parallel to the applied magnetic field
gives a magnetization parallel to the CuO planels, ~mgq/V, while the transverse
componentm,,; corresponds to magnetization along thaxis M ;~mg./V (V is the
volume of the sample The samples rotated around the vertical &gerpendicular to the
magnetic field with angular resolution 0.01°.

Commensurability oscillations for the sample MK are shown as an example in Fig.
1. The small amplitude of the oscillations and the presence of a monotonic component
precluded a direct quantitative analysis of the magnetic morivgftt), and for this
reason the differential susceptibilifyy;=dM/dH was used. Fol4 the oscillating part
dominates and quantitative analysis becomes reliable. This approach showed the oscilla-
tions of the differential susceptibilityy to have a pronounced triangular forfeig. 1b.
This attests to the existence of a sharp transition between different commensurate vortex
states.

The condition of commensurability presumes that an integral nukbéintervor-
tex spacings, in a direction normal to the layers is equal to an integral nunbr
interlayer periodgl. The energy of a vortex is minimum fde=1. Therefore the corre-
sponding commensurability condition is

a.=(/3®y/2I'B)Y2=1d,

wherel'2=M /M, is the anisotropy of the effective masses. Here and below we ignore
the small anisotropy between the directi@nandb.

Depending on the magnetic field, the points of commensurability should be periodic
in B~ Y2 with period AB~Y2=d(2I'/\3®,) 2 The experiment indeed showed periodic-
ity in B~¥(n) (inset in Fig. 1& For all the crystals with high oxygen content that were
investigated in the present work as well as for the crystals analyzed in Refs. 4—6 the
period of the oscillations falls into a narrow rang®~ ¥?=(6.6+0.3)x 10 2 T~ 2 As



JETP Lett., Vol. 69, No. 11, 10 June 1999 Zhukov et al. 883

0.8

NE -2,0-5 0.6 i
< s 04
© C‘n= 2468
S 25t
8 -3.0

6_
o
=
X'U 0_
=

-6' I ) 1 Il i -

0 1 2 3 4 5

wH (T)

FIG. 1. (a) Field dependence of the magnetic moment of the single-crystal sample MK at temperature 60 K in
a magnetic fieldH parallel to the CuO planegb) Differential susceptibility. Inset: Position of the extrema on
the scaleB~Y? (T~¥9) as a function of the number of the extremum.

expected AB~ 2 is essentially independent of the magnetic field direction and tempera-
ture.

Using the expression following from the commensurability condition

3 (ABm)Z

I'=75%o| —5

and the crystal lattice periadi=11.7 A ! the anisotropy of effective masses is found to
be'>=30+5. This value agrees well with other restiffs.

In contrast to the period of the oscillations, which is temperature-independent, the
amplitude varies rapidly and has a sharp péalky. 2). This behavior, which is charac-
teristic for all of the experimental samples, will be the main subject of the subsequent
discussions and interpretations. The position(which we shall call the melting tem-
perature of the peak slowly shifts to higher temperatures as the drdécommensura-
bility decreases or, correspondingly, the magnetic field increases. Fot fixedalues of
T; are close in different samples. For example,|fei7 (with the corresponding magnetic
field 4.0=0.4 T, which depends on the internal parameters of different sajriples 59
K, 66 K, 58 K, 63 K, and 59 K for the samples VG, AZ, WM, CD, and MK, respectively.
Despite the small differences in; (which can be attributed to the difference in the
internal parameters and strength of the pinhirtge closeness of the values obtained
shows that the anomaly, which is insensitive to the large difference in the pinning prop-
erties of the samples, is of a thermodynamic character.
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FIG. 2. Temperature dependence of the oscillation amplitude of the differential susceptibility of the single-
crystal sample VG. The applied magnetic field is parallel to the CuO planes. The commensurability parameter
I=7, 8, and 9 corresponds to magnetic fieldgH=3.8, 3.0, and 2.4 T, respectively. Insets: Angular depen-
dence of the oscillation amplitude above and below the temperature

The angular dependences of the oscillation amplitude for temperatures above and
below T; are different. At high temperaturésght-hand inset in Fig. Rthe oscillation
amplitude decreases continuously, and belgwiwo sharp peaks are observed with the
magnetic field deviating in both directions away from the CuO pldlefshand inset in
Fig. 2). In both cases the oscillations vanish for an angle of deviati@n2°.

The temperature dependences of the hysteresis of magnetiktioprovided fur-
ther confirmation of the existence of a phase transition at tempergfyrand they also
provided evidence concerning the nature of the transition. The nonoscillatory part pre-
dominates in the irreversible magnetic moment. Therefore it is determined by physical
processes that are unrelated with the oscillations. As will be shown b#gwis related
with the currentj¢ along thec axis; this current gives rise to motion of vortices parallel
to the CuO planes. A peak is also presenMn (T) at temperaturd; (Fig. 3). This
gives additional evidence that the nature of the vortex system changes at this point.
Outside a very narrow range of angl@gpproximately+0.2°) the peak iV | (T), like
the oscillations, vanishes. At low temperatures the curfERtAM | exhibits a quite
weak temperature dependence. However, afigvedecreases very rapidly and vanishes
at a much lower temperature thdp or the expected temperature of three-dimensional
melting of the vortex latticd ,,~90 K (T,, was calculated on the basis of the values for
H || ¢ using the anisotropic Ginzburg—Landau mod&he observed behavior agrees with
melting of a solid vortex lattice into a smectic structure. Indeed, the smectic phase was
described in Refs. 8 and 13 as a combination of a solid phase in the directionoadttse
and a liquid phase in the direction of the CuO planes. Since fluctuations and pinning are
present, we can attribute the rapid decreaséM |(T) to a second-order meltinig,
which leads to free motion of vortices parallel to the CuO planes. The presence of
oscillations attests to the presence of good order in the system of vortices alanaxike
at temperatures abovg .

We shall now briefly discuss the relation between the irreversible magnetic moment
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FIG. 3. Temperature dependence of the irreversible magnetizatibn of the single-crystal samples VG and
MK. Inset: Field dependence of the ratio of the irreversible magnetic moments for the magnetit fiatellel
to the long ) and short n,) transverse edges of the sample VG. The arrow marks the létiof the
transverse dimensions of the sample.

and the currents in the sample. According to the anisotropic Bean rttbde, is deter-
mined by two different screening currents. One currgf) flows in the direction of the

¢ axis, while the other currenij(@) flows parallel to the CuO planes. These two compo-
nents can be extracted from two measurementsMf; for a prolate rectangular sample
for magnetic field directionsi || ab, parallel to the long and short edges of the sample,
respectively. For vortex penetration predominantly in the direction ofcttexis the
magnetizatiolAM | ~jc”t (t is the sample thicknesshould be equal for both directions
of the magnetic field. For vortex penetration parallel to the CuO plaids is deter-
mined by the current componejftand is calculated asM I ~jcL/2, whereL is the size

of the crystal in a direction perpendicular to the applied magnetic ¥feld.

The sample VG was the only one with a prolate shape. As is evident from the inset
in Fig. 3, the ratio of the magnetizations for different directions of the magnetic field is
much greater than 1, and for largkit agrees well with the ratio of edge lengths of the
sample. This means that the measured quamtiy | corresponds to vortex motion
parallel to the CuO planes.

The theory predicts melting of the smectic phase into a vortex liquid at high tem-
peratures. Resistance investigatiorisconfirm a second-order transition into a vortex
liquid at T,,~90 K, but the vanishing of vortex pinning makes it impossible to observe
this transition in our measurements.

The decrease in the oscillation amplitude in the solid vortex phase with decreasing
temperature could be due to a rapid increase of the pinning by point d&faetsch
suppress order in the vortex structure. According to the theory of Ref. 7, smectic order
should be insensitive to point defects. Therefore thermal disordering and decrease of
pinning become the main factors responsible for the decrease in the oscillation amplitude
with increasing temperature.
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