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The contribution of zero modes to the value of the number of particles
in a discrete model of the (21)-dimensional nonlinear Schdimger
equation is computed. It is shown for the first time that in the region of
small values of the Chern—Simons coeffici&rihere exists a universal
attraction between field configurations. Fet 2 this phenomenon may

be a dynamic origin of the semion pairing in the high-temperature
superconducting state of planar systems. The preliminary results of this
paper were presented in the proceedings of the Xl International Con-
ference on Problems of Quantum Field ThegBubna, 13—17 July
1998. © 1999 American Institute of Physics.
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Cooperative behavior based on universal topological features of planar systems has
been the subject of a number of papkfsThe topological properties of2+1)-
dimensionalD) systems are described by a Chern—Sim@#) term in the Lagrangian
of the model. This term displays the phenomenon of the chiral invariance violation in
such systems. The magnetic CS field usifafiyeads to an effective repulsion between
field configurations. This property was described in detail in Refs. 9 and 10, where the
structure of zero modes in continuduand spatially discreté models of the (2-1)D
nonlinear Schrdinger equation was studied. The competition of the basic nonlinearity
corresponding to attraction, diffraction, and the additional nonlinearity describing the
repulsion caused by the CS interaction resulted in an increase of the critical value of the
number of particled in the region of small values of the coefficidntThis increase of
N represents the existence of additional repulsion.

We argue in this paper that on the{2)D lattice there is universal attraction due
to CS correlations between field configurations, and we show the conditions under which
this phenomenon takes place. We shall show that consideration of the complete contri-
bution of the statistical CS fields in the form of holonomies causes addititmtie barg
attraction at small numbers of links The necessary condition for that is naturally the
existence of bare attraction between field configurations. This result is the first indication
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that there exists a universal attraction due to CS correlation. A comparison with the
results of our previous papér® shows that the condition for obtaining the attraction is
that the Wilson and Polyakov exponents be included in the consideration on an equal
footing. In other words, we consider a model which takes into account the conditions of
compactness for the temporal component of the gauge potential as well as for its spatial
component. The gauge invariance requirements imply immediately that discrete evolution
should be considere(for detail see Ref. 10 We want to emphasize that the gauged
discrete (2-1)D nonlinear Schidinger equation gives us a convenient tool to display
this (2+1)D system phenomenon of additional attraction, which has a general and uni-
versal character.

The equation of motion in the model of the gauged discrete 1D nonlinear
Schralinger equation has the form

(Ex+:[\y+ h-C-_4)Pm,n: - 2Cpsm,n_ Pm,n Sin(Wm,n_ 1), (1)

— AIAR
txpm,nzeI ™Pmtin -

Herefx is the operator of so-called magnetic translations. The parar@etak| in Eq.

(1) contains the coupling constagtof the classical nonlinear Schitimger equation and

CS coefficienk. Besides the consideration of the model on a 2D laftiee included the
discrete timete Z in the description. This leads for the stationary stale@n,n,t)
=pmyneit to the existence of nonlinearity expressed by the sine function ifEgThe
multiconnection of the 2D manifold has been taken into account by the gauge field
A*(m,n) = (W n,AmnAnn), Where

Winn= 2 [(AG(M=m",n=n")(ph, 1 F Poy e ) A i

m’,n’
—(AG(m=m",n=n"))(p, o+ P 1) A ] 2

is the temporal component of the CS potential, and

Ann= 2 AG(m—m'.n—n")pZ, 3
m’,n’
is thex component of the vector potential. The notatiy , denotes that the components
A,(m,n) are defined on the links connecting the sitasr(),(m+1, n). In Egs.(2) and
(3) Ay f(r)=f(r+e ) —1(r) is the gradient on the lattice with coordinates (m,n)
e 7%; g is the unit vector. The Green function on the lattice in E8$.and (3) has the
form:

= d2%k ei{kx(m—m’)+ky(n—n’)}_1

G(m—m’,n—n’)=J (4)

—7 (2m)2 4—2cosky—2 cosky

The main purpose of this paper is to study the dependence of the critical number of
particlesN:Em/,n,pﬁq, . on the paramete€=glk|, considering the arbitrarily large
contribution of the terhporal component of the gauge potential as well as of its spatial
component. To solve the problem we compute this dependence using the zero modes
found for various values of the CS coefficidat
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FIG. 1. Dependence of the critical number of the particles on the param@efer the three types of the
nonlinearity in Eq.(1) (see for details the textThe dashed line shows the vaINé”(AM=O)= 11.605.

We performed the simulation of the problefh—(4) on a lattice with linear size
L <20 using the method of the stabilizing Petviashvili multipfitihe block diagram of
the method and the details of the calculations are described in Refs. 9 and 10. In accor-
dance with the rules of gauge field theory on a lattice, we assumed that while the gauge
field is defined on the lattice links, the curl of the fiedd,(r) and the density? are
defined on the sites of the dual lattice.

We used the functiop, , for calculation of theN(C) curves shown in Fig. 1. The
form of the functionsp, ,Ap n,Wn n found numerically is displayed in Ref. 10. The
form of these functions in the present paper is qualitatively the same. Note that the limit
k— is equivalent to the zero contribution of the gauge fiedds, ,wp, n, when in the
continuous limitN.,=11.703. This number of particles separates the regime of 2D col-
lapse atN>N,, and its absence &<N,. On a lattice the valueNl® are always les$
than the critical number of particles in the continuous limit even if the CS fields are
neglected. Therefore the main problem of interest is whd\lfé(rAﬂtO) is smaller than

or greater tharN'c"’}t(Aﬂ=0) if the CS gauge fields are taken into account.

Curve a in Fig. 1 shows the result of Ref. 10 when we considered only the part
4—2coA,—2codA, of the contribution to Eq(1) of the spatial gauge field components
and did not consider the discrete time. Case b in Fig. 1 corresponds to complete consid-
eration of the spatial gauge field contribution to the left-hand side of(Bgwith the
same properties of the time as above. W) curve for case c in Fig. 1 presents the
result of computations on the (21)D lattice, with consideration of the complete con-
tribution of all (arbitrarily large gauge field component,, and with the discrete time
taken into account.

From theN(C) curve for case c in Fig. 1 one can infer that the decrease of the
critical number of particledl with decreasing paramet€ris equivalent to an increase of
the attraction in comparison with the case when the contribution of the CS fields is not
taken into account.

It is known'? that in CS systems there arises an induced angular momentum pro-
portional to 1k. The calculated lines of equal value of the figld , for C=1 are shown
in Fig. 2. Here we would like to call attention to the fact that the fipld, has
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FIG. 2. Lines of equal value of the field}, , for C=1 (a) andC=5 (b).

d symmetry for a small value of the parame@#1 at great distances from the origin.

We found weak display of this phenomen@ee Fig. 2 The accuracy of the calcula-
tions, according to our estimates, is several percent. A comparison of the results in Fig. 2
for the different values of the paramet€rshows that the display af-wave symmetry
increases with decrease of parameger

The origin of the phenomena under discussion is as follows. We consider the non-
linear, nonlocal dependence of the componeiém,n) of the CS gauge field via the
field p, , in its complete form presented in E@.) for the Laplacian. In particular, if we
extract® a part of this contribution to nonlinearity, specifically taking into account the
compact versionp(4—2cosh,—2cos) of the nonlinearityp(AZ+A7) (Ref. 9, the re-
maining part of the discrete Laplacian in the continuous limit has the form

COSA,— +COSA,—.

“ox2 Yoy?
The decrease of the coefficients in this expression in comparison with the Aglye
=1 in the region of small coefficientsleads to a decrease of diffraction. It is seen that
the origin of the additional attraction due to the CS fields is a decrease of the diffraction.
If this this effect is neglected, we obset%@nly repulsion due to the CS fields. The
anisotropy of this operator is the reason for theymmetry of the ground state.

As was pointed out above, the phenomenon under consideration exists on a lattice
under the condition that the gauge field is completely taken into account by the holono-
miese" «. The physical interpretation is clear: because the zero component of the gauge
potential plays the role of the chemical potential, an arbitrarily large value of the one
corresponds to an arbitrarily large value of the energy added to the system when we add
a particle.

Note that discrete models are characterized by features which are absent in the
continuous limit. In particular, localized states can exist in the {)D discrete nonlin-
ear Schrdinger equatiort® In our case the dimensionality of the problem as well as the
discrete character of the space and the time are important. Using the arguments in inverse
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order, we have to include discrete space and time in the model on an equal footing in
order to consider the large magnitude of the gauge field in the form of the Wilson
exponent as well as the Polyakov exponent, having in mind the gauge invariance. Our
simulation shows, for example, that without the condition of the discretization of the time
we cannot obtain the attraction due to the CS fields.

Finally, we should like to make a general remark. The attraction between particles in
the systems with the CS interaction has been a subject of extensive studies during the last
ten years. Attention has focuséd'® on analyzing the symmetry of the state (p- or
d-wave stateswith a nonzero value of the superconducting gap in the framework of
perturbation theory when the parameter 47/|k| is small, i.e., in the limifk|>1. The
discovery’ of the time-reversal symmetry-breaking-wave superconductivity in
SKLRUO, (see also Refs.18—-2Gtimulated a recent pageérin which a search for the
induced CS term irfP- and T-violating superconductors was performed.

The picture of the Chern—Simons correlations in the present paper in some sense
goes beyond the above-mentioned approaches. We have found the attraction due to the
CS gauge field in the essentially nonperturbative regiosnudll values of the coefficient
k, irrespectively of the symmetry of the ground state. In other words, this phenomenon
takes place foid-wave as well as fop-wave field configurations. Another distinction
from the above-mentioned papers is that the choice of the coefficikself determines
the symmetry of the state considered. In this respect, Fig. 2 presents only one of the
possible ground-state symmetries characterized by the specific value of the pa@meter

Let us suppose th& =0 in Eq.(1). We obtain in this case a model describing the
nonlocal interaction of CS vortices. This case corresponds in the continuous limit to
universal nonlinearity of the® kind and differs from the Gross—Pitaevskii model,
where the nonlinearity in the equation of motion is a local one and is proportiopdl to
We plan to study this interesting limit in a separate paper.

In conclusion, we have studied the dependence of the critical particle number on the
link numbers of the field configurations. Using the model of the discretel(¥D non-
linear Schrdinger equation, we have found for the first time the existence of attraction
due to the CS fields. We have shown that the origin of this phenomenon is the suppres-
sion of free propagation by the CS fields at small link numbers. Note thaj=fdr the
semion valuek=2, which is of topical interest, lies inside this region. Therefore the
attraction found may be a dynamic cause of the semion pairing and phase transition to a
superconducting state.

We are grateful to S. N. Vlasov, E. A. Kuznetsov, A. G. Litvak, A. M. Satanin,
V. |. Talanov, and V. E. Zakharov for very interesting discussions and useful advice. This
study was supported in part by the RFBR under Grant #98-02-16237.
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The electron current tensor for the scattering of a heavy photon on a
longitudinally polarized electron with the emission of two hard real
photons is considered. The contributions of collinear and semicollinear
kinematics are computed. The result allows one to calculate the corre-
sponding contribution to the second-order radiative correction to the
deep inelastic scattering or electron—positron annihilation cross sec-
tions with next-to-leading-order accuracy. 8999 American Institute

of Physics[S0021-364(19)00212-1

PACS numbers: 12.20.Ds, 13.40.Ks

1. The recent polarized experiments on deep inelastic scattébil®)"? cover the
kinematical regiory=0.9, where the electromagnetic corrections to the cross section are
extremely large. The first-order QED correction has been computed in Refs. 3 and 4, and
it is of the order of the Born cross section in this region. For this reason the calculation
of the second-order QED correction has become very important for interpretation of these
experiments. The first step in such calculation was made in Ref. 5, where the one-loop-
corrected Compton tensor with a heavy photon was considered. That is one of the con-
tributions to the polarized electron current tensor which appear in the second order of
perturbation theory. Other contributions arise due to double hard photon emission and
pair production.

Here we calculate the contribution to the polarized electron current tensor from the
emission of two hard photons. We investigate the double collinear and semicollinear
kinematics. This allows us to compute the corresponding second-order radiative correc-
tion to various observables with next-to-leading-order accuracy, in the same manner as
has been done, for example, for small-angle Bhabha scatfetamgged photon cross
sections in DIS, and electron—positron annihilatibm the unpolarized case.

In the Born approximation the electron current tensor for a longitudinally polarized
electron has the form

L,EV: Q,u,v+ [ )\E,uvl Q/.LV: _4(p1p2)g;¢v+4p1,up2v+4plvp2,u ’

E/.LV:4E,LLVp0'plpp20" (1)
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where p;(p,) is the 4-momentum of the initiaffinal) electron, and\=1(—1) if the
initial electron is polarized alonfagainst its 3-momentum direction.

In the case of single collinear photon emission the corresponding contribution to the
electron current tensor conserves the Born structure for radiation along the scattered
electron momentum direction,

1+(1+y)2T_ _2(1+y)

fi_ % .
y

mY 20

0 - 8%03
dyL%,, y=1 Lo=1In el )

and acquires an additional pavthich is proportional ta \Ewv) for radiation along the
initial electron momentum directioh,

. 1+(1—x)? 2(1—x) w
wi_ % _ B _oyi e
w5 - Lo ” L., —2XINE,, rdx, X oy
292
e76
Lo=In—2 3)

In Egs. (2) and (3) o is the photon energys,(&5) is the energy of the initialfinal)
electron,mis the electron mass, and the paramétgdefines the angular phase space of
the hard collinear photon. The indéff) labels the initial(final) electron state.

Looking at Eq.(3), we see that the additional part does not contribute in the leading
logarithmic approximation and does not have infrared divergence. In other words, the
Born structure of the electron current tensor in the case of a longitudinally polarized
electron is disturbed only in the next-to-leading approximation due to radiation by the
initial polarized electron itself.

In general, the contribution to the current tendqgy, due to the emission oh
collinear photons can be written as follows:

a | "3k
. (|
LEL“,E:(ﬁ) [|(“)|_,‘3V+K(“)|>\EM]£[1—, (4)

Wj

where the quantitk (" equals zero iffand only if all n collinear photons are emitted
along the scatteredunpolarized electron momentum direction. The first term in the
right-hand side of Eq(4) was obtained in Ref. 10 with next-to-leading-order accuracy.
Our goal is to find the second term with the same accuracy.

2. We use the covariant method of calculation and start from the general expression
for the polarized current tensor which arises due the emission of two hard photons,

2
A dk, . . )
@_| % 107Kz N B N
Luv_(4ﬂ_z) wlwz‘Sp(szfm)QMp(erm)(l YsP)(QM)F, (5)

whereP is the polarization 4-vector of initial electron. The quanfu&p reads
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v A+m  p;—ki+m . Ptk +m  p;—ki+m
" yﬂAz—mzyp —2p1ky DT 2pok; Yu —2p4k; I

f32+k2+m S+m
iRg 2p,k; szz_m27#+(1<—>2), A=p;—ki—Ky, 2=potkytks.
(6)

For the important case of a longitudinally polarized electron the polarization vector can
be written, in the framework of the adopted accuracy, as

o A m2k .
“m\ P ok (7)
where\ is the doubled electron helicity, and the 4-veckohas the components{,
—p.),k?=m?. It is easy to see that
P?2=—1+0(m%e?%, Pp,=0.
Note that for calculations in the leading approximation we can neglect the second term in
the right-hand side of E(7), as was done in Ref. 5.

There are four collinear regions in the case of double photon emission:

(k1,kallpa); (K1, Kallp2); (Kallps, kallp2) @and yllp2.Kllpy) . A straightforward calculation
in the region k4,k,||p1), when both hard collinear photons are emitted by the initial-

state polarized electron, gives

m?* @ 1+y? N 1 { 1 vyl 1 X1 +1—x1((1 i 1~ 2y)
— =+ —| —(1—x -— —y)(X;—Xp) —
4" 2xXemymy  dmy ey X2 X1Xp ybamae) =y
Y7 i( +2y(1—x1)>_ 4y | (1=y)(2y+xuxp)
d?n, dun? 2 X2 d?z, X1X2d 717,
4y (1 1
+ —+ —|+(1<2), (8)
A2\ M2
m* 2 2yx3 1 4x5
—K-(-z):—(l—x — XX+ —— | + 3—-3y+2y%+ —=
4 ii d??i 2 172 X2 d7]1772 y y X1
2y 1
+ 3y—x{—x3)+ —+ —|[(1—y)2—xyx
d2771( Y—X1—X3) & g\ [(1-Yy)"—X1Xz]
+(1-2), y=1—X;—X,. 9

In writing Egs.(8) and(9) we have used the following notation:
2p1ky o= m? 71,25 A?—m?=m?d, X1 0= w1 5le;.

In the region kq,ks|p2), when both hard collinear photons are emitted by the
final-state unpolarized electron, we have

K{?=0, |$%):|i(i2)(xl,2—>_)’1,2, M= —012 d—o, —’77:1+Y1+Y2(),)
10
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where
=wiole,, 2pPoKy o= m2o , 32—m?=mc.
1,2 1,21€2 2R1,2 1,2

In accordance with the quasireal electron methed can express the electron cur-
rent tensor in the regiorkg||p;,K,|[p2) as a product of the probability of radiation of a
collinear photon with energw, by the scattered electrdwhich is the coefficient mul-
tiplying Lﬁy in the right-hand side of Eq2) with y=y,) and the electron current tensor
due to single photon emission by the initial electron, as given by(8qwith x=x; .
Therefore the contribution of the regionis, {|p; ,k|[p,) and ,||p;.Kkip,) reads

2

(2)if a \ 1+ (1+y)%  2(1+y,)|[[1+(1-xp)? 2(1—x,)
L,uV = 2_ LO_ LO_
m Y2 Y2 X1 X1
XLﬁV—lei)\EW]dyzdx1+(1<—>2). (11)

In order to derive the corresponding contributions in the regidaskg|p,) and
(k1 ,ko||p2) we have to perform the angular integration in E4). using Eqs(8) and(9).
Moreover, we can also integrate over the energy fractigy,) in the region kq,k,||p;)
((kq,ksllp,)) at a fixed value of the quantity, +x,=1-y(y,;+Yy,=»—1), because the
4-momentum of the heavy photon, which interacts with the hadronic part of the ampli-
tude, depends on-1y(#—1) in this case.

The expressiong8) and (9) for 112 andK(?) are suitable for calculations with a
power-law accuracy(up to terms of ordem?/s2). But here we restrict ourselves
to logarithmic accuracy and can therefore omit terms proportional to
1/d 7y 7,,1/d% 7, ,1/d% 53, and 1627, 7, in the right-hand sides of Eq$8) and (9). In
this approximation the integration d)ﬁz) leads to(see Ref. 1p

d*k, %k, 1P 1,
f 2 LAWY, 8)+ LBy, ) [dy, (12

W12  m

1+y? 1-y-46
In

A= 5

+(1+y)ny—2(1-y), (13

3+y*  , 2(1+y)? 1-y-§
B—3(1—y)+2(1_y)ln y— -y In 5 (19

whered<1 is the infrared cutoff for the energy fraction of each photon. Analogously, the
integration ofk (%) reads

dkydk, K 1-y
f ——— —=m"L,C(y,d)dy, C=2(1-y) 2—Iny—2InT dy. (15

w10 mt
Using Eqgs.(12) and(15) together with Eq(4), we obtain

@iji _ | %~
L@ (277 dy (16)

2
1 :
[(ELSA(y, 8)+LoB(y,8) |L5,+C(y,8)LgiNE,,,
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for the contribution of the regionk(1,k2||51) to the current tensor of the longitudinally
polarized electron. In some applications the quantitgmains fixed(for example, for
calculation of the tagged photon cross sectjoiis this case we can write In({ly)/d)
instead of In((:y—9)/6) in the expressions foh and B.

The corresponding contribution of the regid, (k,||p,) can be written as follows:

1 Se
@fft_| 2| |27 23 T B N r_ 981
Ly (277) 2L0A(77,5 )+LoB(7,8")|L,,dn, & oy (17
where
Rea 7 070 i 2(n1 18
=T (1+n)nn=2(n-1), (18
B=3(p—1)+ A AT C sk VS, ) (19)
=3(p—1)+ 55— In"n— n .
K 20— T T g1 5

Note that the quantitied andB can be reconstructed from the quantitleandB by the
rule

A(7,8")==A(5,~ &), B(n8)=-B(n-5).

As we saw abovgEq. (3)], the additional part to the Born structure of the polarized
electron current tensor due to single collinear photon emission has neither cdltinear
not contain a large logarithnmor infrared(is finite in the limitx—0) singularities. These
singularities do appear, however, in the corresponding contribution due to double col-
linear photon emissiofEgs.(11) and(16)]. Nevertheless, the additional part never con-
tributes in the leading approximation.

The infrared paramete¥ must cancel out in any physical application if the photons
are unobserved. Such cancellation takes place because of contributions due to double
virtual and soft photon emission as well as virtual and soft corrections to the single hard
photon emission. The last contributions have been considered recuiittyn the ap-
proximationm?=0, which describes large-angle photon radiation. If werpts 0 in our
calculations, then we will be left with only the Born-like structure in E@, (11), and
(16). Moreover, the quantitie® and B in Egs. (16) and (17) will be changed in this
approximation. Consequently, we see that the electron mass must be kept finite in order
to be correct in the next-to-leading approximation in any physical application with un-
observed photongor example, in classical D)ISWe conclude, therefore, that the results
of Ref. 5 need to be improved for applications of this kind.

On the other hand, the case of the loop-corrected large-angle single photon radiation
is described in Ref. 5 with a very high accura@nly terms of ordem?/s? are ne-
glected. In order to reach adequate accuracy for double hard photon emission one needs
to take into account the contributions of semicollinéaee paragraph 3 belgvand
noncollinear kinematics. The last case, when both hard photons are radiated at large
angles with respect to the directions of the initial and scattered electron momenta, will be
considered by us in another publication.
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3. Let us consider double hard photon emission in the semicollinear regions where
k4|lp1 or p,, andk, is arbitrary. In this situation we can use the quasireal electron method
for a longitudinally polarized initial electrohln accordance with this method the con-
tribution of the regionk,||p, to the electron current tensor is defined by its Born-like
structureL /, as follows:

a? d3k, dy; [1+(1+y))2.  2(1+yy)

L, (k =— L
wilkallP2) 8n® wy 1ty Y1 0 Y1

LZ,V( P1, p2(1+y1)1k2)1
(20)

where for the large-angle emission tendof, we can use the approximation®=0
(Refs. 3, 5, and 11

LZ;,V(pllp21k2):4(B,u,V+i)\E,ZV)
1 2 L P
Bﬂyza[(s_l—u) +(t+u) ]g,u,v+ H(pl,up2v+ prpr,)i

2e vpo ~ q.9.
Z,,Z%[(U‘H)plpq”-f—(U+S)pzpq0], g,uV:g,uv_ gz ’ (21)
~ (PA)q,

pM:P_T: U=—2p1py, S=2pky, t=—2piK;, g=potk,—p;.

As above, the emission of a collinear photon by the initial electron disturbs the Born
structure of the electron current tensor in just the same manner as (A Hq.

a2 d3k2 Xm

L,uv(kln pl) ="

14+(1—x,)? 2(1—x;)
L —
87 wy 1—Xxg

X1 0 X1

XL, (P1(1=X1),Pp2,K2) = 2X4i )\El’}iv(pl(l_xl)!pzlkz)] (22)

Formulas(20) and (22) have been derived by us independently in the quasireal
electron method, starting from the general expression for the current tensor as given by
Egs.(5), (6), and (7).

When calculating the radiative corrections to the polarized DIS cross section we
have to integrate over all of the phase space of photons. In this case the angular cutoff
parameteré, is unphysical and must vanish in the sum of contributions of the double
collinear and semicollinear regions. At the adopted accuracy this implies the cancellation
of terms of the typé oIn6}, and that can be verified by separation oflin the integra-
tion of L (p1(1—X1),p2,kz) in the limit k[[p; :

d3k, . YAPH(L-xp)? g
f w—ZLzlw(pl(1—X1),p2,k2~X2pl):—2’7T|n 90dX2mLﬂv. (23)
Taking into account that at fixexh +x,=1—y
1+ (1—x)2][y?+ (1—x)?
J’ dxldxz[ (1=x) Iy +(1—Xq) ]=A(y,5)dy, (24)
X1Xp(1—X1)?
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we are convinced that the terms of the typ@nag indeed vanish in the sum of contri-
butions due to the collinear and semicollinear kinematics. Of course, an analogous can-
cellation takes place for the radiation in the final state.

We note in conclusion that the electron current tensor has a universal character. It
can be used for calculation of cross sections in different processes, including the most
interesting DIS ana&*e™ annihilation into hadrons. To obtain the corresponding cross
sections we have to multiply the electron current tensor by the hadron one. The hadron
tensor itself carries important information about the hadronic structure and fragmentation
functions? and the study of the radiative corrections to the electron current tensor is
necessary for interpretation of experimental data in terms of these hadronic functions.
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Radiative corrections to the cross section of the radiative large-angle
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The problem addressed in this paper is motivated mainly by the experimental needs
for measuring the cross section of the large-angle electron—positron scattering process to
aper millelevel of accuracy, as this process is used for precise determination of the main
characteristic of colliding beams — the luminosity.

To reach a on@er mille accuracy one must evaluate the radiative correctiy®
up to third order in the leading logarithmic approximati@iA ) and up to second order
in the next-to-leading approximation. Definite sources of these corrections have beem
considered in detail in a series of pap&t.

In a recent publicatichthe contribution due to the virtual and soft photon correc-
tions to large—angle radiative Bhabha scattering was calculated in the kinematics in
which a hard photon is emitted at large angles with respect to the momenta of all the
charged particles. In the present letter we consider the particular kinematics in which the
photon moves within a narrow cone of small opening arfgl€1 together with one of
the incoming or outgoing charged particles.

In an experimental setup with detection of the scattered electron and positron one
cannot distinguish events with an electron alone and those with an electron accompanied
by a hard photon moving at small anglec §,<1 with respect to the direction of motion
of the electron. When the photon is emitted from the initial particles the back-to-back
kinematicd’ will be violated, whereas in the case of its emission along the scattered
particles this kinematics does hold. In the case of emission along the final particles the
quantity 6, may be associated with the aperture of the detectors.

Upon integration over the photon angular variables, the cross section of the process

0021-3640/99/69(12)/6/$15.00 900 © 1999 American Institute of Physics
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e(p1)+e(py)—e(p1) +e(py) + ¥(ky) (1)
in the lowest order of perturbation theory takes the form
dag 4031+ (1—x)? 1-x
X X

dxdc A S

0

2
(1+0(63)), )

" 3—3x+x2+2cx(2—X) +c3(1—x+x?)
(1—x)(1—c)a?

g6
Lo=2In—2, s=4¢2,
m

where the subscriph on the left-hand side has been used to denote the kinematics in
which the hard photon is emitted along the initial electron. The quam:'rty‘f/a is the
energy fraction of the hard photos,is the energy of the electron in the CM franma s

its mass, anadt=cosp, ,p; is the cosine of the scattering angle. The energy fractions of
the scattered electrory{) and positron ¥5),

prO
z?l=2(1—x)/a, a=2—Xx+Xxc,

Y1

10
y2:%=(2—2x+ x?+cx(2—x))/a,

and also the positron scattering angle are completely determined by the energy—
momentum conservation law.

The cross section in the kinematics of c&sdn which the hard photon is emitted
along the scattered electron, reads

dog) a®
dxdc B_E

1+(1-x?% | _1-x

X 0 X

3+c?\2 )
( 1_0) (1+0(6y)), (©)

!

L2 o
0= nw, e'=¢e(l-x).

Let us consider first the radiative correction due to the one-loop Feynman diagrams
(FDs), which we label as virtual photon emission. There are as many as seventy-two FDs
of this type. To simplify the calculation we use the physical ga(@€) for the real
photon:

2 g 0, if w orv=0 nzﬁ_
N A 8= NN, = v=1,2,3 w1
As was shown in Ref. 5, this choice proved useful in quantum chromodynamics. It also
fits perfectly to the case at hand. In the PG each fermion endependentlycontrary to
the Feynman gauge, in which a leading contribufiio@., containing the large logarithm
Lo) arises from the interference amplitudes of emission from different fermions. The
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contribution from interference terms in the PG is of ordgr We shall systematically
omit these terms throughout, and this determines the accuracy of our approach to be
1+ O(63L),L=Lg=In(g/nP).

In this letter we deal with the RC to the procéssin the LLA. Hence the accuracy
of the result will be limited to a quantity of the order ofLH 5% for moderately
high-energy colliders such aB andJ/¥ factories.

Using the crossing symmetry, we may restrict consideration to only a certain subset
of FDs, namely those of the scattering type with of@- and L types of FDsand
two-photon exchangeB(andP types of FD$. For instance, in thé kinematics k||p;)
only nine FDs become relevant. Thus we may write the matrix element squared and
summed over spin states as follows:

1
S|M[A=Re(1+ Q) GrL+ 7 (1+Q)sit(B+P)|. (4)
1

Here we use the kinematical invariants
s=(p1tp2)? s1=(P1+Py)% ti=(p1—p1)?
t=(p2=p2)?% u=(p1—py)?% U1=(p2—p1)?
X1=2P1K1,  Xx1=2p1K:.
The crossing operators act as follows:
Q;F(sy,t1,s,t)=F(t,5,t1,51), Q,F(s,u,s;,u;)=F(u,s,u;,s;). (5)

The quantitied andG denote the interference between the amplitudes corresponding to
the one-loop FDs of fermion self-energy and vertex insertion, with single-photon ex-
change in the scattering channel, and the two Born level amplitudes, which contain the
small denominatory;. The graphs of thé8 and P types describe the interference of
two-photon exchange one-loop FDs with uncrossed photon legs. The action of the op-
eratorQ; yields the contribution of one-loop FDs of the annihilation type, whe@as

when applied toB-type FDs with uncrossed photon legs, provides the contribution of
one-loop graphs with crossed photon legs.

The total expression for the virtual RC in caBenay be obtained from that for case
A by means of the substitution

P1— — Py
> |M|§=Q( o ?)E M2 ()
P2—=—P2

Omitting details(results to a power-law accuracy, including next-to-leading contribu-
tions, will be published elsewherewe present here the main results of the calculations.
The virtual correction in thé\ kinematics is found to be

( do’@) ( da%’) a
dxdc A dxdc AT

uy s
Li=In—, L,=In——, Lg=In— )
m

m o, 5, , 1 11
—4Ldn+LE ~L-LE+ SLoln(1-x)+ 5L,
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where\ is afictitious photon mass, introduced to permit regularization of the infrared
singularities. The contribution of the soft photon emission process accompanying emis-
sion of the hard photon reads

do dol\ « mAe 1
(m) =(m) ; 4Ltlnv+E(L§+L§1+Lt2+|—t21_|—51_|—5)_|—t In(ylyz) s
A A
(8

—u
Lt1=InF, LflﬂF,

whereAe<¢g is the uppermost energy of the soft photon in the CM frame.

The emission of two hard photons along the initial electron direction with a total
energy fractionx and simultaneously with the energies of each of them exceelling
gives the contribution

do?’\ [ dof)| al IAs 3+1| Lo xP2)(x) o
dxdc A_ dxdc/ , = : e 4 2 n(1=x) 4(1+(1-x)3) | ©
- 1+(1—x)? 3
Po'(X)=2———|2 Inx—In(l—x)+§ +(2—Xx)In(1—x)—2x.

The contributions of the kinematics in which a hard photon is emitted by the initial
electron and another is emitted by a final electron or by the inifiakl) positron,
together with the corresponding part of the RC from virtual and soft photons,

(dag) 3aL| Ae 3

In—+ —
€ 4

, (10)
dxdc AT

may be represented in terms of the electron structure function in the spirit of the Drell-
Yan formalism as

dod |  a 1+(1-x)?
dxdc A_E X

d(TO
Lof d2,d23d2,D(25) D(25) D(Za) 5

X (P1(1-X),22P2:091.92), (11)
with the nonsinglet structure functiaB(z) (Ref. 6):

Dig)— 51 1 /[aLl\" -
(z2)=o( —Z)+n:lm py. P

PMW(z)=1lm[8(1-2)P{"+0O(1-z—A)PP(2)],
A—0
1+2°

3
(D= D7) =
Pi 2InA+2, Po’(2) =7 "

The cross section of the hard subprocels;z,) +e(p,z,) —e(q,) +e(q,) entering Eq.
(11) has the form
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2
do 8ma?| 3+ 25+ 212, + 2¢(Z5— 22) + CA(Z2+ 25— 212,)

0
—(Z Z A1, =
c (21P1,25P2:d1,92) s 2,(1—C)(2y+ 2p+ C(2p— 24))?

The energies of the scattered fermions and their scattering angles are determined by the
energy—momentum conservation law

2217,

0
8 1
21+ 2o+ ¢(2,—24)

q:= q;+a9=e(z,+2y),

C=C0Sq1,P;, Z1SiNd1,P1=2,SiNQy,Ps.
Due to subsequent fragmentation, the energies of the detected fermions are
0 0
e1= 2301, €= 240

and in general do not coincide with those of the scattered fermions in the hard stage,
whereas the scattering angles in the LLA remain unchanged. We bring the final expres-
sions for the RC in the LLA to the form

(dO-V(SV)’)) ( dog do 7SV dog
= (1+ 68p), ( ) =( (1+ 8p), (12
dxdc /, \dxdc/, dxdc |, ldxdc/,
with
doy\ dod\[doy\ ' aL|2 xP@(x)
oa= (<dxdc>_dxdc)<dxdc A+7 §_In(y1YZ)+4(1+(1_X)2) ’

al

ko

2 xP&)(x)

doy dog\[ dod\?
%= |\ dxde/ ~ dxde/ | dxdc 3+4(1+(1—x)2)

The quantitiesd, and 6z are smooth functions of andc and have values of the order of
a few percent.

B

In conclusion we note that the Born cross section is seen to factor out of the
radiative cross section in the LLA. This is in agreement with a general hypothesis of
factorization. Nonetheless, it is evident that the terny{gg) in 5, which stems from
soft photon emission, does modify the expected form of the second-order splitting func-
tion P{2).
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A passive mode-locking technique with an inhomogeneously broad-
ened absorber is described theoretically in a regime in which the dura-
tion of the generated pulse is less than the polarization decay time. The
possibility of generation of self-induced-transparency solitons directly
from the laser oscillator is shown. A new effect, instability due to
spectral hole-burning, is discussed. A comparison with experiment is
given. © 1999 American Institute of Physics.
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Usually the term “soliton laser” implies a mode-locked laser, where pulse shaping
is due to the interplay between the group-velocity disper¢®WD) and a Kerr-type
nonlinearity. Thus the pulse experiences shaping as a soliton of the nonlineadiSgbro
equation(NLS). Here we refer to a different problem, when the shaping mechanism
appears as a result of @sonantinteraction between a short pulse and a two-level
absorber. Conventional techniques of passive mode-locking include either a fast,
™T,, T, (Wherer, T, andT, are the pulse duration and and the decay times of the
polarization and population difference, respectiyelyr a slow, T,<7<T,, saturable
absorbet. If a pulse becomes shorter than the dephasing tir&T,, the interaction is
called coherent, and above a certain power threshold it may lead to the formation of a
self-induced-transparendsIT) soliton? This case of passive mode-locking withce-
herentabsorber, or in other words, @IT soliton laser constitutes the subject of this
letter.

Although laser operation in the SIT regime is now attracting attention, the level of
understanding of the problem seems far from complete. For example, Nakataiia
described the idea of forming a SIT soliton laser with an erbium-doped (BBF)
amplifier at room temperature as the gain medium and an EDF at 4.2 K as a pulse shaper
by using the SIT effect. However, in spite of “ideal” conditions for SIT* <7<T,

(where (T*)~! is the inhomogeneous linewidththe pulse durations obtained were
longer thanT,, which means that saturable absorption rather than a coherent pulse
formation was dominant in their experiment. The destructive role of Kerr nonlinearity of
the fibef can be viewed as a partial explanation for the instability of the SIT regime. A
more complete study has to involve the simultaneous solution of the field equation to-

0021-3640/99/69(12)/6/$15.00 906 © 1999 American Institute of Physics
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FIG. 1. Normalized duration#{T,.) versus the dimensionless cavity losskg{go) for different values of
absorber densitya /go): (1) 0.2, (2) 0.4, (3) 0.8. For parameters see Fig. 2.

gether with the Bloch equations for the amplifier and absorber. The previous studies of
the intracavity SIT pulse regimeonsidered the coherent absorber as a homogeneously
broadened medium, which is not an appropriate model for an EDF at 4.2 K.

In this letter we develop a theory of a solid-stéfiber) SIT soliton laser with an
inhomogeneously broadened absorber and obtain a solution in the form ofpale.
The solution turns out to be unstable in favor of cw operation for the parameters of the
experimental setup in Ref. 3. This type of instability has its origin in the familiar hole-
burning effect and thus cannot be deduced from the conventional model of a homoge-
neously broadened absorber. On each round trip a SIT pulse loses in the absorber a small
part of its energy € 7/T,,,) due to incomplete Rabi flopping of the population inversion,
thus transferring a certain portion of atonds)MN,(Aw), from the ground to the upper
state. Since the population relaxes very slowlyg,~10 ms, compared to the cavity
round-trip time Tg~660 ns, the absorber is saturated with marfiy (/Tg~15000)
pulses(all parameters throughout this letter are taken from Refim3the steady-state the
Gaussian inhomogeneous contour appears to be modified, displaying a profound dip at
the center as shown in Fig. 1, because the central group of atoms is saturated more
heavily than the others. The net absorption coefficient for the SIT pulse is the nontrivial
result of two opposing tendencie@) the portion of the lost energy<(r/T,,y) per unit
frequency range decreases with decreasing pulse durétipsimultaneously, additional
frequency groups of atoms become involved in the absorption as a result of the corre-
sponding increase in the pulse spectral witht®n the other hand, a weak narrow-band
radiation, which is always present inside a cavity due to spontaneous emission, can
experience very small losses in the spectral dip burned by the circulating soliton. If the
absorption coefficient for the soliton comes to be larger than that for a cw radiation, the
SIT operation becomes unstable. We find that the hole-burning instability takes place for
relatively long SIT pulses. We also show that experimental parameters in Ref. 3 lie in the
instability region, and one has to increase the pump power to above a certain threshold
value in order to get a stable SIT soliton operation.

The wave equation for Rabi frequency can be written in the general form

d Jd 4 o A A
(?_TQ: E‘l‘ObW‘I‘OD"’Og‘I‘Oab Q, (1)
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where the slow time variabl€ relates to the evolution over many cavity round trips. The

operatorOy,, accounts for the broad-bandwidth optical filter, where we keep terms up to
the second order only:

Opw— —leal 1= (LQF) (82 t2)] .

The nonresonant dispersive properties of the host medium are given by the ofgyator
which includes GVD and self-phase modulati@PM) in the form

Op—i[D(d%t?) +K|Q|?].

The operaton(h)g models the broad-bandwidth homogeneously broadened am@lifier,
Og—g[L1—Tog(dldt)],

with g obeying the following differential equation:

g—00 AN(T)
LUREE P
1g R

g, @

wheregg is the small-signal gain, antl\; is the change in population difference after a
single round trip,

ANG(T)=Tog(dg/dap)? I(T), J(T)EJTR|Q|2dt;

J(T) has the meaning of the pulse enef§quation(2) implies that population decay

time T,4 is large compared tdg, such thag responds only to the average pulse energy
J(T) and does not possess an appreciable time-varying component on the time scale of a
single round trip.éab describes the absorber action, which is modeled by the system of
Bloch equations. The response of the absorber displays two time scales, one of which is
faster than the polarization decaV,,;,, and therefore corresponds to coherent pulse
shaping. The other is much slower th@g}, and Tz and is associated with the slow
response of the populations. The latter is insensitive to the particular pulse shape and can
be found as a result of averaging the Bloch variables over the cavity round-trip time. A
pulse running back and forth inside the cavity selectively saturates the absorption con-
tour, transforming the initial Gaussian distribution of atoms

fo(Aw)=exgd —(AwT*)?]
to a more complex shap&(Aw), given by

f—fyo ANLT, Aw)f
Tlab TR ,

d
—— (T, Aw)=—

daT ©

where AN, (Aw) is the fraction of atoms with transition frequencies in the vicinity of
(wo+ Aw) transferred to the upper state by a pulse after a single round trip. Solving the
averaged Bloch equations for the absorber, we fud, for two limiting cases:

T2ab
N=— 22 37y for Ty, (4)
L 14 (AwT g2 . 2e0
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ANf% J P edl2dt, for r<Tom; (5)
Peon €an be found from a system of Bloch equations:

IPeopl t=—1A @Peont+ QN (6)

INt=— (QPeopt+ Q* Peop) /2. (7)

Relaxation of polarization does not contribute substantially to the pulse shaping, and the
term (— T,.5Pcon IS dropped in the right-hand side of E&). However, the losses in the
coherent absorber accumulate over many round trips, and contribute to the net absorption
coefficient. The latter can be found in the lower limit of the perturbation theory in a small
parameterr/ T, (Ref. 2:

(ANL(T, Aw))
JrT*(T)

where(...)=(T*/\J@)[...f(Aw)dAw denotes averaging over all frequency groups
with the distribution functiorf (A w) given by a solution of Eq(3); a, is the unsaturated
small-signal absorption of the inhomogeneously broadened medium at the line center.
Finally the field equation becomes

I(T)=ag ®

Q) Jd
ﬁ: (g_lcav_l)_[1+gT29]E Q

(92

| eny 32Q
v 2 cav
D p +K|Q|

—?_‘I’_hz +i

Equation(9), together with Eqs(2), (3), (6), and(7), describes the mode-locking opera-

tion with a coherent absorber in a self-consistent way. This system is the main result of
the present letter. It contains a variety of different regimes arising from an interesting
interplay between the resonant and nonresonant mode-locking mechanisms. Here, we
limit ourselves by considering the fiber SIT soliton laser proposed in Ref. 3, where the
effect of GVD was eliminated by shifting the zero dispersion point to the atomic resonant
frequency, and the effect of optical filtering was completely negligiler>100.

When we also puk = 0. the steady-state solution to E¢8), (3), (6), and(7) takes
the form of the SIT soliton

Q=27"tcosh Y[(t—cTg/L)/7], (10

+3ag

wherelL is the length of the cavity. The area of the soliton is equal4g Bsulting in a
unique correspondence between the duration and engtg§7 1. The round-trip time
is given by

Tl Lol gT, 4L 207 !
RG-89 ey T i\ T (R wr)?

whereL 4 andL , stand for the lengths of EDF amplifier and EDF absorber, respectively.
In the steady state the gain and absorption coefficients reach their stationary values
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FIG. 2. Inhomogeneously broadened contdliroriginal Gaussian distribution of absorbing atofgA ), of

width (T*)~%; (2) saturated distribution of the atoms in the ground state for the steady-state mode-locked SIT
soliton lasing, f(Aw), obtained from Eq.(11) with 7=6.10"3T,,,. Other parameters aref;,;= T

=10 ms, Tp,,=3-10"% s, T* =0.44 ps, Tz=660 ns. Frequency is in units oTt) .
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It is worth noting that the solutiofiL0) has the same form as for the familiar SIT effect.
However, contrary to the classical case, for which the energy/duration of the pulse de-
pends on initial conditions, here the energy/duration has a value uniquely determined by
the balance between the net gain and net Igss|.,,~|=0 [wherel is obtained by
substitution of(11) into (8)]; see Fig. 1. Additionally, now the SIT soliton propagates
through the absorber, the properties of which depend on the parameters of the pulse. Thus
the frequency distribution of the atoms is no longer described by a Gaussian function, but
transforms into a more complex shape; compare the two curves in Fig. 2. Another, much
more important, distinguishing feature between the free-propagating and lasing regimes
involves the additional stability problems peculiar to all mode-locked lasers. The mere
fact of the existence of a steady-state solution does not ensure that this regime can be
realized in practice. In order to convince ourselves that the solution is indeed stable and
does not break under the action of small perturbations, we have to perform additional
stability tests. In this letter we check the stability of the solitary wave of the ford@f
against the onset of weak cw radiation.

In the limit of highly saturated absorbefi(Aw=0)<1, which is a very good ap-
proximation for solid-state and fiber lasers, one can obtain from 8jsand (11) an
expression for the soliton damping rate:

1/2 *
TR T Tlab T

8T 120 Toan Tr Taab
The center of the saturated line, where the losses for cw radiation reach their minimum,

is the most critical region for the pulse stability. The absorption coefficient for a weak cw
field at Aw=0 is defined by Eq(8) after the substitution oA NS" in place of AN,

I=a, T . (12

, T>ma>{T* 1 8
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(ANSMAw)) 3 Tr 7
:—:—a -,
o JaT*Jd 8T 1ap T2

where we referred to E@4). The stability condition for soliton operation corresponds to
the requirement that the soliton losses be smaller than those for cw radiatidn,, .
This can be met only with sufficiently short pulses

AL (14
8 Tlab 2ab-

Substituting the experimental parametése the caption to Fig. 2nto Eq.(14), we get

stable operation for solitons with durations not longer than 140 ps, which corresponds to
peak powers greater than 1.3 kW. In Ref. 3 the pump power was insufficient to produce
peak powers as large as this. One can conclude that this is why SIT soliton operation was
not observed.

(13

T

In conclusion, the theory of mode locking of solid-state lasers with an inhomoge-
neously broadened coherent absorber is developed. A stationary solution in the form of a
SIT soliton is found and tested for stability against cw perturbations. Only sufficiently
short pulses turn out to be stable; see inequélity. Based or(14), we conclude that the
experimental setup proposed in Ref. 3 must be modified in order to achieve SIT-soliton
lasing.

This research was supported by the Russian Fund for Fundamental Re$&anth
#97-02-16013-p the Grant Center for Natural Sciences of St. Petersburg, and the Laser
Center of St. Petersburg University.

UThe latter tendency is unique to an inhomogeneously broadened medium as opposed to a homogeneously
broadened one, where the absorption coefficient for a SIT soliton is always less than that for cw radiation
(apart from the effect of an intracavity spectral fijter

2In the experiments of Ref. 3 the homogeneous broadening dominated over the inhomogeneous for the ampli-
fier, while for the absorber the situation was the opposite.

9The factor of 0y/d,p) appears as a result of normalization of the Rabi frequency to the dipole moment of the
absorber.

YForK+0, see Ref. 4
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It is shown that under resonant interaction conditions certain notions in
nonlinear optics which are based on the Manley—Rowe relations no
longer hold because of the interference of elementary quantum-
mechanical processes. This conclusion is illustrated by numerical ex-
amples corresponding to the experiments performed.1999 Ameri-

can Institute of Physic§S0021-364(109)00512-5

PACS numbers: 42.65.Hw, 42.5

Coherent quantum processes accompanying the interaction of laser radiation with
multilevel systems are attracting a great deal of interest because of the possibility of using
such processes to manipulate nonlinear-optical responses, the populations of energy lev-
els, refractive indices, and absorption in resonant metiBuch processes include reso-
nant four-wave process€RFPS. However, under resonant conditions, together with a
giant increase in the nonlinear susceptibilities, many other attendant processes start to
play a principal role. This can lead to qualitative contradictions with conventional ideas
that hold in limiting cases. The present letter is devoted to this question.

Relatively few experiments have been performed to investigate quantum interfer-
ence in RFPs in a continuous-wave monochromatic radiation field. Such experiments are
difficult because three quite powerful single-frequency lasers with frequency tuning near
the resonances must be used simultaneously. One possible solution is to use a Raman
transition scheme. Then only two tunable radiations are required in order to obtain RFP
by generation of a third radiation on an adjacent transition in the optical pump field. In
addition, if molecules with many closely spaced levels are used instead of atoms, then the
characteristics of the interacting transitions can be varied and generation can be tuned
over a wide frequency range. This possibility was recently realized using the déuble-
transition scheme in sodium dime(Big. 1).°> Similar possibilities have been demon-
strated for iodine molecules. For this reason we take as an example the transition scheme

0021-3640/99/69(12)/5/$15.00 912 © 1999 American Institute of Physics
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FIG. 1. Scheme of energy levels and transitions in the Malecule which were used in the experiment of
Ref. 3(the Raman laser runs on the transitions 1)3-2

corresponding to Fig. 1. The system of wave equations for the slow complex field am-
plitudes is

dE, A2) . .~ *
T—I04,2(Z)E4,2+'04,2(Z)E1E3E2,4’ W
dE;4(2) -~

#:|0’1,3(Z)E1,3+|01,3(Z) E4E2E3 ;. @

Here 0(2) = —27K;x;(2) = 6k;(2) +i(2)/2, 5k; and a; are the intensity-dependent

resonant components of the wave numbers and absorption coefficients)

= —2mksx4(z) and so on are intensity-dependent complex nonlinear-coupling param-
eters for four-wave mixing, ang; and}j are the corresponding susceptibilities. The
conditionw,+ w,= w1+ w5 is assumed to hold. Switching to real amplitudes and phases,
we obtain

dA,o/dz= — ay Ay J2— (04 ,C080 + 7} ,SINO) A1 Az As, 3
As A baoldz= Sk4 s 2~ (07 ,5INO — 7 ,COSO) AL A, Ag, (4)
dA; 3/dz= — a3 A; #2— (0] 5080 — 0; 3SINO)ARA3 A, (5)
Ay A 3/dz= ks A 3t (07 5SINO + 0] 5C0SO)AxA3 A, (6)

Whel'e@= ¢1_ ¢2+ ¢3_ (;')4—Ak2 andAk=k1—k2+ k3_k4.

If several strong fields interact with a multilevel system, then the simultaneously
occurring elementary processes and interfering quantum paths together lead to a compli-
cated dependence of the optical characteristics of the medium on the frequency and
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FIG. 2. Completely resonant four-wave conversion on Doppler-broadened transitions. All other accompanying
processes are neglecté&l. — interaction paramete®abi frequencies, in MHz G,;, — values at the entrance

into the mediumZ — thickness of the mediunZ,, — resonant absorption length of the generated radigtion

the frequencyw,) in zero fields.G,,=50, G,;=1,G3,=40 (in MHz). These and the relaxation parameters
correspond to the experimental parameters.

intensity of the radiation as well as on all the relaxation parameters by which individual
processes can be discriminafeth the limit of weak nonperturbing radiations the ex-

pressions for the susceptibilitigs become

- K[ 1 An, An; 1 Anl An4

Xe= g on | ox T L | T on : (7
2| Pa3\ Py 3 Py

- K[ 1 {An, An,| 1 Ay An3
4| P2\ Pr P} Ps2\ P}

- K[ 1 An, Ans 1 An2 An3

=g oo ot 5|t o , ©
di|Pgs| P P3 Pz

- K[ 1 (An, An,) 1 [An; An,)]

=—|— +—|+— +— 10
X7 d, T\ PT Pz) P41( Py Pa 10

whereP;=T";+i(); are resonant denominators for the corresponding radiatfongx-
ample, P,=T"4+iQ4, Py=T45+i(Qs—Q3), and so ojx dy=T"5+i(Q;+Q3—Q,),
dy=T4+i(Q1—Qy+Q3), di=T1+i(Qs—Q3+Q5), dz=T3+i1(Qs—Q1+0Q5); Any
=n;—ny, I'4is the homogeneous width of the transition 1-4, and smpare the level
populations;K = d403,0,,d,4:/4%°%; and, d;; are the electric-dipole transition moments
(see Fig. L
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FIG. 3. Same as in Fig. 2 but with allowance for the Raman amplification at the frequenand the
radiation-perturbed absorption at all other frequencies. The parameters and notation employed are the same as
in Fig. 2.

If only the lower level is populated and the departures from all resonances are much
greater than the widths of the resonances, all susceptibilities are the game;= x3
=Ys=x=—Kn;/Q,0,,0,. The imaginary parts of the susceptibilitiéacluding ab-
sorption can be neglected in comparison with the real parts. We shall also assume phase
matchingAk=0. Then the equation for the phase becomes

d®/dz=0A,A,A;cosO/A,.

Hence it follows that the phag®= 77/2 is stable, and according to Eq$)—(6) the waves

E, andE; become weaker, while, andE, grow. The number of photorfsw, and? w5

which have vanished is equal to the number of photons and% w, which are gener-

ated, and the numbers of each are also equal. At first glance the same thing should happen
for the parametric part of the interaction in the resonant case also. However, in this case
the susceptibilities become purely imaginary, and their magnitudes and signs differ and
their dependences on the radiation intensities are différent.

Inhomogeneous broadening due to the variance of the Doppler frequency shifts of
individual molecules can also have a large effect on the resonant nonlinear-optical inter-
actions, leading to qualitative effects. In experiments appreciable conversion is ordinarily
obtained through the use of optically thick media in which the radiation intensities vary
along the medium. For this reason, using the analytical expressions in Ref. 4 to solve the
problem posed, we shall illustrate the main results for the resonant case by numerical
experiments using an interactive computational program which we developed for this
purpose. The perturbation of the medium by the radiation, the Doppler broadening, and
effects due to the propagation of the initial and generated radiations in an optically thick
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medium are taken into account. In accordance with the experiment, the model employed
assumes that each level is perturbed by only a single strong field, i.e., theHiedasl E
can be arbitrarily strong while all other fields are wéak.

The results of the numerical simulation of completely resonant conversion in a
Doppler-broadened medium, neglecting the attendant absorption processes, are presented
in Fig. 2, and the analogous results obtained with these processes taken into account are
presented in Fig. 3. As follows from Fig. 2, the relations obtained on the basis of this
approach are in qualitative disagreement with the Manley—Rowe reldttomsaumber of
photons# w, increases, while the number of phototi@, decreases Conversely, the
curves in Fig. 3, which were obtained with allowance for the attendant multiphoton
absorption and Raman amplification processes, completely agree with the notions con-
cerning the conversion of radiation in absorbi@gnplifying) media.

In summary, the main result of this work is that under resonant conditions, in
contrast to nonresonant conditions, parametric conversion and absorption of photons
cannot be treated independently. This result is also confirmed by a direct analysis of the
expressions obtained in Ref. 4, the general forms of which are excessively complicated.
Some preliminary results of this work have been presented in Ref. 5.

This work was supported by the Ministry of Educati@rant in the Field of Fun-
damental Natural Sciengand the Russian Fund for Fundamental Rese@schnts Nos.
97-02-00016G and 97-02-16002
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It is shown that there is no frequency cutoff in a uniform cylindrical
waveguide containing an amplifying medium. Waves of any frequency
grow in the direction of propagation, and for small transverse sections
the growth rate is inversely proportional to the waveguide diameter.
© 1999 American Institute of Physids0021-364(09)00612-X]

PACS numbers: 42.72.Bj, 42.79.Gn

The development of light sources with ultrasmall transverse dimensions is the basis
for high-resolution microscopy. The schemes that are in currert iseploy damped
waves, as a result of which the light sources obtained using them are weak. The devel-
opment of a quasipoint source of high-intensity radiation would be very important for
high-resolution optical measurements. In this connection, let me call attention to a char-
acteristic feature of waveguides: The properties of the waveguide modes change substan-
tially on switching from a passive to an active waveguide. For definiteness let us consider
a waveguide with a circular cross section and perfectly reflecting wallsz lbet the
coordinate along the waveguide axisthe distance from the axis, ardthe polar angle.

The surface bounding the waveguide is locateg=-at. Consider a wave of the magnetic
type® (i.e., a TE modg for which the magnetic field componenits, and H, and the
electric field componentE,=E are nonzero; all components vary in time as
exp (—iwt) and are independent of the varialde

Let the permittivity of the waveguide medium Ige Then, as is well known, the
equation

7E, ‘9(1 5 E))+ Yo &
— —_—— 8— =
o2 aplpap c?

holds together with the boundary condition

E(p=a,z)=0. 2
Consider a wave satisfying Eqd) and (2):

E=AJi(ap)exp(p2), ()
where

p’—*+e(w?/c?)=0, 4

0021-3640/99/69(12)/4/$15.00 917 © 1999 American Institute of Physics
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3 4
ala,,

FIG. 1. a — Growth rate and wave number of a waveguide mode versus the radius of the active waveguide;
b — the same for a waveguide with damping.

g~3.83k, J; is a Bessel function, angla is the first zero ofl,. As is well known, the
critical waveguide radiug,, is the radius where

(1)2
(ReS)?—[q(acr)]2=0 5

and which, as a rule, is introduced for the case of real permittivity. &g, the z
dependence of the field has the form of a propagating waeep(/s(w?/c?) —q%2),

and for radii less than the critical radius a damped wave is ordinarily chosen. We shall
consider an amplifying medium. Let

e=1-i9, (6)

where 0< §<1. For real medias lies in the range 10°—10 “. Let us find the depen-
dence of the field on the longitudinal coordinate in such a medium. For this we need only
to calculate the indep. Using Eqgs.(4) and(6), we obtain

w2 a)2
p’+ip”Ep=\/q2—?+i5?. @

Hence it is evident thagd'p”>0 for 5>0, i.e., the direction of growth of the wave
is the same as the direction of propagatiequivalent to the direction of energy flux
Calculating the square root in E(,), we obtain the real and imaginary parts of the index
p as functions of the waveguide radiasThese dependences are displayed in Fig. 1a for
one of the solutiongthe second solution is given by p’ and —p”). The plots were
constructed using the dimensionless growth rate and dimensionless wave number,
p’(c/w) andp”’(c/w), and the dimensionless radiasa.,, wherea.,=3.83\/27. The
plots were constructed for gaif=0.1. For lower values ob the intersection of the
curves ata/a,=1 remains and the character of the plots does not change, but the plots
will be less convenient for visual analysis. The plots show that for large radii the solution
is a propagating wave with weak gapY,— 8(w/2c), and with longitudinal wave number
p’—wl/c. As the waveguide radius approaches zero, the growth rate increases and is
given by

p'~q(a). €)
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The longitudinal wave number remains positive, decreasing togetheawatid is given
by
" § w? 9)

P 2cq(a)

Here the electromagnetic energy flux, which is easy to calculate, is directedzalong
and its sign is the same as thatpf Thus positive values g’ andp” definitely mean
that the wave propagates from the entrance into the waveguide and grows in the process.
For comparison, the radial dependencep’oandp” in a waveguide with weak damping
are presented in Fig. 1b.

It should be underscored that the exponential growth rate of the field in an ampli-
fying waveguide is very large, and several orders of magnitude greater than the amplifi-
cation that the same active medium would give in free space. Here the amplitude in-
creases by a factor @over a distance less than the radiation wavelength. The large gain
is due to the characteristics of the wave in the waveguide. It should be noted that for
small radii the wave propagates almost perpendicularly to the waveguide walls: Indeed,
from Eqg.(9) it is easily found thap”<q. On propagating over a distande along the
axis the light actually traverses a severalfold longer pa#2q2c?/w?5), which ex-
plains the increase in the resulting gain. Thus after entering a uniformly amplifying
waveguide, the radiation will propagate with amplification for any diameter-to-
wavelength ratio.

Special measures are required to obtain amplification in a waveguide. However,
some variants of active waveguides can now be proposed. One such into a micro-
waveguide variant can be obtained by introducing a Raman-active material into a micro-
waveguide. This requires two light waves at the entrance: a pump wave and the Stokes
scattering componerisee Ref. B On the section where the pump is strong the Stokes
component is in an amplifying regime, though it is gradually suppressed because of the
damping of the pump. It is difficult to count on amplification over the entire length of the
waveguide. Nonetheless, it is possible to increase the penetration depth of the Stokes
wave into a cutoff waveguide.

A different variant involves experimenisee Refs. 6 and)7n which a specific
active medium is used to transport energy in a microwaveguide through a nonradiative
interaction. In the scheme described in Refs. 6 and 7, it would be good to involve the
active medium in both the nonradiative and radiative processes, i.e., to use the inherent
amplification of the medium.

The practical implementation of amplifying microwaveguides will make it possible
to produce quasipoint sources of high-intensity radiation.

*)e-mail: tkuzn@sci.lebedev.ru
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Polarization is important for analyzing line emission in the infrared,
visible, and ultraviolefsee A. N. Zaidel and E. Ya. Shreid&facuum
Spectroscopy and Its Applicatioin Russiary, Nauka, Moscow, 1976

and also for x rays. Experimental results are presented for x rays from
heliumlike argon in a plasma focus discharge, and ways in which po-
larized x rays might be created by directional electrons or electric/
magnetic fields are discussed. 99 American Institute of Physics.
[S0021-364(©9)00712-4

PACS numbers: 52.55.Ez, 52.25.Nr

Polarized He-like xrays have been observed in solar flareser-produced
plasmag, and vacuum sparksA fruitful collaboration between Polish and Russian sci-
entists provided similar preliminary measurements on a plasma focus méchioem-
plete interpretation of these spectra is not yet possible because the measurements are
averaged over space and time, and other variables are uncontrolled or incompletely
known (e.g., the angular distribution, or the calibration as a function of polarization and
wavelength. Moreover, how the plasma parameters affect the polarization of the x rays
is not yet understood in sufficient detail. This paper presents recent experimental results
on evidence for polarization of He-like lines from a plasma focus device, and discusses
two effects that might be responsible for the polarization. One is a preferred direction of
the electrons that excite the x rays, the other is the orientation of the excited ions in the
electromagnetic fields of the pinch.

Time-integrated spectra of ArXVII x-ray lines are taken on a single shot using a 500
kA plasma focus machirfeThe instrumentation consists of two focusing Johann spec-
trographs, each with a quartz-crystal cylindrical dispersive elemaht®8512 nm and
2d=0.667 nm) on a 500 mm radius. The spectral resolution is atholit ~8x 10 .

The crystals are calibrated in second and third orders with 8.05 keV x rays from an x-ray
tube with a copper anode. The plasma and the crystals are about 700 mm apart. The
direction of observation was chosen perpendicular to the discharge axis. A filter consist-
ing of four sheets of gum mylar covered by 0.um Al shields the spectrometers from
visible light. To compare the similarity of spectrometers, spectra were measured with the
dispersive planes of both devices oriented parallel to the discharge axis. Figure 1 shows
the results of these measurements.

0021-3640/99/69(12)/5/$15.00 921 © 1999 American Institute of Physics
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FIG. 1. Ar line profiles measured using the crystal witkd=20.851 nm (a) and the crystal with &
=0.667 nm(b); both were measured with the dispersive planes of the crystals parallel to the discharge axis and
were obtained in the same shot.

All of the spectra clearly show the ArxVIl £2p(*P;)-1s?(}S,) resonance line
(marked with Gabriel's notationw), which is well resolved in all cases. The
1s2p(3P,)—1s2(1S,) intercombination linémarkedy) is also easily resolved. It merges
with two additional lines to the right, thes2p(®P,)—1s?(}S,) magnetic quadrupole
transition and the 42s(3S,)-1s%(*S,) forbidden line. These are and z in Gabriel's
notation. In all the shots the spectra from the two devices show the same shapes of the
He-like lines, when thew line is more intense than the line and when the relative
intensities are about the same.

To investigate the polarization we rotated the spectrograph with @667 nm by
90 degrees. The dispersive planes of the two spectrographs became mutually perpendicu-
lar. The devices were optically aligned to observe the same plasma region. Figure 2
shows the results of those measurements.

The two spectra in this figure are substantially different, even though they are taken
on the same experimental shot. In Fig. 2a€20.815 nm) they line is lower than thev
line, but when the same lines are taken with another crys@d=(@667 nm) in Fig. 2b,
they line is higher than thev line. The spatial averaging done by the instrumentation
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FIG. 2. Ar line profiles measured with the dispersive plane of the crystal with @851 nm parallel to the
discharge axi¢a) and with the dispersive plane of the crystal witth-20.667 nm perpendicular to the discharge
axis (b); both were obtained in the same shot.
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should suppress temperature and density gradients in and around the bright spots, and
should not give different spectra. The same is true for different azimuthal locations for
the orthogonal spectrographs: two spectrographs oriented in parallel measure identical
spectra. All this evidence suggests that the differences between the two spectra on Fig. 2
might reflect polarization of the x rays. The relative intensity ofwhandy lines can be

used to estimate the plasma density. However, using/tlydine ratio in the spectra from

Fig. 2 gives substantially different density estimates, even though the spectra come from
the same plasma. This problem might be resolved by taking x-ray polarization into
account explicitly, and correcting for the polarization in measuring the line intensities.
Finding line ratios that are consistent in the two spectra gives the degree of polarization
of the x rays. The degree of polarization would be interpretable in terms of interesting
plasma parameters if it were known how the plasma affects x-ray polarization.

Radiation from a plasma can be polarized if the excited ion has some given direc-
tion, if the directed excitation is not randomized before the ion emits a polarized photon,
and if the polarized photon leaves the plasma with its original polarization intact. The
intensity and polarization of x rays has been calculated using quantum mechanics since
1927° Ref. 6 focuses on the heliumlike ions and the heliumlike lines used here. These
lines are favored for plasma diagnostics because they are abundant over a large tempera-
ture range and are usually well resolved by modern spectrometers. In hot, dense plasmas
the ions are usually excited by electrons with an anisotropic velocity distribution func-
tion, and sometimes even by a directional electron beam. Classical plasma diagnostics
usually assumes Maxwellian electrons and ignores suprathermal electrons or electron
beams. However, recent theoretical studidsave shown that even a few percent hot
electrons in a Maxwellian tail may affect the line intensities enough to change density
and temperature estimates. Moreover, energetic anisotropic electrons and electron beams
polarize the x-ray lines, and polarization measurements might give information about
these electrons. According to theoretical predicfiahe degree and direction of polar-
ization of thew, x, and y lines are different and can be equal to 10-60%, while the
forbidden linez is unpolarized.

Our spectra show that the line is polarized in the direction perpendicular to the
discharge axis. This is consistent with an electron velocity distribution having a nonther-
mal tail of moderately energetic electrons$ keV) peaked in the radial direction. Elec-
trons with a few keV energy have quite complicated orbits that are determined by the
configuration of electromagnetic fields inside the plasma.

The fine spatial structure of any type @pinch plasmas(hot spots and mi-
cropinchegis well known. In these experiments the x rays come from hot spots in each
shot, but the plasma size, the spatial extent of the electron beam, its duration, and the
probable interaction of spatially anisotropic hot electrons with multiply charged ions are
not known in detail. Certain simplified models suggest that highly ionized ions coexist
with fast electrons in the same plasma volume over some%ime.

Interpreting the polarization measurement in terms of an anisotropic electron distri-
bution assumes that the electric field of the electron is dominant in determining the
orientation of the ion during the time needed to radiate the polarized x ray. An alternative
possibility is that the electric field of the plasma is dominant in orienting {hel2ctron
orbit in the excited ion, as was first suggested by Sh@lifihen the polarization is a
measure not of anisotropic electrons but of the electromagnetic fields in the plasma.
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Whether this is the case depends on the plasma parameters. In Sholin’s’hibeel
orientation of the p orbital in the excited ion is determined by the magnitude of the
impact parametep relative to the Weisskopf radius,, (Ref. 11). The orientation is
along the electric field of the outgoing electrorpi& p,, and along the magnetic field if
p>py - In either case, if the ion decays while the orientation of the ion is influenced
predominantly by the electron, then the polarization is dominated by anisotropic elec-
trons. If the electron is gone by the time the ion decays, it is the electric/magnetic fields
that determine the polarization.

The important quantity is the radiation time compared to the collision time. The
collision time ist.=aq/ZV, wherea, is the Bohr radiusy is the electron velocity, and
Z is the atomic number. The radiative decay timeis roughly to/az* where
to=aph/2pe?=200 ns is a typical atomic decay time aaglis the fine structure constant.
For iront, is maybe 0.01 fs, and for typical electron enerdjgs. is about 10. Therefore,
the polarization should primarily be interpreted in terms of the plasma electromagnetic
fields. Quantitative calculations on how large the electric field must be to give substantial
polarization of thew line are still underway. However, a preliminary number is about
10°— 10 V/cm. Such high fields might exist in a bright spot. One might guess an axial
electric field of 100 kV over a 0.1 mm length, &= 10 MV/cm. However, the radial
electric field is a factor ofv- 7 larger, wherew is the cyclotron frequency andis the
electron collision time. In a hot spot this factor might be up to 100, so that fields up to
1 GV/cm might exist. It is gratifying that the fields estimated from the polarization are
about of this order. However, further work must be done to verify that all the relevant
influences have been taken into account properly.

The spectra of He-like Ar lines in a plasma focus show clear evidence of polariza-
tion for the resonance linen(). Polarization affects the relative intensity of the various
lines that are commonly used for diagnostic purposes. Using line ratios might be mis-
leading unless x-ray polarization is explicitly accounted for. Two effects give rise to
polarized x rays. The first is anisotropy of the electron velocity distribution, and the
second is the existence of macroscopic electric/magnetic fields. A quantitative interpre-
tation of the observed polarization in its preliminary form is in encouraging agreement
with what might be expected in and around a hot spot lm@nch. However, both the
measurements and the theoretical modeling need much additional work before polariza-
tion can be used as an unambiguous plasma diagnostics technique by itself.

The authors thank Prof. H. Griem, Prof. H. J. Kunze, Dr. N. Pereira, and Prof. V.
Lisitsa for fruitful discussions.
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The electrical conductivity of a nonideal hydrogen plasma is measured
under shock-wave compression to pressures5 Mbar. It is found

that the conductivity increases sharby five orders of magnitudeat

a density p~0.3—0.4 g/cr, reaching close to liquid-metal values
~10° S/cm. The data obtained can be described by a nonideal-plasma
model taking into account the increase in the number of conduction
electrons as a result of “ionization by pressure.” 99 American
Institute of Physicg.S0021-364(109)00812-9

PACS numbers: 52.25.Fi, 07.35«

The behavior of hydrogen, the simplest and most abundant element in nature, at high
pressures is of great practical and fundamental intérégthe states of greatest funda-
mental interest are states at extremely high densities and pressures, where the interpar-
ticle interaction energEk~ezné’3 is greater than the kinetic energy of disordered motion
of the particlesE~kT or E~Eg=%2n2?2m, which makes it difficult to give a theo-
retical description of such a nonideal plasma and creates great difficulties in studying
such a plasma experimentally’ We note that a number of theoretical models of non-
ideal plasm4&®~Y’extrapolated to megabar pressures predict a sharp increase in the degree
of ionization, accompanied in many cases by “plasma” phase transitions with critical
points(see Fig. 1at T,~1-2 eV, P,~20-100 GPa, ang.~0.1-0.5 g/cr.

Our objective in the present work was to study experimentally a compressed and
heated hydrogen plasma in the region of strong nonideality. For this reason, in contrast to
Ref. 3 most experiments were performed by shock-wave compression of targets consist-
ing of hydrogen gas at high pressure, though in a number of experiments we also com-
pressed liquid hydrogef¥~%°

In the experiments a 2—6 mm thick layer of hydrogen g& =1-10 MPa,
To=77.4 K) or liquid hydrogen P,=0.1 MPa,T=20.4 K), sandwiched between steel
and sapphire disks, was systematically compressed by a series of planar reflected shock
waves. These waves were excited by the impact of 1-1.5 mm thick steel impactors
accelerated by the detonation products of condensed explosives to 5—-6 km/s velocities
(see Fig. 2 The geometric dimensions of the experimental setup were chosen so as to

0021-3640/99/69(12)/6/$15.00 926 © 1999 American Institute of Physics
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FIG. 1. P—T diagram for hydrogenll, [1 — states of quasi-isentropic compression of liquid hydrogen and
hydrogen gas according to the model of Ref. 82— experimental data of Ref. 3; * — critical points of a
plasma phase transition according to different modé¥s:°boundaries of plasma phase transitions: curve

Ref. 7, curve2 — Ref. 10, curve3 — Ref. 11, curve4 — Ref. 12, curve5 — Ref. 13; curve6 — states of
hydrogen in Jupiter's atmosphéteurve 7 — boundary of the onset of a transition to a high-conductivity state
according to the results of the present work.

prevent distortion by the lateral and rear unloading waves, thereby making the dynamic
compression process stationary and one-dimensional.

A window of single-crystal sapphirél.8—5 mm thick and~15 mm in diameter
which retains its optical and electrical insulating properties under one-time compression

8 15 16 14 3 4
4
7 — 4 g
6 b
i 7 -
12 13 11 9

FIG. 2. Diagram of experiments using simultaneous optical and electrical diagnostics of the properties of
hydrogen under repeated shock compresslos: aluminum case2 — stainless steel botton — feed and
ventilation pipes4 — hydrogen;5 — nitrogen cooling loop$,8 — polyurethane foam case of the cooling
loops; 7 — hydrogen cooling loop9 — steel impactoril0 — evacuated acceleration chambg&t;— octogen

(HMX) explosive chargel2 — sapphire window13 — measuring and grounding electrodéd;— shunting
resistancel5 — current feed and measuring cablés;,— diaphragmed quartz—quartz optical waveguide.
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to 220 GP&! made it possible to detect optical radiation from the hydrogen by means of
fast multichannel pyrometers and simultaneously to measure the conductivity by means
of electric probes and TDS-744 digital multichannel oscillographs. Prior to each experi-
ment a pulse from a laser diode, connected in place of the electric measuring cell, was
recorded to synchronize the measuring systems.

In the experimental arrangement choSefi the compression and irreversible heat-
ing of hydrogen were performed by a series of shock waves in their successive reflection
from the sapphire window and the steel impactor. Hydrodynamic analysis of the process
showed that the further compression after the first two shock waves have passed through
the hydrogen layer is quasi-isentropic. This makes it possible to advance to higher den-
sities than with purely shock-wave compressipiiph~10—100) and low temperatures,
thereby intensifying the interparticle interaction effects of interest to us. The reverbera-
tion of the shock waves is observed clearly as characteristic ““steps” in the oscillograms
of the radiation and conductivity. The thermodynamic parameters of shock compression
— P, p, andE — can be determined independently from the measured times of arrival of
the shock waves at the boundary of the plasma volume on the basis of the laws of
conservation of mass, momentum, and enér@ie data so obtained on the energy and
temperature equations of state of hydrogen and helium, the latter being chosen as a
reference material, up to pressures 30—60 GPa are in agreement with the “chemical”
model® of a nonideal plasma as well as with the results of the semiempirical equation of
state of hydrogef? However, reliable experimental information on the thermodynamics
of hydrogen could not be obtained by this method at pressures above 60 GPa. In this case
the thermodynamic parameters of repeated shock compression were calculated using one-
and two-dimensional hydrodynamic codes employing semiempirical states of hyéfrogen
and of the structural materiafs.

The conductivity was recorded using an electrical ciféliit the dc regime. The
electrical current was delivered to the shock-compressed hydrogen by an electrode ar-
ranged perpendicular to the shock wave front. The current flowed along the shock-
compressed sample, emerging at the surface of the steel screen and passing out of the
region of compression through the grounding electrode.

The agreement between our data and the results obtained in Ref. 3 with the current
flowing perpendicular to the front attests to a volume character of the measured conduc-
tivity. In a number of experiments, changing the current from 0.5 to 40 A did not lead to
nonlinearity of the current—voltage characteristic. This indicates the absence of an elec-
tric arc in the plasma layer.

The experimental oscillograms as a whole correspond to the optical measurements
and hydrodynamic calculations — the step character of the electric signals corresponds to
the moments of arrival of the reflected shock waves, successively compressing the hy-
drogen to 1-1.5 Mbar pressures. At the final stages of compression the conductivity of
the plasma reaches high value400-1000 S/cm, which is close to the measurements in
Ref. 3. In our case, however, where the compression starts from the gas phase, the jump
in the conductivity is observed at somewhat lower press#@s70 GPaand densities
0.3-0.5 g/cr, but it is likewise of a threshold character with respect to the density,
without appreciable hysteresis accompanying unloading of the plasma.

The experimental results are displayed in Fig. 3, where they are compared with a
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FIG. 3. Conductivity of hydrogen plasma versus density. Experimént- Ref. 20; — Ref. 3,+ — Ref.
8. Theory: see citations in text.

number of models of nonideal plasma on the isothefmsA500 K and with measure-
ments performed by other authors. In the experiment there is a wide spectrum of states of
hydrogen, which is compressed to densities0.01-0.7 g/crh and heated to tempera-
turesT~10* K at pressures up tB<150 GPa with developed ionizatian<0.4 and a

high electron densityp,~2x 107 1/cn?. At the maximum values of the parameters the
plasma is degenerateh 3~ 200 (\ = (h?27mkT)Y? is the de Broglie wavelengttand

highly nonideal with respect to the Coulomb interactibrs E,/E-~ 10, and the inter-
atomic interaction]” ;= narg~1. The conductivity of the plasma increases sharply

~5 orders of magnituden a relatively narrow density range~0.2—0.6 g/cr, reach-

ing values characteristic for heated alkali mefals.

The sharp increase observed in the conductivity of shock-compressed hydrogen can
be explained by athermal growth of the degree of ionizatigonization by pressure”®)
because of the strong interparticle interaction in the compressed and disordered medium.
Indeed, if the interparticle interaction were neglected, the degree of ionization and there-
fore the conductivity of an ideal plasma would have decreased with increasing density
(curve 7 in Fig. 3) in accordance with the Saha equation of ionization equilibridm,
since in accordance with the Lorentz and Ziman models the conductivity is proportional
to the degree of ionization in the region of weakly ionized pla8miaking into account
the Coulomb interaction using the simplest Debyéeekéill models(curve 8) and using
more modern interpolation approximations that take into account the Coulomb interaction
of the charges, the degeneracy of the electrons, and the sizes of the heavy péatticles
(curves9 and 10, respectively, substantially decreases the ionization potential of the
hydrogen atom, sharply increases the degree of ionization of the plasma, and therefore
sharply increases the conductivity of the plasma. This sharp dependence in the region of
developed ionization becomes weaker at high densities, since on the one hand the pro-
cesses of hydrogen ionization are completed here, and, on the other hand, according to
Spitzer’'s model for a nondegenerate plasma, the dependence of the conductivitison
only logarithmic, whereas for a degenerate plasma the dependence is linear, approaching
the Regel'—loffe “minimum” metallic conductivit}® (curve11 in Fig. 3). We note that
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the models8, 9, and10 become thermodynamically unstable in our experimental range;
this can serve as evidence of a “plasma” phase transition. It is significant that the model
of Ref. 13, which contains a phase transition, is consistent with the conductivity data.

Shock-wave compression of hydrogen leads to overlapping of the wave functions of
the atoms and, in consequence, to a percolation mechanism of conddatibich is
described by a density-dependent decrease of the ionization po{entiaé 12). Mott’s
metallization modéf also leads to a density-dependent decrease of the ionization poten-
tial. This model was used in Ref. 7 to construct a semiempirical wide-range model of
ionization equilibrium and transport properties of compressed and heated matter, where
the region of ionization by pressure was determined on the basis of experiments with
alkali metals — curvel3in Fig. 3.

Since under the conditions of our experiments the characteristic distance between
the atoms is comparable to the sizes of the atoms, the resulting overlap of the atomic
electronic shells gives rise to repulsion between the atoms at short distances and corre-
spondingly to an increase in the degree of ionization of the substance. This effect can be
reproduced by a model which is a simplified variant of the “bounded” atom mbtfeh
this model the atoms are simulated by an ensemble of hard spheres withradiutghe
basis of the molecular-dynamics method, and the ring approximation with allowance for
the degeneracy of the electrons is used to calculate the thermodynamics of free Eharges.
This variant of the model has been used previously to describe shock-compressed metals
at megabar pressures in the region of their ionization by preésitres seen(curve 14)
that this approximation gives a reasonable reproduction of the experimentally observed
ionization of hydrogen by pressure. As compared to previous experiments with nonideal
plasmag®?’ this effect is more prominently manifested in hydrogen, sik@e<! for
hydrogen, and it is not masked by thermal ionization effects. To illustrate this effect in
hydrogen, the computed isotherms of conductivity fior=30000 K (curve 15) and
T=10° K (curve16) are presented in Fig. 3. It is seen that as the temperature increases,
the density dependence of the conductivity is substantially smoothed.

In a future paper we shall present the results of thermodynamic measurements for a
hydrogen plasma and of the electrical conductivity for other substances.

We thank V. K. Gryaznov for performing the thermodynamic calculations. This
work was supported by a Grant from the Russian Fund for Fundamental Reg¢darch
97-02-17439%.
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A new mechanism of vertical conduction in intentionally disordered
superlattices is examined. It is shown that low-temperature conduction
due to phonon-assisted tunneling between distant quantum wells of a
superlattice is determined mainly by hopping processes via virtual in-
termediate states. Under standard conditions a weak temperature depen-
dence of vertical conduction is obtained for this mechanism. The char-
acteristic behavior of the conductivity as a function of disorder
amplitude is found for this mechanism. €999 American Institute of
Physics[S0021-364(109)00912-3

PACS numbers: 73.56h, 72.20.Ee

Superlattices and structures with multiple quantum wells into which disorder has
been introduced artificially by random controllable variations of the well thickness during
growth have been discussed in Ref. 1 and implemented experimentally in Refs. 2 and 3.
In such structures, called intentionally disordered superlattiE3Ls), vertical transport
(i.e., transport in the direction of the growth axisas been investigated by optical
methods, specifically, stationary and picosecond luminescence spectroscopy methods, as
well as by direct measurements of the vertical conductRityThe measurements of the
magnitude and temperature dependence of the vertical electron mobility show that even
in superlatticegSLs) without artificially introduced disorder, vertical transport at small
overlaps of the wave functions of electrons in neighboring wells is often due to phonon-
assisted electronic transitiof$ Artificial disorder produces much stronger localization
of the electronic states. The character of this localization for short-period GaAs/AlAs SLs
with random well-width fluctuations and barrier thicknesses from one to three monolay-
ers has been investigated in detail in Ref. 8 in various regions of the energy spectrum of
GaAs/GaAlAs. It was found that for not very high energies the decay length of the wave
function is less than the thickness of a monolayer, and conduction is due to phonon-
assisted hops between states localized in the direction of the growth axis of thé IDSL.
GaAs/Gg Al As IDSL doped to a density of 810" cm™3, with a Gaussian distribu-
tion of the energy levels and different values of the rms deviation of the energy (exeels
shall refer to this quantity as the disorder engriggive been investigated in Ref. 5. For
low disorder energies the temperature coefficient of the vertical resistance was positive,
which indicates that transport can be described by studying the phonon scattering of the
Bloch electrons in a miniband. In a structure where the disorder energy is greater than the
miniband width in an ideal SL, the temperature coefficient of the vertical resistance

0021-3640/99/69(12)/6/$15.00 932 © 1999 American Institute of Physics
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became negative, since the electron states in IDSLs are strongly localized in the direction
of the growth axisz, and vertical conduction occurs by a hopping mechanism at all
temperatures. At the same time, the measurements performed in Ref. 5 show that even for
strong localization the temperature dependence of the vertical conductivity at low tem-
peratures is not activational, as one would expect for hops via localized states with
strongly differing energies, but is rather we@kis of a quasimetallic character

It has been showrt® that the weakening of the temperature dependence of vertical
hopping conduction in doped IDSLs could be due to Coulomb fields produced by the
redistribution of electrons between the wells of the SL; this decreases the disorder energy.
However, this circumstance alone cannot explain the quasimetallic character of the tem-
perature dependence of the conductivity, since the quasimetallic character of the conduc-
tivity is preserved in structures with large disorder even though the renormalized disorder
energy remains appreciably greater than the miniband width. We shall show below that
the weakening of the temperature dependence of the vertical conductivity could be due to
a specific hopping mechanism — phonon-assisted tunneling between distant wells in an
IDSL via virtual states.

The solution of the problem of an electron in a layered structure with ideally flat
boundaries is well known: The states of the electron are characterized by longittidinal
a direction along the layergjuasimomentunk | and quantum numbens enumerating
the solutions of the one-dimensional Sdfimger equation with the potentidl(z)
=2 ,V;(2) describing modulation of the conduction band edge along the growtlz axis
the structure, wher¥,(z) is the potential of théth well (we assume that;(z) =0 in the
region of barriers The wave functions of electrons in stafas | } can be represented in
a factorized form%kaUA(z)eprk”-p), whereA is a normalization factorp is the
radius vector in the well plan&J, (z) are solutions of the one-dimensional problem that
correspond to energy levels,; the energies of the stateg\k} are E)\k”= €\
+h2kﬁ/2m. Since for real structuréshe rms deviation of the energy levels and the
transfer integral are small compared with the distance to the second subband, we shall
confine our attention to only the stateghat are obtained as a result of hybridization of
the wave functions of the ground state in each well. The wave funclibr(g) are
localized, and the vertical conductivity of the IDSL is determined by the phonon-assisted
electronic transitions between the stafi&|}. Just as in the standard theory of hopping
conduction along localized stat&'st?the problem of calculating the vertical conductivity
can be reduced to calculating the resistance of an equivalent Miller—Abrahams network
whose sites are connected to one another by the resistances

-1

R = { (€?/kT) E, FAkJ\’k’] ' (1)
KKy

where F”ku arkg =W ,kaka”(l—fw”r) are the transition rates from the stdtek}

into the state{)\’kH’ H ka”r Ak, are the probabilities of these transitions, aﬂmH are

equilibrium occupation probabilities of the statpek}. Here the difference from the
standard problem is that to calculate the resistances we must sum over the initial and final
states with different values & andk| .

In doped IDSLs at low temperatures, states with enerﬁ;eq?<ﬂ, whereu is the
Fermi level, are filled with electrons. Acoustic-phonon-assisted transitions between such
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states occur in a narrow energy range with a width of the ordd«Tohear the Fermi

level, and the temperature dependence of the rates of such transitions is nonactivational.
However, transitions between the states of wells in at least one of which the bottom of the
lowest subband lies above the Fermi level lead to an activational temperature dependence
of the resistance, determined by the expressigr- Roexp{(max(e, ,€,) — w)/KT}, where

the pre-exponential factoR, is an exponential function of the overlap of the wave
functions but depends weakly on the energy levels and on the temperature.

When the distance from the level of interest to neighboring levels is greater than the
transport integral, the corresponding state remains unhybridized. Then the energy level
is close to the ground-state energyin the corresponding well, and the functidh (z)
is close to an “atomic type” wave function;(z), calculated in the approximation that
theith well is isolated. In the limiting case of a large rms deviation of the energy levels
and weak overlap of the wave functions of neighboring levels, the Miller—Abrahams
network consists of resistancBg “connected” between the levelsandj and expressed
in terms of the transition rates between the wells. In the nearest-neighbor approximation,
because of the quasi-one-dimensional character of the system under study the vertical
resistance of the structure is determined by the sum of series-connected resistances
Ri i+1. The rms deviation of the energiegleads to an exponentially large scatter in the
resistance®; ;. ;, so that the total resistance of the equivalent chain is determined by a
small number of “critical” resistancescritical regions of the chainsadjoining wells
with the highest energy levels . This leads to an activational temperature dependence
of the resistance, with the activation energy determined by the position of the subband
bottom in the critical well relative to the Fermi level.

It is easy to show that an activational temperature dependence of the vertical con-
duction is still obrtained when the transfer integral has a finite value comparable to the
amplitude of the rms deviation of the energy levels. Indeed, once again the total vertical
resistance of the structure is determined by the critical wells with the highest-lying levels
(i.e., in the high-energy tail of the distribution functiorWe note that appreciable hy-
bridization occurs only for states for which the distance between the energy levels does
not exceed the transfer ener(guch states can correspond to “cluster” wave functions
corresponding to hybridization of the wave functianéz) of several neighboring wells
At the same time the wave functions of the states in critical wells remain unhybridized.

Since the resistance associated with tunneling into a critical well grows exponen-
tially with decreasing temperature, tlighonon-assistedunneling between next-nearest
neighbors, which is characterized by a much lower activation energy, becomes more
favorable. We shall show that the conductivity associated with tunneling between next-
nearest neighbors in critical regions is largely determined not by conventional hops but
rather by hopping processes via virtual intermediate states.

On this basis the critical region can be schematically represented by the three-level
system shown in Fig. 1. Energy leve} in the scheme corresponds to the critical well 2,
and energy level§; andE; correspond to cluster-type neighboring stdiasFig. 1 the
clusters are represented schematically by individual wetisurns out that for the char-
acteristic values of the parameters of the structures investigated experimentally the most
likely situation is one in which cluster levels located below the Fermi level, Eg,,
E;<u, are present in wells next to critical wells. It is easy to write down an expression
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FIG. 1. Critical region of an IDSI(schematit. The arrows show transitions near the Fermi lgwelia a virtual
state at the center of the well.

for the hybridized wave functions of the three-level problem. The function of the state
with the lowest energ¥; is

U1(2)=A1{us(2) + C1ux(2) + Cq3u3(2)}, (2

whereA; is a normalization factor¢,,,=tmn(Em—En)s tmn=/dzun(2)Va(2)un(2) is

the transfer integral, anil,(z) is the potential produced by all wells except the ones
belonging to the given clustéhere we assume that the overlap of the wave functions is
weak and we drop all integrals except the ones containing the wave functions of the
nearest neighborsSimilar expressions can be easily written for the functignéz) and

U;(2) on the basis of the present model.

The probability of phonon-assisted transitions between states 1 and 3 can be ex-
pressed in terms of matrix elements of the type

13 = f dzf dp exp{i(kj—kj)-piU1(2)He pnUs(2)
kjkj Kk Kik/ Kik/ Kik!
=ArAs{CraH 51+ CapH 15 1+ CaCagt T+ CagH gl +-caHL [T, ()

where H;”l;”=fdzfdpexp[i(k”—k|i)~p}um(z)He,phun(z) and Hepp is the electron-
phonon interaction Hamiltonian. Expressi¢8) describes the transition amplitude be-
tween states 1 and 3 as a sum of the contributions of the channels corresponding to
tunneling between states localized near different wells via virtual states. The first three
terms in Eq.(3) describe transitions via virtual states of the welf@& example, the first

term corresponds to a phonon-free transition from the state 1 into the state 2 and a
phonon-assisted transition from the state 2 into the staf€h# last two terms in Eq3)
describe transitions via a virtual state of the well 1 or 3. Assuming the energy dependence
of the decay length of the wave function to be weak in the subbarrier region, the main
exponential dependences on the temperature and on the parameters of the structure are
identical for all terms in Eq(3). Note that in the standard approach to calculating the
vertical conductivity of a SL of the type studied in Refs. 7 and 9, just as in problems
concerning the hopping conductivity of one-dimensional syst@m®s, for example, Ref.
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13), the probability of phonon-assisted tunneling between states localized near individual
wells can be calculated neglecting the other wells, i.e., neglecting hybridization effects.
In the present system the probability of such transitions from well 1 into well 3 is much
lower than the probability of tunneling via virtual sta{@. Indeed, for a direct transition

from well 1 into well 3 the matrix element contains the integfd|ZLh(Z)HE”ELUg(Z),
proportional to exp—a(2w+L)}, where« is the reciprocal of the decay Iéngth of the
wave function in the subbarrier regiom,is the thickness of the barrier, ahds the width

of the critical well. At the same time the terms in the matrix eleni@naire proportional

to [t/ (E— En) Jexp(—2aw), wheret(% is the pre-exponential factor in the expression
for the transfer integral. The ratio of the probability of a transition between distant wells
via virtual states to the corresponding probability, calculated neglecting the presence of
intermediate wells, is of the order of®/E)2exp(—2aL)<1, wheret© is the character-
istic value of the pre-exponential factor of the transfer integitals of the order of
JiZe,/2m* L?, whereg; is the lowest energy level in the well ama* is the effective
mass), and E is the disorder energy. Taking for estimatioti”= 30 meV,

E=20 meV, and expfal)=65 (these values are characteristic for the structures inves-
tigated in Ref. 5, we find that the desired probability ratio is of the order of 0°. Thus

the presence of intermediate virtual states must be taken into account when calculating
the transition probabilities between distant centers. This distinguishes the situation con-
sidered here from the standard problem of hopping conduction for two- and three-
dimensional systems of pointlike centers, for which the tunneling length for a process of
the type(3) for the typical configuration of centers is much greater than the distance
between distant sites.

On account of phonon participation, for the configuration under study transitions

between the stateflk} and {3k} with close energieElk” and Engr can occur, and

these make the main contribution to the resistance. In this case the resistances of the
critical regions depend weakiyponexponentiallyon the temperature. Using E®), it is

easy to estimate the temperatdrgat which a transition occurs from an activational to a
nonactivational dependence of the vertical conductivity. It is determined from the condi-
tion (t=tO)/E)?=exp{—E,/kT}, wheret=t©exp(—aw) andE, is the activation en-

ergy (of the order ofE). Taking for estimationE,=20 meV andE/t=4, we find
T,~80 K, which agrees with the results of Ref. 5. On this basis the vertical resistance of
the structure is determined by the resistance of the critical region which is inversely
proportional to the squared modulus of the matrix elem@pt According to Eq.(3),

when the disorder energy changes, the vertical resistance of the IDSL changes in propor-
tion to the squared disorder energy. In reality, the structures studied with of the order of
100 wells are mesoscopic, and the critical resistdjues as the total vertical conductiv-

ity) can fluctuate strongly for different realizations. However, the method used in Ref. 5
makes it possible to investigate the scaling of the conductivity by varying the amplitude
of the rms deviation of the energy levels for the same given realization of disorder.

We note that the mechanism of hopping conduction via virtual intermediate states
can also play a large role for granular metals. It is well known that when the theory of
hopping conduction with a variable hopping length and with allowance for Coulomb
effects is applied to granular metals in the insulating region, where the conductivity is
due to phonon-assisted tunneling between metallic grains, it describes a temperature
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dependence of the conductivity which ordinarily has the form=mo,—(Tsg/T)Y?,
whereoy andTgg are parameters. However, one difficulty of the theory is that the decay
length of the wave function, which determines the tunneling between non-nearest-
neighbor grains, must be chosen anomalously large in order to obtain the correct value of
the conductivity(see, for example, Refs. 141 his difficulty could be due to the fact

that the theory has neglected hops via intermediate virtual states; generally speaking,
such processes greatly increase the probability of phonon-assisted tunneling to distant
grains.

In closing, | thank M. Pollak for helpful discussions. This work was supported by
the Russian Fund for Fundamental Resedfgrant No. 97-02-17334 the Ministry of
Education(Grant No. 97-0-7.1-174 and the program “Universities of Russia — Fun-
damental Research.”
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A new type of x-ray spectroscopy is proposed which can detect the
thermal-motion-induced distortions of atomic electronic states in crys-
tals. It is shown that those distortions can cause extra Bragg reflections
(so-called forbidden reflectionsnd that their intensity should grow
with increasing temperature. The reason is that the thermal displace-
ments, which change the symmetry of atomic environment, can modify
the tensor amplitude of x-ray resonant scattering. In the first approxi-
mation, the structure factor of extra reflections is proportional to the
reflection vectoH and to the mean-square thermal displacenueng

for optical phonons. It is demonstrated that the forbidden resonant re-
flections, observed recently in Ge, could be caused by the thermal
motion. © 1999 American Institute of Physics.
[S0021-364(99)01012-9

PACS numbers: 78.70.Ck, 61.10.Eq

X-ray resonant scattering is now widely used to study structural and magnetic prop-
erties of solids:? The resonant effects are especially important for additional reflections,
which can appear in x-ray diffraction when the energy of the incident radiation ap-
proaches the values required to excite an inner-shell electron to an empty state of an outer
shell. These ATSAnisotropy of the Tensor of Susceptibiljtyeflections occur even in
nonmagnetic crystals because the outer shells are strongly affected by the local environ-
ment and therefore the atomic scattering amplitude becomes anisctroftizas shown
that the anisotropy violates the extinction rules, tabulated for glide planes and/or screw
axes, and new general extinction rules were found in the dipole approxiniafibis.
anisotropy is local and therefore it is allowed even in cubic crystals and in icosahedral
quasicrystafs® if the resonant atoms are at sites with not too high symmetry. However, if
the symmetry of the sites occupied by the resonant atoms is(fiighnstance, cubig the
anisotropy is absent and no ATS reflections are expected. In principle, if ATS reflections
are forbidden in the dipole approximation they can be obtained in the dipole—quadrupole
or higher approximations® ATS reflections have been observed in many crystals and in

0021-3640/99/69(12)/5/$15.00 938 © 1999 American Institute of Physics
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liquid crystals, they demonstrate very unusual polarization propéseesRefs. 9 and 10
for reviews. From a practical standpoint the ATS reflections provide us with an instru-
ment for x-ray spectroscopy of the atomic electronic states distorted by crystal fields.

The present paper explores some of the complications that arise in coherent resonant
scattering of x rays when thermal atomic motion is taken into account. Previously the
forbidden reflections caused by the asphericity of thermal motion have been observed far
from absorption edge&@ survey may be found in Ref. L1The latter effect does not
violate the glide-plane and screw-axis extinction rules. In contrast, we show that the
thermal motion can change the anisotropy of the resonant scattering and can induce extra
reflections violating the glide-plane and screw-axis extinction rules. Thus the spectros-
copy of these thermal-motion-induc€tMI) reflections could provide information about
thermally distorted electronic states.

ANISOTROPY OF SCATTERING AND THERMAL ATOMIC MOTION

In this section we demonstrate schematically how the anisotropy of resonant scat-
tering and the tensor structure factor could be changed by thermal motion. To illustrate
the basic idea we will use atomic scattering factors instead of a more rigorous approach
based on x-ray susceptibility. The anomalous contribution to the scattering factor of an
atom is described by a symmetric tendgg, which depends not only on the x-ray
frequencyw but also on the environment of this atom. The resonant part of the tensor
scattering factor of theth atom in the unit cell can be written in dipole approximation

as?

(Ea—Eyp) (alP [b)(b|P\a)
S S\ —
ik(“”r)_az,:’, Pa ™ wm E,—Ep+thw—il'/2’ @)

wherer® is a current atomic positiofa) describes the initial and final electronic states
with energyE,, p, is the probability of finding the atom in tHa) state,|b) describes an
intermediate electronic state with energy, andP=—i%3,V(", the last summation
extending over all electrons in the atom.

The tensorf5, is a function ofr® because the intermediate stafie, corresponding
to outer shells, depend on the atom’s environment and, in particular, on the current
positionrs of the sth atom among other atoms. In fact, it is well known that even small
staticchanges of the environment can noticeably chdrff,geFor example, for octahedral
symmetryfjsk should be isotropic. However, in the Fe&nd FgO; crystals, where each
iron atom is contained inside a slightly distorted octahedron of sulfur or oxygen atoms, a
pronounced anisotropy df is observed®*® The thermal motion producegynamic
changes of the environment. For them it is important ﬂjig(tw,rs) is determined by the
electron subsystem of the crystal, which is much faster than nuclear motion — the
so-called Born—Oppenheimer or adiabatic approximation. Therefore the outer electronic
states follow the current atomic configurations. Another important approximation, used
implicitly in (1), is that the typical time of x-ray resonant scatterifig]’, is much
smaller than the typical time of thermal motion. Just because of this we should take into
account only the current atomic positiohin (1) as if it were a static positiofi.e., the
atomic position does not change during scattering
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We see that the value of the tené@r(w,rs) changes all the time in accordance with
the thermal motion, and the current symmetry of this tensor corresponds to the current
symmetry of the atomic positions. This is in contrast, for example, with thesldauer
resonant scattering, where the typical time is much longer than that of thermal motion,
and the symmetry of the resonant scattering amplitude corresponds doetegesym-
metry of the atomic site. For simplicity we will suppose hereafter that the electronic wave
functions for thesth atom,|b), their energyEy, and, hencetjsk are functions of ° only,
i.e., we neglect the thermal motion of neighboring atoms.

To obtain the tensor structure factgy(H) describing the coherent scattering for
reflection H, we should multlplyf «(@,r%) by expfH-r®), do a summation over all
atoms, and then average over thermal vibrations:

Fi(H)= Ef (o,r9exp(iH 1) ; (2)

hereafter the bar means thermal averaging.

Actually, since it is very difficult to computé (,r%), we will use a phenomeno-
logical approach. We suppose that the thermal displacentequ®=rs—r%) from the
average positiom® is small enough that we can use a tensor expansioff,0énd
exp(H-rd):

expliH-r9=(1+iH-us+ ... )exp(iH-r%), (3)
(o, r9)=(FRe+ Fqui+ o upus+ .. .). (4)

On the right-hand side d#), all the tensorgPs of different ranks are invariant under the
“average” symmetry group, which coincides with the point group of the atom site.
Substitution of(3) and (4) into (2) gives us the termsiu,,...u,. Because we are
interested in thermal effects, we will consider only those srtuatlons when the zero-order
termfOS vanishes fir reasons of symmetry. The first nonvanishing term is obvmus({y

and hereafter we keep only its contribution to the tensor structure factor. It is evident that
f2 fkimUrup, has exactly the same symmetryf#,é, and they vanish together; the same is
valrd for all the terms in(4). Thus the TMI contribution arises only from those cross
terms in(2) which are proportional tdd-u or to higher powers oH-u. Generally, the

first nonvanishing term isf g H nufup,

The analysis 0f2) provides the following simple recipe for TMI-ATS reflections:
only those extinction rules and those restrictions on the tensor structure factor which are
found for general atomic sitésare valid. The additional restrictions found for special
sites are violated by the thermal vibrations providing the TMI-ATS reflections. This is
quite obvious from the physical point of view because vibrating atoms leave special sites
and spend most of the time in general positions. Therefore only the general extinction
rules survive,

EXAMPLES

If the resonant atoms are at sites with cubic point symmetry, ﬂﬁén:flsTJk,,
where T =efefe’, ande',€?,€® is a right-hand triad of unit vectors directed along

cubic axes. The tensoF is nonzero only for the 23 and3t cubic groups, where its
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nonzero components amBy ;= Tyzx= Tzxy= Txzy= Tzyx= Tyxz= 1. Taking into account
that u; uy jU=U?8;,/3 for cubic symmetry, we hav(%sk—lf STjHu u?/3.

Let us consider theld,k+1=4n+2 forbidden reflections in the Ge crystaym-

metry groude3m the atoms are in special positionsa3 (with 43m symmetry. This
extinction is induced by the atoms at (000) aidd41/41/4, which scatter in antiphase,
causing the conventional structure factor to vanish. However, because these atoms are
related by an inversion center, the corresponding terﬁ‘@rhave opposite signs. Hence

the TMI mechanism provides in-phase resonant scattering. Finally, we obtairiZydon

Ge crystals:

. 0 H, H,
Fij(Okl,k+1=4n+2)=7 —iflsy?l H, 0 0. (5)
H, 0 0

y

We see that the structure factor is proportlonah%candH The unknown phenomeno-
logical coefficientf! is the same for all TMI reflectlons in Ge and does not depend on
temperature. However, according (b, it strongly depends ow.

If resonant atoms are located at special sites of noncubic crystals, there are various
cases when the conventional ATS contribution is absent but the TMI contribution is
possible. Let us consider,KrO,, where the resonant Cr atoms are in sités 4f the
space groupPnma with the coordinates:(1) x,1/4z; (2) —x,3/4~z; (3) 1/2
=X, 3/4,1/12+z; (4) 1/2+x,1/4,1/2-z. Because all the Cr atoms are on mirror planes,
the temperature-independent dipole—dipole terms vanishKor I0=2n+ 1 reflections.
However, for the groupmy, the third-rank tensof]kI has 10 independent components,
and one of themfs , contributes into the structure amplitude:

xyy:
010
Fik(0kO, k=2n+1)=4iH,u2fls | 1 0 0. (6)
000

Again we have only one phenomenological parame‘lfgj‘ry, for all OkO, k=2n+1 re-
flections.

DISCUSSION AND CONCLUSION

It is quite evident that acoustic phonons give no contribution to the TMI anisotropy
because in the acoustic phonon modes each unit cell moves as a whole and no anisotropy
appears. Thus, only relative atomic displacements should be taken into account. This is
similar to the calculation of the temperature factor for the extended x-ray absorption fine
structure(EXAFS), where again only the relative positions of the atoms are of impor-
tance. In the simplest approximation, we can suppose that each atom moves indepen-
dently among the others. In this case we should calculatg taking into account only
optical phonons. In Ge crystal, the frequency of optical madgghanges only slightly
with the wave vector, and for estimations we can pyt=const=5x 10 s 1. In this
case,
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whereM is the Ge atomic mass. For high temperauqure» ksT/Mw?, and therefore the
structure amplitude of TMI-ATS reflections is proportional Teand toH (for 1000 K
\/7in.06 A). More exactly, instead 6H ,uju;, we should write

u’exp(iH uS)——i—OI exp(iH Lu)
| mYm/ ™ m“m
dH,

d N - N
=—j aH; expl—HyHunus/2) =iH Luius, exp — HpHaumus/2).
Thus the tensor structure factor ceases to grow WitndH and reaches its maximum
whenH2~1/u?. The TMI anisotropy should be more pronounced when the amplitude of
optical modes is large, for example near structural phase transitions of second order.

Notice that the tensor form df5) coincides with the tensor form of the dipole—
quadrupole contribution to the structure amplitddeyt in the latter case the structure
amplitude should decrease with temperature growth because of the Debye—Waller factor.
This allows us to distinguish the dipole—quadrupole and TMI contributions to the scat-
tering factor. Therefore high temperature measurements are required to clarify the origin
of the Okl,k+1=4n+2 reflections observed near the absorption edge ot'¢&hose
two contributions may be also distinguished owing to their different spectra, correspond-
ing to dipole—quadrupole and dipole—dipole transitions.

In conclusion, we have shown that the resonant spectroscopy of special “forbidden”
reflections could provide a unique method for studying those distortions of electronic
states which appear owing to thermal deviation from average atomic positions. The effect
under discussion is sensitive only to the thermal vibrations of resonant atoms, while all
other atoms give no contribution. Conversely, this effect may be used to study the tem-
perature dependence of special phonon modes contributing to local symmetry distortions.
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Copper pair centers, which could be of interest for obtaining quantita-
tive information about exchange interactions in superconductors based
on cuprate perovskites, are observed in crystals with the perovskite
structure by the ESR method. Such centers are investigated in
KTaO;:Cu and K _,Li,TaO;:Cu crystals. A model consisting of a
chain of two equivalent Cu' ions and three oxygen vacancies, extend-
ing along the(100) axis, is proposed for the centers. The exchange
interaction in the pairs is ferromagnetic. €99 American Institute of
Physics[S0021-364(109)01112-3

PACS numbers: 76.30.Fc

There are only relatively few works on the ESR of ZCuimpurity centers in
KTaO;. Doubly charged copper ions were investigated by ESR in Ref. 1. During growth
of the crystals, these ions substitute foP Tan the octahedral position and form tetrago-
nal centers; this has been shown by analysis of the hyperfine and superhyperfine interac-
tions. The angular dependence of the ESR spectra 6f @uthe Q range were investi-
gated in Ref. 2, and two types of axial €u centers were observed. The authors
conjectured that the presence of two copper centers is due to the different positions of
oxygen vacancies which are present in the crystal in order to neutralize the excess nega-
tive charge of tantalum (P4) sites occupied by copper ions. The presence of vacancies
in the nearest-neighbor environment of “Cuions can stabilize the static distortion
caused by the Jahn—Teller effect, which occurs for td& Gonfiguration of the Cii
ions. For high impurity concentrations a substantial probability of copper ions occupying
neighboring Ta" sites appears. The interaction between ions in such a pair should result
in a completely new ESR spectra. Knowing the parameters of the spin Hamiltonian for
single Cd" ions, one can determine the structure of pair centers. In the present work we
observed C# —CU/" pair centers in KTa@ Cu and K_,Li,TaO;:Cu crystals. An
important reason for the interest in investigating such centers is that potassium tantalate
crystals possess the perovskite structure, and copper centers in them can be model objects
for investigating exchange interactions in cuprate superconductors.

0021-3640/99/69(12)/6/$15.00 943 © 1999 American Institute of Physics
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250 300 350
Magnetic field (mT)

FIG. 1. ESR spectra of single €U (1) and C&" (2) centers in a KTa@: Cu crystal(a) and C3"—Cw?* pair
centers in a K_,Li,Ta0;:Cu crystal(b). The spectra were recorded at 300#& 9.26 GHz, andB || (100).
Simulated ESR spectrum of €Eu-CW* for B|| z (c).

The experimental crystals were grown at the A. F. loffe Physicotechnical Institute.
The KTaG;:Cu and K _,Li,TaO;:Cu crystals were grown in a platinum crucible by
spontaneous crystallizaticriThe copper concentration in the melting stock ranged from
0.05 to 0.5 mole %. The ESR spectra were recorded with a 3-cm range radio spectrom-
eter. The angular dependences were measured by rotating the sample aro{@Dthe
and(110) crystallographic axes. A helium continuous-flow cryostat was used to investi-
gate the temperature dependence of the ESR signal in the range 3.5-300 K.

SINGLE Cu?* CENTERS

An ESR spectrum of single i centers in a KTa@. Cu crystal is shown in Fig. 1a.
The spectrum was recorded at 300 K @i(100). The figure shows lines correspond-
ing to two types of axial Cti” centers with close parameters of the spin Hamiltonian. The
tetragonal axeg of the centers are directed alof@00). The same centers were also
observed in a K ,Li,TaO;:Cu crystal(the lithium concentration in the melting stock
was 3 mole % The ESR spectra for Gii centers of each type witB || z orientation
consist of four hyperfine structure lindthe electron spinS=1/2, the nuclear spin
I =3/2). ForB.L z the lines of the hyperfine structu(elFS) are not resolved, and a single
intense line is observed.

The spin Hamiltonian describing the angular dependence of the HFS of the ESR
spectra has the form
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FIG. 2. Angular dependence of the ESR spectrum df'GiC?* pair centers with the sample rotating around
the (100) axis. Dots — experiment, lines — calculation using the Hamiltorf&n

H=0usB,S,+ 9, us(BySctByS)) + AISI,+ A (Sdx+S)ly), @

whereug is the Bohr magnetorg | andg, are components of thgtensor, andh | and

A, are HFS constants. We obtained the following values for the parameters of the spin
Hamiltonian for single C&" (1) and C&* (2) centers at 300 Kg | (1)=2.24,9(2)

=220, g,(1)=g,(2)=2.04, A (1)=173x10"*cm™*, A|(2)=193x10 *cm*,

andA, (1)=A, (2)=30x10 % cm %, which are close to the values obtained in Ref. 2.

In the B z orientation for each Gt (1) and C&* (2) center a well-resolved superhy-
perfine structurd SHFS due to the hyperfine interaction with eight potassium ions is
observed. The SHFS constants do not depend on the presence of lithium in the crystal,
and forB|| (100 they are approximately 0.1 mT for €t (1) and 0.15 mT for C&" (2).

The intensity ratio between the €u (1) and C&" (2) centers was different in samples
with different copper concentration. In some samples predominantly centers of only one
type are observed, while in other samples the concentration of both centers is compa-
rable. Apparently, the Gi (1) and Cd" (2) centers differ by the arrangement of the
oxygen vacancies around them.

EXCHANGE COUPLED Cu?*—Cu?* PAIRS

The ESR spectrum of aK,Li,TaO;:Cu crystal with a high copper concentration
is shown in Fig. 1b. Together with the spectra of singlé CT(l) and C¥* (2) ions, two
groups of lines belonging to a new center, which are denoted as | and Il are also seen.
Each group contains seven HFS lines. The groups of lipedl }, and |, 11, correspond
to thez axis of a center being oriented parallel to and perpendicular to the magnetic field.
The angular dependence of the groups of lines | an@Fig. 2) is characteristic for a
triplet center 6=1) with axial symmetry andjugB>D.

Each group consists of seven HFS lines of width=2061 mT with intensities in the
ratio 1:2:3:4:3:2:1, which indicates an interaction between an unpaired electron and two
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equivalent nuclei with spih=3/2. The HFS constant in the spectrum of the new center

is approximately equal to half the values of the HFS constants féf Cb) and Cd™" (2)
centers. All this indicates that the new ESR spectrum in Fig. 1b belongs to an exchange-
coupled pair of C&" ions occupying neighboring tantalum sites, #hexis of the center
being directed along th€l00) axis of the crystal. We simulated the ESR spectrum of a
CW " —CuU™" pair center forB | z; this spectrum is presented in Fig. 1c. The agreement
between the experimental and computed spectra is good.

The Hamiltonian of an exchange-coupled pair, including an isotropic exchange in-
teraction of two spins§=S;=1/2 and the Zeeman interaction, has the form

1 1
H=]S-S+ EMBB'(gi+Qj)'(3+§)+ EMBB'(gi_gj)'(S_S)y 2

whereJ is the isotropic exchange constapf is the Bohr magneton, argl andg; are

the g tensors of two ions in a pair. Since the isotropic exchange constay;

+ ;) ugB, the two spins can form states with total spin 0 and 1. For an axial system with
spin S=1 the ESR spectrum is described by the spin Hamiltonian

1
3
where the first two terms are the Zeeman interactgps %[ngJrgzn] andg, =3[9,
+4g,, ], and the third terms describes the interaction due to the symmetric part of the
anisotropic exchange and the magnetic dipole—dipole interatfidre fourth term de-

scribes the hyperfine structure of the pair spectrum. This structure is related with the
parameters of the hyperfine interaction for the two ions in a pair:

H=gusB,S,+0, up(ByS+B,S)) + D¢ Si— S(S+1) |+ S-Al, 3)

1
SAI=5S(Arl1tAz 1)), l1=l=5, I=I1+1,.

E!
The computed and measured angular dependences of the ESR spectrum of the pair
centers are presented in Fig. 2. Calculations of the angular dependence were performed
using a program developed by GracHev.

The parameters of the spin Hamiltonian for a 2CaCW* center in a
K;_LixTaO,:Cu crystal at 300 K arelD¢=455x10"* cm !, g =2.195,9, =2.04,
A =90x10 *cm !, and A, ~10x10 *cm % In the KTaQ:Cu crystal|Dg/=420
x 10”4 cm™1, which is somewhat less than in K,Li, TaO;:Cu.

Investigation of the temperature dependence of the ESR signal showed that as the
temperature decreases to 3.5 K the amplitude of the signal from copper pair centers
increases, although the signal saturates somewhat in the interval 10—3.5 K. This behavior
indicates that the isotropic exchange is most likely ferromagnetic, i.e., the triplet spin
state has a lower energy than the singlet state.

DISCUSSION OF THE RESULTS

The spectra of pair centers were observed in potassium tantalate crystals in a wide
range of copper concentrations. Their relative intensity increases with the impurity con-
centration. It was noted that the observed spectrum is more intense in samples with close
concentrations of Gui (1) and Cd* (2) centers. The presence of a single vacancy in the
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FIG. 3. Proposed models of single €ucenters(a, b and a C4*—CL#* pair center(c).

nearest-neighbor environment of Cu(see Fig. 3ais not sufficient for complete neu-
tralization of the charge. Complete neutralization can be achieved in this case by the
presence of an oxygen vacancy far enough from the site occupied by tHei@uthat

this can be observed in the ESR spectrum. At the same time, sindle @unters can
form with two nearest-neighbor vacancies lying along ¢t80 axis (Fig. 3b. In this

case an excess positive charge appears. Two such centets(GQwand Cd* (2) com-
pletely meet the condition of electrical neutrality, even if they are separated by a large
distance. If the two Gl ions occupy neighboring tantalum sites, then a pair center is
formed. A model of such a center is shown in Fig. 3c. It consists of two singié Ci)

and Cd* (2) centers, shown in Figs. 3a,b. Complete neutralization is attained. Since
g>9,>2, the C4" ions are mainly in thex?—y?) state. Therefore exchange coupling

in a pair cannot occur via the, orbital of the oxygen ion; this also favors the proposed
model.

The parameters obtained for the various interactions in copper pair centers could be
of special interest for clarifying the nature of the interactions in Higteuprate super-
conductors, which also possess the perovskite structure and have been dbserved
exhibit magnetic resonance associated with copper clusters.

This work was supported in part by the Russian Fund for Fundamental Research
(Grant No. 97-02-18205
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The magnetic, electric, magnetoresistive, and structural properties are
investigated in the sulfide solid solutions,M», _,S, which are based

on the antiferromagnetic semiconductetMnS (the fcc NaCl latticg
Colossal negative magnetoresistana®, —83% at 160 K forx
~0.29), comparable to that observed in La—Ca—Mn—-0O polycrystals
and films Oy~—90% at 100 K and 40 kQeis observed in com-
pounds with intermediate concentrations 6:26<0.4, corresponding

to the region of incipient ferromagnetism. €999 American Institute

of Physics[S0021-364(109)01212-9

PACS numbers: 75.30.Vn, 75.50.Pp, 72.80.Ga

The compounds Re,Me,MnO3 with perovskite structure, where Re are trivalent
La, Pr, Y, Nd, and other ions, and Me are divalent Pb, Sr, Ca, and Ba ions, are under
intensive investigatioh.The interest in these materials is due to the observation of co-
lossal magnetoresistan@&MR) in them under certain technological conditions and dop-
ing levels. The practical significance of this effect and the importance of studying its
mechanism are stimulating the search for new compounds with CMR and the experimen-
tal investigation of the transport properties in materials of different structural types.

It is knowr? that manganese monosulfideMnS, similarly to LaMnQ (cubic
perovskite structupe has a peculiar antiferromagnetic order with a characteristic ferro-
magnetic orientation of the spins in alternating planes and a lattice distortion wherein the
cubic lattice is protracted along one of the diagonals of the édie.a-MnS, in contrast
to LaMnO; (Ts~900 K, Ty~ 140 K), the structural transition temperaturgis compa-
rable to the Nel temperature Ty~ 148 K). The band structure and the nonactivational
conductivity for high values of the resistivity(10° Q-cm) atT<Ty in a-MnS *just as
in LaMnQ;,° are characteristic for a band insulator. In the paramagnetic state LaMnO
and a-MnS are semiconductors. Just as in LaMrtased systerisconcentration tran-
sitions from an antiferromagnetic semiconductor state into a ferromagnetic metallic state
are produced in cation-substituted manganese sulfidgshe ,S as the dopant concen-

0021-3640/99/69(12)/5/$15.00 949 © 1999 American Institute of Physics
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tration change&? It is important to clarify the possibility of CMR in materials based on
manganese monosulfide.

We report in the present letter the results of an investigation of the structural,
electric, magnetic, and magnetoresistive properties of sulfide compounds of the system
FeMn,_,S synthesized on the basis @fMnS.

Polycrystalline samples of Feln;_,S (0<x=<0.5) were obtained from pure iron,
manganese, and sulfur by the ampul methibthvestigations of the physical properties
were performed as a function of concentratigriemperaturel, and magnetic fieldH.

The resistivity measurements were performed by the potentiometric method using dc
current in a zero magnetic field and in transverse magnetic fields up to 10 kOe in the
temperature range 77—-300 K. A SQUID was used to measure the magnetic properties of
the samples in the temperature range 4.2—300 K in fields up to 100 Oe. X-ray diffraction
analysis(XDA) was performed with a DRON-2.0 diffractometer and monochromatized
CuK, radiation in the temperature range 77—300 K.

The XDA data showed the synthesized e, _,S samples at room temperature to
be single-phase solid solutions with the fcc NaCl lattice that is characteristic for manga-
nese monosulfide. As the degreeof cationic substitution increases, the cubic cell is
compressed and the lattice parameter decreases from 5.232=8)(to 5.165 A
~0.5). Near the Nel temperature the E®¥n, _,S samples possess a structural distortion
similar to the orthorhombic distortion of the lattice inMnS atTy=148 K.2

The SQUID data show that as the iron concentration igMfg_,S increases, the
antiferromagnetic transition temperature increases from 14&K0Q) to 196 K (x
=0.25). A concentration transition from an antiferromagnetic to a ferromagnetic state is
observed in the concentration range 3:35<0.29. The transition is accompanied by a
sharp (two orders of magnitudeincrease in the magnetic susceptibility froga , ¢
=8.56x10 ° cmP/g (x~0.25) t0 x4, x=2.43x10"3 cm’/g (x~0.29) (Fig. 1) and a
field dependence of the magnetization that is characteristic of a ferronfaghetCurie
temperature of the ferromagnetic sample$ is-800 K. As an illustration, the tempera-
ture dependence of the magnetization for the compositie.3 is displayed in the inset
in Fig. 1. Anomalous behavior of the susceptibility was observed in the experimental
samples in weak fieldsH~100 Oe) at low temperatured - 30—40 K).

According to the resistivity measurements, the increase in the magnetic susceptibil-
ity of samples with 0.25x=<0.29 due to the appearance of ferromagnetic order is
accompanied by a decrease in the resistivity measured in a zero magnetic field. For
example, p77xk=49.5x10° Q-cm for samples withx~0.25, while p;7¢=32.1
X 107 Q- cm for x~0.29. Asx is increased further, a semiconductor—semimetal concen-
tration transition is observe(Fig. 2), andp;; x=8.88()-cm for x=0.4.

Investigations of the magnetoresistive properties established that samples with
=<0.25, being antiferromagnetic semiconductors, and do not show a strong magnetic field
dependence of the resistivity in the temperature range 77—300 K in magnetic fields up to
10 kOe.

In FeMn; _,S samples with intermediate concentration 825<0.4 the tempera-
ture dependence and the magnitude and sign of the magnetoresistance were found to
depend on the magnetic field. It is seen in Fig. 3a, which shows the temperature depen-
dence of the magnetoresistance in fields of 5 and 10 kOe for compositi@i29, that
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FIG. 3. Temperature dependence of the magnetoresist&nde) and lattice parameteb) for FeMn; _,S
(x~0.29); H=5 kOe (1) and 10 kOe(2).

the negative CMR increases with decreasing temperature and reaches a mafmum
given temperature and field rangeslue 54=(py—po)/py=—83% atT~160 K in a

10 kOe field. Below~150 K, in the region of the structural distortigfrig. 3b), the
magnetoresistance becomes positive dndeaches-60% at 90 K in a 5 kOe field and

20% in a 10 kOe field. As temperature decreases further, the positive magnetoresistance
decreases, anél; once again becomes negative near liquid-nitrogen temperature.

As the iron concentratior increases, the negative magnetoresistance decreases, and
Sy=—40% for x~0.3 at 77 K in a 10 kOe field. In ferromagnetic samples with
x=0.4, corresponding to the semiconductor—semimetal concentration transition range,
the negative magnetoresistance does not exceed 10%.

In summary, the results presented above attest to the presence of the CMR effect in
materials based on manganese monosulfide.

In Nagaev's papétit is conjectured that the CMR mechanism in lanthanides is due
to the formation of the magnetically two-phase state and attendant electronic stratification
with preservation of a homogeneous crystal lattice.

All of the currently available experimental results on the physical properties of the
sulfides FeMn; _, S, specifically, calculations of the magnetic phase diagram, measure-
ments of the magnetization in weékp to 100 Ogand strongup to 20 kOg fields® and
Mossbauer investigatiofisuggest that a possible mechanism for CMR in the magnetic
semiconductors E#n;_,S could be magnetic and electronic phase separation. A char-
acteristic feature of the sulfide compoundsM¥e; _,S investigated in the present work is
their two-phase nature over a wide temperature rdagéeast in the range 77-300 K
According to M@sbauer daththe ferromagnetic samples wik® 0.3 at room tempera-
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ture consist of a collection of paramagnetic and ferromagnetic phases, and at 77 K the
samples consist of two magnetically ordered phases. It can be concluded on the basis of
these data that as the temperature decreases, the paramagnetic part of the material passes
into a magnetically ordered state. One can see from Fig. 3 that the negative CMR in-
creases with decreasing temperat(inethe range 150—300 K Since the magnetic state

of the samples changes with decreasing temperature, it can be inferred that for effective
magnetic and electronic percolation to appear a definite ratio of the volumes of the
magnetic phases for a given magnetic field is required. The change in sign of the mag-
netoresistance at<150 K is probably due to changes in the crystal lattice, since a
structural distortion is observed in this temperature range.

In summary, new compounds ,fin, ,S which have a colossal negative magne-
toresistance and crystallize in the cubic NaCl structure have been found. The observed
behavior of the magnetic and electric properties of the compoundérize S shows that
it would be promising to study materials based on manganese monosulfide.

This work was supported by the Federal Target Program “IntegratsiRro-
ject 69.
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A fractal—percolation model describing the stability of foam is studied.

In this model, a correspondence is established between the system of
branched channels and a fractal tree. In the proposed model, the foam
breaks down by a scale-invariant load-transfer mechanism. A formula
is obtained for calculating the height of thth level of the fractal tree.

The critical height of a foam column is determined. The results are
compared with experimental data. €99 American Institute of
Physics[S0021-364(109)01312-3

PACS numbers: 82.70.Rr, 47.53, 64.60.Ak

The investigation of gas-liquid foams as dynamic media with a finite number of
degrees of freedom is of great practical value. Despite this, a theoretical model that
satisfactorily describes all properties of foams is still lacking. We believe that such a
model should based on parameters that reflect the structure of foams.

In the present letter we consider a fractal—percolation model describing the stability
of a foam. The model is based on the polyhedral mbdtelhich polyhedral bubbles are
separated by thin films, channels, and nodes, the volume of liquid at the nodes being
negligibly small. In the proposed model a correspondence is established between a sys-
tem of branched channels and a fractal freehere two edgesthe junctions of filmg
making an anglé#=120°, leave each vertegxode. At the nth level there are 2edges
connecting each vertex of order-1 with two vertices of orden. The height at thath
level ish,=h,/2""1, and the height of the entire tree will be

H=>, h,=2h,.
n=1

The average load on each edge at tite level is P,=Pcos@/2)/2", whereP is the
vertical load applied to the level=0.

The breakdown of foam is ordinarily attributed to the outflow of liquid in a process
consisting of percolation along random nodes. The geometry of the fractal tree fixes the
average number of nodes per unit volume. Therefore the breakdown of the foam will
coincide with the probabilityp® of an infinite number of nodes being wetted in a
percolation problemi:* The probability p® is obtained from the probability(? of
wetting of at leash nodes by passing to the limit® =lim,_,..p") . The probabilityp "’
can be determined by calculating the fraction of the volume falling within a sphere of
radiush/2 at the percolation threshold.
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FIG. 1. Curve of fluid outflow from a foam colunin.

The breakdown of foam in the proposed model develops by a scale-invariant load-
transfer mechanism: If liquid breaks through thén node, then the applied load is
transferred to the neighboring node at the-(1)th level. This makes it possible to obtain
a recurrence relation for the probability of breakdown of the foam by analogy to the
distribution of the load over a fractal tree:

pn-1=2pa[1— (1= py) 2™ —p2, (1)

wherem s the order of the distribution. The result is an S-shaped dependence character-
istic for percolation processes. An experimental curve describing outflow of liquid from
foam has been obtained in Ref(Hig. 1). As one can see, this curve is indeed S-shaped.
The results of the model and the experimental data of Ref. 1 permit determining the
critical pressures at which the breakdown process develops:

1/2
Pon:0.4830n . (2)

In2
2°—-1

c

Here Py, is the load on the edge at timth level and equals

b— ]
250\y

where P,=20/r is the gas pressure in an adjoining bubbig,is the radius of an
equivalent bubbleg is the surface tension is a coefficient determined by the model
of the foam structurdfor the pentagon—dodecahedron moHgk 1.53), andy is the
volume density of the foam.

The process of redistribution of liquid in foanisyneresishas been widely studied
in a number of works:>~’ It has been shown that the onset timeof fluid outflow can
depend on the height of the foam column only up to a definite vidige 2). There is still
no satisfactory theoretical explanation for this experimental result. Figure 3 shows the
same experimental results, but they are plotted differently. The probability of onset of

Pon=
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FIG. 2. Probability of breakdown®) and onset time of fluid outflowX) versus the height of the foam
column.

fluid outflow p~ 74/ 7, is studied as a function of the height of the foam colump ié
the time determining the moment of outflow of the liquid irrespective of the height of the
foam column. The plot is of a clearly percolation natuté:

p~(P—=Pc(h)~, (4)

whereP is the pressure in the foam channil,(h) is the critical pressurépercolation
threshold, and g is the percolation critical exponent.

We shall determine the percolation threshbld for a loaded fractal tree. If the
degree of dispersion remains constant in the entire volume of the foam, then thergadius
of the bubbles and the gas pressBigin them are constant and are independent of the
coordinatez (we assume that theaxis is directed vertically upwarglsLet the liquid in
the foam channels at the lewebe stationary. That is, hydrostatic equilibrium determined
by the condition

0.6 .

04 .

0.2r

0 L1 L1y }
6 10 20 40 hA(cm)

FIG. 3. Onset probability of fluid outflow versus the height of the foam column on a semilogarithmic scale.
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dPonldz+ pg=0, 6)
wherep is the density of the liquid, has been established. Substituting expre8giomo
Eq. (5), we obtain the differential equation

Kio dy

e =
5977 2 pg=0, (6)

whose solution is the dependence of the volume density of the foam on the height of the
nth level:

1 pgh,- 2.5
Yn= -

VYn+1 Kio

where vy, .1 is the volume density at then(-1)th level.

-2

: )

Expressions for calculating the pressure in a foam channel attthkevel and the
height of thenth level can be obtained from the conditiéf) using Eq.(3):

Pon=Po= 55| — ¢ : ®
SO0 VY¥n+1 1
Ko 1 1
[Pp—Ponl- 9

h = —— —
" 25009 \[y,,, P9

Let us assume that the applied load on the edge anithéevel equals the critical
load:

P cog®/2)
PCZT' (10
Using expression&) and(10), we can write the pressui,, in the form
_ Pcog 0/2) o

Po=—— " P=2—. 11
" 0.48 20 ro A

This makes it possible to obtain a formula for calculating the height ofithdevel:

h— Kio 1 20 cog 0/2) 12
" 25009 \fy,., P90 0.482" |

We shall now estimate the critical height of a foam column, taking into account that
the total height of a loaded fractal tree is

H=> h,=2h,.
n=1

For foam withr,=2Xx10"*m, p=10C kg/m®, g=9.8 m/¢, K;=1.53, #=120°, and
average multiplicityK =1/y=70, the height of the first level is;=0.064 m. Then the
critical height of the foam column i$1=0.128 m. This result agrees well with the
experimental datéFig. 3.
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In summary, the fractal-percolation model gives an adequate description of the
redistribution of liquid in foam and explains the existence of a critical height as a per-
colation threshold.

*Je-mail: pakharukov@mailcity.com
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