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Abstract—A nonlinear phenomenological equation is proposed for the description of shallow (≤1 µm) impu-
rity diffusion in semiconductors and is solved by numerical methods. A comparison to the results of measure-
ments of the diffusion of arsenic in silicon show good agreement between the proposed theory and experiment.
© 2005 Pleiades Publishing, Inc.
It is well known that the dopant concentration pro-
files obtained upon shallow diffusion of impurities in
semiconductors (to a depth below 1 µm) significantly
differ from the distributions predicted by solutions of
the linear diffusion equation [1]. On the other hand, the
dopant concentration profiles obtained in the early orig-
inal experiments using diffusion from a constant source
were described by the usual erfc function [2, 3]. The
only distinction separating those experiments from
later investigations consists in the depth of diffusion
reached and the impurity concentration gradients
employed. Therefore, it is reasonable to suggest that
anomalous concentration profiles are at least partly
related to the fact that, in the case of shallow diffusion,
the thermodynamic system is far from the equilibrium
state and the linear relations of the thermodynamics of
irreversible processes [4] may fail to provide a correct
quantitative description of the system. We believe that
it would be natural to describe shallow diffusion of
impurities in semiconductors in terms of a nonlinear
theory taking into account the influence of the concen-
tration gradient on the diffusion flux.

Let us expand the flux of a substance in terms of the
concentration gradient. Taking into account the tensor
dimension and restricting the expansion to the first non-
zero term, we obtain [5]

(1)

where D is the diffusion coefficient, C is the concentra-
tion, and F is the coefficient of nonlinearity. As can be
seen from this relation, the diffusion flux increases for
F > 0 and decreases for F < 0.

In the absence of sources and sinks, the equation of
continuity in the case of one-dimensional diffusion can

J D∇ C– F ∇ C( )3,–=
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be written as

(2)

where the expression in square brackets can be consid-
ered as an effective diffusion coefficient, which tends to

D as   0.

Since the exact solution to Eq. (2) is unknown, we
have used numerical methods to study the behavior of
this solution for the problem of diffusion from a con-
stant source such that C(0, t) = Cs , C(x, 0) = 0, x > 0,
and t > 0. The impurity concentration profiles calcu-
lated on a computer exhibit nonmonotonic character
and tend to the erfc function with increasing diffusion
time.

In experiments, the influence of the impurity con-
centration gradient can be revealed in a sufficiently
large interval of diffusion times. At a relatively short
annealing time (i.e., a small depth of diffusion), the
nonlinear term gives a significant contribution that can
be distinguished in comparison to the results obtained
for a large time of diffusion at the same temperature and
the same surface concentration of the impurity.

The experiments were performed in the Si–As sys-
tem, where arsenic diffused from a surface oxide film
into boron-doped single crystal silicon (KDB-0.005
grade). Subsequent layer-by-layer analysis of the
arsenic concentration was performed using the standard
sheet resistance technique for the diffusion time varied
from five minutes to several hours and an annealing
temperature of 1273 and 1423 K. The content of arsenic
anhydride in the source corresponded to the surface
concentration of arsenic on a level of about 10–20 cm–3.
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The choice of arsenic as the diffusant was related to
the fact that (i) the ion radius of arsenic is almost equal
to that of silicon and (ii) arsenic at a concentration of
about 10–20 cm–3 exhibits no complexation, incomplete
ionization, or other undesired effects [6, 7]. Under these
conditions, it was possible to believe that any devia-
tions from the linear behavior in our experiments were
caused by the influence of the impurity concentration
gradient.

The results of determination of the arsenic concen-
tration profiles in silicon for an annealing temperature
of T = 1273 K and three times of diffusion are presented
in the figure, where solid curves represent the numeri-
cal solutions of Eq. (2) and points show the experimen-
tal data. The D and F values in the model equation were
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Arsenic concentration profiles upon diffusion in silicon at
T = 1273 K for various times. Solid curves represent the
numerical solutions of Eq. (2) calculated for the indicated
values of D and F; points show the experimental data.
TE
determined by fitting; the initial values of the diffusion
coefficient were taken from the review [1]. As can be
seen, the experimental points almost perfectly fit to the
corresponding theoretical curves.

Using the well-known formula for the diffusion

length, lD = 2 , we have estimated the effective dif-
fusion coefficient given by the expression in square
brackets in Eq. (2). It was found that this value exhibits
an almost twofold decrease when the diffusion (anneal-
ing) time is increased from 30 min to 8 h. This behavior
also agrees with the theory. The experimental results
will be described in more detail in the subsequent pub-
lication.

To summarize, the preliminary results showed a
good agreement of the theory and experiment and pro-
vided the first data on the coefficient of nonlinearity F,
which has proved to be nonzero for the diffusion of
arsenic in silicon.
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Abstract—We present the working characteristics of a high-power UV–VUV electric-discharge lamp filled
with a working mixture of helium and iodine vapor (He–I2) at a low pressure (0.1–1.5 kPa) and pumped by a
dc glow discharge at a power of 15–200 W. The power of the total output UV radiation and the main emission
peak at λ = 206.2 nm were studied as dependent on the electric power supplied to the glow discharge and on
the partial pressure of helium in the He–I2 mixture. The emission characteristics of the glow discharge plasma
were studied in the spectral range from 200 to 350 nm. In this range, the lamp is operating predominantly on a
resonance emission line of excited iodine atoms (λ = 206.2 nm, FWHM = 0.10–0.12 nm) and on a system of
electronic-vibrational bands of excited iodine molecules with the main peak at λ = 342 nm. The contribution of
the resonance emission due to excited iodine atoms to the total UV emission from the glow discharge plasma
does not exceed 50%. The optimum partial pressure of helium is within 400–800 Pa. The total UV radiation
power of the lamp operating in the optimum regime reaches 25 W at an efficiency of η ≤ 15%. © 2005 Pleiades
Publishing, Inc.
Electric-discharge sources of spontaneous radiation
in the ultraviolet (UV) and vacuum ultraviolet (VUV)
spectral range, employing the emission from excited
excimer molecules and halogen dimers, are of consider-
able interest for applications in microelectronics, high-
energy chemistry, photobiology, and medicine [1–3].
The most powerful and effective sources of stationary
or quasi-stationary emission from excimer molecules
are offered by glow discharge and RF discharge plas-
mas in mixtures of inert gases with chlorine molecules
[4, 5]. Unfortunately, the operating life of such lamps
for a single portion of the working gas–vapor mixture
does not exceed 50–100 h, which is related to a high
chemical activity of chlorine with respect to electrodes
and quartz shells of the discharge tubes. This situation
stimulates investigations into the emission characteris-
tics of glow-discharge plasmas in mixtures of inert
gases with less reactive halogens such as iodine mole-
cules. The lamps filled with iodine vapor and pumped
by electrodeless RF or microwave discharge [6, 7] radi-
ate predominantly in the region of a resonance atomic
emission line of iodine at λ = 206.2 nm.

Previously, we studied a lamp filled with a Xe−I2

mixture and pumped by dc glow discharge [8] and
established that the contributions due to the emission at
253 nm [XeI(B–X)] and 342 nm [I2(B–X)] account for
not less than half of the total radiation power. The oper-
ating life of such iodine lamps pumped by dc glow dis-
charge in a sealed-off regime reaches 300–1000 h [8, 9].
However, the conditions of formation of excited iodine
atoms and molecules in He–I2 mixtures ad their relative
1063-7850/05/3102- $26.00 0103
contributions to the total UV emission in a dc glow dis-
charge supplied with a power of up to 200 W have not
been studied so far.

This Letter presents the results of investigations
aimed at optimization of the output characteristics of an
electric-discharge UV lamp employing a low-pressure
helium–iodine working mixture.

The dc glow discharge was initiated in a quartz dis-
charge tube with an internal diameter of 14 mm and an
interelectrode distance of 500 mm. The device was
equipped with cylindrical electrodes made of nickel
foil. High-purity crystalline iodine was contained in a
special finger behind the anode.

The emission spectrum of glow discharge plasma
was analyzed by a monochromator (MDR-2) and
detected by a photomultiplier (FEU-106). The detector
was calibrated with respect to the relative spectral sen-
sitivity using standard lamps of the SI 8-200U and
DVS-25 types covering the wavelength range λ = 200–
1000 nm. The envelope of the resonance emission line
of iodine atoms (λ = 206.2 nm) was studied using a
holographic grating (2400 lines/mm). The discharge
was power supplied from a high-voltage rectifier (Ich ≤
80 mA; Uch ≤ 10 kV). Prior to being filled with a work-
ing gas–vapor mixture, the discharge tube was evacuated
to a residual pressure of 5–10 Pa. The quartz tube was
air-cooled by a ventilator, so that the temperature of the
finger with iodine was close to room temperature. The
tube temperature did not exceed 35–40°C, so that the sat-
urated iodine pressure was within 130–200 Pa [10]. The
total UV power was measured using a power meter of
© 2005 Pleiades Publishing, Inc.
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the Quartz-01 type as described in [11]. The electric
power supplied to the discharge was varied from 15 to
200 W. The current–voltage characteristics of the dis-
charge corresponded to the subnormal and normal
stages of dc glow discharge.

The emission spectrum of glow discharge plasma in
a working mixture of helium with iodine vapor lamp
consists of a narrow resonance emission line due to
excited iodine atoms at 206.2 nm and a system of broad
emission bands due to excited iodine molecules with
the main peak at 342 nm. The total power of the output
UV radiation is approximately equally distributed
between the atomic emission line at 206.2 nm and the
molecular emission band at 342 nm [I2(B–X)]. The full
width at half maximum (FWHM) of the emission line
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Fig. 1. The power of (1) the total output UV radiation and
(2) the resonance atomic iodine emission line at 206.2 nm
as a function of the electric power supplied to dc glow dis-
charge in the He–I2 lamp at P(He) = 400 Pa.
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Fig. 2. The power of (1) the total output UV radiation and
(2) the resonance atomic iodine emission line at 206.2 nm
as a function of the partial pressure of helium in the working
He–I2 mixture.
TE
at 206.2 nm was within 0.10–0.12 nm, which is close to
the width (∆λ = 0.1 nm) of the iodine emission line at
253.8 nm observed for a low-pressure HgI lamp.

Figure 1 shows plots of the total output UV radiation
power and the atomic iodine emission peak versus elec-
tric power supplied to dc glow discharge in a He–I2
mixture at a partial helium pressure of P(He) = 400 Pa.
As can be seen, the maximum increase in the output UV
radiation power is achieved in the region of Wel = 15–
50 W. Further increase in the supplied electric power
was accompanied by an approximately linear growth in
the output UV radiation power, without signs of satura-
tion.

We have studied the output UV radiation power as
a function of the partial pressure of helium in the
working mixture. It was found that the optimum value
of P(He) in the discharge, which ensured the maxi-
mum UV emission from excited iodine atoms, was
130 Pa. For the maximum UV emission from iodine
molecules, the pressure of helium must be within
130–800 Pa (Fig. 2).

The absolute output UV radiation power via the side
surface of the discharge tube measured in a spectral
interval from 200 to 350 nm amounted to 15–25 W at
an efficiency of η ≤ 15%. The working life with respect
to the UV emission in a gasostatic operation mode was
not less than 400–500 h.

In conclusion, we have established that an electric-
discharge lamp filled with a mixture of helium and
iodine vapor at a low pressure radiates in the region of
a resonance emission line of iodine atoms peaked at λ =
206.2 nm (FWHM ~ 0.1 nm) and a system of broad
emission bands due to iodine molecules with the main
maximum at 342 nm. The total power of the output UV
radiation is approximately equally distributed between
the atomic and molecular emission. The optimum par-
tial pressure of helium in the discharge, which ensured
the maximum UV emission from excited iodine atoms,
is 130 Pa; for the maximum UV emission from iodine
molecules, the pressure of helium must be within 130–
800 Pa. The total output UV radiation power of the
lamp reaches 25 W at an efficiency of η ≤ 15%.
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Abstract—A difference between the luminescence spectra of bulk and thin-film single crystals of Gd3Ga5O12
gadolinium gallium garnet excited by UV radiation from a deuterium lamp has been studied. The films were
grown by liquid phase epitaxy from supercooled melts based on the PbO–B2O3 and Bi2O3–B2O3 solid solution
systems. © 2005 Pleiades Publishing, Inc.
Previously, we have reported [1–4] that the optical
absorption spectra of the epitaxial films of Gd3Ga5O12

gadolinium gallium garnet (GGG) exhibit additional
bands in comparison to the spectra of bulk GGG single
crystals. In particular, the films grown from a melt
based on the PbO–B2O3 solid solution system at a small
supercooling as compared to that for the GGG substrate
were characterized by an additional absorption band
centered at λ = 280 nm. The spectra of samples grown
at a higher supercooling displayed two additional
absorption bands peaked at λ = 325 and 550 nm. The
GGG films grown from a Bi2O3–B2O3 solution melt
exhibit an additional absorption band with a maximum
at λ = 280 nm.

The aim of this study was to compare the effects of
UV radiation on a bulk GGG single crystal and epitax-
ial films grown from Gd2O3–Ga2O3–PbO–B2O3 and
Gd2O3–Ga2O3–Bi2O3–B2O3 solution melts on (111)-
oriented GGG single crystal substrates with a thickness
of 500 µm. The parameters of samples are presented in
the table, where Tg is the growth temperature and 2h is
the total thickness of epitaxial films grown on both
sides of the substrate.

The samples were exposed to UV radiation of a deu-
terium lamp of the DDS-30 type. The light beam, which
was passed through a quartz prism and a slit, was nor-
mally incident on the sample surface. The spectrum of
exciting radiation is presented in Fig. 1. The edge face
of the sample was close to the entrance slit of an
MDR-12 monochromator. The width of the entrance
slit was equal to the sample thickness. The sample
luminescence was analyzed by the monochromator and
detected by an FEU-100 photomultiplier with a work-
ing wavelength range of λ = 170–840 nm. The spec-
trum of emission from the sample edge was recorded
using an ENDIM two-coordinate recorder with the
1063-7850/05/3102- $26.00 ©0106
sweep rate synchronized with the wavelength scan rate
in the monochromator.

Figure 2 shows the typical UV-excited lumines-
cence spectra observed from the GGG single crystal
samples. The spectrum of a GGG substrate (Fig. 2,
curve 0) exhibits emission bands peaked at λ = 590,
591, 593, 618, 693, and 706 nm. These luminescence
bands cannot be assigned to Gd3+ ions [5]. The nature
of the optically active centers responsible for the
observed emission is still unclear and requires addi-
tional investigation.

The above luminescence bands are not observed if
the substrate surface is covered with an epitaxial film
grown from either Gd2O3–Ga2O3–PbO–B2O3 (Fig. 2,
curve 1) or Gd2O3–Ga2O3–Bi2O3–B2O3 (Fig. 2, curve 2)
solution melts. The epitaxial film/substrate structures
exhibit broad luminescence bands of low intensity
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Fig. 1. The spectrum of UV radiation used to excite lumi-
nescence in the GGG samples.
 2005 Pleiades Publishing, Inc.
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(note that the ordinate scale for curve 0 is different from
that for curves 1 and 2). A difference between the lumi-
nescence spectra of the bulk substrate (Fig. 2, curve 0)
and the film/substrate structures (Fig. 2, curves 1 and 2)
can be explained only by the fact that the exciting radi-
ation is completely absorbed by the epitaxial film.

Apparently, the exciting UV radiation is absorbed in
the epitaxial film by the impurity ions of lead and bis-
muth, which are absent in the substrate. Moreover, the
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Fig. 2. The typical UV-excited luminescence spectra of a
GGG substrate (curve 0) and of the substrate surface cov-
ered with an epitaxial film grown from either Gd2O3–
Ga2O3–PbO–B2O3 (curve 1) or Gd2O3–Ga2O3–Bi2O3–
B2O3 (curve 2) solution melts.

Parameters of epitaxial GGG films

Sample No. Solvent Tg, °C 2h, µm Impurity

1 PbO–B2O3 966 10 Pb2+

2 Bi2O3–B2O3 898 16 Bi3+
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      2005
UV radiation is absorbed within a thin transition layer
at the film/air interface, where the concentration of
impurity ions is higher by a factor of ten and above as
compared to that in the epitaxial film volume [6–8].
Thus, the observed luminescence (Fig. 2, curves 1 and
2) is caused by the centers related to the impurity ions
present in the epitaxial layer,

The results of our experiments have to be taken into
account in developing UV radiation imagers, scintilla-
tors for α and β radiation, and electro- and X-ray lumi-
nescent screens with high spatial resolution.
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Abstract—Exact analytical methods are applied to description of the thermal and isothermal slip of a molecu-
lar gas along a hard spherical surface with a relatively small curvature. The thermal and isothermal slip coeffi-
cients of the gas are determined in an approximation linear with respect to the Knudsen number. The problem
is solved within the framework of the generalized Bhatnagar–Gross–Kruck (BGK) model of the Boltzmann
kinetic equation taking into account the rotational degrees of freedom. The values of the thermal and isothermal
slip coefficients have been numerically calculated for several molecular gases. It is shown that the obtained slip
coefficients depend on the Prandtl number. © 2005 Pleiades Publishing, Inc.
Introduction. Description of the properties and
behavior of molecular gases is basically more difficult
than that of a monoatomic gas [1]. This difficulty is
related to the fact that processes taking place in molec-
ular gases have to be described taking into account not
only translational movement of the molecules, but their
rotational motion and vibrational degrees of freedom as
well. The boundary conditions for the equations of
hydrodynamics describing the regime of flow with slip
in a monoatomic gas streamlining a curved surface
have been studied in sufficient detail using both exact
and approximate methods. The situation is not as satis-
factory in the case of boundary conditions for the prob-
lem of the description of a molecular gas slipping round
a curved surface. Exact analytical solutions of such
problems have not been reported in open publications
so far.

The aim of this study was to obtain exact analytical
solutions to the problem of description of the thermal
and isothermal slip of a molecular gas along a hard
spherical surface with a relatively small curvature (for
a Knudsen number on the order of 0.03–0.4). The
approach is based on the Bhatnagar–Gross–Kruck
(BGK) model of the Boltzmann kinetic equation gener-
alized to the case of rotational degrees of freedom of the
gas molecules [2]. It is assumed that the vibrational
degrees of freedom are frozen, while the rotational
motions are described based on the classical kinetic
theory of gases. The results of calculations show that
this approach to description of the behavior of molecu-
lar gases is valid in a sufficiently broad range of gas
temperatures (approximately from 10 to 1000 K).

Formulation of the problem. Main equations.
Consider a spherical aerosol particle suspended in a
flow of a rarefied molecular gas and let a temperature
gradient ∇ T be set far from the particle surface. The
1063-7850/05/3102- $26.00 0108
collisions of molecules in the Knudsen layer (a thin
boundary layer of gas immediately adjacent to the
streamlined surface, with a thickness equal to the mean
free path of the gas molecules) with the nonuniformly
heated particle surface give rise to a macroscopic
motion of gas along the surface, which is called ther-
mal slip.

Let a spherical coordinate system be related to the
center of curvature of the particle, with the polar axis
oriented parallel to the temperature gradient. Then,
owing to the axial symmetry of the system under con-
sideration, the tangential component of the mass flow
velocity Uθ will be nonzero. Since the spherical surface
is impermeable, the radial component of the mass flow
velocity of the gas on the surface is zero: Ur|S = 0.

Let the tangential component of the gas flow vary
slowly in the direction of the normal to the surface
rather than remaining constant. This nonuniform mass
flow velocity profile in the Knudsen layer leads to an
additional slip of the gas along the surface, which is
called isothermal slip.

Thus, the quantities k1 = ∂Uθ/∂r|∞ and k2 =
(1/R)(∂lnT/∂θ)|∞ are nonzero in the problem under con-
sideration. In what follows, these values are assumed to
be small. In this case, the problems admits linearization,
whereby the distribution of gas molecules with respect to
coordinates and velocities can be represented as

where f (0) is the local equilibrium distribution function
in the gas volume far from the aerosol particle surface;

r = 3 Pr/(4λ)r' (for the isothermal slip); r =

Pr/(2λ)r' (for the thermal slip); r' is the dimensional
radius vector; λ is the mean free path of gas molecules,

f f 0( ) 1 Y r C ν, ,( )+[ ] ,=

π
π

© 2005 Pleiades Publishing, Inc.
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which is related to the kinematic viscosity by the rela-
tion λ = νg(πm/2kBTw)1/2; Pr is the Prandtl number; C =

V ; ν = ω ; v and ω are the trans-
lational velocity and rotational frequency of the gas
molecules, respectively; Tw is the particle (wall) sur-
face; kB is the Boltzmann constant; and m and J are the
mass and the moment of inertia of a gas molecule,
respectively.

Let Y(r, C, ν) be a solution of the equation [3]

(1)

where l = 2 and dΩ = 2π–3/2exp(–C2 – ν2)νdνd3C for a
diatomic gas; l = 5/2 and dΩ = π–3exp(–C2 – ν2)d3νd3C
for a polyatomic gas with N ≥ 3 atoms in the molecule;

k = 4Kn/(3 Pr) for the isothermal slip; k =

2Kn/( Pr) for the thermal slip; Kn = λ/R' is the
Knudsen number; R' is the dimensional radius of the
aerosol particle; and

Following Sone [4], let us seek the function Y(r, C, ν)
in the form of an expansion with respect to a small
parameter k:

. (2)

By the same token, the hydrodynamic characteristics of
the gas flow are also expanded into series with respect
to k. In particular, the tangential component of the mass
flow velocity can be written as

, (3)

where U = U'  is the dimensionless mass
flow velocity of the gas.

m/2kBTw J /2kBTw

Cr
∂Y
∂r
------ Y r C ν, ,( ) k Cθ

∂Y
∂θ
------

Cϕ

θsin
-----------∂Y

∂ϕ
------++ +

+ Cθ
2 Cϕ

2+( ) ∂Y
∂Cr

--------- Cϕ
2 θcot CrCθ–( ) ∂Y

∂Cθ
---------+

– CϕCθ θcot CrCϕ+( ) ∂Y
∂Cϕ
---------

=  k C ν; C' ν',,( )Y r C' ν', ,( ) Ω,d∫

π
π

k C ν; C' ν',,( ) 1 2CC'+=

+
1

l 1/2+
--------------- C2 ν2 k– 1/2–+( ) C'2 ν'2 l– 1/2–+( ).

Y r C ν, ,( ) Y1 r C ν, ,( ) kY2 r C ν, ,( ) …+ +=

Uθ Uθ
1( ) kUθ

2( ) …+ +=

m/2kBTw
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Substituting expression (2) into Eq. (1) and equating
the coefficients at k, we eventually obtain the following
equations for the functions Y1(r, C, ν) and Y2(r, C, ν):

(4)

(5)

Let us find a solution to Eqs. (4) and (5) in the form
of the expansions

(6)

(7)

where x = r – R and Cθ together with bk(Cθ, Cϕ) form a
complete set of orthogonal polynomials in velocity
space. To simplify the notation, we omit θ in the argu-
ments of functions entering into Y1(r, C, ν) and
Y2(r, C, ν). By the orthogonality of Cθ and bk(Cθ, Cϕ) in
velocity space, we imply the zero of the integral

Substituting expressions (6) and (7) into Eqs. (4)
and (5), multiplying the obtained relations by

νCθexp(−  –  – ν2) for a diatomic gas

(Cθexp(−  –  – ν2) for a polyatomic gas), and inte-
grating with respect to Cθ and Cϕ from –∞ to +∞ and
with respect to ν from 0 to +∞ for the diatomic gas (Cθ
and Cϕ from –∞ to +∞, and ν from –∞ to +∞ for the
polyatomic gas), we eventually arrive at the following

Cr

∂Y1

∂r
--------- Y1 r C ν, ,( )+

=  k C ν; C' ν',,( )Y1 r C' ν', ,( ) Ω,d∫

Cr

∂Y2

∂r
--------- Y2 r C ν, ,( )+  = k C ν; C' ν',,( )Y2 r C' ν', ,( ) Ωd∫

– Cθ
2 Cϕ

2+( )
∂Y1

∂Cr

--------- Cϕ
2 θcot CrCθ–( )

∂Y1

∂Cθ
---------+

– CϕCθ θcot( ) CrCϕ )
∂Y1

∂Cϕ
---------+ Cθ

∂Y1

∂θ
---------.–

Y1 r C ν, ,( ) Cθϕ1 x Cr,( )=

+ Cθ Cθ
2 Cϕ

2 ν2 l– 1–+ +( )ϕ2 x Cr,( ),

Y2 r C ν, ,( ) Cθψ1 x Cr,( ) Cθ ν2 l– 1+( )ψ2 x Cr,( )+=

+ bk Cθ Cϕ,( )ψk x Cr ν, ,( ),
k 3=

∞

∑

Cθ
2– Cϕ

2–( )Cθbk Cθ Cϕ,( )exp Cθd Cϕ .d

∞–

∞

∫
∞–

∞

∫

Cθ
2 Cϕ

2

Cθ
2 Cϕ

2
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set of equations for the functions ϕi(x, µ) and ψi(x, µ)
(i = 1, 2; µ = Cr):

(8)

(9)

(10)

Assuming that the gas molecules exhibit diffuse
reflection from the aerosol particle surface and taking
into account the relations

for the diatomic gas [3] and

µ
∂ϕ1

∂x
--------- ϕ1 x µ,( )+

1

π
------- τ2–( )ϕ1 x τ,( )exp τ ,d

∞–

∞

∫=

µ
∂ϕ2

∂x
--------- ϕ2 x µ,( )+ 0,=

µ
∂ψ1

∂x
--------- ψ1 x µ,( )+

1

π
------- τ2–( )ψ1 x τ,( )exp τd

∞–

∞

∫=

+ µϕ1 x µ,( ) 2
∂ϕ1

∂µ
---------– 2µϕ2 x µ,( ) 4

∂ϕ2

∂µ
---------,–+

µ
∂ψ2

∂x
--------- ψ2 x µ,( )+ 4µϕ2 x µ,( ) 2

∂ϕ2

∂µ
---------.–=

f 0( ) f 0 1 2CθUθ ∞( ) C2 ν2– l– 1/2–( )τ ∞( )---+ +=

– C2 ν2– l– 1/2–( ) Cr
∂ Tln

∂r
------------

Cθ

r
------∂ Tln

∂θ
------------+ 

  2CrCθ
∂Uθ

∂r
---------– ,

Uθ ∞( ) Uθ 0( )
∂Uθ

∂r
---------- r R–( ),+=

τ ∞( ) εT
∂ Tln

∂r
------------ r R–( ) ∂ Tln

∂θ
------------θ,+ +=

f 0 m
2πkBTw

------------------- 
  3/2 J

kBTw

------------ C2– ν2–( )exp=

f 0 m
2πkBTw

------------------- 
  3/2 J1J2J3( )1/2

2πkBTw( )3/2
----------------------------- C2– ν2–( )exp=

Slip coefficients of some molecular gases as functions of the
Prandtl number

Gas Pr β'

Cl2 0.64 1.1945 1.1567 1.1436 2.3467

CO 0.74 1.0331 1.0004 1.0354 2.1247

CH4 0.75 1.0193 0.9871 1.0216 2.0964

SO2 0.85 0.8994 0.8709 0.9014 1.8498

NH3 0.93 0.8220 0.7960 0.8239 1.6906

H2O 1.01 1.7569 0.7330 0.7586 1.5567

Cm
0( ) Cm

1( ) KTS
0( )
TE
for the polyatomic gas (J1, J2, J3 are the projections of
the moment of inertia of the gas molecules), we can
write the boundary conditions for the unknown func-
tions as

(11)

(12)

(13)

(14)

Thus, the solution of the problem of description of
the slip of a rarefied molecular gas along a relatively
weakly curved surface reduces to the solution of the
system of equations (8)–(10) with the boundary con-
ditions (11)–(14).

Main results. The system of equations (8)–(10)
with the boundary conditions (11)–(14) does not
explicitly contain the rotational frequencies and fully
coincides with an analogous set of equations and
boundary conditions derived previously [5, 6] for the
thermal and isothermal slip of a monoatomic gas at a
spherical surface within the framework of the BGK
model of the Boltzmann kinetic equation. Taking into
account relation (3) and using the solution found in [5, 6],
we obtain

(15)

(16)

where Q1 = –1.01619, Q2 = –1.2663, and Q3 = –1.8207
are the Loyalka integrals [7].

Passing to the dimensional variables in expres-
sions (15) and (16), we obtain [8]

(17)

Thus, in the case when a molecular gas flow stream-

lines a spherical surface with slip, we have  =

0.7645Pr–1,  = 0.7403Pr–1,  = 0.7662Pr–1, and
β' = 1.5723Pr–1. The values of the slip coefficients for
some molecular gases are presented in the table. Note
that, in contrast, the monoatomic gases are character-

ized by the coefficients  = 1.1466,  = 1.1104,

ϕ1 0 µ,( ) 2Uθ
1( )

S– 2µk1 µ2 1
2
---– 

  k2, µ 0,>+ +=

ϕ1 ∞ µ,( ) 0, µ 0;<=

ϕ2 0 µ,( ) k2, µ 0, ϕ2 ∞ µ,( )> 0, µ 0,<= =

ψ1 0 µ,( ) 2Uθ
2( )

S; µ 0, ψ1 ∞ µ,( )>– 0,= =

µ 0;<
ψ2 0 µ,( ) 0, µ 0, ψ2 ∞ µ,( )> 0, µ 0.<= =

Uθ S Uθ
1( )

S kUθ
2( )

S …,+ +=

Uθ
1( )

S Q1k1– Q1 1/2+( )k2/2,–=

Uθ
2( )

S k1 Q3 Q1Q2+( )k2.–=

Uθ' S 0.7645Pr 1– λ 1 0.7403Pr 1– Kn–( )∂Uθ'

∂r'
----------

∞

=

+ 0.7662Pr 1– νg 1 1.5723Pr 1– Kn–( )∂ Tln
R'∂θ
------------

∞
.

Cm
0( )

Cm
1( ) KTS

0( )

Cm
0( ) Cm

1( )
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 = 1.1499, and β' = 2.3590 [5, 6], which are inde-
pendent of the Prandtl number.

Conclusions. The thermal and isothermal slip coef-
ficients for a rarefied molecular gas flowing with slip
round a hard spherical surface have been obtained in an
approximation linear with respect to the Knudsen num-
ber. It is found that, in contrast to the cases of tempera-
ture jump [2] and the second-order thermal slip [9],
making allowance for the rotational degrees of freedom
of the gas molecules within the framework of a model
equation proposed in [3] leads to equations and bound-
ary conditions describing the thermal and isothermal
slip of the molecular gas along the curved surface,
which are the same at those for a monoatomic gas. On
the other hand, it is shown that the thermal and isother-
mal slip coefficients for the molecular gas significantly
depend on the Prandtl number.
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Abstract—It is established for the first time that iron-containing amorphous metal glasses feature an oscillatory
process of local atomic migration with a characteristic time of up to several years. © 2005 Pleiades Publishing, Inc.
Amorphous metal glasses offer a good model of
atomic chaos in which, according to modern notions [1],
a certain spatiotemporal order can spontaneously
appear for some reason. However, no such phenomena
have been previously reported for these materials. This
study was undertaken in order to elucidate the situation.

The experiments were performed on samples of an
iron-based ferromagnetically ordered amorphous alloy
with the composition Fe74Si13B9Cu1Nb3, which is
widely used in electrical engineering. The samples
were studied using 57Fe Mössbauer spectroscopy,
which is the most expedient method for probing the
atomic structure of such materials. The initial perturba-
tion of the ion subsystem was introduced by sharply
changing the strength E of an electric field applied to a
sample, which models a situation frequently encoun-
tered in real technical devices.

A sample was prepared from an amorphous metal
ribbon with a thickness of 2 × 10–2 mm obtained by
means of melt spinning. The ribbon was cut into pieces,
which were glued onto a mylar film so as to obtain a
Mössbauer absorber in the form of a disk with a diam-
eter of 25 mm. The electrical impact on the sample was
effected in a narrow gap (0.4 mm wide) of a capacitor
to which a voltage of 25 kV was applied. The absorber,
sandwiched between Teflon spacers, did not exhibit
breakdown, but it was subject to a pulsed field variation
at a rate of dE/dt ~108 kV/(cm s) when the capacitor
plates were shorted. This impact caused an instanta-
neous displacement of metal ions from their equilib-
rium positions. Then, the state of the sample was mon-
itored over a long period of time (about two years) by
Mössbauer spectroscopy. Each spectrum was recorded
for 2–5 h at T = 293 K.

Figures 1a and 1b show the typical Mössbauer spec-
tra measured in the initial state and upon the electric
impact, respectively. All the spectra measured during
the two-year period of observations fall between these
typical curves. The anticipated periodic variations with
time have been actually observed, as manifested by
oscillations between the two typical forms. The
1063-7850/05/3102- $26.00 0112
changes are most pronounced at the edges of the spec-
trum, especially on the left side, where an almost flat
step (a) transforms into a peak (b) and vice versa.

In order to elucidate the physical meaning of these
changes, the spectra were mathematically processed in
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Fig. 1. Mössbauer spectra of a Fe74Si13B9Cu1Nb3 amor-
phous alloy (a) in the initial state and (b) after an electric
impact (ε is the relative response signal, V is the source
velocity).
© 2005 Pleiades Publishing, Inc.
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terms of two different models. Treatment within the
framework of the model of a continuous distribution of
hyperfine fields H gave the distribution density function
p(H), which exhibited peaks at ~100, 200, and 250 kOe
on a broad symmetric background. This shape of the
distribution was evidence of a certain concentration
inhomogeneity and a short-range ordering in the given
amorphous alloy. In order to perform an accurate quan-
titative analysis, the experimental data were processed
(based on the established p(H) distribution) within the
framework of a discrete model of three Zeeman sextets
consisting of arbitrarily wide (0.6–0.9 mm/s) Lorentz
lines. Variable parameters were the hyperfine fields
(H1, H2, H3), isomer shifts, quadrupole splittings, and
relative (percentage) weights of the three sextets (A1,
A2, A3). All of these parameters, except for A1 and A2,
were rather stable in time. In contrast, the values of A1
and A2 exhibited opposite oscillations with a large dif-
ference in amplitude (up to 22%) and a variable period
(from 8 to 16 days) (Fig. 2). The points of maximum
mutual approach and divergence of curves 1 and 2 in
Fig. 2 correspond to the spectra of types (a) and (b) in
Fig. 1. These oscillations may be considered irregular
or even stochastic, but the very fact of the existence of
the two-parametric process is unambiguously estab-
lished.

It was also found that these oscillations did not
decay even after a one-year period of time, although
their amplitude somewhat decreased as compared to
that in Fig. 2. Repeated electric impact intensified the
oscillations (increased their amplitude again), after
which they were self-sustained for another year.

Amorphous metal alloys of the given composition
have been thoroughly characterized by various meth-
ods, including Mössbauer spectroscopy [2, 3]. In par-
ticular, it was established that the hyperfine field
parameter H is determined predominantly by the iron
content and weakly depends on the metalloid type (Si
vs. B). Local alloy compositions were found to corre-
late with the H values: H = 240–250 kOe corresponds
to Fe3(Si, B, Nb, Cu); H ≈ 100 kOe corresponds to
Fe68(Si, B, Nb, Cu)32; and H3 ≈ 100 kOe (Si, B, Nb, Cu)
is evidence of a small iron content (~30 at. %). This
study has also revealed three regions of a short-range
order, which can be denoted I–III and correspond to the
aforementioned compositions. Region III is character-
ized by a high structural stability, whereas regions I and
II are extremely unstable and mobile. All of these
regions have dimensions on the order of several dozens
of ångströms.

In order to clarify the physical essence of these
relaxation processes, it is necessary to distinguish
between the magnetic and atomic phenomena. The sta-
bility of the H1, H2, and H3 values indicates that the
temporal variations in the local collinear ferromagnetic
structure of regions I and II are insignificant. Therefore,
the observed dynamics can be related only to the atomic
migration leading to oscillations in the local composi-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
tion. An analysis of the ion radii [4] and atomic masses
for elements present in the alloy composition leads to a
natural assumption that this migration most probably
involves small and light boron ions. It is known [5] that
amorphous metal alloys contain a large number of
vacancies, so that boron diffusion may proceed via
these lattice sites (as in crystalline α-Fe) rather than via
interstitial positions.

The clear opposite character of variation of the A1
and A2 values suggests the following model of the
observed local oscillatory process. In the initial state,
the content of regions I and II is approximately the
same (about 45%). Electric impact induces an immedi-
ate displacement of ions and the corresponding redistri-
bution of pressures at the atomic positions. As a result,
boron ions leave some regions II, and this process con-
tinues until the concentration of nonmagnetic compo-
nents in these regions becomes identical to that in
regions I. This implies a relative increase in the amount
of regions I and the corresponding decrease in the pro-
portion of regions II. As can be seen from the data in
Fig. 2, on the fourth day this process involves about 1/4
of regions II. Boron ions do not enter regions I or III
and, probably, form associates with each other and with
other nonmagnetic ions (invisible for the Mössbauer
effect). The resulting strong concentrational inhomoge-
neity is unstable, and the opposite process gradually
develops, whereby boron ions return to regions II, and
this cycle is completed after about 15 days (Fig. 2).
This model may, in principle, be expanded to include
regions I, which will initially accommodate the excess
boron ions.

The observed structural relaxation is not terminated
upon the first cycle, since the driving force—the elastic
and magnetoelastic energy introduced into the amor-
phous alloy during its rapid quenching from melt and
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Fig. 2. Long-term variation of the relative weights of three
sextets (components of a model Mössbauer spectrum) for
an amorphous alloy sample upon electric impact: (1) A1;
(2) A2; (3) A3. Experimental errors fall within the circle
size.
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then during the electric impact—is far from being
exhausted. As a result, we observe long-term oscilla-
tions of the parameter of local atomic concentrations
that can be terminated only by complete ordering of the
sample, that is, by crystallization. Any external action
producing displacement of ions favors intensification of
this oscillatory process. Analogous phenomena were
previously observed in a TbFe2 crystal with nonmag-
netic impurities [6], which also exhibited oscillations in
the local magnetic structure.

In order to elucidate the nature of the observed phe-
nomenon, the same measurements were performed on
a sample not subjected to the electric impact. Figure 3
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Fig. 3. Long-term variation of the relative weights of three
sextets (components of a model Mössbauer spectrum) for
an amorphous alloy sample not subjected to electric impact:
(1) A1; (2) A2; (3) A3. Experimental errors fall within the
circle size.
TE
shows the results of the determination of parameters A1,
A2, and A3 for the first 40 days. It was found that the
opposite changes in A1 and A2 are also observed for this
sample, but their amplitude is less than half of that for
the sample studied upon the electric impact (Fig. 2).
This rather unexpected result shows that the process of
long-term oscillatory relaxation is inherent in the amor-
phous alloy from the very beginning and that the elec-
tric impact only potentiates the effect.

Thus, the results of this investigation showed that
amorphous metal alloys may exhibit structural relax-
ation at T = 293 K, which has the form of long-term
oscillations of the parameter of local atomic concentra-
tions. The amplitude of this process can be increased by
an impact action of an external electric field.
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Abstract—The recombination properties of silicon passivated by insulating films of erbium oxide (Er2O3) have
been studied. After deposition of an oxide film, the effective lifetime of nonequilibrium charge carriers, mea-
sured by method of nonstationary photoconductivity relaxation, increased by a factor of two to three as com-
pared to the initial value. The rates of the surface recombination of charge carriers at the silicon–oxide interface
have been determined. The insulating films of erbium oxide are promising passivating coatings for silicon-
based devices and integrations. © 2005 Pleiades Publishing, Inc.
Rare earth (RE) oxides are among the promising
dielectric materials suitable for the formation of antire-
flection coatings on silicon-based photovoltaic devices.
The RE oxides are advantageous over other candidate
materials because they are highly transparent in the
working spectral range, show high chemical and ther-
mal stability, and possess an optimum index of refrac-
tion for these applications. The results of previous
investigations [1, 2] showed that RE oxide films depos-
ited onto the surface of silicon reduce the spectral
reflection coefficient to 0.01–1.2% and increase the
spectral short-circuit photocurrent of a photoelectric
converter by more than 50%.

An important requirement for the optical coatings of
semiconductor devices is the possibility of obtaining
semiconductor–film interfaces characterized by low
recombination losses. Investigation of the passivating
properties of a series of RE oxides [3] (RE = Ce, Eu,
Dy, Sm, Y, Gd, Yb) obtained by thermal oxidation of the
corresponding RE element films for 30 min in air at
673 K showed that the surface recombination rate on
the passivated silicon surface significantly decreased.
The dependence of the lifetime of nonequilibrium
charge carriers in silicon on the temperature of passi-
vating heat treatment for RE = Y, Dy, and Gd was stud-
ied in [4]. Another promising coating for passivation
of the surface of silicon and related devices is offered
by a two-layer structure of ytterbium and dysprosium
oxides [5].

The recombination characteristics of a silicon sur-
face covered by a layer of erbium oxide have not been
studied so far. In order to fill this gap, we have deter-
mined the effective lifetime and the rate of surface
recombination of nonequilibrium charge carriers in sil-
icon plates passivated by erbium oxide films.

The substrates were cut from (100)-oriented pol-
ished single crystal silicon wafers (KEF-20 grade) and
had the dimensions 10 × 5 × 0.36 mm. Prior to RE oxide
film formation, a part of the silicon substrates were only
1063-7850/05/3102- $26.00 0115
rinsed for 10 min in acetone, while the other samples
were deprived of natural oxide by etching in an aqueous
solution of hydrofluoric acid (HF–H2O, 1 : 10), and
some of these samples were then boiled in a hydrogen
peroxide–ammonia–water mixture (NH4OH–H2O2–
H2O, 1 : 1 : 3). After each treatment, the substrates were
repeatedly rinsed in doubly distilled water and dried on
a filter paper. Then, the films of erbium were prepared
on both sides of silicon substrates by thermal deposi-
tion in vacuum. The RE metals were evaporated from a
molybdenum crucible in a residual vacuum of (2–3) ×
10–5 Torr (VUP-5 vacuum system). Finally, the RE
metal films were oxidized by heating in air for 40 min
at 600°C, and the ohmic contacts were formed by vac-
uum deposition of dysprosium and aluminum pads via
masks (see inset to the figure).

The effective lifetime τef of charge carriers was
determined by the conventional method of nonstation-

0.5

0 1

1/τef × 10–5, s–1

1/d × 10–1, cm–1

2 3 4 5

1.0

1.5

2.0

1

2

Er2O3

Er2O3
d

Dy Al

nSi

Plots of the effective lifetime of nonequilibrium charge car-
riers versus thickness of silicon samples (1) with a real sur-
face and (2) passivated with erbium oxide film. The inset
shows a sample configuration.
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ary photoconductivity on the samples illuminated by
rectangular pulses of light. The method of measure-
ments and the experimental setup were described else-
where [6]. It was found that the process of photocon-
ductivity relaxation in the samples can be described by
a single exponent with one characteristic time. This
process is determined entirely by the carrier genera-
tion–relaxation processes, while the trapping of non-
equilibrium carriers at the silicon–RE oxide interfaces
can be ignored. The effective lifetime of nonequilib-
rium charge carriers in thin samples with a relatively
low rate of the surface recombination is described by
the relation [7]

where τ0 is the lifetime of nonequilibrium charge carri-
ers in the bulk of silicon, d is the sample thickness, and
S is the surface recombination rate. Using this equation,
the surface recombination rate can be evaluated from
the photoconductivity kinetics if the bulk carrier life-
time is known.

For determining the bulk carrier lifetime, we used
the dependence of the effective lifetime of nonequilib-
rium charge carriers on the sample thickness. Two such
plots, constructed using the τef values measured for the
samples of various thickness prepared by etching sili-
con substrates in a standard etchant (SR-8), are pre-
sented in the figure. As can be seen, the experimental
data are well rectified in the 1/τef versus 1/d coordi-
nates. This result is indicative of a constant rate of sur-
face recombination in the samples of various thick-
nesses. The bulk carrier lifetimes evaluated from these
experimental data were τ0 ≥ 200 µs for all samples
studied.

1
τef
------ 1

τ0
----

2S
d

------,+=

Effective lifetimes τef and surface recombination rates S of
nonequilibrium charge carriers in silicon samples differently
treated before and after passivation by erbium oxide films

Silicon sur-
face pre-
treatment

τef, µs S, cm/s

without
Er2O3

with
Er2O3

without
Er2O3

with
Er2O3

Ultrasonic 
rinsing

10–12 25–30 1500–1800 600–720

HF:H2O 8–10 20–25 1800–2250 720–900

HF:H2O + 
H2O2

10–12 31–38 1500–1800 470–580
TE
The surface recombination rate was evaluated using
measured values of the effective lifetime of nonequilib-
rium charge carriers. The measured values of τef did not
exceed 38 µs and obeyed the condition 1/τef @ 1/τ0,
which allowed the term 1/τ0 in relation (1) to be
ignored. The values of the surface recombination rate S
and effective lifetime τef of nonequilibrium charge car-
riers determined for differently pretreated silicon sam-
ples measured before and after the erbium oxide film
formation are presented in the table.

An analysis of the results shows that deposition of
the erbium oxide films increases the effective lifetime
of nonequilibrium charge carriers and decreases the
surface recombination rate. As can be seen from the
comparative data, the S values in the Si–Er2O3 structure
are lower by one to two orders of magnitude than the
analogous values in Si–SiO2 and Si–SiO2–Si3N4 struc-
tures widely used in semiconductor electronics [8, 9]. 

Thus, the results of our investigation show the high
efficiency and good prospects of using insulating
erbium oxide films as passivating coatings for silicon-
based devices and elements of integrated circuits.
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Abstract—The shift ∆t between unstable periodic orbits of coupled oscillators occurring in the chaotic syn-
chronization regime has been studied. It is shown that this time shift is the same for all equiphase orbits with
various topological parameters and depends on the coupling parameter ε. This dependence obeys the universal
power law ∆t ~ εn with an exponent of n = –1. © 2005 Pleiades Publishing, Inc.
1 Chaotic synchronization of dynamical systems is
among the important basic phenomena extensively
studied in recent years [1]. This process is also of con-
siderable practical interest (e.g., for data transfer by
means of deterministic chaotic oscillations [2], for
solving some problems in biology [3], etc.). According
to modern classification, there are several types of cha-
otic synchronization of coupled oscillators, including
generalized, phase, lag, and complete synchronization
(see, e.g., [4]). Recently, it has been shown [5, 6] that
the phase, generalized, lag, and complete synchroniza-
tion regimes are closely related, since they are essen-
tially manifestations of the same type of synchronous
dynamics referred to as time scale synchronization. The
character of a particular synchronous regime (phase,
lag, or complete) is determined by the number of syn-
chronized time scales introduced by means of a contin-
uous wavelet transform [7].

In this Letter, we will analyze how the time shift
between synchronized unstable saddle periodic orbits
(corresponding to the equiphase saddle m:m cycles in
the general phase space) changes in the phase spaces of
interacting chaotic oscillators depending on the param-
eter of coupling between the interacting subsystems.

Unstable saddle periodic orbits [8] play an impor-
tant role in the process of chaotic synchronization (see,
e.g., [9–11]). An autonomous chaotic oscillator is char-
acterized by a set of unstable saddle periodic orbits of
various periods, which are incorporated into the chaotic
attractor. For a small coupling parameter, each of the
two mutually coupled chaotic oscillators with slightly
different parameters is characterized by its own set of
unstable saddle orbits. The saddle orbits with the same
topological period m have different temporal periods T

1 This author has also appeared under the alternate spelling
A.E. Khramov.
1063-7850/05/3102- $26.00 ©0117
(the time required for the imaging point to return to a
fixed point of the orbit) and the corresponding different
frequencies. Accordingly, unstable two-dimensional
toruses exist in the complete phase space formed by the
partial phase spaces of the interacting oscillators.

The onset of phase synchronization is accompanied
by trapping of the frequencies of unstable periodic
orbits (for more detail, see [12]) and by the appearance
of resonance saddle cycles (either equiphase or not) on
the two-dimensional toruses. It was shown [12] that
only equiphase resonance saddle m:n cycles (where m,
n = 1, 2, …) exist in a broad range of variation of the
coupling parameter, including the regions of phase syn-
chronization and lag synchronization. All other reso-
nance saddle cycles (including nonequiphase m:m
cycles) exist in a relatively small interval of the cou-
pling parameter and break when this parameter
approaches a threshold of the lag synchronization.

There is still an open question concerning the
behavior of a time shift between saddle orbits of the par-
tial systems forming a resonance cycle in the general
phase space. The interest in answering this question has
been inspired by the results obtained recently [13] in the
study of a phase shift between synchronized spectral
components of interacting chaotic oscillators.

In the regime of lag synchronization, whereby the
state vector of one of the two coupled systems has a cer-
tain time lag relative to the state vector of another sys-
tem, x1(t) . x2(t + ∆t), the time shift between the saddle
cycles with topological periods m in the coupled sys-
tems (corresponding to an equiphase resonance m:m
cycle in the general phase space) also proves to be ∆t.
However, it is still unclear how this time shift behaves
in the regime of phased synchronization.

In order to analyze this problem, let us consider two
mutually coupled Rössler systems occurring in the
 2005 Pleiades Publishing, Inc.
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dynamical chaos regime:

(1)

where ε is the coupling parameter, ω1 = 0.98, and ω2 =
1.03. The values of other control parameters were
selected as follows: a = 0.22, p = 0.1, and c = 8.5. It is
known [14] that two coupled Rössler systems (1) with
0.04 & ε & 0.14 occur in the regime of phase synchro-
nization; for ε > 0.14, the same systems exhibit lag syn-
chronization.

ẋ1 2, ω1 2, y1 2,– z1 2, ε x2 1, x1 2,–( ),+–=

ẏ1 2, ω1 2, x1 2, ay1 2, ε y2 1, y1 2,–( ),+ +=

ż1 2, p z1 2, x1 2, c–( ),+=

x

10

0

–10

0 2 4 6 8 10 t

∆t

Fig. 1. Time series corresponding to an equiphase reso-
nance saddle m:m cycle with a topological period of m = 2
for a coupling parameter of ε = 0.07 corresponding to a
phase synchronization regime. The solid and dashed curves
show the saddle orbits in the first and second system,
respectively.

0.1

0.01
0.03 0.1 0.3

2
3

1

ε

∆t

Fig. 2. A double logarithmic plot of the time shift ∆t
between synchronized saddle periodic orbits versus the cou-
pling parameter ε of coupled Rössler systems (1), for the
orbits with the topological periods m = 1 (1), 2 (2), and
3 (3). The dashed line corresponds to power law (2) with an
exponent of n = –1.
TE
We have considered equiphase unstable saddle peri-
odic orbits with topological periods, incorporated into
chaotic attractors of the interacting chaotic oscillators.
The system of equations (1) was numerically integrated
using the fourth-order Runge–Kutta method. Unstable
saddle periodic orbits were separated using the SD
method as described by Schmelcher et al. [15, 16]. In
order to study the time shift between the unstable peri-
odic cycles, it is necessary to find synchronized orbits
simultaneously in both coupled systems. For this rea-
son, the SD method was applied in a six-dimensional
phase space formed by the partial three-dimensional
phase spaces of the interacting Rössler oscillators.

Figure 1 shows the time series x1, 2(t) corresponding
to a saddle equiphase resonance m:m cycle with a topo-
logical period of m = 2 for a coupling parameter of ε =
0.07, whereby coupled systems (1) exhibit phase syn-
chronization. As can be seen, there is a certain time
shift between the two curves. Let us consider the given
equiphase cycle for various values of the coupling
parameter. As ε increases, the time shift ∆t between the
synchronized orbits decreases; upon the onset of a lag
synchronization regime, the time shift, as was noted
above, coincides with the time lag between the state
vectors of the interacting Rössler oscillators. It is
important to note that the dependence of ∆t on ε obeys
a power law,

, (2)

where n = –1 in the entire range of variation of the cou-
pling parameter, in which the equiphase resonance sad-
dle 2 : 2 cycle exists. In other words, this relationship is
valid in both lag and phase synchronization regimes.
An analogous behavior is observed for all equiphase
synchronized unstable saddle orbits with other topolog-
ical periods m. It should emphasized that the time shift
∆t(ε) is the same for all equiphase saddle cycles, irre-
spective of their topological periods m.

Figure 2 shows a double logarithmic plot of the time
shift ∆t between synchronized unstable equiphase sad-
dle orbits with the topological periods m = 1 (1), 2 (2),
and 3 (3) versus the coupling parameter ε. From this
plot, it is clearly seen that, first, the time shift ∆t
between the unstable periodic trajectories in the first
and second coupled systems as a function of ε is
described by the power law (2) with the exponent n =
−1, irrespective of the topological period. For simplic-
ity, Fig. 2 presents the data only for three equiphase
saddle cycles with the minimum topological periods m,
but the time shift for the cycles with higher topological
periods behaves in the same manner. Second, the time
shift ∆t for a fixed coupling parameter ε is the same for
all synchronized equiphase orbits.

Thus, we have analyzed, in a particular case of two
mutually coupled Rössler systems, the time shift
between synchronized equiphase unstable saddle orbits
incorporated into chaotic attractors of coupled oscilla-
tors. It is demonstrated that the dependence of this time

∆t εn∼
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shift on the coupling parameter ε is the same for all
cycles, irrespective of their topological periods, and is
described by the universal power law ∆t ~ ε–n with an
exponent of n = –1.

It should be noted that the obtained results agree
well with the conclusions [13] concerning the phase (or
time) shift between synchronized spectral components
of the Fourier spectra of mutually coupled chaotic
oscillators in the course of lag synchronization. At the
same time, the problem of interrelation between the
behavior of the Fourier components and the dynamics
of saddle orbits incorporated into the given chaotic
attractor requires further investigation.
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Abstract—The simultaneous action of a concentrated mechanical load and a constant magnetic field leads to
a change in the shape of wedgelike twins in bismuth crystals. In the absence of a magnetic field, the wedge angle
is close to zero, while application of the field makes this angle close to 180°. This change is explained by a sharp
increase in the linear density of twinning dislocations at the twin end. The effect is manifested even after a 2-min
exposure of a loaded sample to a magnetic field. © 2005 Pleiades Publishing, Inc.
Previously, we reported for the first time [1] that the
simultaneous action of a constant magnetic field and a
concentrated load leads to a decrease in the length of
wedgelike twins in single crystal bismuth. In order to
elucidate the nature of this magnetoplastic effect in the
course of twinning, we have studied the shape of twins
formed under prolonged action of an external load and
a constant magnetic field.

The experiments were performed with single crys-
tals of bismuth (99.97% Bi) having the shape of rectan-
gular prisms with dimensions 5 × 5 × 15 mm. In order
to ensure homogeneity of the applied magnetic field,
the samples were mounted at the geometric center of an
electromagnet core, in a special holder made of non-
magnetic materials. In this position, the sample was sit-
uated at a sufficiently large distance (10 cm) from the
stainless steel table of a microhardness meter (PMT-3).
Direct measurements using a Hall transducer showed
that inhomogeneity of the magnetic field along the sam-
ple did not exceed 2%. In order to eliminate instrumen-
tal artifacts, all steel elements of the PMT-3 device
exposed to the magnetic field (Vickers pyramid holder,
loads on the indenter rod, etc.) were replaced by parts
made of nonferromagnetic materials.

A concentrated load was applied perpendicularly to
a freshly cleaved surface of the sample coinciding with
a (111) cleavage plane of the bismuth crystal. Loading
in this mode gives rise to lenticular twins of the
{110}〈001〉  system, which readily grow in depth of the
crystal under the action of the applied load and form a
wedge upon emerging at the free surface. The magnetic
induction was B = 0.2 T. The time of the crystal loading
under the indenter was varied within 0–5 min. The
shapes of wedged twins were studied in an electron
microscope. Each experimental point corresponds to
the results of measurements for the twins formed
around 20 marks of a diamond Vickers indenter. The
experimental error did not exceed 3%.
1063-7850/05/3102- $26.00 0120
In the absence of an applied magnetic field, wedge-
like twins in bismuth crystals have wedge angles close
to zero. Figure 1 shows the typical shape of wedgelike
twins formed in a magnetic field. Examination of the
electron micrographs shows that the wedge angle at the
twin end is close to 180°. One possible factor leading to
a change in the twin shape is the establishment of a
thermodynamically equilibrium length of the wedgel-
ike twin. Evidently, the thermodynamic equilibrium of
a twin corresponds to a minimum surface energy of the
twin. The minimum surface area of the twin–matrix
interface corresponds to a twin shape for which the
wedge angle increases and the twin length decreases.

2 mm

TF744BZ2022 8 12 5000¥

Fig. 1. Electron micrograph showing the typical shape of
twins formed in a bismuth crystal loaded in a magnetic field
(B = 0.2 T; indentation time, 5 min; magnification, ×5000).
© 2005 Pleiades Publishing, Inc.
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The thermodynamically equilibrium shape of twins
is established as the twinning dislocations bypass stop-
pers of various types and overcome dry friction forces.
According to this mechanism, dislocations have to wait
until appropriate thermal fluctuations release them
from stoppers. Application of the magnetic field favors
the release of a twin contour blocked by a stopper of the
paramagnetic type. Under the action of applied load,
twinning dislocations occurring in the adjacent twin
planes move from the mouth to the end of the twin. At
the same time, twinning dislocations at the twin end
start moving back under the action of surface tension.
Therefore, we may expect that the linear density of
twinning dislocations localized at the twin boundary
would decrease along the twin, except for a small
region at the end where this density is much higher.

Investigation of the twin shape makes it possible to
determine variation of the linear density ρ(x) of twin-
ning dislocations as a function of the coordinate x along
the twin [2]. This value is defined as [3]

where a is the lattice parameter in the direction perpen-
dicular to the twin plane and h(x) is the twin width.
Therefore, by measuring h(x) values on the micro-
graphs, it is possible to determine ρ(x) at each point
along the twin. Following the method proposed in [2],
we determined ρ(x) by plotting h(x) and graphically
differentiating this function. The resulting curve of the
linear density of twinning dislocations is presented in
Fig. 2.

In the absence of a magnetic field, the linear density
of twinning dislocations on a twin boundary is ρ0 =
3.5 × 108 m–1. At the end of a twin with length L (i.e., at
x = L), this density vanishes (ρ(L) = 0). In the applied
magnetic field, the linear density of twinning disloca-
tions decreases to ρ0 = 2.6 × 108 m–1. As can be seen
from Fig. 2, ρ(x) exhibits a sharp growth in the region
of 0.8L ≤ x ≤ L and is ten times greater than ρ0 at the
twin end.

Without an applied field, the thermodynamically
equilibrium twin length is established over several tens
of hours [4], while exposure to the field decreases this

ρ x( ) 1
a
---dh x( )

dx
--------------,–=
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time to 2 min. Apparently, the magnetic field removes
spin prohibition on the interactions between disloca-
tions and point defects, releases twinning dislocations
from stoppers of the paramagnetic type, and accelerates
the establishment of thermodynamic equilibrium in the
system.
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Fig. 2. Variation of the linear density of twinning disloca-
tions ρ(x) along the twin–matrix boundary (1) without and
(2) with an applied magnetic field (B = 0.2 T). Indentation
time, 5 min.
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Abstract—We propose a grid-stabilized plasma cathode based on a slit-contracted low-pressure glow
discharge with hollow anode. The area of the plasma cathode is one order of magnitude higher than that in
systems where electrons are extracted immediately from plasma in the cathode cavity. Conditions for the dis-
charge initiation, the current switching to the hollow anode, and the obtaining of uniform emission from the
plasma cathode are determined. At an accelerating voltage of 160 kV, an electron beam with a 1000 × 180 mm
cross section, a total current of several amperes, and a current pulse duration of up to 10–3 s was obtained. The
plasma cathode operates under technical vacuum conditions (air, 0.1 Pa) and ensures high stability and repro-
ducibility of the beam current pulses. © 2005 Pleiades Publishing, Inc.
Creation of a simple and reliable plasma cathode
with a large working area, capable of operating in the
range of pulse durations from 10–5 s to continuous
regime and in the range of emission current amplitudes
from 0.1 to 10 A and above, opens the way for the
development of technological electron-beam-preioniza-
tion lasers with controlled high peak power and pulse
duration. Since the energy efficiency of systems with
thermocathodes operating in pulsed regimes is low [1],
while the minimum currents of arc plasma emitters [2]
are on the order of tens of amperes, it was of interest to
study the possibility of utilizing glow discharge, which
is capable of operating in both a high-current pulsed
regime and a low-current continuous regime.

The lowest working gas pressure necessary to elim-
inate breakdown of the high-voltage gap is possible in
a glow discharge with hollow cathode, at an anode to
cathode area ratio ≥10–2 [3]. This condition hinders the
creation of a plasma cathode with a large working area
(reaching ~100 cm2 in some known systems of this type
[4]). Violation of this relation between the electrode
areas limits the working voltage of an electron acceler-
ator on a level determined by the gas breakdown condi-
tions [5]. Use of the anode plasma in a discharge con-
tracted by a small hole leads to considerable inhomoge-
neity of the plasma, while generation of the anode
plasma in a multichannel discharge operation regime is
possible only within a limited range of the discharge
current [6]. It is also possible to use several cathode
chambers with a common hollow anode [7], but the
need for providing autonomous electric power and gas
supply to each chamber complicates the use and
decreases the reliability of such plasma cathode systems.

In this paper, we describe a plasma cathode in which
the current of the glow discharge with hollow cathode
is flowing to the anode via a long slit. A nearly uniform
1063-7850/05/3102- $26.00 0122
discharge current distribution along the slit ensures the
generation of a homogeneous anode plasma in the slit
axis direction, thus making possible the creation of a
large-area plasma emitter due to a transverse diver-
gence of the electron flow in the anode discharge
region. The transverse inhomogeneity of plasma emis-
sion is corrected using a grid with variable trans-
parency.

The proposed electrode system of glow discharge
(Fig. 1) comprises hollow cathode 1 with a diameter of

1

4

5

2

3

Fig. 1. Schematic diagram of the electrode system of the
plasma cathode for an electron accelerator: (1) cathode;
(2) anode; (3) grid; (4) tungsten filament; (5) case.
© 2005 Pleiades Publishing, Inc.
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200 mm and a length of 1000 mm and hollow anode 2.
A part of the anode surface (180 × 1000 mm) is covered
by metal grid 3, which can be insulated from the anode.
The discharge is initiated by tungsten wire 4 extended
along the cathode axis, which is connected via resistor
R to a positive output of the discharge power supply
source. The cathode has a 1000-mm-long slit with a
width varied within h = 10–40 mm. The electrode sys-
tem of the glow discharge is arranged inside case 5
occurring at the anode potential. The working gas leaks
to a cathode cavity. The length of high-voltage gaps in
the vacuum chamber is 80–100 mm. The system is
evacuated by an oil diffusion pump without a liquid
nitrogen trap.

The steady-state discharge is established upon initi-
ation of the glow discharge between the filament and
cathode, followed by the discharge development
toward the anode. The discharge initiation voltage was
2.6–1.5 kV at a working air pressure of (4–6) × 10–2 Pa.
As the overvoltage on the gap (1–2.5 kV) and the gas
pressure increase, the discharge delay time decreases
from 200 to 50 µs. The time of the discharge current
switching to the anode depends on the resistance R: as
the R value is decreased from 1 to 0.1 kΩ , the filament
current increases and the switching time decreases to
20–30 µs (Fig. 2). Fast switching at low gas pressures
takes place for R = 0, but the filament current I1 in this
case increases to 1/3 of the discharge current. The influ-
ence of R on the time of current switching to the anode
is determined by the ion space charge sheath dynamics
in the cathode cavity. An increase in the filament cur-
rent I1 and the corresponding decrease in the plasma
potential (by RI1) lead to a decrease in the cathode
sheath thickness and a potential barrier height in the
cathode aperture. This leads to an increase in the cur-
rent of fast electrons (penetrating into the anode cavity)
and in the reverse ion current, which eventually results
in breakage of the cathode sheath and in the current
switching to the anode [8]. The greater the initial cur-
rent in the filament circuit and the higher the gas pres-
sure, the faster the discharge switching to the anode. In
the steady-state regime, the potential difference
between the cathode and anode plasmas is 10–40 V.

The stable operation of discharge with a nearly uni-
form current distribution along the slit is achieved for
slit dimensions such that its area is one order of magni-
tude greater than that corresponding to the optimum
ratio of the anode and cathode surfaces, Sc/Sa ~
(Mi/me)1/2, where Mi and me are the ion and electron
masses, respectively [3]. A decrease in the slit width
leads to contraction of the discharge; an increase in the
slit width leads to a growth in the minimum working
gas pressure and the discharge voltage. Stable operation
of the glow discharge at a large slit width is also pro-
vided by the screening effect of the cathode sheath,
whose thickness in the discharge with electron oscilla-
tions may exceed that estimated using the Child–Lang-
muir law.
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Figure 3 shows the electron beam current density
profiles obtained in a prototype with a 350 × 200 mm
grid. The inhomogeneity of these distributions in the
direction parallel to the slit was ~10% of the maximum

100

0
0.3

t, µs

I1, A
0.5 0.7 0.9 1.1 1.3

200

300

Fig. 2. Plots of the time of discharge current switching to
the anode versus filament current in argon at a pressure of
(1) 5 × 10–2 and (2) 2.2 × 10–2 Pa.
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Fig. 3. Transverse (1, 1') and longitudinal (2, 2') electron
beam current density profiles: (1, 2) with 0.6 × 0.6 mm
mesh grid, beam current 0.65 A; (1', 2') with an additional
correcting grid, beam current 0.43 A. Cathode aperture,
40 mm; discharge current 1 A; accelerating voltage 1 kV;
accelerating gap width, 4 cm; argon pressure, 0.05 Pa.
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current over a distance equal to 0.6 of the cathode
length. The full width at half maximum (FWHM) of the
transverse profile was 100–120 mm at a slit width of
40–20 mm and a grid–slit spacing of 100 mm.
A decrease in this spacing and in the slit width makes
the transverse profile more inhomogeneous. Using the
grid with variable transparency for the correction of the
transverse profile of the emission current density, it is
possible to significantly decrease the inhomogeneity of
emission (Fig. 3, curves 1' and 2').

The proposed system, as well as the arc plasma cath-
odes with a positive anode potential drop, make possi-
ble the grid control of the plasma cathode emission [9].
By applying a pulsed voltage between the grid and the
anode, we obtained electron emission current pulses
with a current buildup time determined by the front
width of the control pulse (several microseconds).

High-voltage tests were performed at a constant
accelerating voltage of 160 kV in a periodic-pulsed
regime of the electron beam generation at a frequency
of 1–10 Hz. The working gas was air at a pressure of
0.06 Pa in the accelerator chamber. For a current pulse
duration of 0.4–1 ms, we obtained an electron beam
with a total current of several amperes. The current
amplitude variation from one pulse to another did not
exceed 10%, while the pulse duration instability related
to a statistical scatter of the discharge initiation time
amounted to several tens of microseconds. The large
leading and trailing front durations (>100 µs) can be
decreased to several tens of microseconds by optimiz-
ing the pulsed transformer and to several microseconds
by using the grid control. The electron extraction effi-
ciency, defined as the ratio of the beam current to the
glow discharge current, was 0.5 for a grid mesh of
0.2 × 0.2 mm and an accelerating gap width of 80 mm.
TE
The proposed plasma cathode offers the following
advantages: (i) simplicity and reliability of operation;
(ii) long working life and stable operation under techni-
cal vacuum conditions; (iii) high stability and reproduc-
ibility of the pulse shape; (iv) broad range of controlled
variation of the pulse duration and beam current ampli-
tude.
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Abstract—Experimental kinetics of the current and charge transferred via a phosphor layer in ZnS:Mn elec-
troluminescent thin-film emitters have been numerically simulated using a model time dependence of the cur-
rent of electrons tunneling from the surface states at the insulator–semiconductor interface. It is found that,
as the field strength increases, the depth of the surface states changes from ~0.6 to 1.3 eV, the electron tunnel-
ing probability increases from 10–15 to 300–400 s–1, and the potential barrier width decreases from 9 to
5.7 nm. © 2005 Pleiades Publishing, Inc.
Introduction. The optical emission in electrolumi-
nescent thin-film (ELTF) devices based on a ZnS:Mn
structure of the metal–insulator–semiconductor–insu-
lator–metal (MISIM) type is determined by the tunnel-
ing of charge carriers from the surface states in the
near-cathode region of the insulator–semiconductor
interface in a strong electric field. This is followed by
the avalanche multiplication of charge carriers due to
impact ionization of the intrinsic structural defects and
impurities, with simultaneous impact excitation of
Mn2+ emitting centers [1]. An exact theoretical descrip-
tion of the process of electron tunneling from the sur-
face states and the parameters of the potential barrier at
the insulator–semiconductor interface has not been
developed so far. There were attempts to model these
processes [2, 3] with neglect of the electron multiplica-
tion in the phosphor layer and with the assumption that
the surface states correspond to a discrete level with an
energy of Et = 0.8 eV below the conduction band bot-
tom of ZnS:Mn. The results of these simulations quali-
tatively agree with the published experimental data.
The dependence of the tunneling emission rate on the
field strength was also modeled in [4], where it was
shown that the surface states can be localized on the
energy levels 0.6–0.9 eV below the conduction band
bottom. Based on qualitative agreement between the
results of modeling and the experimental current and
voltage kinetics in ELTF emitters excited by a sinusoi-
dal voltage, the energy of the surface states was also
evaluated at Et = 1.05 eV with a possible scatter from
0.9 to 1.2 eV [5]. In [6], the hysteresis in the voltage–
luminance characteristics of ELTF emitters was simu-
lated assuming a uniform distribution of the density of
surface states in the interval Et = 0–2 eV and their uni-
form filling up to the Fermi energy in the equilibrium
state.

The aim of this study was to determine the charac-
teristics of the electron tunneling and the parameters of
1063-7850/05/3102- $26.00 0125
surface states in the near-cathode region of the insula-
tor–semiconductor interface.

In order to determine these characteristics and param-
eters, we will use the kinetics Ip(t) of the current passing
via the phosphor layer. It was demonstrated [7, 8] that
the initial region of rapid increase in Ip(t) upon ELTF
emitter excitation by a linearly increasing voltage is
described by an exponent. In the same region, the time
variation of the average field in the phosphor, Fp(t), is
almost linear (see region I in Fig. 1), which is evidence
for the absence of a significant space charge in the
phosphor and a homogeneous field distribution in this
layer. Taking into account that the voltage drop across
the phosphor layer (~45–120 V) significantly exceeds
the Eg/q value (Eg = 3.7 eV is the bandgap width of
ZnS:Mn and q is the electron charge), we conclude that
the same field Fp(t) acts in the region of a potential bar-
rier in the near-cathode region of the insulator–semi-
conductor interface.

For a homogeneous field in the phosphor layer, the
coefficient αn of electron impact ionization in this layer
can be expressed as

(1)

where np0 and np are the densities of electrons entering
into the region of impact ionization and leaving this
region, respectively; dp is the phosphor layer thickness;
and M = np/np0 = const is the electron multiplication
coefficient.

Under these conditions, the current of electrons
entering into the region of impact ionization (that is, the
tunneling current of electrons from the surface states in
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1
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-------- = 
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Fig. 1. Time variation of the functions: (1) U(t); (2) Ip(t); (3, 3') Et(t); (4) Fp(t); (5, 5') xt(t) (in –Al regime); (6, 6') W(t) in +Al and –Al
regimes, respectively. Regions I and II correspond to a linear and sublinear variation of Fp(t), respectively; M = 1.5 (3, 5); 1 (3', 5').
the near-cathode region of the insulator–semiconductor
interface) is given by the formula

(2)

At the same time, an expression for Ip0(t) can be
obtained from a kinetic equation describing the tunnel-
ing of electrons from the surface states via the potential
barrier:

(3)

where W(t) is the probability of tunneling per unit time
(i.e., the electron generation rate), which can be deter-
mined using a formula successfully used for ZnS-based

Ip0 t( )
Ip t( )

M
-----------

q
M
-----

∂np t( )
∂t

---------------.= =

Ip0 t( ) W t( ) Qss
Qp t( )

M
-------------– ,=
T

emitters [5, 9]:

(4)

Qp(t) = (t)dt is the charge passing through the

phosphor layer; Qss is the charge accumulated on the
surface states; m* = 0.34me [9] is the effective electron
mass for ZnS; me is the electron rest mass; and " is the
Planck constant.

Owing to a homogeneous distribution of the field
Fp(t) in the phosphor layer, we can ignore the formation
of a space charge in region I by means of the impact
ionization of deep centers (related to the intrinsic
defects [11]). Therefore, no additional charge carriers
are generated in this layer and, hence, M . 1.

Equations (2)–(4) were used for numerical model-
ing of the experimental kinetics Ip(t). The obtained

W t( )
qFp t( )

2 2m*Et t( )
------------------------------

4 2m*Et
3/2 t( )

3q"Fp t( )
---------------------------------- ;exp=

Ip0

t∫
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functions Qp(t) and Fp(t) were used to determine the
characteristics of electron tunneling, Ep(t) and W(t),
and the potential barrier width xt(t), defined as

(5)

The experimental curves were measured using
ELTF emitters described in [10, 11]. The samples had a
MISIM layer structure, where M layers represent a
lower transparent 0.2-µm-thick SnO2-based electrode
deposited onto a glass substrate and the upper nontrans-
parent thin-film Al electrode with a thickness of
0.15 µm and a diameter of 1.5 mm; S is the 0.48-µm-
thick electroluminescent ZnS:Mn (0.5 wt %) layer; and
I are the 0.17-µm-thick insulating ZrO2–Y2O3
(13 wt %) layers. The ZnS:Mn phosphor layer was
obtained by thermal evaporation in a quasi-closed vol-
ume in vacuum and deposition onto a substrate heated
to 250°C, followed by annealing for 1 h at 250°C. The
upper nontransparent metal electrode was also formed
by thermal deposition in vacuum, while thin insulating
layers were prepared using the electron-beam deposi-
tion technique.

The ELTF emitters were excited with alternating-
sign voltage pulses of a triangular shape. The excitation
signal U(t) represented pairs of triangular pulses with a
frequency of 20 Hz. In the first half-period, either a pos-
itive or negative excitation half-wave could be applied
to the upper electrode, which is referred to as the +Al or
–Al regime, respectively. The time interval Ts between
excitation pulse trains was Ts = 100 s. The emitter cur-
rent Ie(t) was measured as described in [7, 8, 10, 12].

The time variation of the average field Fp(t) in the
phosphor layer, the current Ip(t), and the charge Qp(t)
passing through this layer during ELTF emitter opera-
tion were determined for the first half-period of U(t) as
described elsewhere [7, 12], using preset values of
capacitances of the insulating films (730 pF) and the
phosphor layer (275 pF) determined using an immit-
tance meter of the E7-14 type and the known ELTF
emitter geometry. The Ip(t) curves were numerically
simulated using the values of Qss = (1.7–1.9) × 10–8Q
determined previously [11] and two values of the mul-
tiplication coefficients, namely, M = 1 and 1.5 (the latter
value was obtained [11] for the excitation signal ampli-
tude U = 160 V).

The results of numerical calculations are presented
in Fig. 1. In the initial region I, where the current Ip(t)
exhibits exponential growth and the function Fp(t) is
almost linear (up to ~9 ms), the increase of t or Fp(t) is
accompanied by a monotonic increase in the depth of
surface states, whereby Et(t) changes from ~0.6 to
~1.3 eV (see Fig. 1a; an analogous behavior is observed
for Et(t) in the +Al regime). Simultaneously, the poten-
tial barrier width xt(t) in the near-cathode region of the

xt t( )
Et t( )

qFp t( )
----------------.=
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
insulator–semiconductor interface decreases from ~9 to
~5.7 nm in both the +Al and –Al regimes (see Fig. 1b),
while the tunneling probability W(t) increases from 10
to 300 s–1 (in the –Al regime) and from 15 to 400 s–1 (in
the +Al regime) (see Fig. 1c). These results, on the one
hand, agree with the aforementioned data [2–6] and, on
the other hand, show evidence for a more complicated
character of the energy distribution of surface states as
compared to that according to the discrete level model
and the model of uniform energy distribution. Note also
that our results are indicative of a weak influence of the
multiplication coefficient M (varied between 1 and 1.5)
on the Et(t) and xt(t) functions.

Finally, it should be noted that the validity of for-
mula (4) determining the probability W(t) may suggest
that electrons in the surface states are bound to neutral
centers [9]. Our data indicate also that all levels in the
bandgap of ZnS:Mn, which correspond to the intrinsic
defects with energies ≤1.3 eV below the conduction

band bottom (e.g.,  (0.10–0.12 eV);  (0.2 eV);
Vs0 (0.2–1.05 eV) [8]), can be depleted in the region of
exponential growth of the current Ip(t) (region I) as a
result of electron tunneling from these states to the con-
duction band of ZnS:Mn.
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Abstract—We have studied the effect of implanted phosphorus ions on the crystallization of thin amorphous
silicon films under the action of nanosecond radiation pulses of a XeCl excimer laser. The amorphous silicon
films with a thickness of 90 nm, obtained by plasmachemical deposition on glass substrates, were implanted
with phosphorus ions at a dose of 3 × 1014 and 3 × 1015 cm–2. The subsequent laser treatments were performed
using energies both above and below a threshold corresponding to the fusion of amorphous silicon. The struc-
ture of the silicon films was studied using Raman scattering spectroscopy. An analysis of the experimental data
shows that implanted phosphorus stimulates nucleation, especially in the case of liquid phase crystallization.
The results are of interest for the development of the technology of thin-film transistors on nonrefractory sub-
strates. © 2005 Pleiades Publishing, Inc.
In recent years, large-scale microelectronics has
been among the most rapidly developing fields of mod-
ern electronics. This is related primarily to the growing
production of flat displays and indicators for data visu-
alization. The most promising control elements for both
liquid crystal and laser diode displays of the new gen-
eration are provided by active matrices of thin-film
transistors based on amorphous or polycrystalline sili-
con. In this context, the problem of shallow impurity
activation in thin films of amorphous and polycrystal-
line silicon with a view to the doping of the source and
sink contact regions is still of considerable importance.
Traditionally, shallow impurities are activated by
means of heat treatment (furnace anneals) under rather
high thermal load conditions involving temperatures
above 900°C and durations above one hour. Such treat-
ments are inapplicable in the case of cheap nonrefrac-
tory glass substrates. In this case, it is possible to apply
pulsed treatments using excimer laser radiation [1].
This approach is also advantageous for the creation of
ultrashallow p–n junctions (see, e.g., [2] and references
therein). For the creation of thin-film transistors,
dopants can be introduced in concentrations on the
order of 1019 cm–3. As is known, both donor and accep-
tor impurities in such concentrations influence the
kinetics of crystallization exhibited by amorphous sili-
con in the course of heat treatments [3–5].

The aim of this study was to determine the influence
of phosphorus on the crystallization of thin amorphous
silicon films under the action of nanosecond radiation
pulses of a XeCl excimer laser.
1063-7850/05/3102- $26.00 ©0128
The effects of shallow impurities on the nucleation
and crystallization kinetics and the process of impurity
activation under the action of pulsed laser radiation
were studied on a series of specially prepared structures
based on nonrefractory glass substrates. The rear elec-
tric contact was formed by vacuum deposition of a thin
aluminum film onto glass. Then, an amorphous silicon
film with a thickness of 90 nm was obtained by means
of plasmachemical deposition. The thickness and opti-
cal parameters of this film were determined by ellip-
sometry using a He–Ne laser (λ = 633 nm). These sam-
ples were implanted with phosphorus ions at a dose of
3 × 1014 and 3 × 1015 cm–2 at an ion beam energy of
30 keV. The average range of phosphorus ions in the
target (calculated using the standard TRIM routine)
was about 500 Å, so that the maximum of the implanted
ion concentration profile occurred approximately in the
middle of the silicon layer. During implantation, 1/3 of
the sample surface area was screened and remained
undoped (for comparison).

The structures of the sample films were studied by
Raman spectroscopy. The measurements were per-
formed at room temperature in the quasi-backscattering
geometry. The polarization characteristics of the scat-
tered light were not studied. The Raman spectra were
excited using radiation of an Ar laser operating at λ =
514.5 nm.

Both implanted and unimplanted regions of the
samples were subjected to pulsed laser treatments per-
formed using a XeCl excimer laser operating at a wave-
length of 308 nm. The laser pulse duration (full width
 2005 Pleiades Publishing, Inc.
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at half maximum) was below 25 ns. The samples were
treated in three regimes differing by the energy density
per pulse (ρ). In regime A, the laser energy density was
sufficiently high to melt the material virtually through
the entire silicon film thickness (single pulse); in
regime B, ρ was also above the melting threshold of
amorphous silicon, but insufficient to melt it through
the entire film thickness (single pulse); in regime C, ρ
was below the melting threshold of amorphous silicon
(ten pulses). According to published data, a threshold
energy density sufficient for the onset of nonlocal
melting of amorphous silicon is 120–150 mJ/cm2 [6].
Using the laser processing regime employed in this
study, it is possible to perform crystallization of thin
amorphous silicon films on nonrefractory (even plas-
tic) substrates [7, 8].

Figure 1 shows the typical Raman spectra of the ini-
tial amorphous silicon film (curve 1) and the films stud-
ied immediately after implantation with phosphorus
ions at a dose of 3 × 1014 cm–2 (curve 2) and 3 ×
1015 cm–2 (curve 3). Owing to the absence of the trans-
lational symmetry in amorphous silicon, the optical
transitions in this material are not restricted by the law
of quasi-momentum conservation. For this reason, the
Raman spectrum of amorphous silicon in the optical
domain is characterized by the effective density of
vibrational states and appears as a broad band with a
maximum at 480 cm–1 [9]. The intrinsic vibrational
modes of silicon nanograins are spatially localized, and
the position of their Raman band maximum depends on
the nanograin size. As the nanograin size increases
above 50 nm, the position of this maximum is virtually
the same as that in the spectrum of crystalline silicon
(~520 cm–1) [10]. The width of the Raman band is
determined by the dispersion of nanograin dimensions
and by the uncertainty relationship between the energy
and wavenumber, which is related to a finite lifetime of
phonons and their spatial localization. The intensity of
the “crystalline” component is proportional to the frac-
tion of the nanocrystalline phase.

As can be seen from Fig. 1, the initial film contains
no nanocrystalline inclusions. Ion implantation leads to
a certain decrease in the Raman signal intensity, while
the greater ion dose also produces some shift and
broadening of the band. As is known, the width of the
“amorphous” band depends on the mean deviation of
the Si–Si bond length from that in the ideal tetrahedral
configuration [11]. Therefore, the observed broadening
can be related to an even greater extent of the disorder
resulting from the ion bombardment. According to the
results of ellipsometric measurements, the refractive
index of the initial film is 3.15, which coincides with
the value for hydrogenated amorphous silicon contain-
ing about 10–20% of atomic hydrogen. The implanta-
tion with phosphorus ions at a dose of 3 × 1015 cm–2 led
to a certain decrease in the refractive index (to 3.05) and
an increase in the absorption coefficient.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
Figures 2 and 3 show the Raman spectra of unim-
planted silicon films and the films implanted with dif-
ferent doses of phosphorus ions measured after pulsed
laser treatments in the regimes with an energy density
above the melting threshold. The main conclusions
derived from the Raman spectroscopy data for these
laser-treated samples are as follows. In regime A
(almost complete melting) (Fig. 2), the implantation of
phosphorus to an average concentration of 3.3 ×
1019 cm–3 (corresponding to a dose of 3 × 1014 cm–2)
virtually did not influence the crystallization of amor-
phous silicon films. In contrast, the films implanted at a
dose of 3 × 1015 cm–2 remained practically amorphous.
At the same time, the results of ellipsometric measure-
ments showed that the refractive index of these films
increased to 3.15 and the absorption coefficient exhib-
ited an almost twofold growth as compared to that in
the initial samples. According to published data, phos-
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Fig. 1. Raman spectra of amorphous silicon films (1) ion the
initial state and (2, 3) implanted with 30-keV phosphorus
ions at a dose of 3 × 1014 and 3 × 1015 cm–2, respectively.
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Fig. 2. Raman spectra of (1) initial silicon film and
(2, 3) films implanted with 30-keV phosphorus ions at a
dose of 3 × 1014 and 3 × 1015 cm–2, respectively, measured
after pulsed laser treatment in regime A (complete melting).
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phorus accelerates crystallization during both furnace
and laser anneals, provided that the annealing tempera-
ture is below the melting point of silicon [3–5, 12].
Apparently, the role of phosphorus in the process of
laser annealing involving the formation of a melted
phase is as follows. The average concentration of phos-
phorus atoms in the film implanted at a higher dose is
3.3 × 1020 cm–3. Assuming that, beginning with a cer-
tain critical concentration, each phosphorus atom
serves as a center of nucleation of the crystalline phase
in the melt, the distance between such nuclei at this
implanted dose is about 14 Å. Accordingly, the average
grain size should be on the same order of magnitude.
However, this value is comparable with (or even
smaller than) the correlation length (a parameter of
order) in the amorphous silicon (10–15 Å [13]). There-
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Fig. 3. Raman spectra of (1) initial silicon film and
(2, 3) films implanted with 30-keV phosphorus ions at a
dose of 3 × 1014 and 3 × 1015 cm–2, respectively, measured
after pulsed laser treatment in regime B (partial melting).
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Fig. 4. Raman spectra of (1) initial silicon film and
(2, 3) films implanted with 30-keV phosphorus ions at a
dose of 3 × 1014 and 3 × 1015 cm–2, respectively, measured
after pulsed laser treatment in regime C (below melting
threshold).
TE
fore, the film will exhibit amorphization (as a result of
a very large probability of nucleation) upon supercool-
ing. This process is analogous to the amorphization of
silicon taking place as a result of strong heat dissipation
in strongly supercooled solutions [14]. Similar beha-
vior is observed in Fig. 3 for the laser treatment in
regime B (where the laser energy density was also
above the melting threshold of amorphous silicon but
was insufficient to melt it through the entire film thick-
ness). The only difference from the previous case was
that the presence of phosphorus implanted at a dose of
3 × 1014 cm–2 led to an increase in the crystallization
rate.

It is interesting to compare these results to the
behavior of amorphous silicon films implanted with
phosphorus ions to the same doses and then laser-
treated in regime C, whereby the laser energy density is
below the film melting threshold. The Raman spectros-
copy data for these samples are presented in Fig. 4.
Using the ratio of integral intensities of the “amor-
phous” and “crystalline” signal components, it is possi-
ble to estimate the volume fraction of the crystalline
phase in the films studied [7, 11]. This fraction is about
20% in the unimplanted silicon film and about 25% in
the film implanted with phosphorus. Thus, in agree-
ment with published data, phosphorus accelerates crys-
tallization in the solid-phase regime. It should be also
noted that the position of the “crystalline” peak in the
unimplanted film (516 cm–1) differs from that in the
implanted sample (513.5 cm–1). Moreover, the latter
peak is also additionally broadened, which indicates
that the grain size in the film implanted with phospho-
rus is smaller than in the unimplanted sample. This can
be related to an increase in the probability of nucleation
in the presence of phosphorus: the higher the density of
nuclei, the lower the grain size. The laser treatments in
all regimes led to an increase in the conductivity of
phosphorus-implanted films by several orders of mag-
nitude. This suggests that these treatments converted
shallow impurity (phosphorus) into an electrically
active state.

It should be emphasized that this activation of the
impurity was performed in the films deposited onto
nonrefractory substrates (with a glass softening temper-
ature below 350°C). Using this approach, it is also pos-
sible to activate shallow impurities in silicon films
deposited onto substrates having even lower softening
temperatures. Another advantage of this approach is the
short duration of treatments. During a treatment time
on the order of tens of nanoseconds, the impurity can-
not travel over long distances, which is especially
important for the creation of shallow p–n junctions.

Thus, we have demonstrated that implanted phos-
phorus significantly increases the probability of nucle-
ation in the case of a phase transition involving the for-
mation of a liquid (melt) phase of silicon (high laser
energy densities). In the case of laser treatments with an
energy density below a threshold corresponding to the
CHNICAL PHYSICS LETTERS      Vol. 31      No. 2      2005
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fusion of amorphous silicon, the influence of implanted
phosphorus consists in increasing the rate of crystalli-
zation. In both cases, exposure to excimer laser radia-
tion leads to activation of the implanted impurity.
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Abstract—Quasi-stationary nonlinear variation of the density of filled electron traps in the course of thermi-
onic emission from the surface oxide layer on a metal cathode is theoretically described. Expressions for the
electron affinity, energy, and density of electron traps in this dielectric layer are obtained. Numerical estimates
of the electron trap parameters are obtained based on the results of measurements of the temperature depen-
dence of thermionic emission from the porous surface oxide layer of an iron–nickel alloy. © 2005 Pleiades Pub-
lishing, Inc.
The kinetics of thermionic emission from the sur-
face dielectric oxide layer on a metal electrode can be
described [1–3] in terms of the quasi-stationary approx-
imation of the Blokhintsev equation for conduction
electrons. Previously, the energy of electron traps has
been determined in a linear approximation with respect
to the density of occupied traps, assuming that their
number is small relative to the total density of electron
traps [1, 4]. However, this linear description is inappli-
cable in the case of inhomogeneous dielectric layers
where the time of emission of the conduction electrons
is much shorter than the time of their capture on the
empty traps. Investigations of the temperature depen-
dence of thermionic emission from thin inhomoge-
neous materials are advantageous over the traditional
measurements of thermostimulated currents, since the
emission currents are six to seven orders of magnitude
lower than the latter currents and are not influenced by
contacts [5].

This Letter presents an attempt at a theoretical
description of the parameters of electron traps in the
case of a nonlinear variation of their density in the
oxide layer. The results are applied to a porous oxide on
the surface of an iron–nickel alloy used in liquid and
gas filters.

Electron trap parameters. The variation of the den-
sities of free electrons (N), traps (ν), and emission
current (J) is described by the following system of equa-
tions [1, 2]:

(1)

(2)

(3)

dN
dt
------- pν A1 ν1 ν–( )N– A2N ,–=

dν
dt
------ pν– A1 ν1 ν–( )N ,+=

J LA2N .=
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Here, p = p0exp(–ε/kT) is the probability of thermal ion-
ization of an electron trap with an energy ε below the

conduction band bottom in the oxide, A1 = σ
is the probability of electron capture by an empty trap,
m is the effective electron mass, σ is the effective cap-
ture cross section, A2 = a2Texp(–χ/kT) is the probability
of electron emission from a filled trap into vacuum, χ is
the electron affinity, ν1 is the total density of empty and
filled traps, and L is the emitting layer thickness.

In the quasi-stationary case (dN/dt = 0) at a constant
rate of sample heating (b = dT/dt = const) and a small
number of filled electron traps (ν ! ν1), Eqs. (1) and (2)
can be reduced to the following equation:

(4)

Under the assumption that A2 @ A1(ν1 – ν), this equa-
tion simplifies to

(5)

and has the following solution:

(6)

2kT /m

dν
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pA2
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where

(7)

(8)

a0 = ,

and ν0 is the initial density of filled traps.
Using expressions (3) and (6), the temperature

dependence J(T) of the emission current density can be
written as

(9)

Taking the first derivative of J(T) with respect to the
temperature and equating it to zero, we obtain the fol-
lowing expression for the maximum current density:

(10)

where TM is the temperature corresponding to this max-
imum.

The ratio of the derivative  of the emission current
density with respect to the temperature, taken at the
temperature Ti , to the emission current density at this
temperature can be written as

(11)

Equations (11) relative to ε and χ are valid at any non-
zero temperature (Ti ≠ 0) such that Ji ≠ 0. Introducing
the notation αi = Ji/JM, βi = Ti/TM, and γi = /JM and
using Eqs. (10) and (11), we obtain a relation

(12)
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where

For two temperatures, T1 and T2, related as

(13)

a solution to the system of equations (12) with Ti = T1,
T2 can be expressed as

Di γi

pi

2b
------

ε
kTi

2
--------, EM–+ bε

kTM
2

----------
pM

2b
-------,–= =

Fi pi α i pM.–=
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1–+( ) 1–
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Graphical solution of a system of two equations (14):
(a, c) χ(ε) curve constructed for the pair of temperatures T1,
T2 using (+) and (–) signs at the root in the numerator on the
right-hand side, respectively; (b, d) same for T2, T3. The
arrow indicates a physically meaningful solution in the
region of positive χ.
(14)χ ε( )
kTMT2

T2 TM–
------------------

β2F1D2 β2 F1D2( )2 4 β1F2D1EM α1F2 α2F1–( )–±
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-------------------------------------------------------------------------------------------------------------------------------------- .ln=
Using the system of equations (12) with Ti = T2, T3
related by a condition analogous to formula (13), we
obtain another function χ(ε) of type (14). A graphical
solution of the system of two equations of the type of
Eq. (14) gives the values of χ and ε.

Finally, we can use expression (9) for determining
ν0 and ν1 for a given emission current density J. The
value of a0 in Eq. (6) and (9) can be calculated using
relation (12) for a given temperature and the values of
χ and ε determined as described above.

Experimental results and numerical estimates.
Experiments with an oxidized iron–nickel alloy
showed the typical dome-shaped temperature depen-
dence of the thermionic emission current measured
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with a channeltron in the range of currents (1–104) ×
10–19 A at a constant heating rate in a vacuum of
10−5 Pa. The observed behavior of the thermionic
current density was in qualitative agreement with rela-
tion (9).

For a heating rate of b = 0.23 K/s, the maximum of
the emission current was observed at TM = 612 K. The
values of the parameters αi , βi , and γi determined from
the plot of J(T) for T1 = 562 K, T2 = 584 K, and T3 =
598 K were as follows: αi = 0.42, 0.72, 0.90; βi = 0.918,
0.954, 0.977; γi = 0.023, 0.021, 0.014 for i = 1, 2, 3,
respectively. The graphical solution of a system of two
equations (14) for the pairs of temperatures T1, T2 and
T2, T3 is illustrated in the figure. This solution yields ε =
1.187 eV, χ = 1.154 eV, and a0 = 10–9 K1/2, which are
close to the published reference values for iron oxide [6].

The densities of traps were calculated using for-
mula (9) for L = 10–8 m, J1 = 106 m–2 s-1 (measured at
T = T1), and J2 = 1.7 × 106 m–2 s–1 (measured at T = T2).
These values (ν1 = 2.3 × 1016 m–3 and ν0 = 1.0 ×
TE
1015 m−3) are consistent with real values. Therefore, the
proposed method of thermionic emission can be used
for the characterization of electron traps in inhomoge-
neous porous oxides of iron-based alloys.
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Abstract—The simplest model of a point topographic vortex situated near a linear boundary in a nonstationary
incident flow is considered. The results of numerical experiments reveal a new feature in the behavior of trajec-
tories that is not observed in absence of the boundary. A criterion for distinguishing such trajectories is pro-
posed. © 2005 Pleiades Publishing, Inc.
Introduction. A broad class of models exhibiting
chaotic properties is offered by the Hamiltonian sys-
tems possessing one and a half degrees of freedom. By
chaotic behavior we imply the exponentially fast reces-
sion of two initially close trajectories [1]. In geophysi-
cal hydrodynamics, this phenomenon is called chaotic
advection [2]. The relative simplicity of Hamiltonian
systems makes possible their use for at least a qualita-
tive description of real models in geophysical hydrody-
namics. However, a necessary condition is that the cor-
responding stream function obeys certain dynamical
relations (i.e., is dynamically consistent). Such a cur-
rent function can be constructed using the background
flow theory [3].

Dynamically consistent stream functions and the
formalism of the theory of dynamical systems were
used in investigations of the chaotic behavior of fluid
particles within the framework of topographic vortex
models assuming elliptical [4] and Gaussian [5] vortex
shapes in the nonstationary incident flow. The mecha-
nism of chaotic mixing in a point vortex model was
studied in [6]. Previously, we considered a point topo-
graphic vortex situated near a linear boundary in a non-
stationary incident flow [7]. This model is equivalent to
that with two stationary point vortices in the infinite
region. Using a variant of the perturbation theory pro-
posed by Gledzer [8], it was established that the thick-
ness of a stochastic layer increases with the degree of
influence of the boundary.

In this study, we used the simplest model of a point
topographic vortex situated near a linear boundary in a
nonstationary incident flow [7] for numerical simula-
tion of the effect of a linear boundary on the behavior
of fluid particles in the flow.

Formulation of the problem. Consider the velocity
field of a two-dimensional flow of an incompressible
nonviscous fluid induced by a point topographic vortex
situated near a linear boundary. In a dimensionless
form, the stream function and the system of equations
1063-7850/05/3102- $26.00 0135
describing the advection of particles of a passive impu-
rity are as follows [7]:

(1)

where W(t) is the velocity of the incident flow; (x, y)
and t are the dimensionless coordinates and time,
respectively; and the center of a submerged hill gener-
ating the vortex occurs at a point with the coordinates
(0, 1). For W(t) = const, system (1) has one elliptical
and one or two hyperbolic singularities (depending on
the incident flow velocity) [7]. The phase space is
divided by a separatrix into two regions corresponding
to a finite (vortex region, VR) and infinite (flow region,
FR) motion. Particles occurring in the VR cannot pene-
trate into the FR and vice versa.

In the presence of a small periodic perturbation in
the incident flow velocity, the pattern in the phase space
of system (1) exhibits significant changes, whereby the
trajectories of fluid particles may exhibit chaotic behav-
ior (depending on the initial conditions) and a stochas-
tic layer appears in the vicinity of the unperturbed sep-
aratrix, in which the VR and FR regions may exchange
impurity particles. It has been established [8] that the
thickness of a stochastic layer in the vicinity of the
hyperbolic point is proportional to the square root of the
perturbation amplitude. As the influence of the bound-
ary grows, the stochastic layer thickness increases and
becomes proportional to the cubic root of the perturba-
tion amplitude [7]. However, as will be demonstrated
below, the increase in the thickness of this layer is not
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the only manifestation of the presence of a linear
boundary in the system under consideration.

Numerical experiments. Numerical modeling was
performed using the Stoer–Bulirsch method [9] with
modified step. The incident flow was set as

(2)

where δ = 0.1 and the average velocity of the incident
flow (W0 = 3.6) corresponds to a strong influence of the

W t( ) W0 1 δ ωt( )sin–( ),=
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Fig. 1. Distributions of (a) the accumulated Lyapunov expo-
nent and (b) the tracer lifetime, reduced to those in the ini-
tial moment of time (for W0 = 3.6 and ω = 75.0).

The number of markers (of the total of 8250) with α values
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weak boundary effects, respectively)
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boundary. In the initial moment of time, 8250 tracers
were uniformly distributed in the VR. Since the fluid
particles exhibit regular motion in a small vicinity of
the vortex center, we ignored the initial conditions for

(x0, y0) in the vicinity such that  ≤ 0.05.

In the first experiment, we determined the frequency
of the incident flow for which the number of tracers
leaving the VR is maximum. A tracer was considered to
be lost from the VR when its trajectory crossed the line
x = 2.0. The integration interval was chosen within t =
80000.0 (after which the tracers cease to leave the VR).
At an average velocity of the incident flow W0 = 3.6, the
optimum frequency was ω = 75.0.

The degree of chaos would be naturally character-
ized by the extent of recession between the initially
closely spaced trajectories, that is, by the Lyapunov
exponent λ. However, calculation of this parameter was
impossible because of the open character of the system
under consideration. For this reason, we calculated the
λ values gained over a finite period of time (accumu-
lated Lyapunov exponent [5]). In addition, we deter-
mined the tracer lifetime as the time for which it stayed
in the VR. The integration interval was chosen within
t = 6000.0 (by which time most of the tracers exhibiting
chaotic behavior leave the VR).

Figure 1 shows the distributions of the accumulated
Lyapunov exponent (a) and the tracer lifetime (b)
reduced to those in the initial moment of time. The
tracer trajectories exhibit behaviors of various types
depending on the initial conditions. The first type cor-
responds to regular trajectories occurring in islands of
regular behavior, which are characterized by a small
accumulated Lyapunov exponent. The second type cor-
responds to trajectories very rapidly leaving the VR,
which have small lifetimes and large λ values. Trajec-
tories of the third type exhibit chaotic behavior at the
initial moment of time and then are trapped by a regular
structure (or vice versa). These trajectories are charac-
terized by intermediate λ values and relatively large
lifetimes.

As the influence of the boundary increases, there
appear trajectories whose behavior obeys none of the
above scenarios. These are trajectories of the fourth
type, which are characterized by large lifetimes and
large λ values. In order to identify such trajectories, we
introduced another characteristic of chaotic behavior,
defined as the maximum distance dy between two
sequential intersections of the trajectory and the
Oy axis for y < 1. Using all three parameters (lifetime,
λ, and dy), we characterized each tracer by the quantity

α = dy, where T is the time interval corresponding

to the effective loss of the passive impurity from the
VR, and λ* is the average value of the accumulated
Lyapunov exponent for all tracers.

Data illustrating the variation of the number of trac-
ers having α values above a certain preset threshold for

x0
2 y0

2+

t
T
--- λ

λ*
------
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W0 = 4.6 and 3.6 are given in the table. Evidently, the
maximum value of α = 0.41 for W0 = 4.6 (weak bound-
ary effect) should be considered as a criterion for iden-
tifying trajectories of the fourth type. Then, the number
of trajectories belonging to this type for W0 = 3.6 is on
the order of 23.4% of the total number of tracers.

Figure 2 illustrates the distribution of α values
reduced to those in the initial moment of time for W0 =
3.6. Judging from this pattern, we may conclude that
the initial positions of trajectories of the fourth type are
found in the entire VR, but the region of initial condi-
tions for such tracers is not continuous: any vicinity of
a tracer of the fourth type contains tracers of the second
and third type and (in the regions close to the islands of
regular behavior) even of the first type.

Conclusions. We have considered a Hamiltonian
system possessing one and a half degrees of freedom,
which describes the motion of particles of an incom-
pressible nonviscous fluid in a nonstationary flow inci-
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Fig. 2. Distribution of the parameter α reduced to the initial
positions of markers (for W0 = 3.6 and ω = 75.0).
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dent on a point vortex situated near a linear boundary.
As the boundary effect increases, there appear trajecto-
ries of the fourth type characterized by large values of
both the lifetime and the accumulated Lyapunov expo-
nent. Trajectories of this type alternatively stick to one
or another island of regular behavior, thus covering a
relatively large area of the VR in phase space. This
behavior is typical of models of the so-called closed
type [10]. It should be emphasized that the behavior of
the fourth type was not revealed by the models studied
previously [4–6]. This fact indicates that the boundary
not only influences the chaotic properties of trajectories
but generates a new type of their behavior as well.
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Abstract—Magnetron sputtering of polycrystalline SiC–AlN targets was used to obtain films of
(SiC)1 − x(AlN)x solid solutions on silicon carbide (6H-SiC) substrates heated to a temperature in the range
T = 500–1200°C. The deposits were characterized with respect to structure, composition, and optical absorp-
tion. It is demonstrated that the films obtained on 6H-SiC substrates at T ≥ 1000°C possess a single crystal
structure. The compositions of (SiC)1 – x(AlN)x films are close to those of the corresponding SiC–AlN tar-
gets. © 2005 Pleiades Publishing, Inc.
In recent years, wide-bandgap semiconductors
based on solid solutions of silicon carbide (SiC) have
received much attention as a potential base for the cre-
ation of new optoelectronic and high-temperature
microelectronic devices. The best prospects in this
respect have been demonstrated by solid solutions of
the (SiC)1 – x(AlN)x system [1]. The synthesis of single
crystals of (SiC)1 – x(AlN)x solid solutions was studied
in [2–5]. However, no data were reported on the growth
of films of such solid solutions by means of magnetron
sputtering of polycrystalline SiC–AlN targets.

The aim of this study was to obtain films of
(SiC)1 − x(AlN)x solid solutions on silicon carbide (SiC)
and sapphire (Al2O3) substrates by means of magnetron
sputtering of polycrystalline SiC–AlN targets in an
argon atmosphere and to study the effect of the
substrate temperature during deposition on the film
structure.

Polycrystalline SiC–AlN targets with different con-
tents of AlN (CAlN = 10–50 wt %) were prepared by
cold pressing of mixed submicron powders of SiC and
AlN components at a pressure of 4 MPa, followed by
sintering at 1700–1800°C for 60 min in a nitrogen
atmosphere. The targets were sputtered in argon at a
pressure of 8 × 10–2 Pa with the aid of a planar dc mag-
netron operating at a discharge current of 70 mA. The
films were deposited at a rate of 0.1–0.15 nm/s onto sin-
gle crystal plates of 6H(0001) silicon carbide polytype
(6H-SiC) and Al2O3(0001) (sapphire) heated to
500−1200°C. Prior to deposition, the target was sput-
tered for 15 min aside from the substrate holder in order
to attain a stationary sputter yield regime.

The structure of deposited (SiC)1 – x(AlN)x films
with a thickness of 2–3 µm was studied by X-ray dif-
fraction on a DRON-2 diffractometer using CuKα radi-
ation. The results of these measurements showed that
1063-7850/05/3102- $26.00 0138
films deposited at a substrate temperature of T = 500°C
are amorphous. Deposits obtained at T > 700°C exhib-
ited a transition to a polycrystalline structure. At T ≥
1000°C, we obtained single crystal (SiC)1 – x(AlN)x

films with a wurtzite (2H) crystal structure. There was
no evidence of the presence of a second phase. The
X-ray rocking curves showed that the structural perfec-
tion of (SiC)1 – x(AlN)x films deposited on 6H-SiC at
T ≥ 1000°C is comparable with that of SiC substrates.
The (SiC)1 – x(AlN)x films grown on sapphire substrates
at T > 1000°C exhibited an (0001)-oriented texture with
0.5°–3° grain misorientation.

Figure 1 shows typical X-ray diffractograms of a
6H-SiC substrate and a (SiC)0.7(AlN)0.3 solid solution
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Fig. 1. X-ray diffractograms of (1) a 6H-SiC substrate and
(2) a (SiC)0.7(AlN)0.3 solid solution film grown on this sub-
strate.
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film grown on this substrate. At a sufficiently high res-
olution of the spectrograph, a filtered CuKα radiation
has to be registered in the form of a doublet (Kα1 and
Kα2), just as is observed in the diffraction pattern pre-
sented. In addition to the peaks due to the substrate, the
X-ray diffractogram shows pronounced maxima related
to the solid solution. A small shift of the diffraction
peaks is explained by close values of the lattice param-
eters of SiC and (SiC)0.7(AlN)0.3. The absence of other
reflections is evidence of a single crystal character of
the deposit. The angular positions of reflections shift
consistently with variations in the composition, which
is indicative of the formation of homogeneous solid
solutions.

The elemental compositions of deposited films were
studied on an electron microscope with an electron
microprobe analyzer (LEO-1450). The results of these
measurements showed that the distribution of solid

101

250 300

α, cm–1

λ, nm

102

103

104

105

350 400 450 500
1

1

2

Fig. 2. Optical absorption spectra of the films of
(SiC)1 − x(AlN)x solid solutions with x = 0.3 (1) and 0.46 (2)
on sapphire substrates.
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solution components (Si, C, Al, N) is homogeneous
both in depth and in the lateral direction, while the
deposit composition is close to that of the correspond-
ing SiC−AlN target.

The optical absorption spectra of the films of
(SiC)1 – x(AlN)x solid solutions deposited onto sapphire
substrates at T = 1000°C were measured using a
Lambda 900 spectrophotometer in a wavelength inter-
val from 0.3 to 0.5 µm. Figure 2 shows the absorption
spectra of the samples with x = 0.3 and 0.46. The
observed shift of the absorption edge toward shorter
wavelengths with increasing content of SiN in the com-
position reflects an increase in the bandgap width of the
(SiC)1 – x(AlN)x solid solution.

In conclusion, the results of our investigation
showed the possibility of controlled synthesis of homo-
geneous films of wide-bandgap (SiC)1 – x(AlN)x solid
solutions on 6H-SiCand Al2O3 substrates, with the ratio
of components determined by the target composition.
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Abstract—Strain hardening of a porous material was numerically modeled. The corresponding stress–strain
(σ–ε) curves, the ultimate strength, and the strain at break were calculated for iron with a relative porosity in
the interval from 0 to 30%. Anomalous behavior of these characteristics is observed at a porosity corresponding
to the percolation transition from isolated pores to the “infinite” pore cluster. The proposed model adequately
describes the available experimental data. © 2005 Pleiades Publishing, Inc.
Plastic straining and fracture of materials possess-
ing sharply inhomogeneous structures exhibit specific
features and are still insufficiently studied. Of special
interest in this respect is the behavior of porous materi-
als, which can be considered as heterophase media with
ultimately differing properties of the two phases (solid
framework and pores) [1]. The behavior of such media
on straining is determined by specific physical mecha-
nisms [2]. The dependence of the strength and plasticity
of materials on the characteristics of porosity can be
studied by modeling these mechanisms.

This Letter presents a mathematical model describ-
ing the effect of porosity on the strain hardening and
fracture of metals under tensile loading conditions.

The material was characterized by the degree of
porosity P defined as the total fraction of voids. The
effect of porosity on the strain hardening curves σ =
σ(ε) was considered taking into account the contribu-
tions of two mechanisms. The first mechanism is
related to the geometric loss of strength in strained
compact regions of a porous solid, which is caused by
the presence of voids leading to a decrease in the effec-
tive sample cross section as compared to that in the
compact material. The second mechanism is related to
the nucleation and propagation of microcracks originat-
ing from the pores acting as the main stress concentra-
tors in porous solids. Accordingly, the total strain is
expressed as

(1)

where ε1 and ε2 denote the contributions due to the first
and second mechanisms, respectively. The strain hard-
ening curve σk = σk(εk) of the corresponding compact
material was assumed to be known (here, σk and εk are
the stress and strain at P = 0).

The loss of strength caused by the first mechanism
is manifested in that the stress σ in a sample with cross
section S is distributed only in the framework with the

ε ε1 ε2,+=
1063-7850/05/3102- $26.00 0140
effective cross section SK. Writing the force balance as
σS = σKSK, we obtain

(2)

The ratio of the cross sections SK/S can be deter-
mined using a geometric model of the porous material
structure [3]. In constructing such models, it is impor-
tant to take into account a change in the sample topol-
ogy in the case of formation of an “infinite” cluster
from isolated pores when the porosity reaches a level
corresponding to the percolation threshold P0 [4]. The
fraction of closed porosity for a given P value was
expressed in terms of the coefficient α defined as

(3)

Within the framework of the unit cell method, the
SK/S ratio in the entire range of porosity variation is
expressed as [3]

(4)

where the first term on the right-hand side refers to the
case of low porosity (P ≤ P0), while the second term
describes the case of high porosity exceeding the perco-
lation threshold (P > P0). The values of the coefficients
f1 and f2 for a unit cell with cubic symmetry are
expressed via the porosity P as

(5)

Using formulas (2) and (4) and the known σk =
σk(εk) relation, it is possible to determine the stress σ
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operating in the given porous material at a preset strain
ε1 = εK.

The loss of stress caused by the second mechanism
(related to the growth of microcracks) was modeled as
follows. The strain contribution ε2 was expressed as the
ratio of the crack opening δ to the average distance h
between pores (corresponding to the solid framework
“beam” size in the unit cell model):

(6)

On the other hand, the crack opening δ is related to
the stress intensity factor KI as [5, 6]

(7)

where EK and σTK are the Young modulus and the yield
stress of the compact material, respectively, and c is a
factor (on the order of unity) that takes into account the
presence of a plastic band.

The stress intensity factor in the compact region of
the porous material is related to the crack length l as

(8)

where l0 is the initial crack length, ∆l is an increase in
the crack length related to the change in the stress inten-
sity factor from KI0 (corresponding to the onset of crack
development) to the current value KI (corresponding to
the given stress σ). In the approximation of brittle frac-
ture with subcritical crack growth, the value of ∆l can
be expressed as [5]

(9)

where KC is the critical stress intensity factor at break
and d is a parameter determined by features of the crack
propagation process in a particular material.

Using formulas (8) and (9) and the given values of
stress in the compact part of the porous material, it is
possible to calculate the stress intensity factors (as
implicit functions). Then, the additional strain ε2 is
determined using relation (6).

The curves of strain hardening were calculated until
the ultimate values of stress (σB) and strain at break (εB)
were reached, which resulted from the action of one of
the two possible mechanisms. These ultimate values
were determined using the conditions derived from
relations (2) and (6). The calculations were performed
for iron with a degree of porosity varying from 0 to 0.3.
The values of KC, KI0 , and d were taken from experi-
mental data for the compact Armco iron. The initial
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stress–strain curve for P = 0 was determined from the
results of tensile tests on the same material. The values
of l0 and h were experimentally determined for the
given porous material, and the percolation threshold
was taken equal to P0 = 0.1. The results of numerical
calculations were represented as σ = σ(ε) curves for
various fixed values of P and as the curves of σB and
strain εB versus P.

Figure 1 shows the strain hardening curves of iron
calculated for various values of porosity (curve 1 is the
approximation of experimental data, and curves 2–5 are
the results of numerical calculations for P = 0.05, 0.1,
0.15, and 0.3, respectively). As can be seen from this
figure, the stress–strain curves are monotonic in the
entire range of variables. The main feature of these
curves is a rapid drop in the slope with increasing
porosity, which reflects a decrease in the material resis-
tance to straining as a result of the loss of strength
caused by porosity.

Figure 2 shows the values of stress and strain at
break, σB and εB, calculated as functions of P (the cor-
responding points are indicated by crosses in Fig. 1). As
can be seen from these curves, the ultimate strain εB
declines from a monotonic decrease with increasing
porosity, which is manifested by an anomaly at P ~ 0.1.
An analogous feature, although somewhat less pro-
nounced, is observed in the ultimate stress σB. These
anomalies are related to the presence of the percolation
transition from isolated pores to the “infinite” pore
cluster.

In order to compare the results of our model calcu-
lations to experiment, we have performed tensile tests
on a series of samples made of an iron powder obtained
by spraying in air (PZhRV2 grade). The samples were
prepared by pressing to a preset porosity followed by
sintering at 1500 K for 2.5 h in vacuum. The samples
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Fig. 1. Experimental (points) and calculated (curves)
stress–strain diagrams for iron with various values of poros-
ity P: (1) 0; (2) 0.05; (3) 0.1; (4) 0.15; (5) 0.3. Crosses indi-
cate the break points.
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had the standard shape for tensile tests with a rectangu-
lar working part of 3 × 3 mm cross section. The sample
porosity varied within P = 0–0.3. The results of tensile
tests were used to construct the σ–ε curves. The exper-
imental data for particular samples are represented by
points in Fig. 1. The points in Fig. 2 show the experi-
mental data averaged over 10–12 samples with the
same porosity. The observed scatter of the experimental
results is related to the inhomogeneity of the porous
structure of the samples studied. For comparison, Fig. 2
also presents some published experimental data [7].
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Fig. 2. Plots of the stress (σB) and strain (εB) at break versus
porosity P. Curves show the results of numerical calcula-
tions using the proposed model; points show (1) the experi-
mental results of this study and (2) the experimental data
reproduced from [7].
TE
As can be seen from the data in Figs. 1 and 2, the
calculated curves are close to the corresponding exper-
imental points. This is evidence of the reliability and
adequacy of the proposed model, which allow it to be
used for predictions of the behavior of porous materials
on tensile straining. The experimental data confirm the
presence of anomalies in the dependence of the ulti-
mate mechanical characteristics of metals on the poros-
ity of samples. Using the proposed model, it is possible
to interpret the observed anomalies as being due to the
percolation transition in the porous material studied.
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Abstract—A theory of high-speed cutting regimes involved in turning of materials has been developed.
According to this theory, the cut layer and the blade are considered as acoustic resonators coupled via a nonlin-
ear contact stiffness and excited by the lowest antisymmetric Lamb mode. The turning process is described in
terms of a parametric oscillatory system. Using the proposed theory, it is possible to determine optimum turning
regimes. © 2005 Pleiades Publishing, Inc.
Modern metal-working industries widely employ
the process of material turning in high-speed cutting
regimes. The values of cutting speeds in these regimes
vary for different materials, for example, within 300–
1200 m/min for titanium, 300–1700 m/min for steel,
and 2500–6500 m/min for aluminum. However, no
physically clear notions of what is implied by a high
cutting speed can be found in the literature: high as
compared to what?

This Letter gives an outline of the new theory of cut-
ting materials. According to the proposed approach, the
cut layer and the blade are considered as acoustic reso-
nators accumulating elastic energy during their contact
interaction. The resonators are coupled via a nonlinear
contact stiffness, which allows the turning process to be
described in terms of a parametric oscillatory system.
Within the framework of this theory, it is probably pos-
sible to provide a correct answer to the question of what
is a measure of high cutting speed.

Consider the lowest antisymmetric Lamb mode
(bending wave) in a plane-parallel plate with a thick-
ness of 2h, bounded by two free surfaces coinciding
with the planes x = ±h. We assume that the plate thick-
ness satisfies the condition

where ω is the wave frequency and ct is the shear wave
velocity. The bending wave of small amplitude is
described by the equation [1]

(1)

where ξ = ξ(y, z) is the displacement of a neutral sur-
face, ∆ is the two-dimensional Laplace operator, E is
the Young modulus, and ν is the Poisson ratio of the

ωh ! ct,

ρ∂2ξ
∂t2
-------- h2E

3 1 ν2–( )
----------------------∆2ξ+ 0,=
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plate material. Note that the shear wave velocity is
related to the material parameters as

Let us find a solution to Eq. (1) in the following
form:

(2)

Substituting expression (2) into Eq. (1), we obtain the
dispersion relation

(3)

where it is assumed that

The phase velocity v ph of the bending mode can be
expressed as

(4)

where f = . This mode has no critical frequency
and exhibits dispersion. The group velocity of the wave
is twice the phase velocity.

Let us consider the simplest process of turning with
a straight cutting tool. High mechanical stresses (on the
order of several gigapascals) and plastic strain devel-
oped in the cutting zone lead to the formation of acous-
tic waveguides, while finite dimensions of both the arti-
cle (blank) and the tool lead to the formation of resona-
tors. The characteristic drive frequency exciting the

ct
E

2ρ 1 ν+( )
------------------------.=

ξ const i κz ωt–( ){ } .exp=

ω κ2 h2E
3ρ 1 ν–( )
----------------------- hctκ

2,= =

2
3 1 ν–( )
-------------------- 1.≈

v ph 2πct fh,=

ω/2π
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bending wave in the material coincides with the lathe
spindle frequency f0. The cut layer has a thickness of

a width of

and a cross section area of a1b1 = st, where s is the blade
feed per turn, t is the depth of cut, and ϕ is the cutting
edge angle. The machining regimes are determined by
the cutting speed v  and the values of t and s. In the case
under consideration (whereby spindle rotation is the
main movement), the cutting speed is

where D is the blank diameter.
Formula (4) is conveniently rewritten as

(5)

where

Here and below, subscripts 1 and 2 refer to the blank
and the tool, respectively. The frequency Ω1, which is
characteristic of a given cutting regime, can be inter-
preted as the fundamental frequency of the resonator
depicted in Fig. 1. Indeed, the wavelength λ1 of the
bending wave described by formula (5) is

(6)

It is natural to assume that a stationary regime obeys the
relation

(7)

a1 s ϕ ,sin=

b1
t
ϕsin

-----------,=

v πD f 0,=

v ph1 πct1 f 1a1 πD f 1Ω1,= =

Ω1

ct1a1

πD2
-----------.=

λ1 πD
Ω1

f 1
------.=

mλ1 nπD,≈

f0

D

a1

fph1

Fig. 1. Representing the cut layer in a cylindrical blank as
an acoustic resonator (see the text for explanations).
T

where m and n are integers. Substituting formula (6)
into relation (7), we obtain

(8)

which implies that f1 = Ω1 for m = n = 1.

Let us introduce the angular phase velocity of the
bending wave in the cut layer as

(9)

so that

(10)

It is also natural to assume that a stationary regime is
characterized by synchronism with the drive frequency:

(11)

Using expressions (8)–(11), we obtain

(12)

Relation (12) represents the condition of resonance in a
nonlinear system [2]. Important particular cases are as
follows:

(i) m = n = 1 (“main” resonance);

(ii) m = 1 (i.e., Ω1 = nf0; resonance at the nth over-
tone of the drive frequency);

(iii) n = 1 (i.e., f0 = mΩ1; resonance at the mth over-
tone of the intrinsic frequency, or a partial resonance,
Ω1 = ).

Thus, real cutting regimes are characterized by the
integers m and n. For high-speed regimes, we have

The corresponding wavelength is

so that the machined surface exhibits a fine structure in
the feed direction.

The working layer of a blade (Fig. 2) also represents
an acoustic resonator. Consider a replaceable blade
having the shape of a parallelepiped (Fig. 3). Arrows in
the cross section ABCD indicate the direction of propa-

f 1
m2

n2
------Ω1,=

f ph1

v ph1

πD
----------,=

f ph1 f 1Ω1.=

f ph1 f 0.=

f 0
m
n
----Ω1.≈

f 0/m

Γ
f 0

Ω1
------ m

n
---- 1.>≈≡

λ1 πD
n
m
----,=
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gation of a bending wave. The phase velocity of this
wave is

(13)

where ct2 is the shear wave velocity in the blade, a2 is
the thickness of a working layer (in which the bending
wave propagates), and f2 is the wave frequency.

In a stationary regime, we naturally have

(14)

where λ2 =  is the wavelength, L is the
perimeter of the ABCD section, and p and q are inte-
gers. This yields

Therefore, the fundamental frequency of this resonator
is

(15)

The two acoustic resonators interact via a nonlinear
contact stiffness, in which the spindle frequency f0 and
the induced bending wave frequency in the cut layer are
mixed to yield a set of the combination frequencies
|kf0 + lf1|, where k and l are positive or negative integers.
The cutting edge, operating as the acoustic resonator,
separates from this set an intrinsic frequency,

,

such that

(16)

We may suggest that the main mechanism responsi-

v ph2 2πct2a2 f 2,=

pλ2 qL,=

πc2a2/ f 2

f 2
p

2

q2
-----

πct2a2

L2
---------------.=

Ω2

πct2a2

L2
---------------.=

k f 0 l f 1+ Ω2=

a2
L

2

πct2
--------- k f 0 l f 1+ .=
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ble for the appearance of roughness on the machined
material surface is related to vibration of the cutting
edge caused by the bending wave excited in the work-
ing layer. This implies that a2 ~ Ra , where Ra is a param-
eter characterizing the material surface (e.g., arithmetic
mean deviation of the surface profile).

The proposed theory was verified in special experi-
ments, whereby a steel cylinder (grade 45 steel) with a
diameter of D = 70 mm was turned at t = 1 mm in ten
cutting regimes with a straight tool made of a hard alloy
T15K6 with E = 530 GPa, ρ = 11.3 × 103 kg/m3, n = 0.3
(ct2 = 4.25 km/s), and L = 26.5 mm (Fig. 3). The results
of these experiments are summarized in Table 1. 

1

2
a2

C

D

A

B

a2

Fig. 3. Blade of a cutting tool: (1) main cutting edge;
(2) secondary cutting edge (see the text for explanations).

a1 a2
1

1

Fig. 2. Representing the working layer in a blade as an
acoustic resonator (see the text for explanations).
Table 1.  Characteristics of the experimental regimes of turning a steel cylinder with a straight tool

No. f0, min–1 s, mm D, mm ct1, km/s Ω1, min–1 m n Ra, µm Rz, µm Rmax, µm

1 315 0.05 70 3 408 3/4 3 4 1.67 10.59 11.16

2 400 0.05 70 3 408 1 1 1 1.63 9.78 10.57

3 500 0.05 70 3 408 5/4 5 4 1.53 9.05 10.57

4 630 0.05 70 3 408 3/2 3 2 1.48 8.16 9.30

5 800 0.05 70 3 408 2/1 2 1 1.35 7.57 8.90

6 315 0.075 70 3 612 1/2 1 2 2.56 12.38 14.62

7 500 0.075 70 3 612 5/6 5 6 2.22 11.94 11.27

8 630 0.075 70 3 612 1 1 1 1.97 11.62 12.07

9 1000 0.075 70 3 612 5/3 5 3 1.89 10.03 12.27

10 1250 0.075 70 3 612 2/1 2 1 1.93 9.63 9.88

Note: f0 values in bold refer to the main resonance.

Γ
f 0

Ω1
------=



146 GLADUN, VISHENKOVA
Table 2.  Theoretical estimates of the working layer thickness (a2) in a cutting tool

No. f0, Hz Ω1, Hz Γ f1, Hz ct2, km/s L, mm k l a2, µm

1 5.25 6.8 3/4 3.82 4.25 26.5 3 3 1.43

2 6.67 6.8 1 6.8 4.25 26.5 2 2 1.42

3 8.33 6.8 5/4 10.62 4.25 26.5 2 1 1.44

4 10.5 6.8 3/2 15.3 4.25 26.5 1 1 1.35

5 13.33 6.8 2/1 27.2 4.25 26.5 0 1 1.43

6 5.25 10.2 1/2 2.55 4.25 26.5 6 6 2.46

7 8.33 10.2 5/6 7.08 4.25 26.5 3 3 2.43

8 10.5 10.2 1 10.2 4.25 26.5 2 2 2.17

9 16.66 10.27 5/3 28.3 4.25 26.5 1 1 2.36

10 20.83 10.2 2/1 40.8 4.25 26.5 0 1 2.15
The thickness a2 of the working layer was estimated
using formula (16) with

Calculations yield L2/πct2 = 52.62 × 10–9 (m s) and give
the estimates of a2 presented in Table 2. A comparison
of data in Tables 1 and 2 shows that a2 ~ Ra .

The Manly–Rowe relations for the parametric oscil-
lations show that the system may exhibit autooscilla-
tory regimes. The mechanism of excitation is analogous
to that operating in a fiddle string driven by a bow: the
rotating bank plays the role of an infinite bow. This cir-
cumstance may be of key importance for deeper insight
into the physics of cutting processes and the mecha-
nisms of fracture of the cutting blade.

f 0 ΓΩ1, f 1 Γ2Ω1.= =
TE
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Plasma Opening Switch with a Ferroelectric Plasma Injector
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Abstract—A generator with a plasma opening switch employing a ferroelectric plasma injector has been
designed, constructed, and studied in operation. The generator was tested in two regimes, being loaded on an
electron-beam diode or vircator for the generation of bremsstrahlung (X-ray) or microwave radiation, respec-
tively. © 2005 Pleiades Publishing, Inc.
High-power nanosecond pulses of voltage or current
are frequently obtained using generators based on
inductive energy storage with plasma opening switches
(POSs) [1]. Such devices usually contain extended
electrodes forming a vacuum discharge gap. The elec-
trodes are connected to a current source on one end and
to a load (typically, a vacuum or plasma diode, etc.) on
the other end. One or several plasma injectors are
mounted on one of the electrodes between the current
source and the load.

The generator with a POS operates as follows.
Plasma injectors are initiated to produce plasma
streams in the vacuum gap. Reaching the opposite elec-
trode, the streams close the “current source–electrode
with plasma injectors–plasma streams–opposite elec-
trode” circuit, which serves the inductive energy store.
At this instant, the current source is switched on to pro-
vide for the accumulation of magnetic energy in this
store. When the accumulated energy is maximum, the
resistance of the plasma is quickly increased by some
means so that it becomes large compared to the load
resistance. As a result, the accumulated energy is trans-
ferred to the load.

Plasma is usually injected into the gap by means of
vacuum discharges along an insulator surface. For
example, the plasma gun injectors described in [2] were
made of pieces of a coaxial cable, in which carbon
plasma was created as a result of the surface discharge
between conductors along insulation at the cable end.
The insulator was made of an organic polymer and was
coated by a graphite suspension in alcohol prior to each
pulse. The injector discharge was initiated by a 25-kV
voltage pulse applied to the gun electrodes. Another
plasma injector of the so-called flashboard type
described in [3] comprised a thin dielectric film (Kap-
ton, DuPont Corporation) bearing a conducting (cop-
per) layer etched so as to form a pattern of thin elec-
trodes. Application of a 23- to 30-kV voltage pulse led
to the development of a surface discharge over the cop-
1063-7850/05/3102- $26.00 0147
per-free polymer surface, which served as a source of
plasma in the POS.

Thus, the production of plasma in injectors of the
types mentioned above requires additional sources of
high-voltage pulses. The aim of this study was to
develop a POS-based generator for plasma creation
with reduced energy consumption.

One possible technical solution leading to a
decrease in the energy required for plasma generation
consists in selecting a special insulating material pos-
sessing maximum possible permittivity ε. As is known,
ferroelectric materials may possess ε > 1000. Previ-
ously, we proposed a POS with ferroelectric plasma
injectors [4]. A preliminary stage in the development of
such POSs was devoted to determining the dependence
of a threshold voltage Uthr (necessary for the surface
discharge initiation in vacuum) on the permittivity ε of
the insulating material. It was established that Uthr(ε) is
a monotonically decreasing function [5].

Figure 1 shows a schematic diagram of the proposed
generator with POS. The main elements of the genera-
tor are (i) a pulsed inductive energy store voltage source
of the BING-6 type, (ii) a coaxial system of extended
electrodes forming the inductive store; (iii) a plasma
injector with a ferroelectric insulator mounted on the
outer electrode, and (iv) a pulsed injector voltage
source of the BING-5 type. The inductive store unit was
evacuated to a residual pressure of 10–5 Torr. The sys-
tem was loaded either on a vacuum diode generating
bremsstrahlung (X-ray) radiation or on a microwave
generator of the vircator type. The inner and outer elec-
trode diameters are 3 and 120 mm, respectively; the
inductive store length is 150 mm. The BING-6
(BING-5) source unit had a flash capacitance of 6.6 ×
10–9 F (4.5 × 10–9 F) and produced nanosecond voltage
pulses with an amplitude of up to 75 kV (10 kV). Other
parameters of pulsed voltage sources of the BING
series (developed at the Institute of Experimental Phys-
© 2005 Pleiades Publishing, Inc.
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ics, Sarov) can be found in [6]. The sources were con-
nected to electrodes by coaxial cables.

The coaxial plasma injector is made of a plasma-
forming insulating material (a ferroelectric PZT ceram-
ics of the TsTS-19 type) with ε = 1300, having the form
of a disk with a diameter of 15 mm and a height of
2 mm. The central electrode of the injector is mounted
in a 2-mm-diam hole at the disk center. A radial surface
discharge was initiated on one of the disk faces between
the coaxial electrodes spaced by a 5-mm-wide radial
gap. The discharge plasma is injected into the interelec-
trode gap of the inductive store. At the moment of the
inductive store shortening, the plasma stream has an
electron density on the order of 1012 cm–3 (at a 10-kV
voltage pulse), as measured by a probe technique
described in [7]. It should be noted that the same volt-
age pulse applied to an injector of analogous geometry
with a polyethylene insulator did not produce any sur-
face discharge. The charging of the inductive energy
store was performed with a certain delay relative to the
moment of initiation of the plasma injectors. The opti-
mum delay was found to be 0.75 µs.

Experiments with the generator described above
were performed using the following measuring tech-
niques. The inductive store current and the plasma
injector discharge current were measured using shunts;
the load current was measured with the aid of a
Rogowski loop. The bremsstrahlung radiation pulses
were measured using semiconductor detectors
(SPPD-11-03), and the microwave pulse envelope was
monitored by a 6D13D diode placed in a waveguide
with a 72 × 34 mm cross section. The voltage drop
across the load was measured using a voltage divider.
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Fig. 1. Schematic diagram of a generator with POS loaded
on a vircator: (1) inductive store insulator; (2) ferroelectric
disk; (3) high-voltage electrode of plasma injector;
(4) ceramic insulator of plasma injector; (5) outer electrode
(anode) of the inductive store; (6) inner electrode (cathode)
of the inductive store; (7) Rogowski loop; (8) anode grid (or
foil); (9) microwave output window; (10) inductive store
pulsed voltage source (BING-6); (11) plasma injector
pulsed voltage source (BING-5); (VC) virtual cathode.
T

The results of monitoring of the output characteris-
tics of the generator with POS are illustrated in
Figs. 2a–2e, which show synchronized oscillograms of
the main signals. Figure 2a presents the typical shape of
the plasma injector discharge current. Figure 2b shows
the waveform of the inductive storage current. As can
be seen, the latter current is delayed by 0.75 µs relative
to the injector pulse front. The outburst of the storage
current is followed by a drop caused by a sharp increase
in the plasma resistance. At this moment, the POS
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Fig. 2. Typical oscillograms of the main signals of a gener-
ator with POS: (a) plasma injector discharge current;
(b) inductive store current; (c) load current; (d) X-ray pulse
shape; (e) microwave radiation pulse envelope.
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switches the current into a load. Figure 2c shows the
current profile in the load. At a pulse-forming line
charging voltage of 75 kV, the maximum output pulse
voltage was 160 kV.

In order to load the generator with POS on a vacuum
electron beam diode operating in the bremsstrahlung
generating regime, a 20-µm-thick tantalum foil target
was mounted on the anode. The shape of the output
X-ray pulse measured by a semiconductor detector for
a 5-mm-long diode is presented in Fig. 2d. In order to
obtain a microwave generator of the vircator type, the
target was replaced by an anode grid made of a
0.15-mm-diam tantalum wire. The virtual cathode was
formed in a 10-mm-long electron beam drift space
between the grid and the dielectric window used for
extraction of the microwave radiation (this configura-
tion of the load is depicted in Fig. 1). The output micro-
wave pulse had the envelope presented in Fig. 2e and a
power estimated at a fraction of a megawatt.

In conclusion, we designed, constructed, and tested
a generator with POS and a ferroelectric plasma injec-
tor that is capable of operating with various loads.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
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Radiation of a Charge Moving in a Waveguide 
with a Resonantly Dispersive Dielectric Layer
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Abstract—The radiation of an ultrarelativistic point charged particle moving along the axis of a cylindrical
waveguide containing a layer of resonantly dispersive dielectric medium is studied theoretically. It is shown
that, in the case of a sufficiently thin waveguide, the dispersion leads to a significant contraction of the radiation,
a decrease in the energy of harmonics, and an increase in the relative contribution due to the first mode as com-
pared to the higher harmonics. These effects are less pronounced in waveguides with relatively large radii; still,
they have to be taken into account, especially in determining the frequencies of harmonics. The role of the res-
onance dispersion is most significant in cases where the dielectric layer thickness is small compared to the
waveguide radius. © 2005 Pleiades Publishing, Inc.
The emission of Vavilov–Cherenkov radiation by
charged particles moving in waveguide structures has
been extensively studied (see, e.g., [1–8]). This direc-
tion of research is still of importance, particularly, in
the context of development of particle accelerators
employing the wake field technique [4–7]. It should be
noted that one of the most significant factors in this
phenomenon is related to the dispersion characteris-
tics of a dielectric contained in the waveguide. A pre-
vious paper [8] was devoted to the radiation of a
charged particle moving along the axis of a round
waveguide completely filled with a dielectric medium
exhibiting resonance dispersion. It was demonstrated
that this dispersion significantly influences both the
frequencies of excited harmonics and the radiation
energy.

This Letter is concerned with the case when a
dielectric medium fills only a part of the round cylindri-
cal waveguide within a ring layer of thickness d = a – b,
where a and b are the radii of the waveguide and the
central vacuum channel, respectively. The magnetic
permeability µ of the medium is assumed to be unity.
The waveguide wall is assumed to be ideally conduct-
ing. Let us consider a point charge q moving at a con-
stant velocity v  along the z axis of a cylindrical coordi-
nate system (r, ϕ, z).

General expressions for the potentials, fields, and
particle energy losses in a system with this geometry
are well known (see, e.g., review [1]). The consider-
ation below is restricted to the ultrarelativistic case,
which is of most interest from the standpoint of the
wake-field acceleration of charged particles. In the limit
as v  c, an expression for the radiative energy
1063-7850/05/3102- $26.00 0150
losses per unit pathlength of the charged particle can be
written as follows:

(1)

where

(2)

(3)

(4)

Here, Jn(ξ) are the Bessel functions, Nn(ξ) are the Neu-
mann functions, In(ξ) are the modified Bessel functions,
and Kn(ξ) are the modified Hankel functions.
The eigenfrequencies ωm in Eq. (1) are related via for-
mula (2) to the eigenvalues sm determined by the disper-
sion relation

(5)

W Wm

m

∑ 2q2

b2
--------= =

× ψ1 s( )

f s( ) 1
ω

2 ε 1–( )
------------------- dε

ωd
-------+

cψ0 s( )
b ε 1–
------------------- dε

dω
-------–

--------------------------------------------------------------------------------------

ω ωm= s, sm=

m

∑ ,

s ωc 1– ε 1– ,=

f s( )
ψ1 s( )

2
------------

s
2
---

dψ1 s( )
ds

---------------- ε
b
---

dψ0 s( )
ds

----------------–+ 1
2
--- ε– 

  ψ1 s( )= =

+ ε
sb
----- sb

2
-----– 

  ψ0 s( )
sa
2
----- J1 sa( )N0 sb( ) J0 sb( )N1 sa( )–[ ]+

+ εa
b
--- J1 sb( )N1 sa( ) J1 sa( )N1 sb( )–[ ] ,

ψ0 s( ) J1 sb( )N0 sa( ) J0 sa( )N1 sb( ),–=

ψ1 s( ) J0 sb( )N0 sa( ) J0 sa( )N0 sb( ).–=

sbψ1 s( ) 2εψ0 s( )– 0.=
© 2005 Pleiades Publishing, Inc.



RADIATION OF A CHARGE MOVING IN A WAVEGUIDE 151
Each term Wm in Eq. (1) represents the energy spent
by the charge per unit pathlength to excite the mth har-
monic (below, this value is referred to as the harmonic
energy). This energy is equal (to within a factor) to the
longitudinal component of the electric field at the point

where the charge is situated (Wm = –q |z = v t, r = 0 [1]),
while the amplitude of this field component on the
waveguide axis behind the charge is twice as large:

 = 2Wm/|q|. Once the harmonic energies are
known, the field components at any point can be readily
calculated using well-known relations [1].

It should be noted that the above formulas signifi-
cantly simplify in the case where smb @ 1. Assuming
this condition to be valid and using asymptotic expres-
sions for the cylindrical functions, dispersion relation (5)
can be approximately rewritten as

(6)

where d = a – b is the dielectric layer thickness. In this
case, Eqs. (1)–(4) yield

(7)

Let us consider the case of a medium with the per-
mittivity

(8)

where ωr and ωL are the resonance and Langmuir fre-

quencies, respectively, and ε0 = 1 + /  is the per-
mittivity at a low (as compared to ωr) frequency. The
radiation of a charge moving in the infinite medium
with such resonance dispersion was studied by Afa-
nasiev et al. [9, 10], and the case of a waveguide com-
pletely filled with this medium was analyzed in [8].

In the case under consideration, the radiation fre-
quency and the permittivity of the medium can be
expressed as functions of the variable s,

(9)

and the exact dispersion relation (5) can be rewritten as

(10)
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The energy of the mth harmonic according to formula (1)
is

(11)

Let us obtain approximate formulas for the condi-
tion smb @ 1, which can be conveniently represented as

(12)

Then, dispersion relation (6) acquires the form

(13)

where χ = sd and  = dωrc–1 is the dimensionless layer
thickness. This relation shows that the root χmof the dis-
persion equation falls in the interval mπ < χm < (m +
1/2)π (where m = 0, 1, 2, …). Under condition (12), the
mth harmonic energy is

(14)

where εm = ε(ωm).
Now, the above results will be illustrated by several

examples, whereby the waveguide with a resonantly
dispersive medium is compared to the case of a nondis-
persive dielectric medium with ε = ε0. Figures 1 and 2
show the frequencies and energies of harmonics calcu-
lated using exact formulas as functions of the d/a ratio
for a relatively thin and relatively thick waveguide,
respectively, with (a, b) a dispersive and (c, d) a nondis-
persive dielectric layer.

As can be seen, the frequencies of harmonics are
monotonically decreasing functions of the relative
thickness of the dielectric layer. For a relatively thin
waveguide (Fig. 1), the frequencies are much lower in
the presence of resonance dispersion than in the case of
a nondispersive medium. Note also that the dispersion
produces strong contraction of the radiation spectrum.
For a waveguide completely filled (d = a) with the res-
onantly dispersive medium, the harmonic frequencies
fall within the interval from 0.82ωr to ωr; for d < 0.3a,
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ã

ωr
2

(a) (b)

(c) (d)
1.0

0.5

0 0.5 1.0

0.1

0.01

1 × 10–3

1 × 10–4

0 0.2 0.4 0.6 0.8 1.0

4

2

0 0.5 1.0

0.1

0.01

1 × 10–3

1 × 10–4

0 0.2 0.4 0.6 0.8 1.0

1
2

3
4

5
8

1

2
3

5

8

1

2

3

5

8 1

2

3

8

5

ωm Wm

d/a d/a

Fig. 2. Same as in Fig. 1, for a relatively thick waveguide (  ≡ aωr/c = 10).ã
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the width of this interval is less than 5% of the reso-
nance frequency. As can be seen from a comparison of
Figs. 1b and 1d, the energy of each harmonic in the
presence of a dispersive medium is also much lower
than that in the case of a dielectric medium without dis-
persion. Moreover, the energy of the first harmonic in
the waveguide with a resonantly dispersive medium is
always significantly higher than the energies of all
higher harmonics, so that the generated field is virtually
single-mode for any thickness of the dispersive dielec-
tric layer. In the absence of dispersion, the first mode
predominates only in the case of thin dielectric layers,
while the system with d ≥ 0.5a still features a multi-
mode field with an insignificant role played by the first
harmonic.

In the case of a relatively thick waveguide (Fig. 2),
the pattern significantly changes. The difference
between mode frequencies in the waveguides with and
without resonance dispersion is somewhat less pro-
nounced, albeit still significant. The effect of suppres-
sion of the energy of the first harmonic in the system
with dispersion is almost not manifested (except for the
case of a very thin dielectric layer). The difference
between energies of the higher harmonics is more pro-
nounced. For a sufficiently thin dielectric layer, the first
mode predominates in both cases; if the layer thickness
is comparable to the waveguide radius, the wave field
has a multimode character.

It should be emphasized that, as can be seen from
Figs. 1 and 2, the difference between frequencies and
energies of modes in the systems with and without dis-
persion increases with decreasing thickness of the
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
dielectric layer. Thus, making allowance for the reso-
nance dispersion is most important in cases when the
dielectric layer thickness is small compared to the
waveguide radius.
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Abstract—The interactions of relativistic electrons with laser radiation are classified in terms of three Lorentz-
invariant quantities, which can be determined using the laser radiation parameters and the electron energy. The
proposed classification covers the entire range of electron energies and laser radiation intensities presently in use,
with allowance for quantum effects and nonlinear processes of higher harmonic generation. © 2005 Pleiades
Publishing, Inc.
New sources of beams of X-ray and gamma quanta
based on the interaction of laser radiation with relativ-
istic electrons (referred to below as laser radiation
sources, LRSs) offer several advantages over tradi-
tional sources employing the interaction of electrons
with a substance [1]. These are (i) a high monochroma-
ticity without a bremsstrahlung background, (ii) high
directivity related to the absence of multiple scattering
effects, (iii) the possibility of obtaining circularly
polarized photons, and (iv) the possibility of generat-
ing short (femtosecond) X-ray and gamma-radiation
pulses [2, 3].

Until recently, the main disadvantage of LRSs was a
relatively low intensity of the obtained radiation beams.
However, the situation has been changed by the devel-
opment of lasers with an output pulse power on the
order of several terawatts. The electric field component
in such laser radiation is on the same order of magni-
tude as that of the continuous electrostatic potential
field in oriented crystals [4]. Depending on the laser
radiation parameters and electron energies, the form of
the LRS spectrum may significantly vary: from a dipole
spectrum with a single peak (terminating at a certain
maximum frequency) to a continuous synchrotron radi-
ation spectrum covering all frequencies up to "ω ~ E,
where E = m0γc2 is the electron energy, γ is the Lorentz
factor, and m0 is the electron rest mass. The electron ener-
gies accessible with modern experimental setups vary
from dozens of megawatts [2, 3] up to ~102 GeV [5].
Therefore, it is important to develop a classification of
the interactions of relativistic electrons with laser
beams, which would allow the character of these inter-
actions and the type of the corresponding LRS spec-
trum to be readily determined.

The intensity of the electromagnetic field of a laser
beam is characterized by a Lorentz-invariant parameter
1063-7850/05/3102- $26.00 0154
(see, e.g., reviews [6])

(1)

where A = (0, A) is the 4-potential of the laser field and
%0 is the amplitude of the electric field strength of laser
radiation with a frequency of ω0. The field is referred to
as strong if v 0 ≥ 1.

Parameter (1) can be also given an alternative mean-
ing, according to which it characterizes how strongly
the field deflects a moving electron: v 0 ≈ θeγ [4], where
θe is the angle of electron deflection in an external field
with the given strength. If this angle is smaller than the
characteristic value θγ ~ 1/γ (i.e., if θeγ ! 1), then we
have v 0 ! 1 (this case corresponds to the dipole
approximation). In this case, the LRS spectrum consists
of a single harmonic with the maximum frequency
ωm = 2γ2Ω0 (for "ω ! E), where Ω0 is the frequency of
transverse oscillations of the moving electron. For
example, the interaction between electron and laser
beams propagating in opposite directions yields Ω0 =
2ω0 [4].

On the contrary, for v 0 ≥ 1, the spectrum of radiation
emitted by an electron consists of many peaks with the
frequencies obeying the relation [1]

(2)

where uk = "ω/E and k is the harmonic number. Here,
the Lorentz-invariant parameter is

(3)

where k and p are the 4-momenta of the laser photon
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and of the electron, respectively, and a is a parameter
depending on the electron energy and determining the
role of quantum effects.

If the laser field is weak, so that v 0 ! 1 (more pre-
cisely, v 0 < 0.1) and, simultaneously, a > 0.1, we obtain
the so-called quantum dipole approximation (or the
inverse Compton effect). In this case, the RLS spectrum
has a single harmonic (k = 1) and is described by a sin-
gle parameter a [1, Eq. (9)]. Under the conditions such
that v 0 < 1 and a < 0.1, the dipole formulas of classical
electrodynamics [2, 3] are valid and we deal with the
Thomson backscattering.

When the laser field intensity is high (v 0 ≥ 1), the
LRS spectrum exhibits a synchrotron character over a
large range of a and v 0. For the applicability of this syn-
chrotron approximation, it is necessary that the term

 in the denominator of Eq. (2) would dominate over

ak (a sufficient condition is that  > a).

For the applicability of classical electrodynamics in
the synchrotron approximation (v 0 ≥ 1), it is already
insufficient that a ! 1, because the spectrum contains a
large number of harmonics. The role of quantum effects
in the case of a synchrotron character of the LRS spec-
trum (constant field approximation) is determined by
the invariant Schwinger parameter

(4)

The right-hand side of relations (3) and (4) refers to the
case of the interaction between electron and laser
beams propagating in opposite directions. In the con-
stant field approximation, the classical electrodynamics
is valid provided that χ < 0.1 (see, e.g., [7]). The param-
eter χ can be expressed (to within a factor on the order
of unity) as χ ≈ av 0.

The above classification can be conveniently illus-
trated using a diagram in the a versus v 0 plane on the
logarithmic scale. A diagram presented in the figure
classifies the interactions of laser radiation with relativ-
istic electrons in terms of lnv 0 (abscissa) and lna (ordi-
nate), so that the coordinate axes correspond to the v 0
and a values of unity. In this coordinate system, the
region of strong fields is to the right of the ordinate axis,
while the region where quantum effects are manifested
in the LRS spectrum occurs in the vicinity of the
abscissa axis and above this axis.

The region to the left of the dashed line MN in the fig-
ure represents weak laser fields: v0 < 0.1 (ln0.1 = –2.3).
The classical case takes place for a < 1. Accordingly,
the AKN region corresponds to the classical dipole
approximation (Thomson backscattering). The quan-
tum dipole spectrum (or the inverse Compton effect)
takes place in the AKM region. In the last two regions,
the LRS spectrum is characterized by high monochro-
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maticity (∆ω/ω ~ 0.25) and displays a single peak ter-
minating at the frequency given by formula (2) for
k = 1. The number of photons radiated per unit time in

the classical case is approximately n ~ α Ω0, where
α = 1/137 [4]. In the presence of quantum effects, this
number decreases as compared to the classical value.
For example, the classical formula overstates n by a
factor of 2 in the case of a = 1 and by a factor of 4, in
the case of a = 7 (see, e.g., [8, Fig. 2]).

The condition of the quantum synchrotron approxi-

mation (  > a and v 0 > 1) appears as 2lnv 0 > lna, and
the corresponding region extends to the right of the
OP line in the figure. The LRS spectrum is determined
by the quantum synchrotron formula and has a shape
determined by a single parameter χ [1].

Taking into account that χ ≈ av 0, the region of the
classical synchrotron approximation (χ < 0.1; v 0 ≥ 1) is
determined by the inequality lna + lnv 0 < –2.3 and cor-
responds to the CS sector. In this case, the LRS spec-
trum appears as the classical synchrotron spectrum
(see [9, Eq. (20)]). By the same token, the QS sector
corresponds to the quantum synchrotron spectrum
(see [1, Eq. (11)]).

v 0
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2
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lna

642–2–4–6

M C P

QD

A K B

CD

N D Q
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lnv0

Schematic diagram illustrating the classification of interac-
tions of relativistic electrons with laser radiation: (region
AKM) quantum dipole (QD) spectrum; (region AKN) classi-
cal dipole (CD) spectrum (see [1, Eq. (9)]); (sector QS)
quantum synchrotron approximation (see [1, Eq. (11)]);
(sector CS) classical synchrotron approximation (see [9,
Eq. (20)]); (region MKBOP) exact quantum-mechanical
calculation taking into account the generation of higher har-
monics (see [1, Eq. (7)]); (region NKBD) classical electro-
dynamics with allowance for the generation of higher har-
monics [9, 10].
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The other regions in the figure require exact calcula-
tions taking into account the generation of higher har-
monics. The formulas of classical electrodynamics [9, 10]
are valid in the NKBD region, whereas the exact quan-
tum-mechanical expressions (see [1, Eq. (7)]) have to
be used in the MKBOP region.

The proposed classification of the interactions of
relativistic electrons with laser radiation, as considered
above and illustrated in the figure, has a general charac-
ter depending neither on the mutual orientation of the
laser and electron beams nor on the polarization of the
electron beam. Thus, once the electron energy and laser
radiation parameters are known, it is possible to calcu-
late invariants by formulas (1), (3), and (4) and use the
diagram to determine the character of the LRS spec-
trum and the type of the model to be used in calcula-
tions.
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Abstract—A new moire imaging technique is proposed that expands the possibilities of interference methods
for studying vortex flame structures. Moire analogs of the interference patterns of a flame are obtained, which
correspond to the interferometer adjustment to the fringes of finite and infinite widths. It is found that the moire
analogs are identical to the original interference patterns. The main advantages of the proposed moire technique
are the low cost of the experiment and the possibility of readjusting a current interference pattern for the same
nonstationary optical inhomogeneity. © 2005 Pleiades Publishing, Inc.
The main difficulties encountered in the application
of interference methods to experimental investigations
of the structure of nonstationary and inhomogeneous
flows are related to a tedious adjustment of the interfer-
ometer and the need for readjusting it for solving vari-
ous tasks in the course of one experiment. It was
pointed out [1] that an interference pattern of a nonsta-
tionary optical inhomogeneity obtained at a current
moment of time allows the refractive index profiles to
be correctly calculated only in the absence of extrema.
Vortex structures formed in a flow lead to the formation
of complicated velocity, temperature, and pressure
fields, which influence the refractive index distribution
in the given medium.

The phase difference between interfering light
waves is an integral characteristic defined as

∆ϕ = [2π n0 – n)dx]/λ,

where λ is the light wavelength; n0 and n are the refrac-
tive indices of the medium in the thermal inhomogene-
ity and in the surrounding medium, respectively; and l
is the geometric pathlength of a light ray. For an inter-
ference pattern of a vortex flow, precise determination
of the direction of a local change in the phase difference
∆ϕ at a point where the interference lines form local
spots or “saddles” is possible only provided that the
interferometer can be instantaneously readjusted from
finite to infinite fringes [2]. Unfortunately, this is
impossible in a single experiment using traditional
interference methods.

The above problem can be solved using a moire
technique. Application of such techniques to the rear-
rangement of interference patterns essentially repeats
the method of double exposure used for the formation
of holograms. The idea of the proposed approach con-
sists in obtaining two interference patterns (reference
and object) for the same interferometer adjustment to

(
0

l∫
1063-7850/05/3102- $26.00 0157
the fringes of finite width. One of these patterns,
obtained in the absence of a given optical inhomogene-
ity, is then superimposed onto the pattern of this very
inhomogeneity. Then, one pattern is shifted relative to
another and the resulting pattern is examined in the
transmission mode. In this way, it is possible to rear-
range the positions of interference fringes so as to
obtain the necessary information concerning the direc-
tion of the phase shift of the interfering light waves at a
given point of the optical inhomogeneity.

Figure 1 shows examples of the (1) reference and
(2) object interference patterns. The latter pattern was
obtained by placing a candle flame in the working field
of a polarization shift interferometer based on a shadow
device of the IAB-451 type. The interferometer was
arbitrarily tuned without any special requirements con-
cerning high-precision adjustment, working table

1 2

Fig. 1. Moire interference patterns of a candle flame:
(1) reference; (2) object.
© 2005 Pleiades Publishing, Inc.
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shock absorber, etc. In Fig. 1, careless tuning of the
interferometer is manifested in that the interference
fringes have different widths, arbitrary orientation, and
significant curvature. The only requirement concerning
the instrument adjustment was that the number of inter-
ference fringes be sufficiently large. In this case, the
resulting moire interference pattern is sufficiently
detailed and the absolute error of determination of the
geometric path difference between light rays is equal to
the width of interference fringes in the reference
pattern.

Figure 2 gives examples of the moire interference
patterns of the same flame, which were obtained by
superimposing patterns 1 and 2 presented in Fig. 1. The
first pattern in Fig. 2 corresponds to the interferometer

1 2

3 4

Fig. 2. Moire interference patterns of the same flame as in
Fig. 1, corresponding to the interferometer adjustment to
the (1, 3) dark and (2, 4) bright fringes of (1, 2) finite and
(3, 4) infinite width.
T

adjustment to fringes of finite width. As can be seen, the
interference fringes exhibit downward deviation in the
flame region. The direction of deviation shows that the
phase difference between light waves is a continuous
function with a single maximum at the flame center.
The second pattern in Fig. 2 corresponds to the interfer-
ometer readjustment at which the fringes deviate
upward. Patterns 3 and 4 illustrate the interferometer
adjustment to the dark and bright fringes of infinite
width. A comparison of these moire interference patterns
to those obtained after the corresponding readjustment of
the interferometer show their complete identity.

A disadvantage of the moire interference patterns is
the discrete (mosaic) character and the related addi-
tional error in the determination of the phase difference
between light waves at a given point of optical inhomo-
geneity. When the interferometer is adjusted for the
fringes of finite width, the phase difference is calcu-
lated as ∆ϕ = 2π∆x/x0, where ∆x and x0 are the fringe
width and its shift relative to the initial position at the
given point of optical inhomogeneity. Calculating the
maximum phase shift of light waves at the flame center
for patterns 1 and 2 in Fig. 2, we obtain ∆ϕ = 9π. The
same result is obtained from patterns 3 and 4. The max-
imum phase difference is estimated using the relation
∆ϕ = πn, which is valid for the interferometer adjust-
ment to the fringes of infinite width (n is the order of
interference at the given point). Evidently, the addi-
tional relative error in the calculation of ∆ϕ is on the
order of a sum of the relative errors involved in the
determination of ∆x and x0. Patterns 1 and 2 in Fig. 1
show that this error does not exceed the distance
between the interference fringes on the reference or
object patterns and amounts approximately to 7–8%. It
should be emphasized that Fig 1 is presented here for
illustration purposes only. If necessary, the additional
relative error introduced by the moire interference pat-
tern can be reduced to a level below 0.1%.
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Abstract—We have studied the effective density, electric conductivity, and thermo emf of compacted carbon
nanotubes (NTs) and nanowhiskers (NWs). The effective densities of NTs and NWs are 1.6 and 2.8 g/cm3

respectively. The thermo emf of compacted NWs (33 µV/K) and NTs (7–8 µV/K) make it possible to use these
materials in sensors of molecular gases and biological objects. It is also recommended to introduce NWs and
NTs as fillers into glue compositions possessing increased strength and electric conductivity, which are neces-
sary for gluing metals. © 2005 Pleiades Publishing, Inc.
Carbon nanotubes (NTs) and nanowhiskers of
nanowires (NWs) possess a number of interesting prop-
erties and attract considerable practical interest in vari-
ous fields of technology [1–3]. Methods for the large-
scale production of NTs and NWs have been developed
(see, e.g., [4, 5]), which makes possible the character-
ization of these materials in macroscopic amounts.
There were attempts to create ordered layer structures
using the surface tension of a liquid forming a colloid
solution of NTs [6]. In this context, it is important to
study the density of NTs and NWs, since the density of
these components have to be somewhat greater than
that of the liquid medium.

We have studied carbon NWs obtained as described
in [5] and NTs synthesized using the method proposed
in [7]. The obtained NTs had between one and four
shells and formed bundles with a diameter within
8−30 nm and a length of several microns. Carbon NWs
had the form of one-dimensional structures 20 to 40 nm
thick and about 1 µm long, composed of carbon layers
oriented at an angle relative to the wire axis. Both mate-
rials contained small amounts of incorporated metal
impurities, predominantly cobalt (~3–4 wt %) inclu-
sions in NTs and nickel (up to 2 wt %) in NWs.

The effective densities of NTs and NWs were deter-
mined pycnometrically, using toluene (d = 0.867 g/cm3)
as the working medium. This liquid is well wetting
graphitelike and fullerene materials. The measurements
were performed at room temperature by introducing a
weighed amount P of NT or NW powder into liquid tol-
uene and determining the volume increment V. The rel-
ative error of the pycnometric measurements was 13%.
The effective density, defined as d = P/V, was found to
be 2.8 and 1.6 g/cm3 for NWs and NTs, respectively.
1063-7850/05/3102- $26.00 0159
The initial powders of NTs and NWs were charged
into a special mold and pressed into thin plates with
dimensions of 9.2 × 3.0 mm and a thickness of
0.2−0.6 mm. Using four silver electrodes arranged in
the mold, it was possible to measure the electric con-
ductivity of compacted samples. The molding pressure
was 0.3−0.4 MPa. The densities of compact materials
were 0.58 and 0.52 g/cm3 for NTs and NWs, respec-
tively.

It was found that the compact samples made of NWs
possess elastic properties. As the pressure was
increased to 7 MPa, the conductivity exhibited a 15–
20% increase; upon unloading, the conductivity was
restored to the initial level. Extracted from the mold,
pressed NW samples were loose and exhibited fracture
upon slight bending. Pressed NT samples fractured
upon bending at an angle of 30°–40°.

The room-temperature (T = 300 K) specific conduc-
tivities of pressed NT and NW samples were σ = 0.9 ×
103 and 0.45 × 103 Ω–1 m–1, respectively. The tempera-
ture dependences of σ for pressed NW and NT samples
measured in the temperature interval T = 290–400 K are
presented in the figure. A slight increase in σ in this
temperature interval is evidence of a metallic character
of the conductivity in both compacted materials.

The Seebeck coefficient was determined using the
conventional hot probe technique. The differential
thermo emf (S) was negative and amounted to –33 µV/K
for compacted NTs and –7 µV/K for compacted NWs.
The values for NTs are close to those obtained for
a nanotubular deposit (S = 25 µV/K) studied previ-
ously [8]. The thermo emf of compacted NWs is
comparable to the values typical of polycrystalline
graphite [9].
© 2005 Pleiades Publishing, Inc.
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The above results show that the density of initial
NWs exceeds that of graphite (d = 2.2 g/cm3). This
experimental result is not surprising, since the NW
structure is not graphitelike. The results of electron-dif-
fraction measurements showed the absence of indexes
characteristic of graphite planes. On the other hand, the
compact NW samples exhibit a rather high elasticity
and behave as elastic springs on compression. From
this we conclude that the NW structure is more closely
packed than that of graphite and, hence, must possess a
higher density.

Using the experimental data on the density and
dimensions of NTs and NWs, we infer that, for an aver-
age NT bundle diameter of 20 nm and an NW diameter
of 30 nm and their lengths of 3 and 1 µm, respectively,
the specific surface of NTs is about 370 m2/g and that
of NWs is about 100 m2/g. Considering their high elas-
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The temperature dependences of conductivity σ for com-
pacted (1) NWs, (2) NTs, and (3) nanotubular deposit [8].
TE
tic properties and relatively large electric conductivity,
we may recommend using NWs as a reinforcing and
conducting component in glue compositions intended
for binding metallic materials.

As is known [10], the values of σ and thermo emf of
compacted single-wall NTs exhibit strong variations
upon adsorption of H2, O2, N2 and other molecular
gases. The results of our thermo emf measurements for
compacted NTs (S = 33 µV/K) allow this material to be
used in sensors of molecular gaseous substances and
biological objects.
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Abstract—The process of quantum dot (QD) formation in heteroepitaxial systems with lattice mismatch has
been studied using theoretical and numerical methods. An analytical solution is obtained that describes time
variation of the mean QD size at the kinetic growth stage. © 2005 Pleiades Publishing, Inc.
The spontaneous formation of coherent nanodimen-
sional islands in heteroepitaxial systems with lattice
mismatch is widely used for obtaining quantum dot
(QD) ensembles featuring three-dimensional (3D)
quantization [1]. This paper continues theoretical inves-
tigations into the kinetics of QD formation in lattice-
mismatched heteroepitaxial systems [2–5]. The aim of
this study was to obtain a theoretical dependence of the
mean QD size on the process time at the kinetic growth
stage. Since the electrical and optical properties of QD
ensembles depend to a considerable extent on the QD
size, this problem is important for solving the task of
creating QD ensembles with preset structures and prop-
erties [1].

Previously, we obtained a kinetic equation describ-
ing the mean lateral size of QDs at the stage of island
size relaxation [2–4]:

(1)

where N is the surface number density of islands upon
termination of the nucleation stage, l0 is the mean dis-
tance between atoms on the growth surface, Φ(t) =
H(t)/heq – 1 is the ideal degree of system metastability,
H(t) is the effective thickness of a material deposited
by the time t, heq is the equilibrium wetting layer thick-
ness [6], and τ is the characteristic time of delivery of
atoms from the wetting layer to islands. The function z(t)
is defined as (L∗ (t)/αl0)2, where L∗ (t) is the most repre-
sentative (average) lateral size of islands formed at the
moment of time t∗  corresponding to the maximum wet-

ting layer thickness, α = (6d0 /l0)1/3, θ is the contact
angle at the island side face, and d0 is the atomic mono-
layer (ML) height.

τdz
dt
-----

l0
2N
heq
--------z3/2+ Φ t( ),=

z t*( ) 0,=





θcot
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Following [4], let us introduce the dimensionless
length l(t) ≡ L∗ (t)/LR and dimensionless time t  t/tR,
where LR is the characteristic lateral size of islands
upon termination of the size relaxation stage and tR is
the characteristic time of this relaxation process. The LR
and tR values are given by the formulas [4]

(2)

(3)

where Φ0 = H0/heq – 1 is the ideal degree of system
metastability upon termination of the deposition pro-
cess and H0 is the effective thickness of a deposited
layer with QDs. In the case of molecular beam epitaxy
(MBE) at a constant deposition rate V, the function Φ(t)
involves two characteristic times: teq = heq/V is the time
required for the formation of a wetting layer with equi-
librium thickness, and t0 is the time of termination of
the deposition stage [2]. The time variation of the
degree of metastability is described by the expressions
Φ(t) = V(t – teq)/heq for t < t0 and Φ(t) = V(t0 – teq)/heq = Φ0
for t > t0.

Introducing the notation ϕ3(t) = , we can

rewrite Eq. (2) as

(4)

The physical meaning of Eq. (4) is as follows. For ϕ =
const, this relation describes the time variation of the
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mean QD size at a constant amount of deposited mate-
rial, while the slow (as compared to the rate of variation
of the island size) change of ϕ with time reflects varia-
tion of the total amount of deposited material due to
adsorption. It is assumed that the effective thickness H0
is not much greater than the critical thickness corre-
sponding to the transition from 2D to 3D growth, which
is typical of the growth of coherent islands. For this rea-
son, the mean QD size exhibits stabilization at a value
corresponding to H0, whereby the metastability of the
system tends to zero and the secondary nucleation of
islands does not take place [7].

If the ϕ value is independent of time, the exact solu-
tion of Eq. (4) obtained previously [4] has the form l =
ϕλ(ϕτ), where the function λ(t) is determined from the
relation

(5)

Equation (4) is solved here under the condition that

(6)

The smallness of ε is provided by the hierarchy of char-
acteristic times involved in various stages of island
nucleation and growth [2–4]. Physically, condition (6)
implies that island size relaxation is a more rapid pro-

t t*–  = 
1 λ λ2+ +

1 λ–
--------------------------- 
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Fig. 1. The results of numerical analysis of Eqs. (4), (5), and
(12) for the values of parameters typical of the Ge/Si(100)
system (d0 = 0.145 nm, heq = 2.6 ML, θ = 20°, N = 2 ×
1010 cm–2, τ = 0.0296 s, l0 = 0.395 nm, ε = 0.07) [2] with an
effective thickness of Ge deposit H0 = 7.1 ML and a
deposition rate of M = 0.03 ML/s. The solid curve shows
solution (5), the dotted curve represents the exact numerical
solution of Eq. (4), and the dashed curve shows approxi-
mate solution (12).
T

cess than deposition of a material layer with an effec-
tive thickness H0. Introducing f(εt) = ϕ(t), one can
readily check that the function f and its time derivative
are on the same order of magnitude. A solution to
Eq. (4) will be found in the form of an asymptotic series

(7)

Substituting this series into Eq. (4) and taking into
account the relations 3λλ 'f 3 + λ3f 3 = f 3 and 3λλ ' = 1 – λ3,
we arrive at a differential equation for δ(t). Equating
terms of the same power in ε, we obtain

(8)

where

(9)

, (10)

and the other hk(t) functions are also readily found.
Each linear equation of the type of Eq. (10) has a solu-
tion

(11)

Even the first approximation

(12)

provides for a much more accurate approach to the true
solution than λ(t) found in [4]. Figure 1 shows the
results of numerical analysis of Eqs. (5), (6), and (12)
in a typical case of MBE at a constant deposition rate
and a constant substrate temperature. As can be seen,
expression (12) well approximates the exact solution,
while solution (6) obtained previously gives obviously
(sometimes, more than twofold) overstated mean QD
sizes at all times. Thus, solution (12) stipulates a
smoother variation of the mean QD size at the kinetic
growth stage. These conclusions are confirmed by
Fig. 2, which presents a comparison of the results of
numerical modeling of Eqs. (5), (6), and (12) plotted as
L versus the effective thickness of the deposit for the

l t( ) λ f εt( )t[ ] f εt( ) δ t( )+( ),=

δ t( ) εkδk t( ).
k 1=
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process of hut cluster formation in the Ge/Si(100)
system [4] by the time of termination of the deposition
process.
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Fig. 2. A comparison of the results of numerical modeling
of Eqs. (4), (5), and (12) for the Ge/Si(100) system with var-
ious effective deposit thicknesses H0 by the time of termi-
nation of the deposition process (heq = 2.6 ML, θ = 20°, N =

2 × 1010 cm–2). The solid curve shows solution (5), the dot-
ted curve represents the exact numerical solution of Eq. (4),
and the dashed curve shows approximate solution (12).
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In conclusion, we have constructed an analytical
solution of the equation for the mean QD size, which
gives a good approximation to the exact solution. The
obtained results provide an exact prediction of the
mean QD size for a given effective deposit thickness
and sample exposure time and can be used in investiga-
tions of the process of QD formation in heteroepitaxial
systems such as InAs/GaAs and Ge/Si.
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Abstract—The formation of a deep nonstationary potential well in the gap between the cathode flare front and
the anode has been modeled with allowance for a floating potential at the boundary of an expanding plasma. It
is shown that a long-lived potential well with a lifetime on the order of nanoseconds can form in the vacuum
diode. The obtained results provide an explanation of the phenomenon of collective ion acceleration at the spark
stage of vacuum discharge. © 2005 Pleiades Publishing, Inc.
Introduction. Despite the fact that quite clear
notions have been developed by now about the physics
of spark discharge in vacuum [1], one of the most inter-
esting effects accompanying the operation of this dis-
charge is still the subject of discussion and contro-
versy. The effect, which was originally observed by
Plyutto [2] in a plasma diode, is manifested by the gen-
eration of anomalously accelerated positive ions in the
form of short-lived clusters (bunches) moving from the
cathode toward the anode. The energy of these ions is
considerably higher than that corresponding to the
potential difference UA applied to the discharge gap: for
instance, at UA = 300 kV, the ion energies in a vacuum
diode reach 10–15 MeV [3]. An important feature of
the spectrum of light ions is that the maximum ion
energy ~3ZeUA is proportional to the ion charge Z.
These ion energies can only be attributed to the exist-
ence of strong collective interactions between electrons
and ions of the cathode plasma.

A theory of the Plyutto effect in a vacuum diode has
been developed [4] based on the idea of the formation
of a deep nonstationary potential well [5, 6] that was
previously successfully used in the model of collective
ion acceleration in the case of electron beam injection
in a gas. In order to demonstrate the possible appear-
ance of a deep nonstationary potential well in a vacuum
diode, the model constructed in [5] was used to solve a
nonstationary one-dimensional problem concerning the
formation of a virtual cathode upon injection of a high-
current electron beam into a diode with an accelerating
electron field [4]. According to the model adopted, a
monoenergetic electron beam with an electron velocity
v 0 and a density n0 = const was injected at t = 0 into the
1063-7850/05/3102- $26.00 0164
half-space x > 0 (behind the cathode plane x = 0), where
electrons moved in a homogeneous external electric
field E0. It was found that, provided the conditions of
the potential well formation are satisfied, the depth eU
of a nonstationary potential well is independent of the

accelerating field: eU = – W, where W is the kinetic

energy of an electron.

However, the theory [4] was constructed using cer-
tain simplifying assumptions restricting the domain of
validity of the results. In particular, the self-field of the
electron beam was calculated for the half-space
bounded by the grounded cathode plane. The analytical
model used in [4, 5] had a hydrodynamic character and
was valid only before the formation of a multivelocity
electron flow (i.e., before the first reflection of parti-
cles) as a result of the appearance of the virtual cathode.
Finally, the analytical model [4] was nonrelativistic.
Recently, these limitations were analyzed in a study [7]
devoted to numerical simulation of a beam entering the
gap between the cathode flare front and the anode.

In a vacuum diode, the cathode flare front (expand-
ing plasma front) moves in space and occurs in a float-
ing potential. However, a change in the position of this
front during the time of virtual cathode formation is
insignificant. For this reason, the cathode flare front
was assumed in [7] (as well as in [4]) to be immobile
and occurring at a constant potential. The electron
beam dynamics was simulated for electrons at the
plasma front accelerated in the space charge field of
ions, while the return of reflected electrons to the gap
between the plasma front and the anode (i.e., their sec-

8
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ondary reflection) was not taken into account. Since the
current in the case of plasma rupture significantly
exceeds the Langmuir value (corresponding to the gap
between the plasma front and the anode), the problem
was simplified by assuming that the gap did not contain
electrons at the initial moment. The results of numer-
ical simulation [7] generally confirmed the analytical
model [6], but the use of a constant potential at the
plasma front and the loss of reflected electrons led to a
significantly understated lifetime of the deep potential
well in the numerical experiment.

In this study, the numerical simulation has been per-
formed with allowance for the floating potential in front
of the cathode flare and the possible secondary reflec-
tion of electrons in this region. The size of the charged
plasma region at the plasma front is on the order of the
Debye radius, which is much smaller than the size of
the neutral plasma region and the gap width between
the plasma front and the anode. The electric field in this
region is created by an external source and the charged
plasma formed by immobile ions and backscattered
electrons of the beam. For simplicity, the electric field
of the ions is replaced by the field of a positively
charged electrode situated at a distance di from the cath-
ode (di is much shorter than the interelectrode distance
d). Thus, the electron beam dynamics is simulated in
triode geometry with a floating potential at the grid.

Numerical simulation. The simulation was per-
formed by the particle in cell method (the same as that
used in [4]). The particles (plane charged layers) move
along the x axis in the gap between the plasma front and
the anode in accordance with the equations of motion

(1)

Here, β = v /c is the relative velocity of a particle, t is the
current time, E = E0 + Es , and Es is the self-field of the
electron beam, defined as

(2)

The self-field is determined by solving the Poisson
equation

(3)

where Φ is the scalar potential created by the beam with
charge density en.

dx
dτ
------ β,=

dβ
dτ
------

eE

mc2
--------- 1 β2–( )3/2

, τ ct.= =

Es
dΦ
dx
-------.–=

d2Φ
dx2
---------- 4πen,–=
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The total potential in the system is defined as

U = x + Φ for 0 < x < di;

U = x + Φ for di < x < d,

where Ui is the potential at the ion layer boundary and
x = 0 corresponds to the boundary between neutral
plasma and the ion layer. The boundary conditions were
selected so as to correspond to zero potential Φ = 0 at
x = 0 and on the anode. Equation (3) was solved by
method of fast Fourier transform. The fields were deter-
mined by numerical differentiation of the potential at
the adjacent nodes of the lattice.

At the initial moment, particles were uniformly dis-
tributed along the beam length in the region in front of
the cathode flare. Then, the particles were injected into
the gap at a constant velocity. The energy of injected
electrons must correspond to a potential drop across the
neutral part of the plasma column. However, in order to
increase the calculation speed, we used particles with
the energies greater than thermal energy, though still
much lower than the energies acquired in the ion layer.
The number of particles was varied (depending on the
conditions of the numerical experiments) from 105 to
3 × 105. The gap was divided by the lattice with a con-
stant step, so that the number of nodes varied from 28

to 212. The charge density was determined by counting
the number of particles at the lattice nodes, whereby
each particle was assigned to adjacent nodes with the

weights wi = 1 – , where xi is the coordinate of

the ith lattice node and h is the lattice step. The accu-
racy of the calculations was checked by comparing the
results to those obtained in the previous numerical
experiment [4].

Results and discussion. In the course of the simu-
lation of the evolution of a potential U in the gap
between the cathode flare front and the anode, the main
parameters were selected close to the known experi-
mental values [3], taking into account the approximate
equality UF ≈ UA [8]. Figure 1 shows the evolution of
the relative potential well depth U/UA in the gap, which
was calculated for the following parameters: injected
current density, j0 = 13 kA/cm2; accelerating gap
length, d = 0.7 cm; ion layer width, di = 0.01d (for a
Debye radius, dD ≈ 50 µm); potential difference, UA –
Ui = 60 kV; applied voltage UA = 300 kV. The critical
current density for the gap between the cathode flare
front and the anode, above which a deep potential well
is formed, is given by the expression [7]

jthr = IA ,

U i

d i
-----

UA U i–
d d i–

-------------------

x xi–
h

---------------

β0
3

π d d i–( )2
------------------------
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where IA =  ≅  17 kA is the Alfvén current and β0
is the relative velocity of electrons accelerated in the
ion layer. For the selected parameters, j/jthr ≈ 1.5.

Figure 2 shows the ratio of the anode current to the
current at the plasma front calculated for the above
parameters. A comparative analysis of the data pre-
sented in Figs. 1 and 2 shows that the adopted vacuum

mc3/e
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Fig. 1. Evolution of the total potential distribution in the gap
between the cathode flare front and the anode (with 15-ps
time intervals).
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Fig. 2. Time series of the relative anode current density for
an electron beam in the model vacuum diode.
TE
diode model described above is characterized by a rapid
formation of a deep potential well with a lifetime on the
order of nanoseconds. The breakdown of the current
outburst is probably determined by processes accompa-
nying the propagation of the charged plasma region into
denser layers of neutral plasma, which determines the
rear front of the injected current. These processes fall
outside the framework of the model under consider-
ation and require additional investigation. As can be
seen from Fig. 1, the depth of the potential well is about
2.4UA. The average anode current density at the out-
burst is about 8 kA/cm2. Since the quasi-stationary
oscillations of the anode current density in the numeri-
cal experiment are about 1.2 kA/cm2, this result agrees
well with the experimental data reported in [3].

Thus, taking into account the experimental fact of a
significant increase in the potential at the cathode flare
front (up to a level comparable with the applied volt-
age) and admitting rupture of a rare plasma at the
boundary, our numerical simulation of the electron
dynamics in a vacuum diode (with allowance for the
floating potential and multiple reflections of electrons
at the plasma front) showed the possibility of a poten-
tial well existing for a long time (on the order of nano-
seconds) in the diode. In agreement with [4], this
explains the collective acceleration of electrons to high
energies in such diodes.
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Abstract—A new, previously unreported physical phenomenon has been observed in experiments with high-
velocity impact of various strikers on metal targets of finite thickness. According to this, sufficiently strong and
tough structural materials (armor steel, titanium alloys, etc.) exhibit fractionation of the spall plate formed upon
dynamic contact with the striker or its deformed part. This always results in an odd number of fragments (three,
five, seven, etc.) of similar configuration. Systematic experiments on retained samples revealed progressive
fractionation of the spall plates, with the number of fragments increasing up to eleven. Further evolution was
difficult to follow because trapping of the fragments was hindered by their high velocities, which led to unavoid-
able additional fragmentation of the spall plates in the course of their interaction with a gradient package of
trapping material (ranging from felting to sand). © 2005 Pleiades Publishing, Inc.
The results of systematic investigations devoted to
the high-velocity impact of various strikers on metal
targets of finite thickness have revealed a new physical
phenomenon, which it is suggested to call shock-spall
asymmetry and which is observed in experiments on
retained samples for a rather broad variation of the
striker size (1 g to 1 kg) and shape (compact to elon-
gated).

It was established [1] that the time of spall damage
development during high-velocity collisions of various
strikers (compact and elongated bullets and projectiles)
with targets of finite thickness may be comparable to
the time of penetration of the striker or its deformed
part through the target, which leads to a contact interac-
tion of the spall plate with the striker. In the case of a
plastic target material, this results in the formation of a
through hole in the spall plate, with a diameter equal to
that of the projectile (or its deformed part). In suffi-
ciently hard structural materials, the spall plate exhibits
fragmentation. This pattern was confirmed by indepen-
dent experiments involving X-ray radiographic moni-
toring of the process of striker penetration through a
target and trapping of the spall plates in special devices.

This pattern of interaction between a striker and a
spall plate was also confirmed by the results of para-
metric theoretical investigations involving the initial
and boundary conditions matched with experiment.
Numerical simulations of the high-velocity interaction
of various strikers with targets of finite thickness and
the process of target fracture in axisymmetric geometry
were performed using the method of finite elements [2].
In the general case, the interaction involving finite-size
bodies is modeled by a compressible viscoelastic
medium. The behavior of this medium under dynamic
loading conditions is characterized by the shear modu-
1063-7850/05/3102- $26.00 ©0167
lus, dynamic yield point, and parameters of the adopted
kinetic model of fracture describing the nucleation and
evolution of microscopic damage continuously modify-
ing the material properties and inducing the relaxation
of stresses [3].

In this study, the shock-spall fracture of structural
materials was simulated based on the notions of a con-
tinuous measure of damage, which was represented by
the specific volume of cracks [4]. The rate of increase
in the specific volume of cracks was set as a function of
the acting pressure and the existing volume of cracks.
In the course of fracture, the strength properties of the
medium decrease according to certain laws [5]. This
approach was used for the numerical simulation and
analysis of the interaction of flat targets with various
strikers representing three characteristic types: platelet,
compact (a ball or a cylinder with the height equal to
the diameter), or elongated (a sharp-ended bullet or a
rod). The results of numerical calculations showed con-
vincing evidence that both compact (having compara-
ble dimensions in all directions) and elongated (a
sharp-ended bullet or a rod) strikers interact with a spall
plate and break through this plate.

Systematic experiments on retained samples, with
trapping of the spall plate fragments, showed that suffi-
ciently strong and tough structural materials (armor
steel, titanium alloys, etc.) exhibit fractionation of the
spall plate formed upon dynamic contact with the
striker or its deformed part. This always results in an
odd number of fragments (three, five, seven, etc.) of
similar configurations.

Figure 1a presents a photograph of the cross sec-
tions of a broken steel target (HB, 300 kgf/mm2). Fig-
ure 1b shows the photographs of trapped spall plate
 2005 Pleiades Publishing, Inc.
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fragments: (top) three fragments formed upon impact at
a velocity of 3386 m/s and (bottom) intact spall plates
not broken by a striker incident at a lower velocity
(about 3010 m/s); Fig. 1b (left part) also shows the
strikers of different weight (compact cylinders with the
height equal to the diameter) used in this series of
experiments.

Figure 2 shows the spall fragments trapped in the
experiments with 22-mm-thick steel targets (HB,
300 kgf/mm2). The three fragments in Fig. 2a were
formed upon an impact at 1988 m/s using a rodlike
striker with a diameter of d = 11.4 mm and an aspect
ratio (the ratio of cylinder length l to diameter d) of λ =
l/d = 4; five fragments in Fig. 2b were trapped upon an
impact at 1688 m/s using a rodlike striker with a diam-
eter of d = 6.7 mm and an aspect ratio of λ = 12. The
results of experiments on retained samples revealed
progressive fractionation of the spall plates, with the

(a) (b)

Fig. 1. Photographs of retained samples: (a) cross section of
a broken target along a symmetry plane; (b) model strikers
(left) and trapped broken (top) and intact (bottom) spall
plates.

(a) (b)

Fig. 2. Trapped fragments of spall plates formed upon per-
foration of a steel target by elongated strikers of different
configurations (see the text).
TE
number of fragments increasing up to eleven. Further
evolution was difficult to follow because trapping of the
fragments was hindered by their high velocities (it is
necessary either to increase the impact velocity or
reduce the target thickness), which led to unavoidable
additional fragmentation of the spall plates in the
course of their interaction with a gradient package of
trapping material (ranging from felting to sand).

Thus, a new, previously unreported physical phe-
nomenon has been observed in experiments with
dynamic loading of metals and alloys by means of the
high-velocity impact of various strikers. According to
this, perforation of the targets of finite thickness by a
high-velocity striker (compact or elongated) is accom-
panied by the interaction of a spall plate with the striker.
In the case of sufficiently strong and tough structural
materials (armor steel, titanium alloys, etc.), the spall
plate always breaks into an odd number of fragments.
This phenomenon is of considerable basic interest and
practical significance related to the development of a
theory of the dynamic fracture of various materials, the
physics and mechanics of projectiles breaking through
thick and complex structures, the formation of spall
fragment fluxes, etc. [6, 7]. A theoretical explanation of
the observed phenomenon and development of the cor-
responding physicomathematical model would be of
interest from both a basic and practical standpoint.
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Abstract—The initial stage of the development of instability in the front of an ionization wave, which is related
to the multiplication of electrons at their small background density, is theoretically described. An analytical
expression is obtained for the growth rate of small perturbations as a function (universal for the given gas) of
the reduced field strength E/p (where E is the electric field strength and p is the gas pressure). The rate of insta-
bility development is calculated for helium, xenon, nitrogen, and sulfur hexafluoride. A new criterion of
streamer formation is found. © 2005 Pleiades Publishing, Inc.
Introduction

It was pointed out previously [1–5] that the propaga-
tion of electric discharge in a dense gas is sometimes
determined by multiplication of the electrons present at
a small background density rather than by the transfer
of electrons or photons in the medium. The density of
such electrons exhibits significant growth at a value of
the applied electric field strength below (but close to)
the breakdown threshold [2, 4, 5]. The most intense
electron multiplication takes place at a conducting sur-
face, where the field strength exhibits growth. The mul-
tiplication wave frequently propagates in the form of
relatively narrow channels. This mechanism of dis-
charge propagation is independent of the electric field
orientation, which makes it possible to reject the well-
known hypothesis of streamer propagation [6]. Solving
the problem of description of the ionization wave prop-
agation in a dense gas is also important for understand-
ing the mechanism of high-power subnanosecond
electron beam formation in gases at atmospheric pres-
sure [7, 8].

This Letter is devoted to an analysis of the stability
of the electron multiplication wave front.

Background Electron Multiplication Wave 

Electron multiplication wave front velocity. It
was previously demonstrated [1–5] that propagation of
the background electron multiplication wave can be
described using a simple model. Within the framework
of this model, the electron density Ne at a point with the
radius vector r at the time t can be expressed as

(1)

Ne r t,( )

=  
N0 ν i E r( )( )t[ ] for N0 ν i E r( )( )t[ ]expexp Ncr,<
Ncr, for N0 ν i E r( )( )t[ ]exp Ncr,≥
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where N0 is the background plasma density, Ncr is the
critical value of this density that provides for the com-
plete screening of the external field, E is the electric
field strength, and νi is the ionization rate.

An expression for the multiplication wave front
velocity obtained using relation (1) is as follows:

(2)

where E0 = E(z(0)) is the field strength on the front sur-
face, r0 is the radius of the sphere approximating the
front surface, p is the neutral gas pressure, and Ln ≡
ln(Ncr/N0). The ionization rate νi = αiude is expressed as
a product of the Townsend coefficient αi(E, p) =
pξ(E/p) and the electron drift velocity ude(E/p), where
ξ(E/p) is the function characteristic of a given gas. It
was established [9–12] (see also reviews [7, 8]) that the
ionization rate νi(E/p) exhibits a maximum at a certain
value of E/p = (E/p)cr . In what follows, consideration
will be restricted to the region of not very strong fields
such that E/p < (E/p)cr .

Factors accounting for the development of insta-
bility. As can be seen from Eq. (2), the multiplication
front propagation velocity in the case of a plane wave
becomes infinitely large, which implies that ionization
takes place simultaneously in the entire volume. In real
systems, the volume mechanism of ionization is unsta-
ble. The behavior of both streamer and spark discharge
is determined by this instability.

The conclusion that a plane wave front has to be
unstable is confirmed by simple considerations. Indeed,
let the plane front be distorted for some reason so that

ufr

ν ir0

ζ E0/ p( )
-------------------,=

ζ E0/ p( ) 2Ln
d ude E/ p( )ξ E/ p( )( )ln

d E/ p( )ln
----------------------------------------------------- 

 
E/ p E0/ p=

,=
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it exhibits small protrusions and depressions. The elec-
tric field lines will concentrate on the protrusions and,
accordingly, the electron multiplication rate and the
front propagation velocity at these points will increase.
Therefore, the protrusions will tend to grow, the field
will continue to concentrate, and so on.

In order to calculate the shape of the resulting
plasma bunch, it is necessary to consider Eq. (1)
together with a two- or even three-dimensional Laplace
equation. Below, consideration is restricted to the case
when the multiplication wave front perturbation can be
considered to be small. The approach is analogous to
that used in monograph [6] for the description of a dif-
ferent mechanism of the ionization front propagation.

Initial Stage of Perturbation Growth 

Perturbation potential. In the absence of a pertur-
bation, let us treat the multiplication wave front as a flat
conductor propagating at a velocity v  along the z axis,
assuming the potential on the front surface to be zero.
Variation of the unperturbed potential ϕ0 as a function
of the coordinate and time is described by the expres-
sion ϕ0 = –E0(z – ufrt), where E0 is the field strength on
the front surface.

Consider a small perturbation of the front surface in
the form of a plane wave with a frequency ω and a wave
number k. The related displacement in the direction
perpendicular to the surface can be expressed as

where ξ0 is the displacement amplitude.
The perturbation gives rise to a small additive in the

potential, so that ϕ = ϕ0 + ϕ1. The additive ϕ1, as well
as the total ϕ, must obey the Laplace equation ∆ϕ1 = 0
and tend to zero as z  ∞. In addition, the additive has
to satisfy the condition of zero potential, ϕ(z) = 0, at the
front of the electron multiplication wave, that is, at z =
ufrt + ξ = ufrt + ξ0exp[i(kx – ωt)]. In the case of a small
perturbation (kξ0 ! 1), all these conditions are met by
the function ϕ1 = –E0ξ0exp[i(kx – ωt) – k(z – ufrt)].
Thus, the perturbed potential can be expressed as [6]

(3)

Perturbation growth rate. The condition of con-
stancy of the potential ϕ at the wave front can be
expressed as

(4)

Substituting the expression for potential (3) into condi-
tion (4) and ignoring the dependence of the ionization
wave propagation velocity ufr on the field strength E,

ξ x t,( ) ξ0 i kx ωt–( )[ ] ,exp=

ϕ  = E0 z ufrt–( ) ξ0 i kx ωt–( ) k z ufrt–( )–[ ]exp–{ } .–

dϕ /dt ∂ϕ /∂t=

+ ∂z/∂t( )∂ϕ /∂zϕ ∂ϕ /∂t ufr∂ϕ /∂z+ 0.= =
TE
we obtain iω = 0. This implies that the small perturba-
tion ξ in this case does not change with time (indifferent
equilibrium).

However, in fact the wave propagation velocity at
E/p < (E/p)cr increases with the electric-field strength.
For a small variation of the field, |∇ϕ 1|, we have

Substituting this expression into condition (4) and
ignoring small terms on the order above linear with
respect to ξ0, we obtain

(5)

where γ is the growth rate of the small perturbation
amplitude. The fact that this value is positive (together
with the derivative (dufr/dE)E0) indicates that the small
perturbation exhibits exponential growth or, in other
words, the electron multiplication wave front exhibits
instability.

Discussion of Results 

Perturbation growth rate as a function of the
field strength. Using relation (2), the expression for
perturbation growth rate (5) can be rewritten as

(6)

In the case when the perturbation determines the radius
of curvature of the wave front inhomogeneity, the quan-
tity kr0 is on the order of unity.

Based on the results obtained in [7–12], it is possible
to determine universal dependences of the perturbation
growth rate on the reduced field strength E/p at the
wave front for kr0 = 1 as

(7)

The results of calculations of the electron multipli-
cation wave characteristics for helium, xenon, nitrogen,
and sulfur hexafluoride are presented in the figure. It
should be noted that, for E/p < 1/2(E/p)cr , the ionization
rate is significantly greater than the perturbation growth
rate: νi/γ0 ~ 2Ln @ 1. The results of calculations show
that the characteristic distance traveled by the wave
front during the time 1/γ0 of instability development is
on the order of ufr/γ0 ≈ (0.3–0.8)r0. This implies that the
streamer head splits into separate bunches with charac-
teristic transverse size much smaller than r0. The stability
of the streamer at the initial stage of the instability devel-
opment is probably related to finiteness of the screening
layer and to the limited plasma conductivity [6]. In the

ufr E( ) ufr E0( ) dufr/dE( ) E0 ∂ϕ1/∂z .+=

ω iγ, γ k dufr/dE( ) E0E0,= =

γ kr0
d

dE
-------

ν i

ξ
---- 

 
E E0=

E0.=

γ0
d

d E/ p( )
-----------------

ν i

ζ
---- 

 
E E0=

E0/ p( ).=
CHNICAL PHYSICS LETTERS      Vol. 31      No. 2      2005



INSTABILITY OF THE BACKGROUND ELECTRON MULTIPLICATION WAVE FRONT 171
100 1 × 103 1 × 104

1 × 1012

1 × 1011

1 × 1010

1 × 109

1 × 108

1 × 107

1 × 106

1 × 1013

1 × 1012

1 × 1011

1 × 109

1 × 108

1 × 107

1 × 1010

1 × 1013

1 × 1012

1 × 1011

1 × 1010

1 × 109

1 × 108

1 × 107

1 × 1014

1 × 1013

1 × 1012

1 × 1011

1 × 1010

1 × 109

1 × 108

1 × 107

1 × 106

1 10 100 1 × 103 10 1 × 103 1 × 105

(a) (b)

(c) (d)

100 1 × 103 1 × 105

E0/p, V/(cm Torr) E0/p, V/(cm Torr)

u
fr
,

 c
m

/s
; ν

i, 
s–1

; γ
0,

 s
–

1 ; u
de

, c
m

/s

 νi

γ0

ufr

ude

He Xe

N2 SF6

νi

νi
νi

γ0

γ0

γ0

ufr
ufr

ufr

ude

ude

ude

100 1 × 104

E/p, V/(cm Torr) E/p, V/(cm Torr)

1 × 104

Fig. 1. Plots of the perturbation growth rate γ0, modulus of the ionization front velocity ufr, the electron drift velocity ude, and the
ionization rate νi versus reduced field strength E0/p for (a) helium, (b) xenon, (c) nitrogen, and (d) sulfur hexafluoride calculated
for p = 1 bar, Ln = 18.4, and r0 = 0.1 cm.
electron multiplication wave, the transverse size of the
inhomogeneity is also limited by the distance between

particles at the background electron density (~  ~
10–2 cm). It should be noted that it is possible in princi-
ple to obtain a spark channel in the form of a bundle
consisting of many thin threads.

Criterion of streamer formation. A criterion for
the transition from avalanche to streamer propagation is
usually formulated as αid > 20, where d is the distance
between flat electrodes. This condition implies that the
number of electrons formed in the avalanche is large
enough to provide for a sufficiently high strength of the
electric field at the avalanche head.

Evidently, this condition (at least, in the case of
background ionization) is insufficient. In fact, the vol-
ume multiplication of electrons may take place before
the spark channel will close the electrodes. An adequate
criterion determining the transition from a volume dis-
charge to the spark breakdown can be formulated as

N0
1/3–

ufr E0( )
d

----------------- ν i E( ), or
ν i E0( )r0

ν i E( )ζ E0( )d
------------------------------- 1,>>
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where E is the field strength between the electrodes,
which is significantly lower than the field strength E0 at
the streamer head.

Thus, if the field strength in the volume is high
enough to ensure a fast volume multiplication of elec-
trons, this time can be insufficient for the spark channel
formation. Of course, the field in the volume should be
also generated quite rapidly in order to eliminate the
spark breakdown in the field buildup stage (this implies
that the front of the voltage applied to the electrodes has
to be sufficiently steep).

Conclusions. The electron multiplication wave
front is unstable with respect to small perturbations in
the form of protrusions and depressions. The perturba-
tion growth rage is described by a function of the
reduced field strength, which is universal for a given
gas. The wave front instability leads, in particular, to
streamer formation.
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Abstract—A model describing the growth of AIIIAV semiconductor compounds from a melt has been devel-
oped based on an axisymmetric potential of pair interaction between atoms in the growing crystal and in the
melt. Numerical experiments performed according to the proposed model allowed the density of the flux of
atoms deposited onto the crystal surface at the initial growth stage to be determined. © 2005 Pleiades Publish-
ing, Inc.
The growth of semiconductor single crystals with
preset properties from melt is the main task of modern
materials science for solid state microelectronics. Solv-
ing this problem requires knowledge of the function
describing the interatomic interaction, which serves a
base for constructing a model of the semiconductor
crystal growth from the liquid phase.

In this Letter, we describe a new type of interaction
potential, which takes into account some special fea-
tures of the atomic arrangement in the liquid phase at
the crystal surface. The proposed potential was used
within the framework of the molecular dynamics simu-
lation of the growth of a single crystal from melt. In
particular, we simulated the growth of a gallium phos-
phide single crystal from a solution of phosphorus in
gallium melt.

According to the proposed approach, the interaction
of atoms in solution is described in terms of spherically
symmetric Lennard-Jones and Born–Meyer potentials.
In particular, the Ga–P interaction was described as

(1)

and the Ga–Ga and P–P interactions were described as

(2)

where r =  and D, n, m, r0, a, and ABM are
constant parameters [1].

Potentials (1) and (2) describe well the interatomic
interactions in solution [2, 3], since this medium can be
considered completely isotropic. However, these poten-

V r( ) D
n m–
------------- m

r0

r
---- 
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n
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r
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a
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  ,exp+=
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tials are not as adequate for describing the interactions
of atoms occurring in solution with atoms of the crystal
because the potential of a particle at the liquid–solid
interface is not spherically symmetric. For this reason,
we suggest describing the interactions of atoms occur-
ring in solution with atoms on the crystal (substrate)
surface in terms of the axisymmetric potential

(3)

where r = .

The proposed potential (3) is characterized by dif-
ferent numbers of extrema in various directions
(Fig. 1), which allows the interaction of atoms occur-
ring in solution with atoms of the substrate to be
described more adequately. Another feature of poten-
tial (3) is the presence of a small maximum at r ≠ 0.
This maximum represents a part of the toroidal surface
characterizing the activation energy of diffusion for
phosphorus atoms on the crystal surface. The parame-
ters of the potential were selected so that the calculated
density of the flux of atoms deposited onto the crystal
surface would agree with experimental data available
for the same system supercooled by 50 K relative to the
temperature of liquidus.

The main goal of this study was to determine the
influence of the proposed axisymmetric potential on the
mechanism of crystal growth from melt. From the
standpoint of molecular dynamics, two main mecha-
nisms are the deposition of separate atoms and the clus-
ter growth, whereby groups (clusters) of atoms arrive at
the substrate surface.
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The numerical experiments (computer simulations)
were performed for various bulk concentrations of
phosphorus in the melt: xP = 0.0125, 0.025, 0.067, and
0.1 (molar fraction). The liquidus temperature was
determined from the relation [4–6]

(4)

where x(T) is the molar fraction of phosphorus in gal-
lium melt at a given temperature T.

x T( ) 15992
T

---------------– 8.67+ 
  ,exp=

2

0 2

dN /dt × 10–12

t × 1012, s

4 6 8 10

4

10

8

6

A

B

Fig. 2. Crystal growth kinetics for the bulk phosphorus con-
centrations xP = 0.0667 (solid curve) and 0.0125 (dotted
curve) at the initial stage of the transition process at ∆T = 0.
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Fig. 1. The shape of the proposed axisymmetric potential at
the melt–crystal interface.
TE
The results of computer simulations using proposed
potential (3) and relation (4) confirmed that, in agree-
ment with the behavior expected at the temperature of
liquidus, the growth rate (defined as the difference
between the rate of deposition from melt and the rate of
crystal dissolution) is zero. Once this condition was sat-
isfied, we concentrated on determining the time varia-
tion of the flux density of atoms deposited from melt
onto the substrate surface for a period of time within
10–11 s.

The numerical experiments showed that variation of
the bulk concentration of phosphorus in the melt, xP,
leads to a change in the mechanism of phosphorus dep-
osition onto the substrate surface. For xP in the interval
from 0.025 to 0.066, the flux density kinetics of atoms
deposited from melt onto the substrate surface, dN/dt =
j(t, xP), exhibits a jump (Fig. 2, region AB) followed by
a relatively smooth average decrease of j(t) with time.
This is explained by the onset of deposition of atomic
groups (clusters). As the bulk concentration of phos-
phorus in solution decreases (Fig. 2, xP = 0.0125), the
mechanism changes and the deposition of phosphorus
atoms proceeds predominantly in the form of separate
atoms.

The situation does not qualitatively change upon a
decrease in the temperature: the flux density somewhat
increases, but the mechanism of deposition remains the
same.

An increase in the bulk concentration of phosphorus
in the melt is accompanied by the growth in both num-
ber and size of the clusters. As xP increases to 0.1, the
flux density of deposited atoms decreases, which
implies that this phosphorus concentration corresponds
to the predominant formation of small-size stoichio-
metric clusters. Therefore, phosphorus in gallium melt
at xP ≈ 0.1 probably occurs in the form of separate
atoms and P2 molecules, the latter not entering into
clusters with gallium. In solution, it is energetically
more favorable to form nonstoichiometric clusters,
since clusters of the maximum size were observed at
small phosphorus concentrations. It should be also
noted that, in the case of small phosphorus concentra-
tions, the maximum of the cluster distribution profile
was observed at a greater distance from the substrate
than in the case of large concentrations. This is related
to the fact that the substrate potential hinders the forma-
tion of nonstoichiometric clusters.

Computer simulations revealed an increase in the
concentration of phosphorus atoms at the interface,
which could be interpreted as the formation of a δ layer.
This was confirmed by an increase in the concentration
of clusters near the interface as compared to that in the
bulk.

Using the results of calculations, we have also esti-
mated the coefficients of diffusion for both clusters and
CHNICAL PHYSICS LETTERS      Vol. 31      No. 2      2005
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atoms, which have proved to be 1.5 × 10–10 m2/s and
8.5 × 10–5 m2/s, respectively.

Thus, using the proposed model involving an axi-
symmetric potential, it is possible to describe the
growth of crystals from melt and to study the structure
of a transition layer in the liquid phase for a period of
time within ~10–11 s.
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Abstract—We present new data on magnetization at T = 4.2 and 77 K for polycrystalline high-temperature
superconductors of the Bi2Sr2Ca2Cu3O10 + δ system containing various amounts of nanodimensional inclusions
of tantalum carbide, niobium carbide, or niobium nitride. The introduction of these nanoparticles (≤30 nm in
size) leads to an increase in the magnetization and the critical current density. It is established for the first time
that the dependence of the normalized critical current on the bulk concentration of indicated dopants is
described by the same universal curve. The interval of the optimum dopant concentrations is found, in which
the additives lead to the maximum increase in the critical current density. © 2005 Pleiades Publishing, Inc.
The use of high-temperature superconductors
(HTSCs) in power engineering, transport, technical
physics, and the mining industry requires the develop-
ment of long wiring conductors. Such wires must pos-
sess a high critical current density Jc , which requires
the presence of either natural or artificial centers ensur-
ing the effective pinning of magnetic flux in the con-
ductor. Traditional methods of creating artificial pin-
ning centers, such as irradiation with high-energy ions
or neutrons, are (despite certain progress) still rather
complicated and expensive. Radiation treatment of
HTSC materials cannot be implemented on a commer-
cial scale. Evidently, some other, relatively simple
physicochemical methods capable of creating effective
pinning centers in superconducting materials have to be
developed.

One possible approach to the creation of additional
pinning centers and improvement of the transport char-
acteristics of HTSCs, which is most promising from a
technological standpoint, is based on the introduction
of nanoparticles of special inorganic additives
(dopants) that are inert with respect to the supercon-
ducting matrix. These additives, introduced at the stage
of HTSC material synthesis, have to be selected so
that, on the one hand, they do not reduce the critical
temperature of the initial superconductor and, on other
hand, they provide effective pinning of the magnetic flux.
There were attempts to dope HTSCs with nanodimen-
sional inclusions of magnesium oxide [1, 2], carbides of
niobium, tantalum, titanium, and silicon [3–6], and
hafnium nitride [7]. The results of these investigations
showed that doping with such additives makes it pos-
sible to increase the critical current density of HTSCs
1063-7850/05/3102- $26.00 0176
based on (Bi,Pb)2Sr2CaCu2O8 + x (Bi2212) and
(Bi,Pb)2Sr2Ca2Cu3O10 + x (Bi2223) compositions [3–7].

This Letter presents new original data on a signifi-
cant increase in the magnetization of polycrystalline
HTSCs at both helium (T = 4.2 K) and nitrogen (77 K)
temperatures produced by nanoparticles of tantalum
carbide, niobium carbide, or niobium nitride. The
observed increase in the magnetization M means,
according to the critical state model [8], an increase in
the critical current density and implies the formation of
effective artificial pinning centers in the doped material.

The initial Bi2223 compound was synthesized by
method of carbonate coprecipitation using analytical-
grade Bi2O3, CuO, CaO, Sr2O3, and Pb2O3 compo-
nents. According to the X-ray diffraction data, the syn-
thesized powder contained predominantly a 2223 phase
(90 vol %) with small fractions of 2212 (5–10 vol %)
and 2201 (2–3 vol %) phases and traces of PbCaO4.
The artificial pinning centers in the base matrix were
created by introducing finely dispersed niobium nitride
(NbN), tantalum carbide (TaC), and niobium carbide
(NbC) powders with a characteristic particle size within
10–30 nm. The weight fractions of additives were var-
ied from 0.05 to 0.2%. A mixture of the 2223 phase and
nanoparticles was stirred for 30 h in a rotating vessel
and then cold pressed into disks with a diameter of D =
10–12 mm and a height of h = 2–3 mm. The molding
pressure in all cases was the same (100 kgf/cm2). Then,
all samples of various compositions (including control
samples without additives) were simultaneously sin-
tered for 10 h at 840°C. Upon sintering, the ceramic
composites were studied by X-ray diffraction on a
DRON-4 diffractometer using CuKα radiation. All dif-
© 2005 Pleiades Publishing, Inc.
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fraction lines in the diffractograms were assigned to
known phases of the Bi–Sr–Ca–Cu–O system.

The magnetization measurements were performed
by the Hall magnetometry method using two semicon-
ductor Hall transducers counter-connected to the Hall
potential leads. The first transducer (situated far from a
sample) measured the external magnetic field H, while
the other transducer (positioned at the sample surface)
measured the magnetic induction. The differential sig-
nal obtained upon instrumental subtraction of the out-
put signals of Hall transducers corresponded to the
sample magnetization M(H). The measurements were
performed at liquid nitrogen (T = 77 K) and helium
(4.2 K) temperatures. In the former case, the external
magnetic field was generated by a copper solenoid; in
the latter case, the field was generated by a supercon-
ducting NbTi solenoid.

Figure 1 shows the characteristic magnetization
curves M(H) measured at T = 4.2 K for the samples of
Bi2223 ceramics containing NbC nanoparticles in var-
ious concentrations C = 0 (undoped control), 0.05, 0.1,
and 0.2 wt %. As can be seen, the introduction of this
additive leads to an increase in the sample magnetiza-
tion in the entire range of magnetic fields studied. An
increase in the width ∆M of the magnetization loop is
indicative, according to the critical state model [8], of
an increase in the critical current density. The width of
the magnetization curve was defined as ∆M(H0) =
M+(H0) – M–(H0), where M+(H0) and M–(H0) are the val-
ues of magnetization measured in the field increase and
decrease modes, respectively. Analogous results were
obtained for the Bi2223 ceramics with NbN and TaC
additives (see table). The critical current densities pre-
sented in the table were calculated using the formula
Jc(H0) = 15∆M(H0)/R, which takes into account the
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
demagnetizing factor and the field dependence of the
critical current [9].

As the temperature increases to T = 77 K, the shape
of the magnetization curve changes and the ∆M(H0)
value sharply decreases. In order to illustrate the drop
in magnetization caused by the increase in the temper-
ature, Fig. 1 shows the data obtained at T = 4.2 K in
comparison to the M(H) curve measured at T = 77 K for
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–M, mT

Fig. 1. Magnetization M(H) (T = 4.2 K) of polycrystalline
Bi2223 ceramics with various weight fractions of NbC
nanoparticles: (1) undoped; (2) Bi2223 + 0.05 wt % NbC;
(3) Bi2223 + 0.1 wt % NbC; (4) Bi2223 + 0.2 wt % NbC.
Solid curve and the inset show the M(H) curve measured for
the undoped sample at T = 77 K.
Characteristics of Bi2Sr2Ca2Cu3O10 + δ ceramic samples containing various amounts of additives in the form of nanodimen-
sional inclusions

Additive Weight
fraction, %

Volume
concentration,

1013 cm–3

Sample size
(h × D), mm

Jc, A/cm2

T = 77 K T = 4.2 K

H = 0 H = 40 mT H = 0 H = 440 mT

NbC 0.05 4.97 2 × 10 1440 345 38800 4400

NbC 0.2 19.9 2 × 10 1110 250 33600 4600

NbC 0.1 9.93 2 × 10 1430 380 40100 3100

TaC 0.05 2.76 2 × 10 1710 470 40700 2700

TaC 0.2 11 2 × 10 1780 540 41500 3000

TaC 0.1 5.52 2 × 10 1720 510 43900 2700

NbN 0.05 3.83 2 × 12 880 260 33600 4500

NbN 0.1 7.41 2 × 12 940 270 35200 2000

NbN 0.2 15 2 × 12 1210 355 32300 3100

– – – 2 × 12 870 176 19800 2700
5
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the undoped sample. It should be noted, however, that
the introduction of nanoparticles leads to a significant
increase in Jc both at 4.2 K and at liquid nitrogen tem-
perature (see table).

The observed increase in magnetization implies that
the introduced additives lead to the appearance of addi-
tional structural defects that play the role of artificial
pinning centers. In order to optimize the dopant con-
centration so as to provide for the maximum increase in
the critical current, it is necessary to analyze the depen-
dence of Jc on the volume concentration n of impurities
(i.e., on the number of pinning centers per unit volume),
rather than on their weight fraction. Although the
weight fractions of various additives were changed
within the same limits (0.05–0.2 wt %), the volume
concentrations of impurities (even for the same degree
of dispersion or the average particle size) significantly
varied because of the different densities of dopants. The
volume concentrations of nanoparticles were calcu-
lated assuming that the characteristic size of particles
was 20 nm and their densities were ρ ≈ 8.4 g/cm3

(NbN), 8.0 g/cm3 (NbC), and 14.4 g/cm3 (TaC) [10].

Figure 2 shows a plot of the critical current density
at T = 4.2 K (normalized to the maximum value) versus
volume concentration of nanoparticles (pinning cen-
ters) for various dopants. As can be seen, the curve has
a universal domelike shape with a maximum in the
vicinity of n ≈ (6–7) × 1013 cm–3.

Thus, the results of magnetization measurements for
the samples of polycrystalline Bi2223-based HTSC
doped with various amounts of nanoparticles of tanta-
lum carbide, niobium carbide, or niobium nitride
showed for the first time that these additives lead to a

0.5

0 5

Jc/Jcmax, a.u.

n, 1013 cm–3

10 15 20

1.0

NbC
NbN
TaC

Fig. 2. Plot of the normalized critical current density at T =
4.2 K versus volume concentration of nanoparticles of var-
ious additives.
T

significant increase in the magnetization, which, in
turn, implies an increase in the critical current. The
most pronounced increase in the critical current density
was observed for the samples doped with TaC. In a zero
field, the growth in Jc was 120% at T = 4.2 K and 100%
at 77 K. The maximum increase in Jc (290%) was
observed at T = 77 K in a magnetic field of 40 mT. An
analysis of the curve of the normalized critical current
density versus the volume concentration of nanoparti-
cles shows that this relation is described by a universal
curve Jc(n) with a maximum in the vicinity of the opti-
mum concentration of nanodimensional inclusions,
nop ≈ (6–7) × 1013 cm–3. Using this universal curve, it is
possible to predict the optimum weight fractions of the
nanodimensional inclusions of other dopants with a
given density and degree of dispersion (particle size).
The whole body of experimental data provides convinc-
ing evidence for the possibility of increasing Jc of bis-
muth-containing HTSCs by introducing nanoparticles.
The prospects for further increase in the magnetization
and critical current density of HTSCs are related to a
decrease in the characteristic size of nanoparticles to a
level comparable with the coherence length (ξ = 0.2–
0.7 nm).
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Abstract—Variations of the entropy in the course of generation and propagation of localized plastic strain
waves in a solid is considered. It is shown that the formation of such waves leads to a decrease in the
entropy, which gives ground to classify the localized plastic straining in solids as a self-organization pro-
cess. © 2005 Pleiades Publishing, Inc.
It has been established previously [1–3] that local-
ization of plastic strain is a general property of all
media and can be characterized by a macroscopic scale
expressed in terms of the wavelength λ. Quantitative
characteristics of this autowave process in the linear
stage of strain hardening are as follows. The wave prop-
agation velocity Vaw is inversely proportional to the
strain hardening coefficient θ: Vaw ~ 1/θ, where θ =
dσ/dε; σ is the stress, and ε is the strain. The wave fre-
quency ω obeys a quadratic dispersion law, ω(k) =
ϑ(k – k0)2 + ω0, which is apparently equivalent to the
relation ω = 1 + k2 known in nonlinear mechanics [4].
In the stage of prefracture, where σ = εn, the velocity of
the fracture nuclei is proportional to the square of the
parabolicity exponent n: Vaw = V*(n – q)2. The wave-
length λ of localized plastic straining depends on the
grain size D and the sample size L, as described by the

relations λ =  and λ ~ lnL. 

For the observed wave processes, the above param-
eters fall within the following limits: 3 mm ≤ λ ≤
20 mm, 10−5 m/s ≤ Vaw ≤ 10–4 m/s, and 3 × 10–5 Hz ≤
ω ≤ 2 × 10−3 Hz.

Wave processes involved in the plastic straining of
solids have been known for a long time and described
in detail [5, 6]. However, the propagation velocity as a
function of the strain hardening coefficient for the plas-
ticity waves has the form Vpw ~ θ1/2 [5], which substan-
tially differs from the above relation for the localized
strain wave, Vpw ~ θ–1. The basic character of this dif-
ference suggests that the localized plastic strain waves
(autowaves [1–3]) revealed in our experiments repre-
sent wave processes of a new type. The existence of
such waves was theoretically predicted by Aifantis [7];
a close approach has been developed by Naimark [8, 9].

The difference between Vw(θ) functions for strain
waves of the two types leads to another divergence in
the behavior of these wave processes. It is natural to

λ0

1 C aD–( )exp+
---------------------------------------
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assume that the strain rate during the plastic flow is pro-
portional to the wave velocity,  ~ Vw. On the other
hand,  = bρmVdisl , where ρm and Vdisl  are the density
and velocity of mobile dislocations, respectively, and b
is the Burgers vector; therefore,  ~ Vw. In the general
case, the velocity of dislocations in the region of ther-
moactivated straining is determined by the relation
Vdisl ~ exp(–G/kBT) [10], where G = U – TS + A, U is the
internal energy, S is the process entropy, A is the
mechanical work, kB is the Boltzmann constant, and
T is the absolute temperature. In the case of plastic
straining, A = –γσ, where γ is the activation volume.
Using the above relations, the strain rate can be
expressed as

(1)

For (U – γσ)/kBT ≈ const, we have lnVw ~ S.
The velocity of the localized strain wave was deter-

mined at the stage of easy glide in single crystals and at
the stage of linear strain hardening in single crystals
and polycrystalline samples of various metals and
alloys [1–3]. This was done as described in [3], by
studying variation of the position of the strain localiza-
tion nucleus along the sample with time and by calcu-
lating the slope of this curve. The velocity of the plas-

ticity wave was calculated as Vpw ≈  [5], where
ρ0 is the material density. These calculations were per-
formed using the published values of densities and the
θ values determined from the σ(ε) curves.

The curves of Vw(θ) for the waves of the two types,
which are plotted in logarithmic coordinates in the fig-
ure, are obviously equivalent to the S(θ) curves for
these wave processes. In the case of plasticity waves
(straight line 3), the entropy exhibits an increase
(∆S > 0) that is characteristic of all processes with
energy dissipation. On the contrary, a decrease in the

ε̇
ε̇

ε̇

ε̇ Vw Vdisl ε0
S
kB
----- 

  U γσ–
kBT

----------------– 
  .expexp∼ ∼ ∼

θ/ρ0
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entropy (∆S < 0) observed for the localized strain waves
(straight lines 1 and 2 for the easy glide and linear strain
hardening stages, respectively) can be considered [11]
a typical sign of self-ordering processes in deformable
media.

As is known [12], the entropy of a system is deter-
mined by the degree of ordering, which is measured by
the so-called order parameter. In application to the plas-
tic strain localization waves, we have S ~ lnθ. There-
fore, there are grounds to believe that the strain harden-
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Plots of the velocities Vw of (1, 2) the localized strain waves
at the easy glide and linear strain hardening stages, respec-
tively, and (3) the plasticity waves versus the strain harden-
ing coefficient θ for various crystalline materials.
TE
ing coefficient plays the role of an order parameter in
the process of plastic flow.
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Abstract—The diffusion of a transmutation isotope generated in YBaCuO ceramics irradiated by high-energy
charged particles is mathematically analyzed. The model is based on the assumption that copper isotope atoms
created in subsurface layers of ceramic grains segregate at the grain boundaries in the course of subsequent
annealing and then rapidly diffuse via intergranular regions in depth of the material and penetrate into the bulk
of grains. © 2005 Pleiades Publishing, Inc.
Irradiation of a solid by high-energy charged parti-
cles leads to the generation of a radioactive transmuta-
tion isotope impurity [1]. This source of impurity atoms
has been previously used [2] for the investigation of dif-
fusion of a transmutation copper isotope in YBaCuO
ceramics. However, the values of the diffusion coeffi-
cient determined using the Fick law turned out to be
lower than those obtained in the case when the impurity
was introduced by the traditional method from a layer
of copper deposited onto the surface of ceramics.

This discrepancy was qualitatively explained within
the framework of a model proposed in [2], according to
which the transmutation isotope is generated predomi-
nantly inside the grains of ceramics. In the course of
subsequent annealing, the impurity atoms segregate at
the grain boundaries and then rapidly diffuse via inter-
granular regions in depth of the material and penetrate
into the bulk of grains. In this process, a limiting stage
is the slow diffusion in the grain bulk. In contrast, the
impurity atoms diffusing from a layer deposited onto
the sample surface enter directly into the intergranular
regions, rapidly diffuse there, and penetrate into grains.

This Letter presents a mathematical analysis of the
process of transmutation isotope diffusion in YBaCuO
ceramics.

By analogy with the Fisher concept [3], let us con-
sider a ceramic sample representing a semi-infinite
medium occupying the half-space x ≥ 0 and separated
into two parts (grain bodies) by a thin intergranular
region (interlayer) perpendicular to the x = 0 plane
(Fig. 1). The speed of diffusion in this interlayer is
assumed to be much higher than that in the grain.
Atoms moving in the interlayer are also capable of
entering into the body. Important assumptions are that
(i) the rate of diffusion in the interlayer is very high and
(ii) the interlayer thickness δ is very small. This implies
that the gradient of impurity (diffusant) across this
layer (e.g., in the y axis direction) is absent, the impu-
1063-7850/05/3102- $26.00 0091
rity concentration in the layer cross section is constant,
and the process of diffusion in the interlayer has a one-
dimensional character. Under these conditions, we can
ignore the motion of impurity in the grain body in the x
direction, so that diffusion in the grain is also a one-
dimensional process in the y direction. We assume that
the coefficients of diffusion in the grain (D) and in the
interlayer (D1) are constant, the Fick law is valid in both
media, and the grain–interlayer boundary is immobile.

Using the above assumptions, we can write equa-
tions describing the diffusion of impurity atoms in the
grain and interlayer and formulate the boundary condi-
tion at y = 0. Consider an element bδdx in the interlayer
volume and let c(x, t) be the impurity concentration in
this element. The impurity diffuses from this element
into the adjacent grains, and there is also a reverse dif-
fusion flux from these grains to the interlayer. Owing to
a high rate of diffusion in the interlayer and a small
value of δ, the impurity concentration in the entire cross
section x of the element is constant. Then, the amount
of impurity dQc passing during a period of time dt from
the given volume element to the adjacent grain through

δ

1 2 3

dx

x

b
y

Fig. 1. Schematic diagram of the model of impurity diffu-
sion in YbaCuO ceramics: (1, 3) ceramic grains; (2) inter-
granular region (see the text for explanations).
© 2005 Pleiades Publishing, Inc.
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a boundary area of bdx is proportional to the total con-
tent of impurity in the element,

(1)

where g is a proportionality factor.
Further, the amount of impurity dQs passing during

the same period of time dt from the adjacent grains to
the interlayer through the same boundary area bdx is
proportional to the impurity concentration in the grain
S(x, 0, t) in the cross section x at the boundary y = 0:

(2)

where k is the corresponding proportionality factor.
A change dQD in the impurity content in the given

element due to diffusion via the interlayer is

(3)

Then, the total change dQ in the impurity content dur-
ing the time dt in the volume element under consider-
ation can be written as

(4)

Taking into account that

(5)

dQc gc x t,( )bδdxdt,=

dQs 2kS x 0 t, ,( )bdxdt,=

dQD D1
∂2c

∂x2
--------bδdxdt.=

dQ dQD dQs dQc.–+=

dQ dcbδdx=

1012

0 20

q, cm–3

x, µm

1013

1011

40 60 80 100

1 2 3 4

5

Fig. 2. The volume impurity concentration profiles in the
ceramic grain: (1) initial distribution; (2–4) calculated
model profiles for t = 2.75, 5.5, and 8.25 h, respectively
(D = 8 × 10–13 cm2/s, D1 = 3 × 10–8 cm2/s, g = 0.25,

h = 0.4); (5) experimental diffusion profile of 64Cu in
YBaCuO ceramics.
TE
and using relations (1)–(5), we finally obtain the equa-
tion

(6)

where h = 2k/δ. This equation describes diffusion in the
interlayer with allowance for both the impurity pene-
trating into grains and the reverse flux of impurity from
grains into the interlayer.

The diffusion of impurity in the grain obeys the
equation

(7)

where S = S(x, y, t) is the impurity concentration.
In order to formulate the boundary condition at the

interlayer–grain interface y = 0, let us assume that there
is a balance between the amounts of impurity supplied
to and removed from this plane. The amount of impu-
rity dQ0 entering the interface area bdx from the grain
body during a period of time dt is

(8)

while the amount of impurity dQc coming to this area
for the same time from the interlayer is given by rela-
tion (1). The amount of impurity dQs1 leaving the plane
y = 0 to enter the interlayer is given by an equation anal-
ogous to relation (2):

(9)

Writing the balance condition as

(10)

we obtain the relation

(11)

which is a generalized boundary condition [3] that
takes into account both the diffusion of impurity from
the interlayer to the grain and the reverse flux from the
grain to the interlayer.

The other boundary conditions to be used in solving
the system of Eqs. (6) and (7) are as follows:

(12)

Let us assume that the interlayer in the initial state is
free from the impurity:

(13)

∂c
∂t
----- D1

∂2c

∂x2
-------- hS x 0 t, ,( ) gc,–+=

∂S
∂t
------ D

∂2S

∂y2
--------,=

dQ0 D∂S
∂y
------

y 0=

bdxdt,=

dQs1 kS x 0 t, ,( )bdxdt.=

dQ0 dQc+ dQs1,=

D
∂S
∂y
------ kS x y t, ,( )+– gδc x t,( ), y 0,= =

∂c
∂x
------ 0, x 0, and x ∞;= = =

∂S
∂y
------ 0, y ∞.= =

c x 0,( ) 0, x 0.≥=
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The initial condition for the grain corresponds to the
copper transmutation isotope profile S = S(x, y, 0) cre-
ated in an YBaCuO ceramics by irradiation with high-
energy deuterons [2]. It is assumed that, for x = l, we
have S(l, y, 0) = S0(l) = const.

Equations (6) and (7) with the boundary condi-
tions (11) and (12) and the above initial conditions for
the functions c(x, t) and S(x, y, t) have been solved by
finite difference method. The results of numerical cal-
culations gave the impurity concentrations in the grain,
S(x, y, t), and in the interlayer, c(x, t). The total volume
impurity concentration q(x, t) in the cross section x of
the grain was determined with neglect of the impurity
content in the interlayer, since this layer thickness was
negligibly small.

As can be seen from the calculated impurity profiles
presented in Fig. 2, the volume concentration of impu-
rity atoms in the source zone decreases with time,
whereas their content in the bulk of the sample
increases. The results of calculations (profile 4) satis-
factorily agree with the experimental data (curve 5).

In conclusion, a mathematical analysis of the grain-
boundary diffusion model has confirmed the assump-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
tion made previously [2], according to which a trans-
mutation copper isotope created in the subsurface layer
of YBaCuO ceramic grains segregates at the grain
boundaries in the course of subsequent annealing and
then rapidly diffuses via intergranular regions in depth
of the material and penetrates into the bulk of grains.

Acknowledgments. The author is grateful to
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Abstract—The spectral dependence of the optical rectification effect in nanostructured carbon (nanographite)
films obtained by plasmachemical deposition was studied in a wavelength range from 266 to 1900 nm. In this
range, the amplitude of the electric signal observed when films were irradiated by nanosecond light pulses of
constant power increases in inverse proportion to the laser wavelength. The experimental results confirm the
assumptions made previously concerning the mechanism of the observed effect. It is suggested that nanograph-
ite films are promising materials for detectors of ultrashort laser pulses in the IR, visible, and UV spectral inter-
vals and for generators of electromagnetic radiation operating in the terahertz frequency range. © 2005 Pleiades
Publishing, Inc.
When a high-power laser pulse propagates in a non-
linear optical crystal, a pulse of dielectric polarization
with the shape repeating the laser pulse envelope can be
induced in this crystal. If such a nonlinear optical crys-
tal is placed between metal electrodes, the laser-
induced polarization will lead to the appearance of a
quasi-static (pulsed) voltage between these electrodes.
The shape of the generated electric pulse reproduces
the light pulse envelope. This phenomenon underlies
the well-known optical rectification effect [1, 2]. Our
recent publications [3, 4] reported on the optical recti-
fication observed in nanostructured carbon (nanograph-
ite) films obtained by plasmachemical deposition [5, 6].
The electric voltage pulse, reproducing the nanosecond
pulse generated by a Q-switched laser, was measured
between metal electrodes pressed against a nanograph-
ite film on silicon substrate. The experimental results
were explained in terms of a quadrupole contribution
due to the quadratic static polarization component of
the nonlinear medium.

It has been experimentally established that the volt-
age responsivity η of the optical rectification effect,
defined as

(1)

(where U is the response voltage pulse amplitude and
P is the laser pulse power), was different for a laser
wavelength of 1064 and 532 nm. In order to elucidate
the nature of the optical rectification effect in nan-
ographite films and to provide information important
for practical applications, we studied the spectral sensi-

η U/P=
1063-7850/05/3102- $26.00 0094
tivity of this effect in nanographite films in a broad
wavelength range. This Letter presents the results of
our investigation.

The experiments were performed on samples of
plasmachemically deposited carbon films with a pro-
nounced porous nanocrystalline graphite structure [3–6].
A nanographite film on silicon substrate was pressed
with two flat conducting electrodes to a dielectric sam-
ple holder. The amplitude U of the response voltage
appearing between the electrodes during laser irradia-
tion of the film was measured using a storage oscillo-
scope with an input impedance of 1 MΩ , while the
shape of the electric pulses could be observed using an
oscilloscope with a pass band of 250 MHz and photo-
graphed by a digital camera. The sample films were
exposed to the radiation of a single-mode single-fre-
quency YAG:Nd3+ laser [7] generating pulses at λ =
1064 nm with a full width at half maximum (FWHM)
of about 20 ns and a pulse power of 60 mJ. The laser
beam diameter was 2 mm.

The pulses of radiation with other wavelengths were
obtained using nonlinear optical converters (producing
the second, third, and fourth harmonics of the funda-
mental laser mode) and a converter based on the stimu-
lated Raman scattering effect in compressed hydrogen
at a Q01(1) vibrational transition with a frequency shift
of 4155 cm–1 [8]. The nonlinear optical converters were
based on the KTP, DKDP, and BBO crystals and gener-
ated laser radiation with a frequency of 532, 354.7, and
266 nm, respectively. The Raman effect was excited by
the first or second harmonic of the YAG:Nd3+ laser,
which was focused by a lens with a focal distance of
© 2005 Pleiades Publishing, Inc.
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F = 66 cm in a 86-cm-long cell with hydrogen at a pres-
sure of P = 25 bar. In this way, it was possible to obtain
sufficiently powerful pulses of the first Stokes compo-
nent with a wavelength of 1907 or 683 nm. In accor-
dance with the previous data [9], high-power radiation
with λ = 683 nm was generated in both the forward and
reverse directions. An important feature of this radia-
tion, which was also used in our experiments, was a sig-
nificant difference in shape of the pulses generated in
the forward and reverse directions [10–12]. The Raman
converter (F = 66 cm, L = 86 cm) with hydrogen at P =
3.5 bar pumped at 532 nm produced sufficiently power-
ful pulses of the first anti-Stokes component with a
wavelength of 435.7 nm. The radiation with different
wavelengths was spatially separated with the aid of a
dispersive quartz prism. Thus, the main laser pulses
with 1064 nm were converted into high-power pulses of
radiation at six discrete wavelengths in various regions
of the spectral range studied.

The voltage amplitude U of the optical rectification
response signal for all spectral components was mea-
sured using the linearly (p) polarized radiation incident
on the nanographite film surface at a fixed angle of 45°.
The plane of incidence was perpendicular to the two
parallel electrodes situated on the opposite ends of the
film and spaced by about 20 mm. The power of the inci-
dent radiation was determined for each spectral compo-
nent as P = ε/τ, where ε is the laser pulse energy mea-
sured by the standard instrument and τ is the laser pulse
width (FWHM). It should be emphasized that, as was
established previously [3, 4], the shape of the response
voltage pulse repeats the incident pulse shape. For this
reason, the laser pulse duration at various wavelengths
was determined using the shape of the response signal
measured in nanographite films exposed to the corre-
sponding spectral component. Then, the responsivity of
a given film at various wavelengths was calculated
using formula (1). The results were averaged over not
less than 30 measurements at each wavelength.

Figure 1 shows the typical laser radiation wave-
forms measured for a nanographite film at (a) 1064,
(b) 1907, and (c) 683 nm for the Stokes component in
the forward direction, (d) 683 nm for the backward
Stokes component, and (e) 266 nm. As can be seen
from these data, the Stokes radiation pulses at 683 nm
measured in the forward and reverse directions exhibit
significantly different features, which is in good agree-
ment with the well-known published results [10–12].
Thus, by measuring the optical rectification response
signal in nanographite films, it is possible to study the
laser pulse shapes in a broad spectral range.

Figure 2 shows a plot of the normalized voltage
responsivity η/η1064 versus 1/λ, where λ is the probing
laser wavelength and η1064 is the voltage response mea-
sured at 1064 nm. As can be seen, the dependence of
η/η1064 on 1/λ has a linear character, showing a mono-
tonic decrease in the IR range and an increase in the UV
range. Note that the extrapolated intercept of this plot
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 2      200
with the ordinate axis gives a positive value, which
implies that the responsivity of the given film in the far
IR range may be nonzero. In this respect, photovoltaic
converters based on the optical rectification effect in
nanographite films substantially differ from the analo-
gous photosensors based on Si, GaAs, GaP, and some
other materials whose response in the IR range sharply
drops to zero [13].

It was also of interest to compare the results of our
experiments to theoretical conclusions derived previ-
ously [3], according to which the amplitude U of the
pulsed response voltage related to the quadrupole con-
tribution from the quadratic static polarization compo-
nent of the nonlinear medium can be described as

(2)

where S0 is the laser beam cross section area, E (E*) is
the electric field vector, ε is the dc permittivity of the
medium, L is the electrode length, f(α, β) is the func-

U 4πS0/εL( )χ EE*( ) f α β,( ),–=

20 ns

(a)

(b)

(c)

(d)

(e)

Fig. 1. Pulse waveforms: (a, e) first and fourth harmonics of
the passive Q-switched YAG:Nd3+ laser; (b, c) the first
Stokes components generated in the forward direction by a
Raman converter excited by the first and second laser har-
monics, respectively; (d) the first Stokes component gener-
ated in the reverse direction by the Raman converter excited
by the second laser harmonic. The backward Raman effect
converter was based on a vibrational transition in com-
pressed hydrogen. The waveforms were measured as the
response voltage due to the optical rectification effect in
nanographite films. The amplitudes and positions of pulses
are arbitrary.
5



 

96

        

MIKHEEV 

 

et al

 

.

                                                                     
tion dependent on the spatial orientation of the film rel-
ative to the incident laser beam, χ = 2Re{2iπχxyyx/λ}, λ
is the laser radiation wavelength, and χxyyx is the com-
ponent of the second-order nonlinear quadrupole sus-
ceptibility of the isotropic film in a rectangular coordi-
nate system XYZ with the OZ axis directed along the
normal to the film surface. If χxyyx is independent of the
radiation wavelength, relation (2) leads to the direct
proportionality of the optical rectification responsivity
to 1/λ (i.e., to the exciting radiation frequency), in
agreement with the experimental results presented
above (Fig. 2). Formula (2) also suggests that the
response signal must vanish at a zero frequency. How-
ever, extrapolation of the experimental plot to the
region of low frequencies (Fig. 2) leads to a nonzero
value of η. Apparently, a correct quantitative compari-
son of theoretical relation (2) to the experimental
results is possible only provided that the spectral
dependence of the susceptibility tensor component
χxyyx  is known. Nevertheless, we believe that, on the
qualitative level, our experimental results are consistent
with theoretical conclusions (except for the probable
nonzero responsivity in the far IR range).

1

0 10

η/η1064, a.u.

1/λ, 103 cm–1

20 30 40

2

3

4

Fig. 2. An experimental plot of the normalized voltage
responsivity η/η1064 versus 1/λ for a nanographite film
exposed to nanosecond laser pulses. Dashed line shows
extrapolation to the far IR range.
TE
Thus, the results of our experimental investigation
show that nanographite films can be used to convert
nanosecond pulses of laser radiation in a broad spectral
range into electric voltage pulses whose shape repro-
duces the laser pulse envelope. The coefficient of con-
version of the laser pulse power in the response voltage
increases in inverse proportion to the laser radiation
wavelength. The experimental data are qualitatively
consistent with a theory describing the optical rectifica-
tion effect in terms of a quadrupole contribution due to
the quadratic static polarization component of the non-
linear medium.
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Abstract—The problem of constructing model maps based on the experimental chaotic time series is consid-
ered. A new method of estimation of the model parameters for one-dimensional maps is proposed, which
employs a least squares procedure and calculations of the objective function using iterations of the model map
in the reverse time. The results of a numerical experiment show that the proposed method provides much more
accurate estimates than does the traditional approach at a moderate noise level below a certain threshold. The
greater the number of parameters to be evaluated, the higher the threshold and, hence, the broader the domain
of high efficiency of the new method. © 2005 Pleiades Publishing, Inc.
Introduction. Besides their evident basic signifi-
cance, methods intended for reconstructing the mathe-
matical models of processes from the observable time
series (i.e., a finite set of values of the observable η1,
…, ηN measured at sequential moments of time) have
numerous applications, from the calculation of the
characteristics of nonlinear elements of electrical cir-
cuits [1] to the description of biochemical processes in
the living cell [2]. The task of modeling based on the
time series is referred to as the “identification of sys-
tems” [3] or “reconstruction of dynamical systems” [4, 5].
At present, the approaches to solving this task are
developed within the framework of nonlinear dyna-
mics [1, 2, 6] and frequently employ maps [7–9], since
even low-dimensional maps are capable of describing
complicated dynamics encountered in various real sys-
tems. For example, the Poincaré maps of strongly dis-
sipative nonlinear systems (such as the Lorentz and
Rössler systems) are frequently one-dimensional with a
high precision [10].

This study is devoted to this special case of model-
ing and is aimed at evaluating the parameters of a one-
dimensional map from the corresponding time series.
This problem has been repeatedly studied [11–15], and
various methods for such estimation have been devel-
oped. Theoretically, the longer the time series (i.e., the
greater N), the larger the possibility of obtaining highly
precise estimates of the target parameters. However, the
known methods encounter serious difficulties in practi-
cal implementation in the case of systems featuring
chaotic regimes. We proposed a new method, which
allows more accurate estimates to be obtained from
long chaotic series for a not too high noise level. Our
approach is based on the idea of iteration in the reverse
time that was previously suggested for the processing
1063-7850/05/3102- $26.00 0097
of time series with nonlinear noise filtration [16] and
for the separation of a sum of chaotic signals into com-
ponents [17].

Formulation of the problem and description of
the standard approach. Let us consider a one-dimen-
sional map

(1)

where x is a dynamical variable and a is a P-dimen-
sional vector of parameters. The time series is gener-
ated by map (1) in a chaotic regime for the parameters

a = a(0) and the initial condition x1 = , and is
assumed to be noisy as described by the variable ηn =
xn + ξn , where ξn is a sequence of independent random
quantities distributed according to the normal law with

a zero mean and a variance of . The form of function

f is known, while the a(0) and  values are unknown

and the task is to determine the estimates  with max-
imum accuracy.

Theoretically, the most effective variant is provided
by method of least squares, whereby x1 and a are deter-
mined so as to make the realization of map (1) close to
the observed time series, that is, to minimize the objec-
tive function

(2)

where f (n) is the nth iteration of the f map and

xn 1+ f xn a,( ),=

x1
0( )

σξ
2

x1
0( )

â

S x1 a,( ) ηn 1+ f n( )–( ) x1 a,( )2,
n 0=

N 1–

∑=
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f (0)(x, a) ≡ x. However, this variant is effective only
provided that the global minimum of function (2)
can be found.1

In practice, the minimization procedure is per-
formed using iterative methods [18], according to
which the initial x1 and a values are set by a starting
guess followed by a descent to a minimum. However,
finding a global minimum of objective function (2) in
the case of long chaotic series is practically impossible
because the number of local minima is very large [15]
(an example of iteration for a time series of quite mod-
erate length is presented in Fig. 1a). It is the starting
guess that determines which minimum will be attained.

The usual practice it to try a large number M of start-
ing guesses and then select the deepest minimum.
Guesses are taken from a certain region presumably
containing true values of the parameters to be deter-
mined. In particular, this region frequently represents a
parallelepiped with the side lengths ∆x (with respect to
the initial condition) and ∆i (with respect to the ai val-
ues): these ∆x and ∆i values will be referred to below as
the starting uncertainty intervals. However, the global
minimum for a long chaotic series can be found only
using an enormously large M or extremely small ∆x and
∆i such that can hardly be realized in practice. An
acceptable approach consists in that certain practically
“reasonable” values of M, ∆x , and ∆i are set and the ini-
tial series is divided into segments of length L, in which
the global minimum (2) can be found within a reason-
able time. The final “forward” estimate, obtained as an
empirical mean of the values obtained for these seg-

ments, is denoted . Estimates obtained in the short
segments can be strongly biased, and then the forward

1 The efficiency of the least squares method is related to the fact
that it coincides with the maximum likelihood method in the case
of a normal noise. However, the results of our numerical experi-
ment (not presented here) show that fitting by least squares also
provides sufficiently accurate estimates for other noise distribu-
tions.
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Fig. 1. Objective functions for the quadratic map (4) con-

structed at N = 20, a(0) = 1.85, and  = 0.3: (a) for for-

ward iterations, x1 = , function (2); (b) for backward

iterations, xN = , function (3).
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TE
estimate is significantly biased as well. This deviation
is not eliminated on increasing the length N of the ini-
tial series. It is also senseless to increase L, since this
will hinder determination of the global minimum of
function (2). This is a basic limitation of the standard
method.

Idea behind the new method. We suggest using the
least squares procedure in combination with backward
iteration of the model map in the reverse time, that is,
to minimize the objective function

(3)

where f (–n) is the nth iteration of map (1) in the reverse
time. For the time reversal, the Lyapunov exponent
becomes negative and the sensitivity of the map trajec-
tory with respect to the initial condition decreases. For
this reason, we may expect that the number of local
minima in the objective function of type (3) is not as
large (Fig. 1b).2 The process of minimization of the
new objective function (3) is also performed numeri-
cally for a certain set of M, ∆x , and ∆i values, but the
results of our numerical experiment showed that the
proposed method is not sensitive with respect to this
choice. For this reason, below we use M = 1 and set ∆x

and ∆i values to be the same as those for .
Since the chaotic regime can be exhibited only by a

nonmonotonic one-dimensional map, the unavoidable
problem of a non-single-valued inverse map arises: dur-
ing iterations in the reverse time, it is necessary to
decide which root of the equation xn + 1 – f(x, a) = 0 has
to be selected as xn (xn + 1 is the value of the variable
obtained in the preceding iteration step in the reverse
time). We select the root closest to the corresponding
value of the observable ηn . The final “backward” esti-

mate will be denoted .
Numerical experiment. The error of estimation of

a single parameter  is usually determined in mathe-
matical statistics as the square deviation from the true
value, ε = 〈(  – a(0))2〉 , where the angle brackets denote
the mathematical expectation. In the case of several
parameters (P > 1), let εi be the error of estimation for

 and ε be the total error defined as ε = .

In the numerical experiment, we calculated the

errors ε for the estimates  and  by averaging over
an ensemble of 1000 time series (for a fixed set of a(0),

, N, ). The objective functions (2) and (3) were

2 It should be emphasized that applicability of the proposed
method is restricted to one-dimensional maps, since the trajectory
of a multidimensional dissipative system in the reverse time is
even more sensitive with respect to the parameters, and the objec-
tive function (3) has a large number of local minima.
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minimized by the quasi-Newtonian method.3 Then, ini-
tial guesses were generated as random values uniformly
distributed in the corresponding starting uncertainty
intervals.

Estimation of a single parameter. The test was
performed for a typical chaotic system representing the
quadratic map

(4)

with a = a(0) = 1.85 and x1 =  = 0.3 (the same values
as in [11–13, 15]). The length of the time series was
N = 100. The value of  was determined for M = 10
and the uncertainty intervals [ηn – 0.1, ηn + 0.1] with
respect to xn and [1.5, 2.0] with respect to a.4 The task
of selecting the length L for a single time series is rather
complicated [15] and will not be considered here. We
have used an ensemble of time series for preliminarily
determining L such that a minimum value of the error ε
(L = 10, Fig. 2a) was ensured.

Figure 2b shows a comparison of the best forward
estimate  to the backward estimate . The new
method provides for a more accurate estimate provided
that the noise level does not exceed the threshold value

 ≈ 0.019.5 Calculation of the new estimate ( ) is
much faster, since it involves only one starting guess. At
a higher nose level, the error of  rapidly increases as
a result of frequent errors in selecting the root of equa-
tion during backward iterations.

The results of our experiments showed that the pat-
tern outlined above is retained with increasing length N
of the series. The variances of  and  estimates

depend on N according to the power law  ∝  N–α. For

the variance of , the exponent is approximately the
same (α ≈ 1.1) for any noise level. The variance of the
new estimate at a small noise level decreases faster than

the variance of  (e.g., α ≈ 1.7 for  = 0.0001); for a
noise level on the order of the threshold, the exponent
is approximately the same for both estimates.

3 Our experiments showed that this method gives the same results
as the nonsmooth optimization methods, which are somewhat
more effective in the case of rapidly oscillating functions.

4 The value of M is limited by the computational time, while the
starting uncertainty intervals are determined by the lack of a pri-
ori information. A considerable growth of M (increasing the seg-
ment length L) may provide somewhat better estimates, but the
qualitative conclusions will remain the same.

5 For practical applications, this threshold noise level can be
expressed in terms of the percentage signal to noise ratio (with
respect to the standard deviation). The “pure” signal variance for
system (4) is 0.38. Therefore, a noise variance of 0.01 corre-
sponds to the signal to noise ratio of 16% (which is a quite signif-
icant noise).
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Estimation of three parameters. In order to study
the influence of the number of model parameters, we
have used the same quadratic map,

(5)

but with three unknown parameters. The time series

were generated for  = 1.0,  = 0.0,  = 1.85

and the same  = 0.3. Figure 2c shows the total error

of  for all three parameters (determined for the opti-
mum segment length L = 8 and the uncertainty intervals
a1 ∈  [0.8, 1.2], a2 ∈  [–0.2, 0.2], other parameters being

the same as above) and the error of . As can be seen,
the new estimates obtained for a lower noise level are

again more accurate than . Moreover, the threshold

noise variance is approximately 30% higher (  ≈
0.013), which implies expansion of the region where
the proposed method is advantageous to the standard
approach. The results of estimation of the separate
parameters a2 and a3 are close to those in Fig. 2c, while
the threshold noise variance for a1 is three times as high

(  ≈ 0.043) (Fig. 2d). Thus, the region of advanta-
geous application of our method increases to an even
greater extent in cases when only the parameter a1 (e.g.,
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â f

âb
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âb,1



100 SMIRNOV et al.
playing a special role) has to be evaluated with a higher
precision.

As the number P of evaluated parameters increases
(in practice, this number can frequently be about a
dozen), the threshold noise level must grow. At a very
large P, the traditional least squares method with itera-
tions in the direct time may fail to be applicable, since
the required number of starting guesses may become
unreasonably high. In such cases, the proposed method
is advantageous irrespective of the noise level.

Conclusions. The procedure of modeling based on
the time series always involves the stage of evaluating
the system parameters for a selected structure of model
equations. In the case of chaotic time series, it might
seem that very accurate estimates can be obtained
because the model trajectory is sensitive to the values of
parameters. However, long chaotic time series hinder
the finding of the global minimum of an objective func-
tion (the sum of square deviations) because of its com-
plicated “relief” involved in the model map calculations
by iterations in the direct time. The time series has to be
divided into segments, which makes the estimation pro-
cedure less effective.

A new variant of realization of the least squares
method proposed in this paper for the reconstruction of
one-dimensional maps employs the principle of itera-
tion in the reverse time. This method, which almost
eliminates the problem of local minima, ensures faster
convergence. In addition, the new method provides
much more accurate estimates at a moderate noise level
(not exceeding a certain threshold signal to noise ratio,
typically on the order of 10%). The greater the number
of parameters to be evaluated, the higher the threshold
level. Therefore, the proposed approach will be espe-
cially useful in practice for constructing multiparamet-
ric model maps.
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