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Abstract—Unambiguous diagnostics intended for measuring the time behavior of the electron density and
monitoring the line-averaged plasma density in the T-11M tokamak are described. The time behavior of the
plasmadensity in the T-11M tokamak is measured by a multichannel phase-jump-free microwave polarization
interferometer based on the Cotton—Mouton effect. After increasing the number of simultaneously operating
interferometer channels and enhancing the sensitivity of measurements, it became possible to measure thetime
evolution of the plasma density profile in the T-11M tokamak. The first results from such measurementsin var-
ious operating regimes of the T-11M tokamak are presented. The measurement and data processing techniques
are described, the measurement errors are analyzed, and the results obtained are discussed. We propose using
a pulsed time-of-flight refractometer to monitor the average plasma density in the T-11M tokamak. The refrac-
tometer emits nanosecond microwave probing pulseswith acarrier frequency that is higher than the plasmafre-
guency and, thus, operates in the transmission mode. A version of the instrument has been developed with a
carrier frequency of 140 GHz, which allows one to measure the average density in regimes with a nominal
T-11M plasma density of (3-5) x 10'* cm™. Results are presented from the first measurements of the average
density in the T-11M tokamak with the help of a pulsed time-of-flight refractometer by probing the plasmain
the equatorial plane in aregime with the reflection of the probing radiation from the inner wall of the vacuum

chamber. © 2004 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

Physical experiments in existing tokamaks (specifi-
cally, the studies of disruptions, regimes with a rapid
density growth due to pellet injection, MHD oscilla-
tions, long-pulse regimes, etc.) require reliable mea-
surements of the plasma density. Conventional phase
interferometers undergo so-called phasejumps. For this
reason, it is important to develop reliable and simple
methods for measuring the plasma density.

In this paper, we describe two methods for measur-
ing the plasma density that have been elaborated at the
Troitsk Institute for Innovation and Fusion Research.
The common feature of these methods is that they are
unambiguous. One of them uses a multichannel phase-
jump-free polarization interferometer (MUPI) based on
the Cotton—Mouton effect. The instrument measures
the phase difference between an ordinary (E || B) and an
extraordinary (E O B) microwaves passed through the
plasmaalong the same chord [1, 2]. The second method
utilizes a pulsed time-of-flight refractometer (PTFR)
for measuring the line-averaged electron density [3-5].
The refractometer emits microwave probing pulses
with a carrier frequency higher than the plasma fre-
guency and, thus, operates in the transmission mode.

2. MULTICHANNEL PHASE-JUMP-FREE
POLARIZATION INTERFEROMETER

When simultaneously probing a plasma by an ordi-
nary and an extraordinary wave, the phase difference

between them after passing through the plasmais deter-
mined by the expression [1, 2, 6]

AP, (@, %) = 2B, X, 2)dz
|

(D
=245 x 10"A\°B%(x) J'n(x, 7)dz,
|

where An, . is the difference between the refractive
indices for the ordinary and extraordinary waves and A
is the wavelength of the probing wave. Here, we take
into account that, for a tokamak, the poloidal field is
Boo < 0.1By, and the total magnetic field B is replaced
with the toroidal magnetic field B;. By properly choos-
ing the wavelength A, the phase shift in the plasma can
be made lessthan 21t In particular, for the T-11M toka-
mak (the minor radius a = 20 cm, M= 4 x 1013 cm3,
and By = 1.2 T), the probing radiation wavelength must
be no longer than 2.2 mm. In our experiments, we used
an MUPI with a wavelength close to 2 mm. Detailed
information on the operating principles of the polariza-
tion interferometer isgivenin [1].

In 2002, the first measurements were performed
simultaneously in five probing channels (-13, -5, -1,
+7, and +11 cm); thisallowed usto reconstruct thetime
evolution of the density profile from the measured
phase difference. The scheme of the measurements
(Fig. 1) was analogous to that of the one-channel mea-
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Fig. 1. Block diagram of the MUPI: (IMPATT) microwave
IMPATT-diode oscillator, (SVO) sawtooth voltage oscilla
tor, (PPR) polarization-plane rotator, (PBS) polarization
beam splitter, (L) quasi-optical line, (CR) corner reflectors,
(DL) delay line, (BS) beam splitter, (ML) matched load,
(D1, D2) reference and measuring detectors, (PA1, PA2)
preamplifiers, (IFA1, IFA2) intermediate-frequency ampli-
fiers, (PVC) phase-voltage converter, and (ADC) analog-
to-digital converter.

Fig. 2. Polarization ellipse for radiation propagating along
the zaxis.

surementsin [1] and is very similar to the well-known
scheme proposed by Wharton. The modulating voltage
at a frequency of f = 232.25 kHz was applied from a
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sawtooth voltage oscillator (SVO) stabilized by a
guartz resonator to the control input of a 15-mW tun-
able impact-ionization avalanche transit-time
(IMPATT) oscillator operating at afrequency of nearly
140 GHz. To obtain two mutually perpendicular and
frequency-shifted components of probing radiation, we
used a microwave delay line (DL) consisting of a grid
polarization beam splitter (PBS), two corner reflectors
(CR), and a segment of the transmission line (L). The
frequency-shifted components were used to transform
the phase difference to an intermediate frequency. To
obtain asigna at the intermediate frequency, it is suffi-
cient to orient the polarization planes of the antennas of
detectors D1 and D2 at an angle of about 45° to the tor-
oidal magnetic field. In this case, the phases of the beat
signalsin quadratic detectors will be equal to the phase
difference between the ordinary and extraordinary
waves. The signal from detector D1 is areference sig-
nal, whereas the signal from detector D2 is a measured
signal. In this way, we avoid the influence of the oscil-
lator frequency instability on the results of measure-
ments.

In this interferometer scheme, the propagation path
of the two probing waves outside the plasma was the
same after the delay line DL. Consequently, the influ-
ence of vibrations of the vacuum chamber and antenna
feeder on the results of measurements was aso
avoided. Radiation was transported through an over-
moded waveguide (ametal tube with an inner diameter
of 20 mm), including aturn and avacuum and adielec-
tric decouplings. The antennawas a horn with an output
aperture 26 mm in diameter. Probing was performed
along vertical chords. The passed radiation was
received by asimilar horn. Shottky barrier diodes were
used as mixers.

For multichannel probing, simplerelation (1) isonly
applicable to the central probing channel (-1 cm).
Under T-11M experimental conditions, the Faraday
effect is comparable in value to the Cotton-Mouton
effect. Hence, the problem of reconstructing the distri-
bution [l COfrom the corresponding measured val ues of
the phase difference turns out to be rather involved. To
resolve this problem, it is necessary to solve an equa
tion describing the change in the polarization state of an
electromagnetic wave propagating through a plasma
[7].

Let a and b be a mgjor and minor semiaxes of the
ellipse describing the radiation polarization. Then,
the polarization state can be described (see Fig. 2) by
the angle Y(0 < Y < 1) between the major semiaxis
and the x axis and also the angle x defined as tany =
tb/a (-174 < X < 1¥4). The positive sign of x corre-
sponds to clockwise rotation if we are looking toward
the radiation source. The polarization state can also be
described by a Stokes vector having the components

S, = €0s2xcos2y, S, = cos2Xsin2y,

2
S; = sin2y, @
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sothat =S +s5+55 = 1.

The full Stokes vector for processes involving a
change in the radiation intensity J is defined by the
equalities

S=Jd S =8d S5 =8J §=s),

S+sr$ ==

Thevector s=(1, 0, 0) correspondsto linearly polar-
ized radiation with a polarization vector directed along
the x axis, s= (0, + 1, 0) corresponds to linearly polar-
ized radiation with a polarization vector oriented at an
angle of +45° to the x axis, and the vector s= (0, 0, 1)
corresponds to circular polarization with two opposite
senses of rotation.

3)

Itiswell known [7] that the evolution of polarization
in auniform nonabsorbing medium with two character-
istic refractive indices y, and W, (4, > H,) can be
described by the vector equation

1 - 2xs(2), “)

where Q = —% (14— 1)Sy and s, isthe polarization vec-

tor of afast wave. Let the particle collision frequency in
the plasma be much lower than the probing radiation
frequency w and w> w, (Where w, = (4Tne?/m)'2, e and
m are the charge and mass of an electron, and n is the
electron density); i.e., the cold plasma approximationis
valid and the radiation absorption in the plasmais neg-
ligibly small. Let 6 be the angle between B and the z
axis (the propagation direction) and (3 be the angle
between they axisand z x (B x z). Then, the refractive
indices |, and 1, and the vector  are described by the
expressions [8]
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E = Zoom w%cose N = gs
W wOsin’e 0
_q_0e] B +B]
0=1- Eh)md] 0 TN Bg
and w, = eB/mc isthe electron cyclotron frequency. The

polarization parameters Y, and X describing the
polarization state of the fast characteristic wave s, are
given by the expressions Y, = 3 and tanx., = —((1 +
F>)/2 _ 1)/F. Using relation (4), we can find the result-
ing Stokes vector describing the polarization state of
the radiation passed through the plasma for any initial
vector s, describing the polarization of radiation enter-
ing the plasma. Thisis sufficient when s, is constant in
time. However, many diagnostic methods (in particular,
those employed in the T-11M tokamak) use time mod-
ulated polarization. In this case, it is more useful to
apply the following relation derived in [7] to solve
equation (4) with theinitial condition s= s

s(2) = M(2)s, &)

where M(2) isthe plasmatransition matrix that satisfies
the differential equation

dM

o= ADM@),

g 0 -Q, QZE (6)
A(=00; 0 -Q,0
0 O

It is well known that a change in the polarization
state S, of an electromagnetic wave passed through an
optical system isdetermined by the Miller matrix M of
the optical system [9],

0. O 0. O
0l o0
SlzgsllgzMESO:MESm%
S
D12D DsozD
O0Si130 [0Sz [

It followsfrom relations (2) and (3) that, in our case,
the initial Stokes vector of the probing wave has the
form

1
0
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Fig. 3. Coefficients W, (asterisks) and W (circles), describ-
ing the Cotton—Mouton and Faraday effects in the T-11M
tokamak, respectively, as functions of the minor radius. In
calculations, the plasmadensity and current density profiles
were assumed to be parabolic, the central density was N, =
6 x 10'3 cm™3, the plasma current was Ip =100 kA, and the
toroidal magnetic field was By = 1.2T.

where dut = 471 is the intermediate signal frequency
(the system is tuned to the second harmonic). The
Mller matrix for polarizers placed at an angle of 45° in
front of the detectorsis defined by the expression [7]

010100

M _1lgoooog
P 20 )
glo1o0g
dooooOd

Then, inview of Egs. (2), (3), and (5), the signals at
the reference and measuring detectors are described by
the expressions

I, = 1/2J1(1 + cosdut) ~ cosduX,

~ cos(0ut — AD),

where tanA® = M,,/M,, and J1 and J2 are the radia-
tion intensities in the reference and measuring chan-
nels, respectively. Accordingly, the phase difference
between the signalsis

_ Mo
AD = atan[Mﬁ], 7)

where M,; and M,, are the components of the plasma
transition matrix M(2) determined by the plasma
parameters. Thus, in our case, the problem of calculat-
ing the phase difference as a function of the plasma
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density reduces to the calculation of the two compo-
nents of the plasma transition matrix M(2).

Let us introduce the dimensionless parameters
Ean

w; = J’szj(z).
Z,

The parameters W, and W, describe the birefringence
effect in plasma (the Cotton—M outon effect), while the
parameter W, describes the Faraday effect [7]. If the
probing radiation propagates in the vertical direction
and the x axis is directed along the major radius, then,
for atokamak symmetrical about the equatorial plane,
the quantity Q, ~ B,B, isan odd function of zand W, =

0. Inthetypical case of W(z):ﬁolQ(z')ldz' < 1, there

are approximate analytical solutions to equation (4).
So, it is useful to estimate the values of W, and W; for
the conditions of the T-11M tokamak.

Figure 3 shows the calculated coefficients W, and
W;, characterizing the relative contributions of the Cot-
ton—Mouton and Faraday effects, respectively, as func-
tions of the minor radius. In calculations, the density
and current profiles were assumed to be parabolic, the
density at the center of the plasma columnwasN, = 6 x
10" cm, the plasma current was |, = 100 kA, and the
toroidal magnetic field was B, = 1.2 T. It can be seen
from Fig. 3 that (i) both parameters are substantialy
higher than unity over aimost the entire probing region
and (ii) the Faraday effect for the outer channels of the
interferometer is comparable to the Cotton—-Mouton
effect. Itis commonly believed that, under these condi-
tions, it is difficult to directly determine the global
plasma parameters (such as the plasma density and the
current density) from phase measurements (see, e.g.,
[7]). However, a comparison of the phase shift deter-
mined from Egs. (5) and (6) for the polarization state
with that calculated for the Cotton—-Mouton effect by
formula (1) shows that they differ dightly (Fig. 4). At
least, this difference is not as large as one might expect
from the calculations of W, and W; only. Apparently,
this is explained by the fact that the condition W(2) <
1, under which the Faraday and Cotton—M outon effects
can be separated, istoo strong. Thisallowsusto usethe
following algorithm for determining [l [] from the
measured values of the phase difference A®; for our
case, in which the plasma effects are large:

(i) First, by solving Egs. (5) and (6) for the polariza-
tion state, wefind the relation between [l [Jand AD, for
agiven density and current profiles; i.e., we determine
the calibration curves for al the interferometer chan-
nels.

(i1) Wethen verify that these curves are dightly sen-
sitive to the shape of the current density profile and cal-
culate the calibration curves for the interferometer
channels in the quasi-steady phase of a discharge,
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 4. Phase shift of a microwave passed through the
plasma: apure Cotton—Mouton effect (circles) and the exact
solution of Egs. (3) and (4) (asterisks) for the same param-
etersasin Fig. 3.

assuming that the current profileis described by thefor-
2y
mulaj(r) =j(0) %L—r—g , Wherey =1 — q(a) [10] and
a

g(a) isthe safety factor at the plasma boundary.

(iii) Applying a common inversion procedure, we
determine the plasmadensity profile n(r) from the mea-
sured values of [l []1[11].

(iv) We then return to step (i); i.e., we solve the
equation for the polarization state using the plasma
density profile obtained at step (iii), cal culate the mod-
ified calibration curves, and determine the corrected
values of [fl []using these curves.

(v) After severa such cycles, we arrive at a suffi-
ciently correct profile of the plasma density.

The equation of the polarization state was solved
numerically by the method described in [12].

Figure 5 shows the calibration curves for the
+11-cm channel for a parabolic density profile and dif-
ferent current density profiles. It can be seen that these
curves differ by no more than £4%.

In practice, when cal culating the calibration curves,
it is necessary to consider another factor, namely, the
refraction of the probing beam in the plasma. This
refraction is different for ordinary and extraordinary
waves, consequently, the beams|eave the plasmaaat dif-
ferent angles and follow different paths to the detector.
In the absence of plasma, this effect is naturally absent.
For thisreason, when calculating the calibration curves,
it is necessary to consider the phase shift between the
two components of the probing beam that appears out-
side the plasma, because the wave fronts of the interfer-
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Fig. 5. Calibration curves calculated for the +11-cm chan-
nel of the MUPI for Ny=7.5 x 1013 cm™; Br= 1.2 T; apar-

abolic plasma density profile with the index a = 1.5; and
parabolic current density profiles with the indices y = 2
(asterisks), 3 (solid line), and 4 (circles).

ing waves aretilted [6]. Figure 6 shows the calibration
curves for the +11-cm channel that were calculated
with and without allowance for refraction, which was
calculated by a method similar to that described in [6].
(The method was somewhat modified by taking into
account the beam tragjectory calculated by the ray-trac-
ing technique in the geometric-optics approximation.)
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Fig. 6. Calibration curves calculated for the +11-cm chan-
nel of the MUPI with (solid line) and without (asterisks)
account taken of refraction for y = 3; the other parameters
arethesameasin Fig. 5.
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Fig. 7. (a) Line-density signals from the five interferometer channels for shot no. 17070, (b) the time evolution of the line density
profile, and (c, d) the reconstructed time evolution of the density profile during the discharge.
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Fig. 8. Block diagram of the PTFR (on top) and the calibration curve (on bottom): (MO) microwave oscillator, (PCS) pulsed current
source, (FI) ferriteisolator, (DC) directional coupler, (D1, D2) reference and measuring detectors, (A1, A2) pulsed amplifiers, (PD)

pulse discriminator, and (TAC) time—amplitude converter.

It can be seen that refraction contributes substantially to
the results of the measurements (up to 30%) and must
certainly be taken into account. For the central channel,
this effect can be ignored.

Figure 7 showsthe line-density signalsfrom thefive
interferometer channelsfor shot no. 17070 (adischarge
with a hot lithium limiter [13]), the time evolution of
the line-density profile, and the reconstructed time evo-
lution of the density profile during the discharge. The
obtained profiles are well approximated by a parabola
withtheindex a = 1-1.6 (N(r) = N(0)(1 —r%/a?)®). Inthe
early stage of the discharge, the profile has a minimum
at the center. The average density in the central channel

then increases from 1.8 x 103 t0 2.46 x 10'3 cm3, and
the profile changes from a parabola with a = 1.0 (at
79 ms) to aparabolawith a = 1.6 (at 139 ms). It can be
seen from Fig. 7d, that the average density increases
primarily due to the growth of the density in the central
region of the plasma column.

3. PULSED TIME-OF-FLIGHT REFRACTOMETER
FOR MONITORING THE LINE-AVERAGED
DENSITY IN THE T-11M TOKAMAK

The time delay T measured by the PTFR in plasma
is proportional to the line density and is inversely pro-
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 9. Average density measured (@) in the —1-cm channel of the MUPI (vertical probing) and (b) by the PTFR (horizontal probing
inthe equatorial planein the double-pass regime with reflection of the probing radiation from theinner wall of the vacuum chamber)

in shot no. 16201.

portional to the squared carrier frequency f of the prob-
ing wave (ordinary-wave probing) [3, 4]

_ do(w)

T
"0~ Tde

~ kL
= kuJI’n(z)dz. (8)

We developed and tested a prototype PTFR with a
carrier frequency of 140 GHz. This frequency is suffi-
cient for measuring the line-averaged density in the
T-11M tokamak in regimes with a nominal density of
(3-5) x 103 cm3. The structure of the instrument and
the scheme of measurements (see Fig. 8) coincide with
those described in [3, 4]. Figure 9 shows the line-den-
Sity signals measured by the MUPI (vertical probing)
and the PTFR (horizontal probing in the equatorial
plane in the double-pass regime with reflection of the
probing radiation from the inner wall of the vacuum
chamber). The measurements were carried out in
experiments with additional gas puffing from a piezo-
electric valve located on the low-field side of the cham-
ber, in the same poloidal cross section in which the
MUPI channels and the PTFR were installed. In these
experiments, the signal-to-noise ratio in the PTFR data
was rather low because the power of the prototype
oscillator used in the PTFR was relatively low and the
detector had alow sensitivity. In addition, the receiving
and transmitting antennas were not equipped with
focusing lenses. However, even under such unfavorable

PLASMA PHYSICS REPORTS  Vol. 30
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conditions, we could measure the time behavior of the
line-averaged density. It can be seen that the time
behavior of the density was somewhat different on the
vertical and horizontal chords.

4. CONCLUSIONS

(i) The first measurements of the plasma density
profile with the help of the MUPI have been carried out
in the T-11M tokamak in the ohmic regime, regimes
with a Li limiter, and ICR heating regimes. In a dis-
charge with a hot lithium limiter, the measured profiles
arewell approximated by a parabolawith theindex a =
1.0-1.6. In the early stage of the discharge, the profile
has a minimum at the center. The profile then changes
from aparabolawith a = 1.0 to aparabolawith a = 1.6.

In future experiments, we plan to perform the fol-
lowing tasks:

to enhance the sensitivity and time resolution and to
increase the number of simultaneously operating chan-
nels;

to use analog-to-digital converters with small jitter
for dataacquisition and to use specia programsfor cal-
culating the phase difference;

to carry out simultaneous measurements of the Fara-
day effect, which will allow usto determinethe current-
density profile in the tokamak; and
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to use the signal from the interferometer as a com-
mand signal in the system for controlled gas puffing.

(if) A prototype PTFR with a carrier frequency of
140 GHz has been developed, and the first measure-
ments of the average density in the T-11M tokamak
have been carried out. The probing was performed in
the equatorial plane in regimes with a nominal density.

Further, we plan to create a higher power PTFR, to
develop a detector for controlling the vertical position
of the plasma column with the help of the PTFR, and to
use the PTFR to measure the average plasmadensity by
probing along avertical chord.
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Abstract—Backlighting diagnostics for studying the peripheral region of an imploding liner in the Angara-5-
1 facility by using X-ray emission from an X-pinch is described. The spatial resolution of the diagnostics was
no worse than 4 um. The X-pinch emission passed through the plasma was recorded with a photofilm. The
plasma density was reconstructed from the photofilm blackening density with the help of a step attenuator made
of the samematerial astheliner. Results are presented from experiments on X-ray backlighting of the peripheral
region of amultiwire liner at the 70th ns after the beginning of the discharge. It was found that, by this time,
the wire cores were depleted to different extent, their masses totalled 70% of the origina wire mass, and their
diameters had increased approximately threefold. The plasma g ected from the wire cores was found to be axi-
ally stratified with a spatial period of 200 pm. Sometimes the axial nonuniformity of the core material with a
characteristic scale length of 20 um was observed. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The current-induced implosion of cylindrical tung-
sten-wire arrays (liners) has been studied since the late
1980s [1-6]. The high-power soft X-ray pulse gener-
ated in the phase of maximum compression and the
stagnation of the plasma in the final stage of the liner
implosion is used in inertia confinement fusion
research and in studying the equations of state of vari-
ous substances at ultrahigh energy densities.

Knowledge of thetime evolution of the massdensity
distribution inside imploding liners is of great impor-
tance for understanding the physics of implosion. One
of the methods for determining the absolute value of the
mass density in such objects is through plasma back-
lighting with emission from a point X-ray source. The
duration of the X-ray burst from such a source should
be much shorter than the characteristic times of the pro-
cesses occurring in the plasmaunder study. The dataon
absorption of the probing radiation are used to deter-
mine the plasma density in the liner. An X-ray source
for such backlighting can be either a plasma created by
a high-power short-duration laser beam focused onto a
solid target [7, 8] or an X-pinch burst [9-11].

In this study, an X-pinch source was used for back-
lighting [12]. The data on the absorption of X-ray emis-
sion in the liner plasma was obtained by recording the
transmitted emission on a photofilm.

Along with measuring the absorption coefficient in
plasma by recording two-dimensional images of the
liner on an X-ray film (as in fluorography), this study
was also aimed at determining the distribution of the
mass density in the peripheral part of a tungsten wire
liner in the course of itsimplosion.

2. EXPERIMENTAL SETUP

A scheme of the experiment on X-ray backlighting
of the liner periphery is shown in Fig. 1. The system
was adjusted in such away that the images of both the
internal and external regions of the liner were recorded
on an X-ray film (i.e., theline of sight passed along the
tangent to the cylindrical surface of the array, as is
shown in Fig. 1). In our experiments, X-ray filmswere
placed at a distance of 1.2 m from the X-pinch.

The X-pinch array consisted of four crossed 20-um-
diameter Mo wires that were connected at their middle
points. The X-pinch array was set in place of one of the
eight return-current posts at a distance of 45 mm from
the liner axis (see Fig. 2). Therefore, it was connected
in series with the main load (liner) of the generator.
Consequently, the X-pinch was synchronized with the
Z-pinch. The X-pinch emitted more than 200 mJ per
burst into a4msolid angle [13].

Fig. 1. Scheme of the experiment on X-ray backlighting of
the liner periphery: (1) X-pinch, (2) wire array, (3) Z-pinch,
(4) test wire, (5) system of screens and diaphragms, (6) fail,
and (7) X-ray films placed one behind ancther.

1063-780X/04/3002-0121$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 2. X-pinch arrangement on the anode disc (side view):
(1) X-pinch, (2) multiwire array (liner), (3) liner cathode,
(4) return-current post, (5) to the detector, and (6) liner
anode.
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Fig. 3. Spectral sensitivity of a UF-ShS X-ray film placed
(1) behind a 10-um Al fail, (2) behind a 10-um Al foil and
100-pm X-ray film, and (3) behind a 10-um Al foil and two
100-um X-ray films. The sensitivity curves correspond to a
film blackening density of D = 1.

2.1. Detector of X-pinch Emission

The X-pinch emission was recorded on RF-3 and
UF-ShS X-ray films.

The spectral sensitivity and the characteristic curves
of the UF-ShS X-ray film were measured in [14]. More
detailed information on the UF-ShS X-ray film is pre-
sented in [15].

The X-ray films were placed one behind another.
The first (RF-3) film recorded an X-ray image created
by X raysthat passed through a 16-pm Ti foil or 10-pum
Al foil. The second film recorded an X-ray image pro-
duced by X raysthat passed through ametal foil and the
first X-ray film with athickness of 100 um. Thus, every
subsequent X-ray film recorded an image produced by
harder X rays than the previous one. In the Angara-5-1
facility, up to four X-ray films were placed one behind
another.

The spectral sensitivities of UF-ShS X-ray films
placed behind a 10-um Al foil (curve ), behind a
10-pm Al foil and 100-pm X-ray film (curve 2), and
behind a 10-um Al foil and two 100-um X-ray films
(curve 3) areshownin Fig. 3. The curves are plotted for
afilm blackening density of D = 1.

GRABOVSKII et al.

2.2. Selection of X-pinch Emission
against the Background Z-pinch Emission

A specific feature of the backlighting of multiwire
arrays with X-pinch emission is that the Z-pinch is a
much more intense source of X-ray emission than the
X-pinch. Hence, it can substantially contribute to the
detector output signal. When recorded on an X-ray
film, this will manifest itself as a parasitic exposure of
the film.

In the final stage of implosion, the power of X-ray
emission from the Z-pinch reaches 6 TW, the pulse
duration is 5-10 ns, and the characteristic photon
energy islessthan 2 keV. The emission zone, which has
adiameter of 0.4—2 mm and height of 1 cm, resides on
the axis of the multiwire array [16]. Meanwhile, the
power of the X-ray emission from the X-pinch in the
photon energy range of 2—20 keV is no higher than
300 MW [13]; i.e, itislower by afactor of 30000. The
ratio between the Z- and X-pinch emission energies
(30-80 kJand 200-700 mJ, respectively) is of the same
order of magnitude (actually, somewhat higher).
Although the photon energy ranges of emission from
the Z- and X-pinches formally do not overlap, thereis
always ahigh-energy tail in the Z-pinch emission spec-
trum. This tail overlaps with the X-pinch emission
spectrum, and the power and energy of this tail can be
comparable to those of X-pinch emission. In the final
stage of implosion, the scattered Z-pinch emission can
be also comparable in power to X-pinch emission.

To prevent the X-ray film from exposure to the for-
ward and scattered X-ray emission from the Z-pinch, a
set of screens and diaphragms were placed between the
Z-pinch and X-ray films (see Fig. 1). The diaphragms
also protected the films from exposure to scattered hard
X rays. To shield the films from the microparticle flows
and radiation arising at the instant of liner pinching, as
well as from plasma radiation emitted from the liner
periphery, the films were coated with a 16-um Ti foil or
10-um Al foil.

2.3. Spatial and Temporal Resolution
of the Diagnostics

The instant of the X-pinch burst and its duration
were determined using pin diodes. The measurements
with pin diodes [13] showed that the full width at half-
maximum of the X-pinch emission pulse is=1.8 nsin
the photon energy range of >2 keV and 1.5 ns in the
range of >5 keV. These values characterize thetimeres-
olution of X-ray backlighting. The true duration of the
X-pinch emission pulse was probably shorter than the
measured one because the temporal resolution of pin
diodeswas=1.2 ns; hence, it was not possibleto record
shorter pulses.

The spatial resolution of the recorded shadowgraphs
was determined by several factors. These were diffrac-
tion, the refraction of the probing beam in a medium
with avariable density, the interference of the deflected
PLASMA PHYSICS REPORTS  Vol. 30
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beams, and the finite source dimensions. We estimated
the role of diffraction. For this purpose, we calculated
the distribution of the relative radiation intensity on the
screen set behind an opaque strip of width d. The calcu-
lations were performed using the Fresnel method. The
emission spectrum was assumed to lie in the range 1-
8 keV. The modification of the spectrum by afilter con-
sisting of a 10-um Al foil and one 100-pum X-ray film
placed behind the foil was also taken into account. The
distance between the source and the strip was 5 cm, and
the distance between the strip and the screenwas 1.2 m.
The full width at alevel of one-half of the sum of the
minimum intensity (in the shadow region) and the
unperturbed intensity (far enough from the strip
shadow) was taken as the width of the diffraction pat-
tern obtained. This width was recal culated to the origi-
nal object with account taken of the scaling factor. The
intensity distribution behind the strip with a thickness
of d = 4 um recalculated to the object is shown in
Fig. 4a. The shadow width is A = 5.8 um. The shadow
width A asafunction of disshownin Fig. 4b. The diag-
onal in this figure corresponds to a situation in which
diffraction is absent and the shadow width is equal to
the strip width. It can be seen that the distance between
this diagonal and the curve A(d) isho larger than 3 um.
Formally, to determine the diffraction-limited spatial
resolution, one should find the response for a zero-
width strip. However, such aresponse would be of infi-
nite width. The leftmost point on the A(d) dependence
has the coordinatesd = 1.5 pm and A = 4.5 um. Taking
into account the results of the above calculations and
the width of the diffraction pattern, the diffraction-lim-
ited spatial resolution can be estimated as no worse than
4 um.

To verify the spatial resolution of the diagnostics
and determine the source size, 5-um test wires (with no
current) were placed near the liner under study (see
Fig. 1). It can be seen from Fig. 5 that the 5-um test
wire is recorded correctly. This fact, together with the
estimated value of the diffraction-limited spatial resolu-
tion (4 um), evidences that the contribution of any of
the other factors to the spatial resolution is lower than
that of diffraction. This allows us to obtain an upper
estimate for the source size. In the case of an X-pinch
burst, the source sizeislessthan 4 um. In[17], the size
of an X-ray source on the basis of an X-pinch was
found to be less than 2 um in the photon energy range
>4 keV.

To find the relation between the blackening density
of X-ray films and the mass density of the liner mate-
rial, we performed the following calibration procedure.
A step attenuator made of the same material astheliner
(in our case, tungsten) was placed in front of the X-ray
films (this is not shown in Fig. 1). The step attenuator
consisted of tungsten filters with surface densities from
300 to 1300 pg/cm?. The filter shadows in the X-pinch
emission were recorded on X-ray films. The surface
density of the plasma under study was estimated by
comparing the film blackening density measured in the
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Fig. 4. Simulations of the shadow produced by an opaque
strip with allowance for diffraction: (a) the intensity profile
J(x) behind the strip with athickness of d =4 um (the profile
is recalculated to the object with account taken of the scal-
ing factor; the horizontal straight line shows the ordinate
used to determine the shadow width) and (b) the shadow
width A as afunction of the strip width d (the diagonal cor-
responds to asituation in which diffraction is absent and the
shadow width is equal to the strip width). Simulations were
performed for the X-pinch emission spectrum (1-8 keV)
modified by a filter consisting of a 10-um Al foil and a
100-um X-ray film (Fig. 3, curve 2).

experiment with that obtained in the calibration proce-
dure.

3. BACKLIGHTING OF THE LINER PERIPHERY

The results of the X-ray backlighting of the periph-
eral region of a multiwire array at t = 70 ns after the
beginning of the discharge, when the current per wire
had reached 50 kA, are shown in Fig. 5. The liner,
12 mm in diameter and 1 cm in length, consisted of 40



124

Z, mm

0.5 ~Array axis

()

GRABOVSKII et al.

Test wire

(b)

L

0
1200 pl 400

o’ x 600 pm
pgicm

pl, pg/lem?
3000

Initial radius —0

X

M, pg/em
40

20

0

600 pm

i
P
|
|
|
|
I (d)
|

1
x 600 um

Fig. 5. Mass density distribution in theimploding liner at t = 70 nsfrom the beginning of the discharge: (a) the profile of the surface
plasma density along straight line A, (b) the shadows of the test wire (slanting line) and dense cores (vertical bands), (c) the profile
of the surface plasma density along straight line B, and (d) the linear density of the substance located between the outer boundary
of the liner and the current x coordinate. The liner with a diameter of 12 mm consists of 40 8-pum tungsten wires. The interwire

distanceis 1 mm. The wire linear density is9.5 pg/cm.

8-um tungsten wireswith alinear density of 9.5 pg/cm.
Figure 6 shows the waveforms of the current through
the liner, the power of soft X-ray emission from the
Z-pinch, and the X-pinch emission power under condi-
tions corresponding to Fig. 5.

A fragment of a shadowgraph obtained by the back-
lighting method is shown in Fig. 5b. The results of pro-
cessing this shadowgraph are shownin Figs. 5a, 5¢, and
5d. The x and z axes in Fig. 5b define the coordinate
system that will be used subsequently. The x axis is
directed along the radius from left to right (toward the
array axis), the origin x = 0 being at the point with ther
coordinate corresponding to the initial radius of the
wire array. The z axis is directed along the liner axis
(toward the anode), the origin z= 0 being at the bottom
of the shadowgraph fragment.

Thelight slanting line on the shadowgraph fragment
is a shadow produced by a 5-um test wire. At x =

220 pum and x = 550 um, one can clearly see the shad-
ows of two dense wire cores.

The shadowgraph of the step tungsten attenuator with
a known surface dengity (this is not shown in Fig. 5b)
alowed usto estimate the plasma mass density at differ-
ent liner points. Below, we will use such a characteristic
of the mass density distribution as the surface density
pl [ug/lcm?], which is the integra of the plasma mass

density Ipdl aong a straight line | passing through the
X-pinch and the point with coordinates (X, 2).

The profiles of the surface density pl along lines A
and B are shown in Figs. 5a and 5c, respectively. In
Fig. 5b, lineBisdirected radially and passes at the mid-
height of the shadowgraph fragment (z = 0.25 mm),
whileline Ais directed axially and passes at a distance
of 5 um from the left margin of the left dense core (x =
568 um).

PLASMA PHYSICS REPORTS  Vol. 30
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In Fig. 5¢, the profile of the plasma surface density
pl has two 25-um-wide peaks (at x = 220 pm and x =
550 um) corresponding to the shadows of the two dense
cores. The diameter of the dense coresislarger thanini-
tial wire diameter by afactor of ~3; i.e., 60-80 ns after
the beginning of the discharge, the diameter of the liner
wires increases nearly threefold. To the right of the
dense cores, there are two faint fuzzy peaks (at x = 20
and 80 pm) corresponding to the shadows of the two
cores that have evaporated to a much greater extent. In
the shadowgraphs, these have almost evaporated, and
their smeared cores manifest themselves as variations
in the blackening density over the entire length of the
initial wires (see, e.g., the shadowgraph fragment pre-
sented in Fig. 5b). This fact evidences (i) that smeared
cores do exist and (ii) that different wires evaporate to
different extent; this could be related to the nonunifor-
mity of plasma production and, perhaps, the nonunifor-
mity of the liner current.

The integral of the plasma surface density pl
[ug/cm?] from Fig. 5¢ taken over the x axis,

X

M(X) = J’pldx,

isshown in Fig. 5d. It is afunction of the x coordinate
and givesthe linear mass density M [ug/cm)] of the sub-
stance located between the outer boundary of the liner
and the current x coordinate. Although the lower inte-
gration limit was set at —o, the integral was actually
taken from the outer boundary (x ~ —100 pm). The esti-
mated mass remaining in the dense cores with diame-
tersof about 25 umis~7 pg/cm. Theinitial massof one
wireis 9.5 pug/cm; hence, the dense cores contain about
70% of the initial wire mass. The rest of the wire mass
is spread out toward the liner axis over a distance of
~200 pm. Inthe case of smeared cores, thewiremassis
spread out toward the liner axis over a distance of
~400 um. We note that a minor fraction of the plasma
is spread outward: a low-density plasma extends to a
distance of ~100 um from the initial boundary of the
liner.

In Fig. 5a which shows the axial profile of the
plasma surface density, one can see the axial stratifica-
tion of the plasma near the core with a period of about
200 pum. At t = 70 ns after the beginning of the dis-
charge, the surface density in these plasma jets is
~1000 pg/cm?.

In some discharges, we observed the internal axial
inhomogeneity of the core itself with a characteristic
period of 20 um (see Fig. 7). It can be seen that there
are sites in which the core looks as if it is fractured in
the axial direction. In these sites, the mass density is
much lower and, perhaps, al the core materia has
already been transformed into plasma.
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Fig. 6. Waveforms of theliner current J, the intensity of soft
X-ray emission | gx g, and the signal from apin detector sen-
sitive in the range 2-5 keV (the first spike is the X-pinch
burst, and the second pulse is the Z-pinch burst) for the
parameters of Fig. 5.

Fig. 7. Inner axial inhomogeneity of the core at the instant
60 ns after the beginning of the discharge. The current per
wireis 30 kKA. Theliner with adiameter of 20 mm consists
of 60 6-um tungsten wires; the interwire distance is 1 mm.

4. DISCUSSION

The process of the wire array implosion can be out-
lined as follows:

Over the first several nanoseconds after the begin-
ning of the discharge, a plasma corona arises near the
wire surfaces, and the current switches from the wires
to the corona[18, 19]. A further heating of the wiresis
primarily due heat transfer from the plasmacorona. The
wire array becomes a heterogeneous system consisting
of the dense wire cores and a surrounding low-density
plasma. The wire cores consist of a substance with a
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Fig. 8. Wire array shadowgraph obtained by pulsed laser
probing at theinstant t = 54 nsfrom the beginning of the dis-
charge. The current per wireis25 kA. Theliner of diameter
8 mm consists of 8 6-pum tungsten wires. The characteristic
period of axial modulations is 200-300 um. The character-
istic azimutha size of the plasma jet emerging from the
wirein the middle of the figure is no larger than 100 um.

density as high as the density of solids. Over the most
part of the discharge, the cores remain in their initial
positions and act as stationary plasma sources.

The Ampére force caused by the current flowing
through the plasma coronasurrounding the wires accel -
erates the plasmatoward the axis of thewire array. The
plasma generated on each wire acquires the form of
highly nonuniform jets stretched along the radius
toward the array axis.

The results obtained alow us to conclude that, by
the time t = 60-70 ns after the beginning of the dis-
charge, the bulk of the array mass (about 90%) is con-
centrated at the periphery and only a minor fraction of
the low-density plasma has reached the liner axis. The
plasma originated from a single wire is spread out
toward the liner axis over a distance of ~400 um. This
is less than the liner interwire distance, which is equal
to 1 mm. This means that it makes no sense to talk
about a plasmashell that implodes as asingle entity (at
least at the instant t = 70 ns after the beginning of the
discharge).

The high azimuthal and axial nonuniformity of the
plasma flows allowed the authors of [20] to proposethe
so-called “ plasmarainstorm” model. In the Angara-5-1
facility, the fragmentation of the plasma into jets was
also recorded by other diagnostics [16, 21].

Figure 8 presents a wire array shadowgraph
obtained by pulsed laser probing at theinstant t = 54 ns
after the beginning of the discharge, when the current
per wire was 25 kA. The plasma emerging from the
wires consists of plasma jets that are modulated in the
axial direction and move toward the liner axis (see
Fig. 8). The characteristic period of these modulations
is 200—-300 um. The characteristic azimuthal size of the

8 mm

Fig. 9. X-ray frameimage of thewire array 20 ns beforethe
Z-pinch burst. The shadows in the prepinch emission are
produced by the wire cores surrounded by the plasma
corona.

plasmajetsisno larger than 100 um (seethewireimage
in the middle of the figure).

Asthe array cavity is filled with hot plasma, a pre-
pinchisformed well beforethefinal stage of implosion.
The prepinch and the plasma jets are both sources of
soft X rays. The cold cores and the plasma corona sur-
rounding them produce shadows in radiation from the
prepinch and the plasma jets. Figure 9 presents a shad-
owgraph of awirearray inthe course of implosion. The
array consisted of 32 8-um tungsten wires. The shad-
ows are seen in radiation with photon energiesfrom 0.1
to 1 keV. For this reason, the shadow size is signifi-
cantly larger than that observed when an X-pinch is
used as a radiation source. In different shadowgraphs,
the shadow size variesin the range 100-400 pum. Shad-
ows with such dimensions are produced by the plasma
surrounding the dense cores. Similar shadows are also
seen in the time-integrated X-ray images of an implod-
ing wireliner [21]. We note that the shadows are clearly
seen at the left of Fig. 9, whereas at the right, they are
not so pronounced. This fact indicates that the wires at
therightin Fig. 9 have evaporated to greater extent than
those at the left. Thismay be explained in the same way
asin the backlighting experiments (see Fig. 5), namely,
by the nonuniformity of the liner current and plasma
production.

To determine the fraction of the liner mass that
remains at the liner periphery at the instant of the
Z-pinch burst (approximately within 100-120 ns after
the beginning of the discharge), one needs to either
employ other diagnostics (such as laser interferometry
[22]) or to shift the X-pinch burst closer in time to the
Z-pinch burst.
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5. CONCLUSIONS

Thus, the results of X-ray backlighting of a wire
array at the 70th nanosecond after the beginning of the
discharge can be formulated as follows:

(i) There are dense wire cores with masses of ~70%
of the initial wire mass. The rest of the core mass is
spread out toward the lines axis over a distance of
~200 pm.

(i) The diameters of the dense cores are about three
timestheinitial wire diameter. The substance density in
the expanded cores is at least one order of magnitude
lower than theinitial density of the cold tungsten.

(iii) Besides the dense cores, there are al'so smeared
cores that have evaporated to a much greater extent.
Their material is spread out toward the axis over adis-
tance of ~400 um. Thisfact indicates the nonuniformity
of the plasma production and, perhaps, of the liner cur-
rent.

(iv) The radia size of the region occupied by the
material evaporated from thewiresislessthan theinter-
wire distance.

(v) Outside the liner, the low-density plasma
extends to a distance of ~100 pm.

(vi) The plasma on the inner side of the cores is
stratified in the axial direction with aperiod of 200 um.

(vii) An axial inhomogeneity with a characteristic
scale length of 20 um is observed inside the cores.
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Abstract—Charge-exchange recombination spectroscopy under ITER conditions is humerically simulated
using the DINA code. The code allows one to cal cul ate the attenuation of neutral beamsin plasma, the intensity
of atomic emission and emission from the ions produced by charge exchange with the neutral beam, and the
intensity ratio between the emission related to charge exchange and the background continuum plasma emis-
sion. The cross sections for atom—ion interactions in plasma are calculated, and the excitation rates of spectral
transitions in hydrogen-like impurity ions are determined. The measurement scheme and the main parameters
of the spectrometer proposed for charge-exchange recombination diagnostics in ITER are described. © 2004

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

ITER isaninternational project for the development
of atokamak reactor through the joint efforts of scien-
tists and engineers from a number of countries, includ-
ing Russia. The main goal of the project is to demon-
strate the feasibility of achieving controlled self-sus-
tained D-T fusion reaction with an output power
exceeding the input. The ITER project will not only
integrate all the control and diagnostic systems operat-
ing in existing tokamaks, but also implement conceptu-
aly new diagnostics that have never been used before
(e.g., the “helium ash” diagnostics). The basic parame-
ters of ITER, as well as the main diagnostic systems
involved, are described in [1].

The active charge-exchange recombination spec-
troscopy (CXRS) technique, which uses diagnostic or
heating neutral atomic beams, isemployed in almost al
of the existing tokamaks [2]. The CXRS technique
allows one to measure the most important parameters
of plasmas, such as the ion temperature profile, the
poloidal and toroidal rotation rate profiles, and the con-
centration and distribution of light impuritiesinside the
plasma column. One of the most challenging problems
of the CXRS diagnosticsin the ITER system isto study
the time behavior and distribution of the helium ash
produced in the plasma column.

In order to extrapolate the CXRS diagnostics to the
ITER scale, we carried out simulations with the DINA
code, which allows one to calculate the attenuation of
the diagnostic beam in plasma, the intensity of atomic
emission and emission from the ions produced by
charge exchange with the neutral beam, the intensity

ratio between the charge-exchange emission and the
background spontaneous plasma emission. The param-
eters of the diagnostic beam used in our calculations
were taken from the literature on the ITER project [3].
The plasma parameters were varied depending on the
possible operating scenarios. The signal-to-noise ratio
was cal culated for a definite experimental configuration
with certain parameters of the detecting and recording
facilities, the light collection and transmission system,
and the spectral diagnostics.

In this study, we calculate the cross sections for the
interaction between the diagnostic beam and plasma
ions, aswell as the excitation rates of the spectral tran-
sitions in hydrogen-like impurity ions.

The simulation results show that the CXRS diagnos-
tics can be used to determine the helium ash concentra-
tion, the ion temperature profile, the concentration of
light impurities, and the plasma rotation velocity in
ITER.

2. THE BASIC PHYSICS AND TASKS
OF CHARGE-EXCHANGE RECOMBINATION
SPECTROSCOPY

The basic physics of the CXRS diagnostics can be
outlined as follows: When a neutral atomic beam is
injected into a plasma, an intense charge-exchange
reaction between the beam atoms and the plasma ions
takes place within the region occupied by the beam:

H+ A% 0 H* + A%G- D+, (1)

Since the atoms of the working gas and light impurities
inthe plasmacore are fully ionized, this reaction yields

1063-780X/04/3002-0128%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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an excited hydrogen-like ion, which then loses its exci-
tation by emitting a photon. Radiative transitions with
An = 1 have maximum probability. For high-lying lev-
els, such transitions are accompanied by the emission
of visible radiation. The lines that are most frequently
used in CXRS measurements are the following:

HI (n = 3-2) 656.3 nm, Hell (n = 4-3) 468.6 nm,
BelV (n = 6-5) 465.8 nm, CVI (n = 8-7) 529.1 nm,
OVIII (n=10-9) 606.8 nm.

The ion temperature and the plasma rotation veloc-
ity are determined from the Doppler broadening and the
shift of the spectral lines, while the absolute intensities
of the lines give the impurity densities.

The relationship between the line intensity and the
density of the corresponding impurity can be written as

B, = 1/4n£ Dﬁvd‘INzNidl, 2)
i=1

where Bv[Y is the excitation rate of atransition with a
wavelength A due to the interaction with the ith compo-
nent of the neutral beam, N, isthe density of nuclei of a
given impurity species, and N; isthe density of atoms of
the ith beam component.

The integral is taken aong the line of sight within
the region occupied by the neutral beam.

3. CALCULATION OF THE ATOMIC BEAM
ATTENUATION AND THE SPECTRAL-LINE
AND CONTINUUM INTENSITIES

Let a neutral beam be injected normally to the
boundary of the plasma column. We assume the trans-
verse profile of the beam power density to be Gaussian
and to retain its shape as the beam propagates through
the plasma.

The beam attenuation can be estimated in terms of a
thin-beam model, which impliesthat the beam diameter
ismuch less than the plasmadimensions. In this case, it
is sufficient to determine the power density at the beam
axis Py(r). The power density Py(r) was calculated for
the projected ITER parameters: the major radius of the
torusis R = 6.20 m, the minor radius of the plasma col-
umn (in horizontal direction) isa= 2.0 m, and the elon-
gation is K = 1.85. The parameters of the diagnostic
beam were taken from [3]: E; = 100 keV, the beam size
is0.3 x 0.3 m, and the equivaent current density at the
beam axisis 600 A/m?.

To increasethe signal-to-noiseratio, thelight should
be gathered from the central part of the diagnostic beam
(from an area of about 0.1 x 0.1 m?), where the current
density is maximum.

The plasma density profile was assumed to be flat
with an electron density of 7.5 x 10'%, 10 x 10'°, and
14 x 10" m3, and the temperature profile was assumed
to be parabolic with the central temperature T, =T, =
15 keV. The concentrations of the plasma components
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(in terms of the electron density n,) were taken to be
constant over the entire cross section of the plasma col-
umn: ny,p = 0.77 ng, Nye = 0.04n,, N.= 0.012n,, and
Nge = 0.02 n,. Such a plasma composition corresponds
to the effective ion charge number z4 = 1.7, which is
quite reasonable under the ITER operating conditions.

All the curves are plotted as functions of the major
radius R. The plasma column axis corresponds to the
major radius R = 6.3 m and the minor radiusr = 0. The
outer boundary of the vertically elongated plasma col-
umn correspondsto R=8.3mand r =2.0 m.

Numerical simulations were performed for the Hell
468.6-nm (n = 4-3), BelV 465.8-nm (n = 6-5), and CVI
529.1-nm (n = 8-7) spectral lines.

The attenuation of the beam over a distance dr can
be expressed as

dPy(r) = -8 n,Py(r)dr, 3)

where the total attenuation cross section O(SN) is deter-
mined by formula (4) from [4]:

o™ = expS,(Eo, Ne, Te)
S EO
\ @)
X1+ CoZo(2—1)S, (Bo Ne, Te) |-
g=1

The function S,(E,, n., T.)/E, describes the attenuation
of aneutral beam with a particle energy E, in a hydro-

gen plasma, while the function qu describes the atten-

uation by an impurity with a charge z, and concentra-
tion ¢, (in terms of the electron density n,). The calcu-
lations also take into consideration the additional
attenuation due to the excitation of atoms of the diag-
nostic beam in plasma.

Figure 1 shows the attenuation of a beam in a pure
D-T plasma (curve 1) and a plasma with the impurity
composition specified above (curve 2). In both cases,
theelectron density isn,=7.5 x 10" m=3. It can be seen
that the impurities contribute substantially to the atten-
uation and, thus, must be taken into account. The atten-
uation also depends significantly on the absolute value
of the plasma density (as an exponential function). This
effect becomes especially pronounced for long path
lengths of the beam in plasma (i.e., for the centra
region of the plasma column). Figure 2 showsthe beam
attenuation for the three different plasma densities:
7.5% 10" m (curve 1), 10 x 10 m~ (curve 2), and
14 x 10" m= (curve 3).

Since the ITER-FEAT diagnostic beam is monoen-
ergetic, formula (2) for the photon flux emitted by the
excited impurity atoms with the effective ion charge
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Fig. 1. Attenuation of the current density j of the beam
passed through (1) a pure D—T plasma and (2) a plasma of
the same density in the presence of impurities.

number z, from a unit volume of the beam into a unit
solid angle takes the form

=
L) = B BV, )

wherev, and E, are the velocity and energy of neutrals.
The excitation rate of a given transition lovl,

depends on both the energy of the neutrals and the
impurity species.

Theintensity of bremsstrahlung from a unit volume
into aunit solid angle within an spectral interval of 1 A
is described by formula (6) from [5]:

A 5 N
S = 756 x 1075g, e, ©)

o Wi

where gy is the Gaunt factor for bremsstrahlung, which
takes the value 3.8 under ITER conditions. The sub-
script ff stands for free—free transitions. We also take
into account the Doppler broadening of an impurity
emission line with awavelength A:

ANy = 7.75 % 10N JT//A, (7

where A isin A, Tisin eV, and A is the atomic weight
of the impurity. Finally, we aobtain the expression for
the bremsstrahlung photon flux from aunit volume into
aunit solid angle within a spectral interval equal to the
line width:

Su(r) = ZaBh,. ®)
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Fig. 2. Attenuation of the current density j of the beam
passed through a plasma with a density of (/) 7.5 x 10'%,

(2)10 x 10", and (3) 14 x 10" m™3.

4. CALCULATION OF THE INTERACTION
CROSS SECTIONS AND THE EXCITATION
RATES OF SPECTRAL TRANSITIONS

The main mechanism for excitation is the charge
exchange between the impurity ions and the beam
atoms via reaction (1), resulting in the formation of
excited impurity ions. Since most of the impurity ions
are bare nuclei, the resulting ions are hydrogen-like. At
the same time, the interaction of the high-energy beam
with plasma gives rise to neutral deuterium and tritium
atomswith the temperature equal to the plasmatemper-
ature. This secondary neutral component, which is
known as a “halo,” also participates in the charge-
exchange process and additionally contributes to the
formation of excited impurity ions.

The charge exchange cross sections for the colli-
sions of the 100-keV hydrogen beam atoms with
helium (He*), beryllium (Be*), and carbon (C%)
nuclei were taken from the results of calculations using
the CAPTURE code [6] and the results of [7]. In partic-
ular, cross sections for charge exchange into states with
n = 1-6 were obtained by the strong coupling method
[7]. For n > 6, the normalized charge-exchange cross
sections were calculated using the CAPTURE code in
the Brinkman—Kramers approximation.

Taking into account the branching ratio and the con-
tribution of the cascade population from the highly
excited states generated during the charge-exchange
process, we can writethen — n' excitation rate in the
form

A N
Vo, , = %v Z Con O+ s 9)
n

m=20
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Table 1. Excitation rates for a 100-keV hydrogen beam
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Element Transition N vo, 104 md/s vo, 107 m3/s (ADAS)
He* 4-3 15 0.102 0.088
Bedt 6-5 15 0.338 0.354
(o 87 15 0.609 0.688

Table 2. Direct charge-exchangerate for a100-keV hydrogen beam and the total excitation rate for three energies of the sec-

ondary thermal ions

» 3 Vo, 1074 m¥/s
Element Transition vOoy, 10 m°/s
10 keV/nucleon 20 keV/nucleon 25 keV/nucleon
He* 4-3 0.102 0.11 0.13 0.15
Be3* 6-5 0.338 0.34 0.34 0.37
cot 87 0.609 0.61 0.61 0.62

where A,,_,; isthe probability of the radiative transition
n-n'; A, isthetotal probability of radiative decay from
the nth level; o, is the cross section for charge
exchange into states with the principal quantum num-
bers n + m; and ¢, are the Seaton cascade matrix ele-
ments, which define the relative probability of radiative
decay from the (n + m)th level to the nth level. In arari-
fied plasma, the upper summation limit N should be
chosen to ensure the convergence of the sumin Eq. (9).
In practice, N = 15 turns out to be quite sufficient. In
real plasmas, however, the highly excited levels do not
contribute to the population of the nth level because
their ionization rate exceeds the radiative decay prob-
ability. The results of the calculations are listed in
Table 1.

For the sake of comparison, the last column presents
the excitation rates taken from the ADAS database for
the same transitions. It can be seen that the ADAS data
and the results of our calculations are in good agree-
ment.

Along with the direct excitation of impurity ions, a
secondary processis also possible in which the neutral
deuterium and tritium atoms generated via the resonant
charge exchange of the beam atoms with the plasma
ions give rise to excited impurity ions. This phenome-
non is known as the “halo effect.” Thus, the tota exci-
tationrate vo,(n—n') with allowance for the halo effect
isequd to

vo(n—-n') = vayg(n—-n)+avayn-n'), (10)
where voy(n — n') is the direct charge-exchange rate,
vagn — n') is the secondary charge-exchange rate at
thermal energies, and a isthe impurity factor (the ratio
of the density of the secondary neutral deuterium and
tritium atoms to the atomic density of the diagnostic
beam). Ignoring the diffusion of the secondary atoms
from the beam—plasma interaction region, the factor o
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can be found from the equilibrium condition between
the generation and ionization of the secondary atoms:

o = vo,/[Vo=0.15, (11)

where vo, = 4.5 x 10 m?¥s is the resonant charge-
exchange rate and W o; (= 3 x 10~ m¥sis the ioniza-
tion rate. The total excitation rates calculated for three
energies of the secondary thermal atoms are listed in
Table 2.

It can be seen from Table 2 that the hal o effect man-
ifests itself only at high temperatures and is most pro-
nounced for light ions such as He*.

5. APPLICATION OF THE DIAGNOSTICS
TO ITER AND THE CALCULATION
OF THE SIGNAL-TO-NOISE RATIO

The poloidal cross section of the ITER tokamak and
the arrangement of the diagnostics are shownin Fig. 3.
The diagnostic beam is injected horizontally, in the
equatoria plane of the tokamak, normally to the toroi-
dal field. A scheme of vertica observation from the
upper port was chosen in view of a number of advan-
tages as compared to the other possible versions. One
of the benefitsis the minimal length of the observation
chord inside the plasma volume; this ensures the high-
est signal-to-noise ratio. Here, the useful signal is radi-
ation related to charge exchange with the neutral beam,
while the background noise is the bremsstrahlung con-
tinuum.

We propose to perform measurements only for the
outer half of the plasma column, from the point at
which the bean enters the plasma to the center of the
column, since the beam attenuation is smaller here than
intheinner half of the column. The observation scheme
was chosen so as to prevent the observation chords
from crossing the vicinity of the divertor. Otherwise,
one could hardly measure the useful signal against the
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Fig. 3. Poloidal cross section of ITER and the arrangement of the diagnostics: (/) diagnostic atomic beam, (2) observation chords,
(3) light-gathering mirrors, and (4) optical fibers transferring light to a spectrometer.

background radiation because of the intense molecular
continuum arising in the divertor.

The radiation emitted from the plasma is output
through awindow in the shielding blanket. On the out-
put window, the photon flux density of radiation emit-
ted from the volume &rAzdt inside the beam due to the
charge-exchange excitation of the impurity ions is
determined by the formula

loe = Q.50 (r,)G(0)drAzdt (12)

and the photon flux density of continuum integrated
along the observation chord is given by the formula

I = Isﬁ(r)Q(r)dV 0Q,S¢(ry)sinaA p,Ardt. (13)

Here, Q, isthe solid angle at which the unit area of the
output window is seen from the observation point with
the radius r,, G(0) is the Gaussian factor taking into
account the transverse profile of the beam,

_ nd . pz .9t
G(0) = Azt oo ol

or x & istheviewed areaat theradiusr,, a istheangle
between the observation chord and the horizontal
plane; and Ap, isthe length of the observation chord.

(14)

Expression (13) isderived under the assumption that
S¢(r) O Si(ry); i€, the intensity of bremsstrahlung is
constant along the observation chord. This assumption
seems reasonabl e because the el ectron density profileis
taken to beflat.

It was shown in [6, 7] that the bremsstrahlung inten-
sity integrated along the observation chord appreciably
exceeds the charge-exchange signal at nearly al the
values of the small radius r over the range of 0 to
200 cm (which agrees with the results of our simula-
tions; see Figs. 4-6 and their descriptions below). In
this situation, a useful signal can be separated from the
dominating background with the help of awell-known
method based on the 100% periodic amplitude modula
tion of the injected atomic beam. Usualy, a square-
wave modulation is applied. A CCD detector is syn-
chronized with the beam modulation; i.e., one shot is
taken when the beam is switched on and the next one
catches the beam when it is switched off (the so-called
lock-in detection). Subtracting the spectra thus
obtained, one can separate the desired radiation related
to charge exchange with the neutral beam.

Under the conditions of beam modulation and lock-
in detection, the measurement accuracy is fundamen-
tally limited by the continuum fluctuations. Therefore,
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 4. (a) Photon flux densities of the Hell 468.6-nm charge-exchange line (on bottom) and the background continuum (on top),
both integrated a ong the observation chord, vs. major radius R and (b) the radia profiles of the signal-to-noise ratio SNR calculated

by formula (16) for plasma densities of (1) 7.5 x 10'?, (2) 10 x 10!°, and (3) 14 x 10" m™3.
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Fig. 5. (a) Photon flux densities of the BelVV 465.8-nm charge-exchange line (at bottom) and the background continuum (at top),
both integrated al ong the observation chord, vs. major radius R and (b) the radial profiles of the signal-to-noise ratio SNR calculated

by formula (16) for plasma densities of (1) 7.5 x 10!?, (2) 10 x 10'?, and (3) 14 x 10" m™.

the signal-to-noise ratio SNR can be calculated by the
formula [8-10]

o/t
2215+ 15

where I, and I are the numbers of photons per unit

time that are brought onto the detector from the useful
signal (due to charge exchange) and from the

SNR = 15)
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bremsstrahlung continuum, respectively, and t is the
time of the signal integration.

Taking into account Egs. (12) and (13), we can write
expression (15) in the form

1/2

Q, S (r,)drAzStnAT

S‘ (ra)ApaSina O
%23 1) olee T

SNR =

(16)
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Fig. 6. (a) Photon flux densities of the CV1 529.1-nm charge-exchange line (at bottom) and the background continuum (at top), both
integrated along the observation chord, vs. mgjor radius R and (b) the radia profiles of the signal-to-noise ratio SNR calculated by

formula (16) for plasma densities of (1) 7.5 x 10'?, (2) 10 x 10'°, and (3) 14 x 10" m™.

Thefactor n in Eq. (16) takesinto account the losses
related to reflection and absorption in the optical ele-
ments, the limitation of thelight flux by the entrance dlit
of the spectrometer, and the efficiency of the detection
system.

Formula (16) is an analog of the expression for SNR

in[7.

6. CHOICE AND CALCULATION
OF THE OPTICAL SCHEME

The optical schemeis chosen to gather al theradia-
tion that passes through the output aperture (the win-
dow in the blanket). In our calculation, the window
diameter is taken to be 50 mm. Then, the light beam
passes without geometrical loss through the light
guides and arrives at the entrance dlit of the spectrome-
ter. Depending on the required spectral resolution and
the corresponding dlit width, the light beam is partially
cut off by the entrance dlit, which is taken into account
by the factor n introduced above.

In the case of a cylindrically symmetrical optical

system, the Lagrange-Helmholtz formula takes the
form

NSQ; = NS, (17)

where n, , are the refractive indices of the media, s, ,
are the sizes of the source and its image, and Q, , are
the light-gathering solid angles.

The optical schemeisdesigned with provision made
for using a specia high-resolution wide-aperture
device that was developed in the Troitsk Institute for
Innovation and Fusion Research for high-precision
measurements of the spectral lines. The main parame-
ters of this device are as follows: the operating spectral

rangeis 200-800 nm (for a stigmatic image), thef-ratio
is 3, theinverse linear dispersion is 2.5-3.0 A/mm, and
the instrumental width at a normal dlit width is 20—
25 um.

7. RESULTS, DISCUSSION,
AND CONCLUSIONS

Figure 4a shows photon flux densities of the Hell
468.6-nm charge-exchange line and the background
continuum (both integrated along the observation
chord) versus the major radius R for three values of the
plasmadensity: 7.5 x 10'%, 10 x 10'°, and 14 x 10" m3.
Theradial profiles of the signal-to-noise ratio SNR cal-
culated by formula (16) for the same plasma densities
are shown in Fig. 4b.

Figure 5a shows phaoton flux densities of the BelV
465.8-nm charge-exchange line and the background
continuum (both integrated along the observation
chord) versus R for three values of the plasma density:
7.5%10",10x 10", and 14 x 10" m. Theradial pro-
files of SNR calculated by formula (16) for the same
plasma densities are shown in Fig. 5b.

Figure 6a showsthe photon flux densities of the CVI
529.1 nm charge-exchange line and the background
continuum (both integrated along the observation
chord) versus R for three values of the plasma density:
7.5x 10", 10 x 10", and 14 x 10'° m. The radial pro-
files of SNR calculated by formula (16) for the same
plasma densities are shown in Fig. 6.

Active spectroscopic measurements carried out in
the JET tokamak, the parameters of which are closest to
those of ITER, show that, for reliable lock-in detection
measurements with an accuracy of 10-20%, the signal-
PLASMA PHYSICS REPORTS  Vol. 30
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to-noise ratio should be no lower than 10 [9, 10]. It fol-
lowsfromtheradia profilesof SNRfor Hell, BelV, and
CVI spectral lines (Figs. 4b, 5b, 6b) that the measure-
ments of the ion temperature using the BelV and CVI
lines at a plasma density of up to 10?° m= may be per-
formed along the entire outer haf of the plasma col-
umn, including the center. At higher densities (of up to
1.4 x 10?° m?), the measurements can be performed in
theregionr = a/3. The measurements of the helium-ash
density using the Hell line at plasma densities higher
than 102 m= are also limited to the region r = a/3.
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Abstract—The plasma radiative loss profile in the T-11M tokamak operating with a lithium limiter was mea-
sured using a sixteen-channel absolute extreme-ultraviolet photodiode array. The field of view of the detector
was set in avertical planetangential to the plasmacolumn axis. The radiative | oss profile was recovered by solv-
ing an inverse problem under the assumption of toroidal and poloidal symmetry of the plasma column. A stable
algorithm is developed for solving the problem with this geometry, and the possible errors of the method are
evaluated. The radiative loss profiles and their evolution in various tokamak regimes are derived. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

A very important parameter of atokamak plasmais
itsintegral radiative loss power, which is usually mon-
itored with the help of a wide-angle bolometer. This
power is usualy varied over the range 15-50% of the
total heating power, depending on the impurity concen-
tration and plasma density. From the radiative loss
power, one can estimate the amount of impuritiesin the
plasma. A more detailed analysis of the experimental
data involves measurements of the radia profile of the
radiative loss power in the plasma column. To provide
these measurements, a sixteen-channel fast absolute
extreme-ultraviolet (AXUV) photodiode array with a
timeresolution of 2 uswasinstalled inthe T-11M toka-
mak [1]. The mgor axis of the pinhole camera was
directed tangentially to the plasma column axis. For
thisreason, the radiative loss profile could not be recov-
ered by using the conventional cylindrical Abel inver-
sion. Instead, we elaborated a numerical method capa-
ble of solving an inverse problem under the assumption
of toroidal symmetry. The method, which is conceptu-
ally analogous to the Abel inversion, was used to ana-
lyze the data obtained from the AXUV detector array in
experiments with alithium limiter in T-11M.

However, the method proposed, aswell as any Abel
inversion method, implies some kind of symmetry of
the emission sources (toroidal symmetry in our case).
This fact does not allow one to directly apply well-
known Abel inversion methods to asymmetric sources.
For this reason, it is rather difficult to correctly deter-
mine the radiative loss profile near the lithium limiter,
because the lithium flux from the limiter introduces
strong asymmetry into the distribution of the radiative
loss power near the limiter. Therefore, in this study, we
processed exclusively the data from the upper bolome-
ter channel s (see Section 2) for which the assumption of

toroidal symmetry isvalid, sincethetransit time of lith-
ium ionsalong the torus (20-100 ps) issmall compared
to their expected lifetime in the T-11M plasma
(=10 ms). The temporal and spatial resolution waslim-
ited by the number and arrangement of the detector
channels and also by the sampling rate of the data
acquisition system (200 um per sixteen channels). In
spite of the above limitations, the data obtained are
enough to fairly correctly determine the radiative loss
profilein discharges for which the assumption of toroi-
dal symmetry is valid. Possessing these data, we can
infer the behavior and radiative characteristics of lith-
ium impurity in plasma.

2. EXPERIMENTAL AND DIAGNOSTIC
TECHNIQUE

Experiments with a lithium limiter were carried out
in the T-11M tokamak. The major radius of the toka
mak vacuum vessel was R = 700 mm, the minor radius
was 230 mm, the effective radius of the lithium limiter
(the plasma radius) was a = 190 mm, the central elec-
tron temperature was T, = 350-400 eV, and the line-
averaged electron density was N, = (1.5-5) x 103 cmr3,
The total discharge duration was 150 ms, whereas the
duration of the steady-state phase was about 50 ms. The
working gas was hydrogen, deuterium, or helium. Lith-
ium was injected into the plasma directly from the lim-
iter installed in the lower part of thevessel (Fig. 1). The
limiter was a cylindrical metal surface covered with a
5-mm-thick capillary porous structure consisting of
several metal meshes with 30-um cells impregnated
with lithium [2-4]. The limiter was equipped with a
built-in electric heater. The temperature of the limiter
surface was monitored by two thermocouples. The
experiments were carried out at various initial limiter

1063-780X/04/3002-0136$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Viewing geometry of the AXUV detector pinhole camera. Rectangles show the cross sections of the fields of view of the

detectorsin the Li limiter plane.
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Fig. 2. Positions of the fields of view of the AXUV detectors in the vertical tangential cross section of the plasma column:

(D) AXUV detector array and (L) lithium limiter.

temperatures in the range of 20400°C. These experi-
ments and the reasons why the tangential view was cho-
sen are described in more detail in [2-4].

The radiative loss power was monitored with an
AXUV multichannel system [1] consisting of apinhole
camera equipped with a sixteen-element AXUV array
whose field of view was directed tangentially to the
plasmacolumn (Fig. 1). The detectors had anearly uni-

PLASMA PHYSICS REPORTS  Vol. 30
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form sensitivity in the XUV and soft X-ray spectral
ranges[1]. A dit aperture (2 x 5 mm in size) was placed
in front of the detector array. The detectors received
radiation along chords nearly 5 cm in width and 2.5 cm
in height in the poloidal cross section wheretheLi lim-
iter isinstalled. The field of view of the detectors cov-
ered the total cross section of the plasma column at the
limiter location, so that we were able to recover the



138

J, kA
100

PROKHOROV et al.

(a)

o> o

(b)

P, arb. units
1 —
0 ©
5 L
1 1 1 1 ]
0 20 40 60 80 100 120
t, ms

Fig. 3. Evolution of the plasma parametersin alow-density T-11M discharge (shot no. 13132): (a) plasma current J, (b) line-aver-
aged electron density N,, and (c) intensity P of soft X-ray emission from the plasma center.

radiative loss profile under the assumption of toroidal
symmetry. The outputs of the sixteen channels were
sampled successively by two simultaneously operating
analog-to-digital converters. The sampling time of the
entire system was 200 s, which determined the tempo-
ral resolution of the AXUV array.

3. RECOVERY OF THE RADIATIVE LOSS
PROFILE

The signal from each AXUV detector was propor-
tional to the integral of the plasma specific emittance
taken along the view axis of each channel (Fig. 1).

Therecovery of theradiative loss profile in aplasma
column from the data obtained with the AXUV detector
array viewing in one (tangential) direction isan inverse
problem that can be solved for acertain limited class of
functions. In our case, we assume the toroidal symme-
try of the plasma radiation profile, which is generally
correct for tokamaks. We also assume that the plasma
radiation power is a function of the minor radius r

alone. Hence, we ignore both the Shafranov shift of the
magnetic surfaces and the angular anisotropy related to
MHD activity. The influence of a local perturbation
produced by the lithium limiter in the lower part of the
plasma column is excluded, since only seven upper
channels are used in the recovering procedure. To find
an approximate solution, we use the Pierce method,
which results in a transformation similar to the well-
known Abdl inversion.

The plasma column is separated into nested toroidal
layers, assuming that, in each layer, the specific emit-
tance is constant and equal to its average value. Hence,
we obtain a set of equations that relate the radiation
power received by the detector array to the specific
emittance in each layer. However, for this set of equa-
tions could be solved, the number of the unknown vari-
ables must be equal to the number of equations, which
is determined by the number of the viewing channels.
Thisimplies that the number of layers must be equal to
the number of channels.

No. 2
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Fig. 4. (d) Raw signals from the upper channels of the AUXV detector array for alow-density discharge: (1) 1<, (2) 4th, and (3) 7th
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Asaresult, wearrive at the following set of ordinary I, kA (a)
algebraic equations: 100

[iid = S lili (1)

Here, I(1) is the radiation power received from a point
with the coordinate | along the channel, L isthe channel
length, I; isthe specific emittancein theith layer, and |;
isthe length of the viewing chord crossing theith layer.

We assume that the volume of each layer watched
by a channel is approximately proportiona to the
length of the corresponding viewing chord. Thus, the .
problem is reduced to calculating I;. However, in this £ & b. units ©)
approach, we encounter the problem of determining the 1.0
layer boundaries.

The thicknesses of the layers are determined by the 0.5
positions of the viewing chords. The layer thicknesses
are chosen such that, when moving from the periphery ! ! ! )
to the center, each next chord crosses only one more 0 20 40 60 80 100 120
layer in comparison with the preceding chord. More- t, ms
over, the inner (closer to the plasma column axis)
boundary of thefield of view of each detector coincides

Fig. 5. Evolution of the plasma parametersin ahigh-density
T-11M discharge (shot no. 13100): (a) plasma current J,

cross section of the plasma column separated into lay- soft X-ray emission from the central region of the plasma
ers as was described above. column P.

PLASMA PHYSICS REPORTS Vol. 30 No. 2 2004
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Fig. 6. (a) Raw signals from the upper channels of the AXUV detector array for a high-density discharge: (1) 1st, (2) 4th, and
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Fig. 7. Evolution of the plasma parametersin aT-11M dis-
charge with a negatively biased lithium limiter (shot
no. 13119): (a) plasmacurrent J, (b) line-averaged electron
density N,, and (c) intensity P of soft X-ray emission from
the plasma center.

As aresult, the set of equations takes the form
75.451, = E,,
63.21, + 26.061, = E,,

...... ©)
23.751, + 7.91,+ 9.011, + 10.591,,

+13.211, + 18914+ 10.68, = E,.

Here, 1, is the specific emittance in theith layer and E;
is the response of theith detector.

Solving this set of equations for each time sample,
we obtain the evol ution of the plasmaradiativeloss pro-
file.

An important advantage of this method is that the
matrix in set (2) is triangular, which is favorable for
reducing errorsin solving this set numerically. In order
to estimate these errors, we performed numerical Simu-
lations of model profiles with a certain noise compo-
nent superimposed. These profiles were taken asiinitial
datafor the inverse problem. After solving the problem
by the method proposed, the solution obtained should
coincidewith theinitialy given function. The deviation
from the initial profile is the error introduced by this
method. Based on a series of such simulations, the rel-
ative error in recovering the radiative loss profile was

PLASMA PHYSICS REPORTS Vol. 30 No. 2 2004
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Fig. 8. (a) Raw AUXV detector signalsfor adischarge with anegatively biased lithium limiter: (1) 1st (2) 4th, and (3) 7th channels;
(b) the recovered radiative loss profiles for t = (1) 40, (2) 60, (3) 80 and (4) 100 ms.

found to be a factor of 3-5 larger than the initial noise
level. Hence, at aninitial noiselevel of 1-5%, the error
in recovering the radiative loss profile is 5-25%.

4. RESULTS

To illustrate, we present the results obtained for
three different shots:

(i) shot no. 13132 withahigh (4 x 10'* cm?) plasma
density (Figs. 3, 4);

(ii) shot no. 13100 with amoderate (1.8 x 10'3 cm3)
plasma density and a hot lithium limiter (the limiter
temperature before the shot was 237°C, which was
higher than the lithium melting temperature by 50°)
(Figs. 5, 6), and

(iii) shot no. 13119 with a low (1.2 x 10'3 cm™)
plasma density and a cold biased lithium limiter (the
lithium limiter was at a negative potential of —400 V
with respect to the vacuum vessel) (Figs. 7, 8) [3].

The results obtained (Figs. 4, 6, 8) satisfactorily
describe the major features of the plasmaradiative 0ss
profile. In high-density plasmas (Fig. 4), an intense
peak appears at the plasma center. This peak coincides

PLASMA PHYSICS REPORTS  Vol. 30
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with the onset of soft X-ray emission from this region
(Fig. 3). In contrast, in low-density plasmas, the plasma
radiation profile is flattened and is even depressed
inside the plasma column (Fig. 6). When the lithium
limiter is negatively biased, the radiation intensity in a
5-cm-thick outer layer substantially increases (nearly
doubles) inthe time interval 50—70 ms (Fig. 8) because
of theinjection of an additional influx of lithium atoms
into the edge plasmadueto theion sputtering effect [3].

Local variationsin the emission profile (within 20%
of the averaged level) can be ignored, because their
amplitude is close to the numerical error.

To measure the absolute value of the radiative loss
power, the system was calibrated using an He puff and
aLi limiter (shot no. 17281), assuming the total radia-
tive loss power to be close to the ohmic heating power.

The raw data and the recovered radiative loss pro-
files are presented in Fig. 9. As was expected, intense
radiation peaks are observed at the center of the plasma
column (which is related to the accumulation of neon)
and at the periphery (which is related to lithium emis-
sion).
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Fig. 9. () Raw AXUV detector signalsfor acalibration discharge with neon puff: (7) 15th, (2) 13th, (3) 11th, (4) 9th, (5) 7th, (6) 5th,
(7) 3rd, and (8) 1st channels; (b) the recovered radiative loss profiles for t = 80, 100, and 150 ms (from top to bottom); and (c) the
evolution of the (1) total radiative loss power and (2) ohmic power (the arrows indicate the instants corresponding to the recovered

profilesin Fig. 9b).

5. CONCLUSIONS

A stable algorithm similar to the well-known cylin-
drically symmetric Abel inversion has been elaborated
for recovering the plasmaradiative loss profile in toka-
maks by analyzing the data from a detector with a tan-
gentia field of view.

When applied to the AXUV detector system of the
T-11M tokamak, the method alows the recovery of a
plasma radiation profile with an accuracy of 25% even
with a relatively small number of detector channels
(seven to eight). Clearly, it would be expedient to dou-
ble the number of detector channelsin order to increase
the accuracy of the method.
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Abstract—New experimental dataon the laser irradiation of low-density porous materialsin the Mishen facil-
ity are presented and discussed. A wide set of optical and X-ray diagnostics was used to analyze the physical

processesin porous mediawith different microstructuresand

ecific densities of 1-30 mg/cm?® exposed to laser

pulses with A = 1.054 pm, T = 3 ns, and | = 10'3-10'* W/cm?. The features of laser absorption and scattering
and the processes of energy transfer in porous media were investigated for different average densities, thick-
nesses, and microstructures of the targets and different incidence angles of the laser beam. It was found that the
material microstructure (chaotic or quasi-ordered) significantly affected the formation and dynamics of a
plasma produced inside the irradiated samples that model the components of the advanced targets used in iner-
tial confinement fusion research. © 2004 MAIK “ Nauka/| nterperiodica” .

1. INTRODUCTION

In recent years, the interaction of high-power laser
radiation with low-density (1-100 mg/cm?) volume-
structured media have attracted great interest [1-4].
The study of laser absorption and mechanisms for
energy transfer in low-density media opens up new
opportunities for resolving a number of fundamental
problems of high-energy-density physics, including
inertial confinement fusion (ICF), radiative hydrody-
namics, the study of the equation of state under extreme
conditions, and the modeling of astrophysical phenom-
ena under laboratory conditions. It should be noted that
the plasma produced in the interaction of high-power
laser radiation with matter possesses a number of spe-
cific features: short lifetime (afew nanoseconds), small
dimensions (afew hundred micrometers), high density
and inhomogeneity, and highly nonsteady behavior.
Under such conditions, scientific information can only
be gained from diagnostic techniques that provide
extremely high temporal and spatial resolution. The
Mishen facility created at the Troitsk Institute for Inno-
vation and Fusion Research is equipped with acomplex
of optical and X-ray diagnostics [5-8] that furnish
detailed information about the interaction of high-
power laser radiation with porous media having various
internal structures.

2. EXPERIMENTAL AND DIAGNOSTIC
TECHNIQUES

Experiments on the interaction of high-power laser
radiation with low-density media were carried out
under the following conditions: The laser wavelength

was 1.054 um, the laser pulse energy was as high as
100 J, and the laser pulse duration was ~3 ns (the rise
time being 0.3 ns). The energy contrast was no worse
than 10°. Laser radiation was focused onto a plane tar-
get by alenswith an apertureratio of 1 : 10. The aver-
age laser intensity on the irradiated target surface
attained ~5 x 10'* W/cm? at a focal spot diameter of
~250 um. Plane agar-agar (C,H,50,),, or foam polysty-
rene (CH), targets with average densities from 1 to
30 mg/cm?® and thicknesses of 100-1000 pum were
placed in a vacuum chamber. Agar-agar is a chaotic
structure of solid fibers and films, whereas polystyrene
has a quasi-ordered film structure. The photosillustrat-
ing agar-agar and foam polystyrene structures are
shownin Fig. 1.

The X-ray diagnostics employed in the Mishen
facility allow the following measurements: time-inte-
grated calorimetric measurements in the wavelength
range of 0.5-1.5 nm; pinhole imaging of the plasma
using various filters; recording of X-ray plasma emis-
sion by vacuum diodes with a time resolution of
~0.5 ns; measurements of plasma X-ray spectrain the
wavelength range of 0.5-2 nm; and measurements of
the X-ray plasmaemission with aspatial, temporal, and
spectral resolution with the help of an X-ray streak
camera. The optical diagnostics include multiframe
shadowgraphy of the produced plasma (with an expo-
sure of ~0.3 ns, a probing radiation wavelength of A =
0.53 um, and a spatial resolution of ~30 um); monitor-
ing of the time evolution of the emission intensity from
the rear surface of the target in the wavelength range of
400-700 nm with a spatial resolution of ~30 um and
time resolution of 50 ps with the use of an Agat-SF

1063-780X/04/3002-0143%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Electron micrographs of the structure of (a) agar-agar and (b) foam polystyrene with the same average density of 10 mg/cm?.
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Fig. 2. Typical X-ray pinhole images of the irradiated (a) foam polystyrene and (b) agar-agar targets with an average density of
10 mg/cm? and a thickness of 200 um. The rear surfaces of the targets are covered with a 0.6-um Ni foil.

streak camera; measurements of the reflected, transmit-
ted, and scattered laser radiation; and time-integrated
and time-resolved spectral measurements of the radia-
tion emitted from the plasma into the aperture of the
focusing lens at frequencies near 2wy, and 3wy,/2, where
w, isthe laser frequency.

3. RESULTS AND DISCUSSION

In [5-8], it was shown that the absorption of laser
radiation in aporous low-density medium isvolumetric
in character. Absorption and subsequent energy transfer
result in the formation of a rather deep high-tempera
ture plasma layer inside a porous target. For example,
in the case of an agar-agar target with an average den-
sity of 1 mg/cm?, the depth of thislayer (along the laser
beam) amountsto 400-500 um. For atarget with aden-
sity of 10 mg/cm?, thisdepth isreduced to 100-150 um.
The duration of the X-ray pulse recorded using vacuum
diodesis 34 ns, whichisnearly equal to the laser pulse
duration. For agar-agar targets, the plasma electron
temperature determined by the filter method under the
assumption of a Maxwellian electron velocity distribu-
tion amounts to 0.8-1 keV and somewhat decreases
deep into the target. It was shown in [9] that, for the tar-
get irradiation parameters close to those achieved in our
experiments, the temperature of suprathermal electrons

is ~5 keV, whereas the rel ative concentration of the hot
electron component is ~107. Under these conditions,
the error in measuring the electron temperature of the
bulk plasma by the filter method is less than 10% [10].
Such an electron temperature value was also obtained
in[11, 12] using X-ray spectroscopy; the ion tempera-
ture was estimated to be a factor of 1.5-2 higher than
the electron one.

Let us compare the experimenta data on the laser
irradiation of agar-agar and foam polystyrene targets of
equal densities (=10 mg/cm?). Figure 2 shows typical
X-ray plasmaimagesrecorded behind a1.5-umAl foil.
It can be seen that, for a foam media with a quasi-
ordered structure, the depth of the hot region (along the
laser beam) istwo to threetimeslarger than for an agar-
agar target with a chaotic fiber—film structure.

There is also a drastic difference in the rate of
energy transfer into irradiated low-density agar-agar
and foam polystyrenetargets. The data on energy trans-
fer were obtained by monitoring the glow of the rear
target surfacein the optical range and using multiframe
shadowgraphy (A = 0.53 um) of the accelerated part of
the target. The corresponding experimental data are
shownin Figs. 3 and 4.

It can be seen that the rear surface of a foam poly-
styrene target starts glowing at the third nanosecond
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 3. Densitograms of the signals from a streak camerarecording visible emission from the rear surfaces of theirradiated (a) foam
polystyrene and (b) agar-agar targets with an average density of ~10 mg/cm® and a thickness of =200 um. The rear surfaces of the

targets were covered with a 0.6-pum Ni foil.
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Fig. 4. Visible-light shadowgraphs illustrating the acceleration of the rear surfaces of the irradiated (a) foam polystyrene and

(b) agar-agar targets with an average density of =10 mg/cm? and a thickness of =200 um. The rear surfaces of the targets were cov-
ered with a0.6-um Ni foil. Timeis counted from the beginning of the laser pulse.

after the beginning of thelaser pulse (Fig. 3). It can also
be seen that, at the fourth nanosecond, the rear surface
of the target has already begun to move (Fig. 4). In the
case of an agar-agar target, the rear surface starts glow-
ing 7 ns after the beginning of the laser pulse. The
images taken at the fourth and fourteenth nanoseconds
illustrate the acceleration of the rear surface of the agar-
agar target. An analysis of these images, together with
images obtained in other experiments, shows that the
rear surface starts moving 8-9 ns after the beginning of
the laser pulse. Measurements performed with samples
of different thicknesses show that the rates of energy
transfer in foam and agar-agar targets with the same
average density of 10 mg/cn?’® are (3-4) x 10’ cm/s and
(7-8) x 10° cm/s, respectively.

PLASMA PHYSICS REPORTS  Vol. 30
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The results of space- and time-resolved measure-
ment of plasma emission at the second harmonic of the
laser frequency (A = 0.53 um) in experiments with
polystyrene and agar-agar targets are also of interest.
Typical time evolutions of the second-harmonic emis-
sion intensity for laser-irradiated foam and agar-agar
targets are shown in Figs. 5aand 5b, respectively. Since
the second harmonic is generated only in regionswhere
the plasma density is close to critical (10! cm™ for A =
1.054 pum), the time history of the second-harmonic
intensity obtained in experiments on the laser irradia-
tion of low-density agar-agar and foam targets provides
information on the formation and homogenization of
the high-temperature plasma produced inside the tar-
gets[13]. Figure 5aallows usto suppose that, in targets
with a quasi-ordered film structure, laser radiation
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Fig. 5. Time evolution of the plasma emission spectra near the second-harmonic frequency recorded in experiments with (a) foam
polystyrene and (b) agar-agar targets with an average density of 10 mg/cm® and a thickness of 300 um and (c) the time history of

the laser pulse intensity.
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Fig. 6. (1) X-ray pinholeimages recorded in experiments with alaser beam incident obliquely (at an angle of 45°) onto (a) a 7-um-
thick Mylar target and (b, ) 400-pm-thick agar-agar targets with densities of (b) 5 and () 2 mg/cm?; (2) the results of processing
these images (the initial target positions are sketched by the dashed lines).

interacts sequentially with individual solid elements of
the medium. The equidistant breaks observed in the
time evolution of the second-harmonic intensity indi-
cate that the density of the expanding plasma produced
inthe course of irradiation of the previous solid el ement
becomes lower than the critical density before the laser

pulse begins to interact with the next element. No such
breaks in the time evolution of the second-harmonic
intensity were observed in experiments with agar-agar
targets (see Fig. 5b) of the same average density
(10 mg/cm?). Therefore, in the case of a chaotic
medium structure, there are always regions inside the
No. 2
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Fig. 7. Shadowgraphs recorded in experiments with alaser beam incident obliquely (at an angle of 45°) onto a 400-um-thick agar-
agar target with a density of 2 mg/cm? at the instantst = (a) 4 and (b) 6 ns after the beginning of the laser pulse.

samples where the plasma density is critical during the
entire laser pulse.

We carried out aspecial seriesof experimentson the
interaction of an oblique laser beam with a plane agar-
agar target. Specific features of the formation of ahigh-
temperature plasma and energy transfer under such
conditions should be taken into account when consider-
ing the feasibility of providing auniform distribution of
the ablation pressure on the surface of athermonuclear
capsule in experimentswith indirect-irradiation [3] and
hohlraum [4] targets with the use of low-density mate-
rials. Figure 6 shows pinhole images recorded in the
interaction of laser pulses with agar-agar targets of dif-
ferent densities at an incidence angle of 45° (for com-
parison, a pinhole image obtained in an experiment on
theirradiation aMylar film is also shown).

It can be seen that, for agar-agar targets with rela-
tively high average densities (=5 mg/cm?), the forma-
tion and propagation of a high-temperature plasma
region inside the target occurs in the direction perpen-
dicular to the target surface (Fig. 6b). We note that a
similar distribution of the high-temperature plasma
takes place both for alaser pulseincident normally onto
an identical target and in the case of an obliquely irra
diated thin solid-state Mylar target (Fig. 6a). For targets
with relatively low average densities (=2 mg/cm?) and
anincidence angle of 45°, the high-temperature plasma
region inside the agar-agar target is stretched along the
propagation direction of the laser beam (Fig. 6¢). Nev-
ertheless, the efficiency of energy transfer onto the rear
surface of atarget is still rather high, asisthe case with
higher density agar-agar targets (=5 mg/cm?). The
shadow photographs shown in Fig. 7 clearly demon-
strate energy transfer onto the rear surface of an agar-
agar target with an average density of 2 mg/cm?® (for
diagnostic purposes, the rear surface was covered with
athin Al layer). Shadow photography also shows that
the substance at the rear side of the target is accel erated
normally to the target surface.
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4. CONCLUSIONS

The diagnostic complex of the Mishen facility
allows X-ray and optical measurements with high
space, time, and spectral resolutions. The interaction of
high-power laser pulses with low-density (1-
30 mg/cm?®) media of different interna structure
(fibrous agar-agar and foam polystyrene) has been
investigated systematically.

By employing in each experiment a combination of
complementary diagnostic methods, we have obtained
reliable information on the properties and behavior of
the dense high-temperature plasma produced in the
interaction of high-power laser radiation (10—
10" W/cm?) with targets made of low-density sub-
stances of different internal structure.

The analysis of the experimental data obtained
shows that the most interesting and important results
areasfollows:

(i) Itisfound that the microstructure of the low-den-
sity materials that model the components of advanced
ICF targets significantly affects the formation and
dynamics of the plasma produced inside the irradiated
samples. For foam polystyrene targets with a quasi-
ordered structure and an average density of 10 mg/cm?,
the thickness of the hot plasma region and the rate at
which the energy is transferred deep into the target are
a factor of 4-5 larger than those for agar-agar targets
with a chagtic fibrous structure and the same average
density.

(i) It is shown that, when a laser beam is obliquely
incident (at an angle of 45°) onto atarget made of arel-
atively dense (=5 mg/cm?) porous materia with ran-
domly directed thin fibers (agar-agar samples), the for-
mation and propagation of the high-temperature plasma
region inside the sample occurs in a direction perpen-
dicular to the target surface. For targets with a lower
average density (=2 mg/cm?), the high-temperature
plasma region inside the sample is stretched along the
propagation direction of the laser beam. In both cases,
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the substance at the rear side of a plane target is accel-
erated normally to the target surface (at an angle of 45°
with respect to the laser propagation direction). The
efficiency of energy transfer toward the rear surface of
alow-density sampleis as high as that in the case of a
dense sample.

The results obtained can be used in computer codes
intended for searching the optimum structure and
parameters of low-density materials used in various
kinds of advanced | CF targets.
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Abstract—The interaction of anoble gas jet (Xe, Kr, He) with alaser plasma at a distance of ~1 cm from a
solid target (Mg, (CH,),,, LiF, or CF,) was studied for the first time. The line spectra that were excited in the
course of charge exchange of multicharged ions with noble gas atomsin the interaction region were recorded.
A clean (debris-free) soft X-ray source excited by laser pul sesfocused into axenon jet was designed and inves-

tigated. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION
By charge exchange, we mean processes of the type

X+ A X597V LAY where X is a projectile
multicharged |on in the ground state, A is a neutral

atom, X3 (@~ is the resultant ion in the nl excited

state, and A istheresultant single-charged ion. Interest
in charge exchange processes stems largely from the
fact that the resultant ions are in the excited states and
the charge exchange cross section can berelatively high
(10-1°-10"'* cm?, which is higher than that for other
processes with the participation of multicharged ions).
In addition, charge exchange is of quasi-resonance
nature, which, in principle, enables one to achieve the
selective population of the multicharged ion states and
population inversion in soft X-ray (SXR) transitions
[1-3].

Although charge exchange cross sections have often
been measured in beam—plasma experiments, the distri-
bution of the resultant ions over the energy states still
remains unknown. Spectroscopic measurements allow
one to evaluate such a distribution by recording transi-
tions of multicharged ionsin the SXR range. In the few
available spectroscopic experiments, charge exchange
processes were believed to be responsible for the onset
of or increase in the intensity of certain spectral lines;
however, these spectral features can be related to alter-
native plasma processes (recombination or extra heat-
ing). In a tokamak plasma, the H, transition in O VIII
ions (A = 10.2 nm) was observed in experiments with
the injection of neutral atomic hydrogen beams[4]. The
population of the n = 3 level was related to the charge-
exchange reaction of oxygen nuclei with hydrogen
atoms

O +H —O*"+H".

It was noted, however, that there was no corresponding
increasein theintensity of the Ly, and Lyg lines (2 —
1 and 3 — 1 transitions). That charge exchange plays
an important role in more complicated systems, such as

alaser plasma expanding into a buffer gas, was demon-
strated by comparing the experimental spectrawith the
results of numerical ssimulations [5]. Observations of
the visible transitions of multicharged ions excited in
the course of charge exchange with neutral atomic
beams serve as a diagnostic tool in tokamak plasmas
(see, e.g., [6]).

In the present study, we experimentally investigated
the charge exchange of multicharged ions with noble
gas atoms in the interaction of a noble gas jet with a
laser plasma created by irradiating a solid target. For
this purpose, space-resolved SXR radiative decay spec-

traof theexcited statesof X, (a- " jonswere recorded.

We also carried out experimentsin which laser radi-
ation was focused directly into a xenon jet, which
served as a plasma source of guasi-continuous SXR
emission. Such a clean (debris-free) SXR source is of
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Fig. 1. Measured (circles) and calculated (dashed line)
reflection coefficients of an aperiodic MM at an incidence
angle of 5°. The calculated reflection coefficient of solid
molybdenum is shown by the squares. The measurements
were performed at the Ingtitute for the Physics of Micro-
structures of the Russian Academy of Sciences (Nizhni
Novgorod).
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+mA

Fig. 2. Schematic of alarge-aperture stigmatic spectrograph
consisting of afocusing aperiodic MM (3) (with aradius of
curvature of r =1 m and an aperture of D =5 cm) and a
transmission grating (4): (1) laser plasma, (2) entrance dlit,
and (5) cassette with an UF-4 X-ray film.

interest for both laboratory studies (reflectometry and
absorption spectroscopy) and X-ray projection microli-
thography.

2. EXPERIMENTAL SETUP

All the experiments were carried out in the IKAR
vacuum chamber (0.9 m in diameter and 3.8 m in

F IV 2s%2p?3P-25*2p(>P) 3s 3P

11 mm

Fig. 3. Disposition of thelaser plasma (3) and gas cloud (5):
(2) rotating target, (2) focusing lens, and (4) gas valve noz-
Zle. The dashed lines outline the viewing field of the spec-
trograph.

0

(b)

I, arb. units

15 20

25 30 A, nm

Fig. 4. (a) The total intensity of the six unresolved lines of the F IV 25?2p? 3P-2522p(?P)3s 3P transition (A = 23.9-24.4 nm) vs.
distance H from a CF, target and (b) the spectrum (integrated over 200 laser pulsed) of a CF, plasma interacting with axenon jet
(the lines under study are shown by the arrow). The inclined bands in the spectrum are related to the presence in the transmission
grating of aregular supporting structure perpendicular to the grating grooves.
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Fig. 5. Level diagram of aCV ion with the ionization ener-
gies of Kr and He atoms indicated. The dashed lines show
the charge-exchange channels, while the arrows show the
spectral lines observed in the experiment.

length). At the end of the chamber, arepetitively pulsed
Nd:YAIO; laser (0.5 J, 6 ns, 1.08 um, 0.5 Hz) was
installed. The gas target was produced with the help of
apulsed high-pressure (up to 10 atm) valve, which was
open for ~1.5 ms synchronously with the laser pulses.
Thediameter of the cylindrical nozzlewas 0.4 mm. The
gaswas supplied from gas tanks placed outside the vac-
uum chamber.

1, photon/um

151

The employed spectroscopic diagnostic complex
enabled usto construct spectral images and record stig-
matic spectra in the SXR range. These measurements
made it possible to determine the spatial structure of the
interaction between the gas jet and laser radiation and
between multicharged ions and neutral gas atoms. The
diagnostic complex incorporates the most advanced
elements of SXR optics: periodic and aperiodic multi-
layer mirrors (MMs), high-aperture transmission grat-
ings (1000 and 5000 line/fmm), high-speed absolutely
calibrated AXUV-5 photodiodes, etc. In particular, we
designed a high-aperture broadband stigmatic diffrac-
tion spectrograph based on an aperiodic multilayer nor-
mal-incidence Mo/Si mirror with a nearly constant
reflectance in the spectral range of 12.5-25 nm (Figs. 1,
2) [7, 8]. The spectrograph possesses the following fea-
tures: stigmatism, afield of view of ~2 cm, spectral res-
olution of no lower than ~300, awide operating spectral
range, and an extremely high aperture ratio (in the
plasma—gas interaction region, we were able to record
lines with intensities two orders of magnitude lower
than those near the laser target). This was achieved by
using broadband normal-incidence multilayer optics.
To create the spectrograph, we calculated an aperiodic
multilayer Mo/Si structure (40 layer pairs) optimized
for the maximally uniform reflectance in the wave-
length range of 12.5-25 nm at the normal incidence of
radiation. Based on these calculations, the first aperi-
odic MMs were produced at the Kharkov Polytechnic
Institute. These MMs were shown to have an almost
optimum structure and even reflectance (ranging within
11-15%) in the spectral range of interest. The short-
wavelength boundary of the MM operation range is
determined by the L-edge of Si absorption (12.5 nm),
whereas there is no sharp long-wavelength boundary.
Thus, we observed the 15°28°S, ,—15*2p*P;, 4/, doublet
of aMg X ion with A = 60.979 and 62.495 nm. The
spectrograph is described in more detail in [9-11].

1, photon/pm

LI 4 ]
\./'\"/"‘J ’\I"\"
v s h
MK

[}
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lII
1

H, mm

Fig. 6. Exposure from the (a) 152s3S-1s4p 3P (A = 17.328 nm) and (b) 12p *P-1s3s3S(A = 26.018 nm) CV ion linesvs. distance
H from a carbon target: (1) without a gas and in the presence of (2) He, (3) Kr, and (4) Xe.
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Fig. 7. Arrangement of the diagnostic tools in the experi-
mentswith apulsed gas target: (/) pulsed high-pressure gas
valve, (2) focusing lens, (3) Xe plasmain the focal region,
(4, 5) identical periodic MMs (Ay = 18 nm, AA;, = 1 nm),
6, 7) Al filters, (8) cassette with an UF-4 X-ray film,
(9) AXUV-5 photodiode, (/0) VCHD-2 calorimeter, and
(11) entrance dlit of the diffraction spectrograph.

3. INTERACTION OF A GAS JET
WITH PLASMA

The laser plasma produced due to the irradiation of
a solid target with nanosecond Nd laser pulses was
directed toward the gas (Kr, Xe, or He) jet (Fig. 3). The
target was placed at a distance of 7-11 mm from the
nozzle axis. Thetarget materialswere metalic Mg, LiF
crystal, CF,, or (CH,),. The field of view of the spec-
trograph included both the target surface and the
plasma—gasinteraction region. The spectrum of plasma
emission near the target surface contained the lines of
multicharged ions of the corresponding elements. C
IV=VI, Li l111, etc. At adistance of afew millimeters
from the target, the lineintensities either decreased rad-
ically compared to those at the target surface or van-
ished almost completely. However, in all our experi-
ments, the emission of certain spectral lines was again
observed in the plasma—gas interaction region (Fig. 4).
We relate this phenomenon to the intense population of
the excited states of plasmaionsin the course of charge
exchange with neutral gas atoms.

In charge-exchange reactions proceeding via the
Landau—Zener mechanism (in contrast to recombina
tion processes), the levels of multicharged ions are
mainly populated whose ionization energy exceeds the
ionization energy of the donor atoms. The ionization
energies of Kr and Xe are 14.0 and 12.1 eV, respec-
tively, whereas the ionization energy of He is 24.6 eV.
The spectra observed in the interaction of plasmawith

LEVASHOV et al.

0.22 mm

Fig. 8. X-ray image of a xenon plasma in the wavelength
range 17.5-18.5 nm and a visible-light shadowgraph of the
nozzle (both are obtained using MM 4 shown in Fig. 7).

Hediffer from those observed in the interaction with Kr
or Xe. Thus, the levels of a C V ion with the principal
number n = 4 (these levels lie higher than the ground
state of He but lower than ground state of Kr) are not
populated in the interaction of a carbon plasma with
helium and are populated in the interaction with kryp-
ton (see Figs. 5 and 6). Thisis direct experimental evi-
dence that the excited states of multicharged ionsin the
plasma—gas interaction region are populated via
charge-exchange processes.

From the intensity ratio of the Hy, 3 —= 2, A =
18.2nm) and Hg (4 — 2, A = 13.5nm) lines of C VI
ions, one can determine the ratio between the cross sec-
tions of charge-exchange processes resulting in the
excitation of the levelswith n=3 and 4. To do this, itis
necessary to take into account the fact that the electron
density isrelatively low, so that thelevelswithn=4and
3 reside in a pure radiative zone (A, > N(n, n — 1)),
and that the electron temperatureisalso low and, hence,
collisional excitation is exponentially weak (at a dis-
tance of 7 mm from the solid target, the estimated val-
uesof N, and T, do not exceed ~5 x 10! cm= and 2 eV,
respectively). Then, we have

Diss _ ApWs 0, + Vﬁ:{]—lkls.s
D2 ApWsto, WU ki,
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Fig. 9. Emission spectra from (1) a pulsed Xe target and
(2) aplane solid tungsten target for the same exposures. In
the case of the tungsten target, the observation direction is
nearly parallel to the target surface.

where o5/0, is the sought ratio between the cross sec-
tions of charge-exchange processes resulting in the
excitation of the levelswith n = 3 and 4 (it is assumed
that o5 = 0), D, is the exposure in the corresponding
lines, k, is the sensitivity (in units of photon/mm?) of
the recording system (this sensitivity is assumed to be
constant), A; is the radiation transition probability for
ani — j transition, W,; = A,; + N4, 3) isthe total
probability (in s') of the 4 — 3 transition with a
minor correction for collisional deexcitation, W, = A, +
Nc(n, n — 1) is the total probability of quenching the
nth level, and c(n, n — 1) is the collisiona quenching
rate of the nth level. In the plasma—gas interaction
region, where the levels are populated via charge
exchange, the ratio D,g,/D;35 is 3 = 1. In the limit

N, — 0, this corresponds to the ratio 0/0, = 1.7.97 .

Considering N, to be nonzero in the interaction region

leads to a minor change in this value. For example, at

N,=5 % 10' cm3, we have 0,/0, = 1.6 gq.

4. CLEAN SXR SOURCE

We also performed experiments on creating a clean
(debris-free) SXR source excited by laser pulses
focused into a pulsed Xe jet. The diagnostic complex
used to measure the source parametersis shown in Fig.
7. An X-ray image of asource at the wavelength 18 nm
was obtained using afocusing MM (see Fig. 8). In the
horizontal direction, the effective width of the sourceis
~0.2 mm and the full width is ~0.4 mm. The height of
the emitting region isabout 0.7 mm. Figure 9 showsthe
absolute X-ray yield measured with an AXUV-5 X-ray
photodiode and the radiation spectrum in the wave-
length range of 12.5-25 nm. The absolute spectral
luminosity at a wavelength of 18 nm in the direction
perpendicular to the propagation direction of the laser
beam and the jet axis (Fig. 7) is 1.1 x 10* J(sr nm).
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Assuming that the plasma luminosity is isotropic, we
find that the conversion efficiency of laser radiation is
about 3 x 10* (sr nm)~. It is found that the source
parameters in the wavelength range A < 14.5 nm are
determined by photoabsorption at the periphery of the
gasjet.

5. CONCLUSIONS

Spectroscopic studies of the interaction of noble gas
(Kr, Xe, He) jets with a laser plasma gected from a
solid target were carried out in a wavelength range of
A > 12.5 nm. The SXR line emission from the plasma—
gas interaction region was shown to be caused by the
charge exchange of multicharged ions with noble gas
atoms via the Landau—Zener mechanism.

A compact repetitively pulsed debris-free SXR laser
plasma source excited in a pulsed Xe jet by a focused
laser beam has been created.
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Abstract—The results of measurements of the spectral and temporal parameters of the 3wy/2-harmonic emis-
sion in experiments on irradiating burning-through thin foils by laser pulseswith intensities of ~10'4W/cm? are
presented and analyzed. The time-dependent scale length of the plasma density and the temperature at alevel
of one-fourth the critical density are estimated from the measured splitting between the spectral components
and the measured ratio of their intensities by using asimplified model that takesinto account the detailed mech-
anism for 3wy/2-harmonic generation. © 2004 MAIK “ Nauka/l nterperiodica” .

1. INTRODUCTION

The possibility of using the spectral and temporal
parameters of the 3wy,/2-harmonic emission (where w,
is the frequency of the heating laser radiation) to mea-
sure the parameters of |aser-produced inhomogeneous
high-temperature plasma is restricted by the fact that
the mechanisms for generating this harmonic are
incompletely understood. The 3wy,/2-harmonic emis-
sion has been studied in many papers (see [1] and the
literature cited therein). In early investigations [2, 3],
the 3wy/2-harmonic generation in a laser-produced
plasmawas explained as being dueto the following two
effects. a sequence of the processes of excitation of
Langmuir waves in two-plasmon decay instability in
the regions where the plasma density is about one-
fourth the critical density (n./4) and the subsequent
Thomson upscattering of the heating laser beam by
these waves. These views about the harmonic genera-
tion mechanisms were confirmed by measurements of
the harmonic emission spectrum, which was found to
consist usually of two components—red and blue broad
peaks (see, e.g., [3, 4] and the literature cited therein).
Many regular features of the phenomenon in question
(in particular, the threshold for two-plasmon decay
instability and its saturation, as well as the correlation
of the 3w,/2-harmonic emission intensity with the gen-
eration of fast electrons) were observed and discussed
in further experimental and theoretical papers. Based
on the results of these investigations, amethod was pro-
posed and approved for determining the local electron
temperature T, from the splitting AA;, between the
components in the spectrum of the generated harmonic
(we note that this method gives somewhat overesti-
mated values of the temperature T, as compared to
other methods [5]). At the same time, many details of
the mechanism for harmonic generation in a laser

plasma corona are still controversial and remain to be
clarified (thus, in a number of papers, the blue spectra
component was not observed at all). The authors of
some papers [6, 7] doubted the possibility of using the
3wy,/2 harmonic emission to diagnose the parameters of
alaser plasma and the turbulence in it. They proposed
explaining the features of the harmonic spectrum as
being due to a more complicated sequence of pro-
cesses:. (i) two-plasmon decay, (ii) decay of a primary
plasmon into a plasmon and a phonon, and (iii) Raman
scattering of the heating laser light by the secondary
plasmons. The problem of clarifying the mechanism for
the generation of the 3w,/2-harmonic emission is till
of interest and requires more extensive experimental
investigations with additional diagnostic tools. One can
hope that checking such regular features as the depen-
dences of the harmonic emission intensity on the
plasma-density scale length L (L = [n/dn/dX], - ),
plasma temperature, and target material will make it
possible to determine the processes that play the domi-
nant role in harmonic generation.

The aim of this paper is to analyze the spectral and
temporal parameters of the 3w,/2-harmonic emission
that have been obtained in experiments at moderate
laser intensities[8]. The analysisis carried out interms
of thelinear theory of two-plasmon decay instability [3,
4]. A simplified model of harmonic generation is devel-
oped and used as a basis for discussing the possibility
of determining the plasma-density scale length L from
the measured intensities of the red and blue compo-
nents in the harmonic spectrum.

2. EXPERIMENT

New arguments clarifying the main mechanism for
the 3wy,/2-harmonic generation have been provided by

1063-780X/04/3002-0154%$26.00 © 2004 MAIK “Nauka/ Interperiodica’



DIAGNOSTICS OF A HIGH-TEMPERATURE LASER PLASMA

~50A 27,3 50 A

()

e

155

¢

(b) (©)

Fig. 1. Streak images of the 3w/2-harmonic emission spectrain experiments with Mylar targets with thicknesses of (a) 3, (b) 1.5,

and () 0.8 um. The laser intensity is | = 10'* W/cm?.

the spectral and temporal data from recent experiments
on laser irradiation of polymer and metal foils that
burned through during the laser pulse and of thick tar-
gets made of low-density porous materials [8]. These
experiments were carried out in the Mishen facility
with the following parameters of laser radiation: the
wavelength was 1.055 pm, the spectral width was
<0.5 A, the pulse duration at the base was ~3 ns, the
contrast was ~10%, and the energy was as high as 100 J.
The mean laser intensity achieved with afocusing lens
(f/10) at nearly normal incidence of the laser beam on
the target in the vacuum chamber was varied within the
range of 5 x 1032 x 10 W/cm?, in which case the
thresholds for two-plasmon decay instability were
overcome for all types of targets used in experiments.
The spectral and temporal parameters of the 3uy,/2-har-
monic emission collected in the aperture of the focus-
ing lenswere analyzed (with spectral and temporal res-
olutions of ~1 A and ~ 50 ps, respectively) by a combi-
nation of an MDR-3 diffraction monochromator and an
Agat streak camera. The images at the exit from the
streak camera, which provided the time scans of the
harmonic spectra, were recorded by means of a Lepto-
nar 1P-4.5 objective and aV S-tandem/s 56 video sys-
tem connected to a PC.

Let us consider Fig. 1, which shows typical streak
images of the 3wy/2-harmonic emission spectra
recorded in experiments with planar Mylar films with
thicknessesof d=(a) 3, (b) 1.5, and (c) 0.8 um[8]. The
spectra are seen to consist of two components, the red
component being far more intense than the blue. At the
beginning of the 3w,/2-harmonic generation process, a
short intense spike is often observed in the time behav-
ior of both components. As arule, the intensity of the
3wy,/2-harmonic emission increases slower than does
that of the pump laser pulse (at the frequency ). For
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polymer targets, the intensities of the red and blue com-
ponents reach their maximawhen the laser pump inten-
sity is already decreasing. For targets with thicknesses
of up to ~2 um, the emission duration of both compo-
nentsis shorter than the laser pulse duration. Thisindi-
cates that, during the irradiation, the maximum plasma
density in the interaction region falls below one-fourth
of the critical density. It follows from the experimental
data (Fig. 1) that Mylar targets thinner than 3 um burn
through in the course of irradiation; i.e., as the heated
plasma expands, its maximum density falls below the
critical density n, and becomes even lower than n./4.
For targets of thickness 3 um and more, the maximum
density does not fall below one-fourth of the critical
density during irradiation. The spectral distribution of
the intensity of harmonic emission from the foils that
burn through (Figs. 1b, 1¢) is seen to change with time.
However, such issues as the interpretation of the spec-
tral shifts, the asymmetry of the spectrum with respect
to the exact frequency value 3wy,/2 due to the plasma
motion, and the short-wavelength cutoff of the blue
component (Figs. 1b, 1c) go beyond the scope of the
present paper, although, in principle, information about
the velocity profile in the plasma corona of burning-
through targets can be derived from an analysis of the
Doppler shift measurements at different harmonic fre-
guencies (w,, 3w,/2, and 2w,). Note that, by thetime at
which thetarget has burned through, the plasmaregions
where the density is equa to n, or n,/4 move in the
propagation direction of the heating laser beam.

3. ANALY SIS OF THE EXPERIMENTAL DATA

The above experimental datawere used to study the
time evolutions of the red and blue spectral components
and the ratio of their intensities. As an example, Fig. 2
shows the time evolution of the intensity ratio between



156

L/
151

10

t, ns

Fig. 2. Intensity ratio between the red and blue components,
/1, in the 3uyy/2-harmonic emission spectrum measured in
experiments on irradiating a 1-pm aluminum foil by laser
light with an intensity of 2 x 1014 W/cm?.

the red and blue components, 1./1,, in the 3w,/2-har-
monic emission spectrum measured in the experiment
onirradiating a 1-um aluminum foil by laser light with
an intensity of 2 x 10'* W/cm?. Note that, in order to
increase the accuracy of the measurements of the inten-
sity ratio between the red and blue components, the red
component was attenuated (by a factor of 5) by athin
neutral filter. The figure shows that, up to the time at
which the foil has burned through (~2 ns), the intensity
ratio 1./1, increases monaotonically up to a value of ~8.
At other times, the red and blue components are indis-
tinguishabl e against the background signal, so that their
intensity ratio becomes meaningless. It isreasonable to
associate the increase in the ratio 1,/1,, with the dynam-
ics of the expanding plasma, since it is well known [3,
4] that the threshold and amplification of convective
two-plasmon decay instability depend on the plasma-
density scale length L. An analysis of the above exper-
imental data by the model described below shows that
the characteristic scale length L increases in time (for
the data of Fig. 2, the scale length L increases to about
150 pm by the second nanosecond), which is quite nat-
ural for the dynamics of burning-through foils[9].

In analyzing the intensities of the components of the
3wy,/2-harmonic emission spectrum, it is necessary to
consider the particular diagram of the wave interaction.
It iswell known that two-plasmon decay far above the
instability threshold givesriseto plasmonswith abroad
k spectrum. In the experimentsin [8], the heating laser
radiation was focused on the target by a lens with a
fairly large value of f/d (~10) and the radiation emitted
from the plasma at the frequency 3wy,/2 was focused by
the same lens. In this case, at nearly normal incidence
of the pump wave on the target and when the observa-
tions are made in the direction opposite to that of the
incident laser beam, the mechanism for generating
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3wy/2-harmonic photons becomes far simpler to ana-
lyze, because, of the entire spectrum of plasmons pro-
duced in the three-wave interaction, it is sufficient to
consider only longitudinal plasma waves with a zero
transverse wave-vector component k. Each of the red
photons (w, < 3w,/2) emitted from the plasma and
recorded in the experimentsis produced from the merg-
ing of a pump photon with a red plasmon that propa-
gates in the plasma from the point of two-plasmon
decay toward the region of lower density. The blue
component (w, > 3wy/2) in the observed spectrum is
thought to form through several theoretically possible
mechanisms [3, 5]: (i) the merging of a pump photon
with a blue plasmon that propagates along the density
gradient toward the region of higher density and is
reflected from the region with the density ~n./4; (ii) the
merging of a pump photon reflected from the region
with the critical density (n.) with a blue plasmon prop-
agating toward the region of higher density, followed
by the reflection of the generated 3 w,/2-harmonic pho-
ton from the region with the density ~9n./4; and
(ii1) the merging of a pump photon with ablue plasmon
that propagates toward the region of higher density, fol-
lowed by the reflection of the generated blue photon
from the region with the region with the density ~9n./4.
In experiments on irradiating thin polymer foils (thin-
ner than 2 um) and thin metal foils (thinner than 1 pm)
[8], the time during which the 3w,/2 harmonic was
emitted was shorter than that in experiments with thick
targets, in which the harmonic was generated through-
out the entire laser pulse (Fig. 1). Although the maxi-
mum density of the expanding plasma produced by
laser irradiation of these burning-through thin foils fell
even below one-fourth the critical density (n./4) during
the laser pulse, the intensities of the spectral compo-
nents at the times at which the plasma density was
equal to 9n./4 or n, were observed not to decrease
sharply, and the spectral shifts at these times did not
exhibit any unusua temporal behavior [8]. These
experimental results provide evidencein favor of mech-
anism (i) and confirm the estimates made in [10].

4. MODEL

Here, for the chosen mechanism of the wave inter-
action, we determine which of the plasma parameters
can be derived from the above experimental data. The
electron temperature in the laser plasma corona was
estimated from the formula [2, 5] Aw,, =

+9/8uwy(Vy_/0)>. Under the conditions of our experi-

ments, the distance between the spectral components,
D), increases from 30 to 60 A with increasing laser
intensity and atomic number Z of thetarget foil material
(we used polystyrene, Mylar, aluminum, titanium, cop-
per, nickel, and scandium foils). The calculated elec-
tron temperature T, wasfound to befrom 0.6 to 1.2 keV.
PLASMA PHYSICS REPORTS  Vol. 30
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The intensity ratio 1,/1, between the red and blue
componentsin the spectra of the 3wy,/2-harmonic emis-
sion from a plasma with a specified electron tempera-
ture T, and an exponential electron density profile char-
acterized by the scale length L was calculated from a
simplified numerical model in the following three
steps. First, for the chosen mechanism of three-wave
interaction, the wavenumbers of the generated plas-
mons were calculated from the energy and momentum
conservation equations with allowance for the disper-
sion of electromagnetic and Langmuir waves in the
plasma. This step also implies the calculation of the
POINtS Xy, X3, b, AN X35 iN the plasma density profile
that correspond to the two-plasmon decay, the reflec-
tion of the blue plasmon, and the generation of the blue
and red components of the 3w,/2-harmonic emission,
respectively. Second, the amplification coefficient x of
the generated Langmuir waves was calculated for the
excitation conditions of convective two-plasmon decay
instability (the amplification coefficients were the same
for both of the plasmons) [2, 10]:

X = (Velvy)koL/24,

where v+ _ is the electron thermal velocity, v is the

electron oscillatory velocity in the region where the
plasma density is about one-fourth the critical density,
and k, is the wavenumber of the incident electromag-
netic wave in this region. Finally, we calculated the
integral attenuation coefficients T, and T, of the blueand
red plasmons due to collisional damping during their
propagation to the points at which they merged with the
pump photons (the absorption of theincident laser radi-
ation and the emitted harmonic in the plasma corona at
n < n./4 isinsignificant and was not taken into account):

oo ve®g
1 ve()

where v4(X) is the electron-ion collison frequency,
Vv4(X) isthe group velocity of the plasmawave, and X is
the spatial coordinate in the direction of k,. For the
above temperatures at the points Xs, 1, , a which the
3wy,/2 harmonic is generated, the wavenumbers of the
plasmons did not exceed 0.3/Ap (where A isthe Debye
radius), so that Landau damping can be ignored. The
change in the radiation intensity at the frequencies w,
and 3wy/2 due to the classical collisional damping in
the plasma region under consideration was also
ignored. The intensities of the components of the
3wy/2-harmonic emission spectrum were proportional
to l(HW (1)exp(2TX—Ty, ) (Wherel isthe heating radi-
ation intensity and W(t) is the spectral density of the
energy flux of the Langmuir waves) [11], and their ratio
was proportional to /1, ~ exp(t, —T,). It isimportant to
note that the arguments of the exponentials depend on
the atomic number Z of the target material and also on
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Fig. 3. Calculated dependence of theintensity ratio between
the red and blue components, I/l in the 3uy,/2-harmonic

emission spectrum on the plasma-density scale length L at
fixed values of the electron temperature Te.

T. and L. By analyzing the tempora behavior of the
harmonic emission and the intensity ratio of the spec-
tral components, it ispossibleto study Langmuir turbu-
lence (and, accordingly, the development of two-plas-
mon decay instability) in the region where the plasma
density was about one-fourth the critical density and
also to estimate how the electron plasma density profile
changes. Figure 3 shows the results of calculations of
theintensity ratiol,/I,, between the red and blue compo-
nents in the 3wy/2-harmonic emission spectrum as a
function of the scale length L of the plasma density at
fixed values of the electron temperature of the plasma
produced by irradiating a Mylar target. It can be seen
that the intensity ratio between the red and blue compo-
nents increases exponentially with L. As T increases, a
less intense collisional damping of Langmuir waves
leads to a smaller difference between the intensities of
the components of the emitted harmonic. It should be
noted that the actua stresk cameras have limited
dynamic range; hence, for any temperature, the values
of the scalelength L can be found such that theintensity
of the blue component of the 3wy,/2-harmonic emission
spectrum does not exceed the background level, pro-
vided that the red component is recorded in the linear
regime. Therefore, it is natural to expect that the spec-
trum of the harmonic emitted from the extended coro-
nas characteristic of laser fusion targets (and also under
the conditions corresponding to preheated targets) will
contain only one (red) component.

5. CONCLUSIONS

In this paper, an analysis has been made of the reg-
ular features of the 3wy/2-harmonic emission in the
interaction of high-power (5 x 10"*-2 x 10'* W/cm?)
neodymium laser pulses with burning-through planar
targets. The experimental data on the spectral and tem-
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poral parameters of harmonic generation are satisfacto-
rily explained by linear theory. Along with the splitting
between the red and blue componentsin the 3w,/2-har-
monic emission spectrum, the time evolutions of the
components and their intensity ratio can be used to esti-
mate such important parameters of a nonuniform high-
temperature plasma as the el ectron temperature and the
scale length of the density profile. The diagnostic
method proposed here, on the one hand, imposes
restrictions on both the angles of incidence of the laser
beam on the target and the focusing of the backscat-
tered radiation emitted at the frequency 3w,/2 and, on
the other hand, implies the use of measurement equip-
ment with a sufficiently broad dynamic range. It should
be noted that, in order to test the diagnostic method, it
isnecessary to make adetailed comparison of itsresults
with data obtained from other diagnostics.
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Abstract—Results are presented from experimental studies of runaway electronsin the ohmic heating regime
in the Globus-M tokamak. The periodical hard X-ray bursts observed with the help of two hard X-ray spec-
trometers with high time resolution are attributed to MHD oscillationsin the plasma core and at the periphery.

© 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

One of the methods for studying fusion plasmas is
the investigation of runaway electrons by analyzing
hard X-ray emission arising due to decel eration of these
electrons in the structural components of the vacuum
chamber (limiters). A specific feature of runaway elec-
tronsisthat their number and maximum energy depend
on the plasma parameters and vary during the dis-
charge. Such studies usualy employ scintillation
gamma spectrometry, which makes it possible to mea-
sure the energy spectrums of hard X-ray (HXR) emis-
sion[1, 2].

Interest in the studies of runaway electronsin spher-
ical tokamaks (STs) is motivated by the fact that, in
STs, the structure of the magnetic and electric fieldsin
the plasma differs substantially from that in conven-
tional tokamaks, giving rise to some new specific fea-
tures in the particle behavior. Previous studies per-
formed in the Globus-M spherical tokamak [3, 4]
showed that the current of runaway electrons, which is
usually dominant in conventional tokamaksin low-den-
sity regimes, is lower than 10-20% of the total plasma
current even in regimes with very low plasma densities
of (0.15-0.3) x 10" m3. All attempts to reach dis-
charge regimes with the dominant current of runaway
electronsin the Globus-M tokamak were unsuccessful.
Moreover, the maximum energy of runaway electrons
(about 3 MeV) at very low densities did not increase
with increasing plasma current. In the case of a major
disruption in the final stage of the discharge, unlike in
conventional tokamaks, no substantial population of
runaway electrons was observed over a wide range of
plasma parameters.

The present paper describes the experimental setup,
asit was modified in order to study the behavior of run-
away electrons in more detail, and presents the results
obtained in this way.

2. EXPERIMENTAL SETUP

At present, two methods are used to study runaway
electrons by analyzing HXR emission in the Globus-M
tokamak (R=0.36m,a=024m, By <06 T, and |, <
0.5MA). Thefirst (earlier) method uses aspectrometric
analog-to-digital converter (ADC) that digitizessignals
from the photomultiplier anode of a scintillation detec-
tor. The amplitude of this signal is proportional to the
energy of aphoton recorded by the detector. Prototypes
of this device were used by us in the T-10, FT-2, and
Tuman-3M tokamaks [5-7]. The second method uses a
fast ADC, the operation of which is based on the peri-
odical digitizing of signals from the scintillation detec-
tor. The high sampling rate (15 MHz) and thelarge data
memory (128 MB) of the diagnostics allow us to trace
variations in the photomultiplier anode voltage during
the discharge and to reconstruct the time and energy
distributions of HXR photons by processing the data
obtained.

The next step in the development of the experimen-
tal base was the installation of the second Nal (TI) scin-
tillation detector. Figure 1 showsthe arrangement of the
detectors. Both detectors are protected from scattered
radiation by lead blocks and have collimators directed
to the corresponding limiters in the equatoria plane of
the tokamak chamber. The signal from detector D1 (a
Nal (TI) crystal 150 mm in diameter and 100 mm in
length) is processed by both the spectrometric ADC and
the first fast ADC. The signal from detector D2 (aNal
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Fig. 1. Arrangement of scintillation detectors D1 and D2
relative to the tokamak vacuum chamber (top view): (L)
limiters toward which collimators are directed and (M1,
M2) Mirnov coils. The distances from detectors D1 and D2
to the corresponding limiters are 3 and 3.5 m, respectively.
The arrow shows the rotation direction of runaway elec-
trons.

(T crystal 70 mm in diameter and 70 mm in length) is
processed by the second fast ADC. The measurements
are usually performed in the energy range 0.1-8 MeV,
which, however, can be extended to 20 MeV. The spec-
trometric system is activated by the start pulse of the

D1

Start

SHEVELEV et al.

tokamak, which ensures synchronization with other
diagnostics.

Figure 2 shows the electronic block diagram of the
diagnostic system, which consists of two blocks. One
of them (B1) ismadein the CAMAC standard, whereas
the other (B2) is integrated in a PC. The time during
which block B1 measures each single energy spectrum
can be varied from 10 ps to 100 ms. The number of
energy spectra measured in one dischargeis up to 128;
therefore, the time interval in which each spectrum is
measured is typically no shorter than 1 ms. This block
allows us to obtain 128 energy spectra just after the
plasma discharge and, consequently, to determine the
time behavior of the X-ray intensity with a fixed time
step that is specified before the measurements. From
the energy spectra, we can estimate the maximum
energy of runaway electrons at different instants during
the discharge.

The high sampling rate of block B2, which is based
on fast ADCs (Fig. 2), and its large data memory
(128 MB) alow usto trace the escape dynamics of the
accelerated electron beam onto the tokamak wall with
high time resolution. Since the waveform of the photo-
multiplier anode voltage during the discharge is stored
in the computer memory, we can use it to reconstruct
the time and energy distributions of X-ray photons. Itis
well known [8, 9] that, in the linear range of ascintilla-
tion spectrometer, the pulse shape does not depend on
its amplitude and is determined by the deexcitation

Bl

D2 |
v v
A A
1 T
2 7
FADC FADC
Al
||
N~
| PCI bus |
J;‘>| ISA bus |
B2 PC

Fig. 2. Block diagram of the measurement system: (D1, D2) detectors, (B1) CAMAC block, (B2) measurement block integrated
into aPC, (A) amplifiers, (SADC) spectrometric ADC, (T) timer, (CC) crate controller, (FADC) fast ADC, and (Al) analog input.
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Fig. 3. (a) Time dependence of the HXR intensity measured
in shot no. 5926 and the HXR spectra integrated over the
time intervals (b) 100-142, (c) 142-154, and (d) 154—
190 ms. The arrows in plot (a) show the boundaries of the
timeintervals.

time of the crystal and by the RC constants of the circuit
elements. To ahigh degree of accuracy, the signal shape
is described by the formula:

t-tg P ot—ty

O L3 T
U(E,t) = A(E)(Ll-e "Oe °,
O [l

where A(E) is the signal amplitude, proportional to the
measured photon energy; t, isthe signal start time; and
1,, T,, and P are parameters that depend on a particular
electronic scheme of signal conversion and on the time
characteristics of the crystal deexcitation pulse, which
are determined from the measured shape of individual
pulses. In processing the data stored during the dis-
charge, a special program is used to separate superim-
posed pulses, calculate their amplitudes, and plot the
amplitude spectra (energy distributions). The time
intervalsinwhich the amplitude spectrumisplotted can
be specified and changed by an operator in the course
of processing. Figure 3 shows (a) the time dependence
of the HXR intensity measured during shot no. 5926
and (b—d) three energy spectraintegrated over different
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Fig. 4. (a) Waveform of the plasma density averaged over
the vertical chord R = 42 cm in shot no. 5660 and signals
from (b) Mirnov coil M1, (c) Mirnov coil M2, (d) HXR
detector D1, and (€) HXR detector D2. The period of HXR
burstsis 85 ps.

time intervals. The maximum energy of HXR photons
inthesetimeintervalsis 2.3, 3.3, and 3.6 MeV, respec-
tively. The corresponding time intervals are shown in
Fig. 3aby the arrows.

3. RESULTS AND DISCUSSION

The above diagnostics, consisting of two detector
units, the signals from which were processed by both a
spectrometric ADC and new fast ADCs, was applied to
studying runaway electrons in the Globus-M tokamak
in the ohmic heating regime (OH) over awide range of
the plasma parameters. The plasma current was varied
from 0.1 to 0.25 MA, the plasma density was varied
over the range of (0.5-5) x 10! m~, and the magnetic
field on the plasmaaxiswasvaried from 0.29t0 0.45T.
The results obtained were analyzed simultaneously
with the data from the detectors of MHD oscillations,
soft X-ray (SXR) detectors, and an HXR flux detector.

The simultaneous use of two HXR spectrometers
with fast ADCs alowed us to detect a sequence of
bursts with a period of 0.07-1.5 ms against the back-
ground of continuous HXR emission during the dis-
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detector D1, and (€) HXR detector D2. The period of HXR
burstsis 1100 pus.

charge current plateau. It turned out that HXR bursts
with a period in the range of 70-300 s correlated with
developed MHD oscillations measured by Mirnov
coils, whereas bursts with a period of 400—1500 s cor-
related with sawtooth oscillations of the SXR signal
from the plasma core.

In discharges with developed MHD oscillations, the
period of HXR burstsin the stage of the current plateau
coincided with the period of MHD oscillations. Figure 4
shows the waveforms of oscillations measured by
Mirnov coils MHD-1 and MHD-2 and signalsfrom two
HXR detectors (shot no. 5660, I, = 95 kA, and n, =

1.3 x 10" m3; the arrangement of probes and detectors
isshownin Fig. 1). In this case, the phase shift between
the signals from two probes spaced at an angle of 115°
along the torus corresponds to the myn = 2/1 mode. The
phase shift between the signalsfrom the HXR detectors
also corresponds approximately to the m/n = 2/1 mode,
taking into account the relative positions of the limiters
spaced at an angle of 135° along the torus and viewed
by the HXR detectors. It follows from the signal behav-
ior that the periodicity of HXR bursts is related to the

SHEVELEV et al.

modulation of the runaway electron flux onto the limit-
ers by the rotating magnetic islands of the developed
nyn = 2/1 mode.

In discharges with developed sawtooth oscillations,
HXR bursts with periods of longer than 350 uswerein
phase for both detectors and correlated well with the
magnetic reconnection phase. In Fig. 5 (shot no. 6557,
I, = 190 kA, and n,= 4 x 10" m~), signals from the
Mirnov coils show weak MHD activity at the plasma
periphery. In this case, the waveforms of both the den-
sity integrated over the central chord and the SXR sig-
nal display sawtooth oscillations with a period of 1.0—
1.1 ms. Every reconnection phase is accompanied by
intense HXR bursts, whose intensity is usually higher
than the background level by a factor of 10-100.
Apparently, these bursts are related to the escape of a
fraction of the accelerated electron beam from the
region g < 1 onto the plasma periphery during magnetic
reconnection. The synchronism between the signals
from both detectors corresponds to the my/n = 0/0 mode.

In recent experiments, an ohmic heating regime
with acurrent of I, = 150-200 KA in the plateau phase
was achieved at a loop voltage lower than in previous
experiments [3] and, consequently, at a lower vortex
eectricfield E. In thisregime, the electron density pro-
fileis broader and the level of plasma MHD activity in
the quasi-steady stage of the discharge is low. In spite
of the rather small ratio between the mean values of the
vortex field E and the Dreicer field (E/E,, < 2%) in this
discharge stage, we detected HXR emission with a
maximum photon energy of 57 MeV; this was mark-
edly higher than in the previous experiments (3 MeV).
This fact is evidence of the improved confinement of
runaway electrons, and consequently, of anincreasein
their lifetime.

4. CONCLUSIONS

The use of two HXR spectrometers with high time
resolution in experiments carried out in the Globus-M
spherical tokamak made it possible to detect HXR
bursts correlating with different MHD modes. The
increased energy of HXR photons in regimes with a
loop voltage lower than in the previous experiments
points to the improved confinement of runaway elec-
trons.
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Abstract—High-energy (E > 0.2 MeV) charge-exchange diagnostics allow the determination of the distribu-
tion function of fast atoms produced via the neutralization of hydrogen isotope ions by target hydrogen-like
impurity ions. To derive the distribution function from the experimental data requires knowledge of the com-
position and spatial distribution of the target ions in a tokamak plasma. A charge-exchange target forms as a
result of the interaction between the main impurity nuclel and the heating neutral beams. In different devices,
the heating beams are arranged in different ways with respect to the diagnostics; hence, in order to accurately
estimate the contribution of the secondary ionsto the detected signal, it is necessary to calculate their trgjecto-
riesfor every particular case. A model is proposed that takes into account elementary processes resulting in the
ionization equilibrium of the ions of different impurities with allowance for ion motion in a specific tokamak
configuration. As an example, the model is applied to the plasma of the JT-60U tokamak. Mechanisms for the
formation of charge-exchange atomic flows in various energy ranges are considered. The relative contributions
of different heating injectors to the charge-exchange flow are estimated. Based on the calculated results, a
method is proposed for local measurements of the ion distribution function with the help of a stationary ana-

lyzer. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

High-energy (E > 0.2 MeV) charge-exchange diag-
nostics have long been employed to measure the distri-
bution function of fast particles appearing in plasmain
the course of fusion reactions, ion-cyclotron heating, or
neutral beam injection (NBI). An analyzer detects the
atoms that are produced due to charge exchange of fast
ionswith the target donor particlesfrom which fast ions
gain electrons to become fast atoms [1, 2]. Fast atoms
are produced aong the entire line of sight of the ana-
lyzer; hence, the detection signal isintegral in character
and can be expressed as follows:

‘](E) Dj.nfast(Ev I)Z(ndonor EUCXVD)LOSS(Ev |)d|, (1)

where J(E) isthe detected atomic flux; L isthe integra-
tion path; n;,, and n,,,,, are the densities of the fast and
target ions, respectively; 6.,V [is the charge-exchange
rate; and Loss(E, |) is the attenuation of the output
beam. The attenuation is mainly related to the ioniza-
tion of atoms by plasmaions. In the absence of aneutral
injector, the profile of the neutralization source along
the line of sight of the analyzer has the form of a broad
peak extended towards the plasma core. The peak usu-
ally occupies half of the plasma column and is more or
less uniform in the poloidal and toroidal directions. As

arule, the source of fast particlesis morelocalized than
the neutralization source and the neutral particle spec-
trum detected by the analyzer is averaged over the
region occupied by the former. Under the conditions of
highly intense NBI that are typical of large devices, the
target ions form mainly in the injection region due to
charge exchange between the beam neutrals and plasma
ions. The formed target spreads over the plasma; how-
ever, in large devices, it does not have enough time to
occupy the entire plasma volume. The resulting distri-
bution of the target ions is highly inhomogeneous,
which complicates the interpretation of the measured
particle fluxes.

One of the purposes of charge-exchange diagnostics
is the reconstruction of the local ion distribution func-
tion (IDF). To this end, a target with a peaked profile
whose width is much smaller than the region occupied
by fast particlesis produced with the help of diagnostic
beams. However, this method cannot be applied to
modern large-scale devices. The heating beams men-
tioned above also produce a charge-exchange target for
fast ions and, hence, may appear to be helpful in per-
forming local IDF measurements. The problem is com-
plicated by the nonoptimal mutual disposition of the
heating beams and neutral particle analyzers. Theinjec-
tor may be located in another cross section, so that the
beam and the line of site of the analyzer do not inter-
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sect. Therefore, in order to determine the loca target
density at the analyzer site, it isnecessary to consider in
more detail the process of the formation and subsequent
evolution of the target in atokamak plasma.

2. TARGET FORMATION

In the high-energy range, the hydrogen ions
exchange their charge mainly with hydrogen-like ions
of the main impurities, such as Be** and C3* (or with
He*ionsin the case of ahelium plasma). Theseionsare
generated in the plasma core due to the recombination
and charge exchange of impurity nuclei with neutral
particles arriving from the plasma periphery or, in the
presence of high-power injection, due to the charge
exchange of nuclei with fast beam atoms. In large toka-
maks, the latter mechanism for the formation of hydro-
gen-like impurity ions is dominant. Fast atoms pene-
trating the plasma can be ionized due to their interac-
tion with electrons, main plasma ions, and impurity
ions. The atoms can also exchange their charge with the
main plasmaions and impurity ions. The rate of charge
exchange with impuritiesis rather high dueto therela-
tively large cross section of this process. The probabil-
ity of charge exchange with impurity ions is compara
ble to that of charge exchange with the main plasma
ions, although the density of the impurity ions is sub-
stantialy lower. Hence, a neutral beam penetrating the
plasma gives rise to a cloud of thermal hydrogen-like
ions whose density is usually several times higher than
the beam density.

The generated ions begin to spread along the mag-
netic field lines in both directions along the torus and
fall on the line of sight of the analyzer. The density of
hydrogen-like ions along their propagation direction is
determined by a number of processes. First, they may
be ionized by the plasma electrons and ions. Further-
more, they may undergo charge exchangewith themain
plasma ions, yielding new hydrogen-like ions that
move with a different velocity and, possibly, in the
opposite direction. Therefore, some ions will move
back to the ion source, thus enhancing the ion density
in the vicinity of the beam. A similar effect is produced
by another process related to the specific character of
charged particle motion in atokamak: the reflection of
trapped particles from magnetic mirrors.

In view of the variety of processes outlined above,
as well as the complexity of a particular experimental
geometry, it obviously makes sense to perform numer-
ical simulationsin order to determine the distribution of
the target ion density in atokamak plasma.

3. NUMERICAL CODE

A computer code based on the Monte Carlo method
for calculating the 3D distribution of thetarget ionswas
developed with regard for the following factors:
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10

Distance, m

Fig. 1. Influence of different processes on the propagation
of target ions: (a) electron-impact ionization, (b) ionization +
charge exchange with the main plasmaions, and (c) ioniza-
tion + charge exchange + reflection from magnetic mirrors.

(i) the real geometry of the heating neutral beams,
including the number and arrangement of the sourcesin
the injectors, the distribution of the source intensities
over energy, and the transverse beam profiles;

(ii) the real plasma geometry, i.e., the real configu-
ration of the magnetic field and 2D distributions of the
plasma density and temperature;

(iii) the atomic processes accompanying the beam
injection into the plasma and the generation and propa-
gation of the target ions; and

(iv) the motion of the target ions along actual trajec-
tories in the tokamak magnetic field (since the Larmor
radius for the thermal target ions is much smaller than
thetypical plasmasize, the drift approximation is used,
which substantially reduces the computation time).

4. INFLUENCE OF VARIOUS PROCESSES
ON THE PROPAGATION OF THE TARGET IONS

Let us consider the results obtained with the above
code for a helium plasma with n, = 2 x 10" m and
T.=T; = 3 keV. Figure 1l illustrates the effect of differ-
ent factors on the propagation of He* ions along the
magnetic field line starting from the place of their birth.
Curve a corresponds to free expansion with account
taken of electron-impact ionization only. Curve b is
obtained with allowance for both electron-impact ion-
ization and charge exchange of He* ions with the main
plasmaions He**, resulting in the formation of a He*
halo [3]. Finally, curve c takes into account both the
above processes and the reflection of charged particles
from magnetic mirrors. The latter process resultsin an
even narrower profile of the charge-exchangetarget and
increases the density of ions in the region where they
are produced.



166

ICRH antennas

MIRONOV et al.

(b)
To analyzer

Outer edge
of the toroidal
coil

NBI2

Vacuum
vessel T
T
ICRH
antennas
-1
\NBII
_2 1 1 1 1
23 27 3.1 35 39 43 47
Magjor radius, m

Fig. 2. JT-60U tokamak: (@) top view and (b) vertical cross section.

5. CALCULATION OF A CHARGE-EXCHANGE
TARGET FOR JT-60U

The above Monte Carlo code was applied to calcu-
lating the target ion density under the conditions of the
JT-60U tokamak (Fig. 2a). Thisisalarge tokamak with

Density, arb. units
1.0 I

0.8
0.6
0.4

0.2

0o

-1.0 -0.5 0 0.5 1.0

zZ m

Fig. 3. Density profiles (along the line of sight of the ana-
lyzer) of He* (dashed line) and C®* (solid line) target ions
produced by one hydrogen beam.

major and minor plasma radii of 3.5 and 1 m, respec-
tively. In the JT-60U tokamak, experiments on the com-
bined ion-cyclotron-resonance (ICR) and NBI heating
are carried out. The NBI system consists of five pairs of
perpendicular injectors arranged around the torus. In
each pair, one injector is directed upward and the other
is directed downward. There are also two tangential
injectors oriented in opposite directions along the torus.
The diagnostic system aso includes the GEMMA-2
analyzer of fast atoms [4] with a vertical line of sight
(Fig. 2b). The ICR heating antenna is installed in the
same vertical cross section. In this arrangement, the
neutral beams do not cross the line of sight of the ana-
lyzer.

To caculate the spatial distribution of the target
ions, the following scenario was assumed: We consid-
ered the combined ICR heating (in the H minority
regime) and NBI heating of a helium plasma Since the
internal surface of the JT-60U vessel is covered by car-
bon plates, the main plasma impurity is carbon. This
scenario suggests that the charge-exchange target for
high-energy protons consists of hydrogen-like helium
and carbon ions (Het and C*7).

The behavior of He* and C** ions in plasmais dif-
ferent. Specifically, the cross section for the electron-
impact ionization of C°*, which is the main loss chan-
nel, is small. Under the JT-60U conditions, this corre-
PLASMA PHYSICS REPORTS  Vol. 30
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sponds to amean free path of about 20 m. Thisvalueis
comparable to the plasma length around the torus,
which means that C°>* ions may revolve several times
around the torus before getting ionized by electron
impact. Asaresult, C** ions arrive at the analyzer cross
section from both sides and occupy a major fraction of
the plasma column, so that they produce alesslocalized
target. In contrast, the ionization rate of He* ions is
higher, their mean free path is about 2 m, and only the
ionsthat have followed the shortest path from the beam
to the analyzer can appear on the line of sight of the
analyzer. Thetarget is more localized in this case. Fig-
ure 3 shows the He* and C** targets that are formed
with a beam spaced 80° apart in the toroidal direction
from the analyzer. The two peaks in the C°* target pro-
file can be attributed to the ions propagating clockwise
and counter-clockwise along the torus. In the He* pro-
file, the peak corresponding to the longer path is absent.

Such ion behavior resultsin the neutral beams situ-
ated along the torus making comparable contributions
to the density of C°* ions at the analyzer site. In con-
trast, the density of He* ionsis only determined by the
nearest injectors.

6. FEASIBILITY OF LOCAL IDF
MEASUREMENTS WITH A STATIONARY
ANALYZER

Let us now consider the target profile along the line
of sight of the analyzer. Figure 4 showsthe distributions
of He* ions generated by different injecting beams. The
profiles are numbered in accordance with the number of
the injector with which they are produced. Injectors 2
and 6 both belong to the perpendicular injection system
but differ in their positions in the toroidal direction.
Injector 2 is situated in the immediate vicinity of the
analyzer, and injector 6 is spaced 80° apart from the
analyzer. Thisisalso the position of tangential injector 8.
It can be seen that, as they more along the magnetic
field lines, the target ions fall into different regions
along the line of sight of the analyzer. This fact can be
used to perform local measurements of the IDF using a
stationary analyzer. The use of He* ions is preferable
for such measurements because, as was mentioned
above, their profile is more localized. Although the
injection gives rise to both types of ions, the signals
from He* and C°* targets can be separated with the help
of the code devel oped and with allowance for the differ-
encein the energy dependences of the cross sectionsfor
the charge-exchange of protons with He* and C>* ions
(Fig. 5).

By the alternate switching-on of the neutral beams,
one can separate out the contribution from a particular
beam to the analyzer signal and associate it with a cer-
tain plasma region. According to Fig. 4, this method
allows oneto attain a spatial resolution of about 0.5 m.
To illustrate, the approximate size of the region occu-
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Fig. 4. Density profiles (along the line of sight of the ana-

lyzer) of He' target ions produced by different beams. The
numerals by the curves correspond to the number of the
injector producing the target.
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Fig. 5. Cross sections for the charge exchange of protons
with He' (dashed line) and C®* (solid line) ions.

pied by the fast ions in JT-60U during ICR heating is
also shown.

7. CONCLUSIONS

(i) Under the conditions of modern large tokamaks,
the charge-exchange target for fast particles is highly
nonuniform. Numerical simulations are required for an
adequate interpretation of the datafrom neutral particle
diagnostics in the energy range E > 0.2 MeV.

(if) A Monte Carlo code was devel oped for calculat-
ing the target density with allowance for the actual
device configuration, the atomic processes accompany-
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Abstract—An incoherent Thomson scattering system for observing local unsteady cavities that form in atur-
bulent plasmain the course of Langmuir collapse is described. Using this diagnostics, the density cavitiesin a
laboratory plasmawith devel oped strong Langmuir turbulence were directly observed for thefirst time and their
spatial and temporal characteristics were determined. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

One of the most important effects in a plasma with
well-developed Langmuir turbulence (W/nT, = (krp)?)
isthe wave collapse predicted by Zakharov in 1972 [1].
Sincethat time, this effect has been confirmed in agreat
number of theoretical studies and numerical simula-
tions (see reviews [2-5]). However, reliable experi-
mentsindicating the existence of the Langmuir collapse
are still few in number. In this connection, it was even
suggested in [6] that Langmuir collapse can be
observed only under certain specific conditions, such
those as in the well-known work [7], in which the
experimental parameters allowed oneto obtain asingle
collapsing cavity whose space and time positions were
highly determinate, which isinconsistent with the gen-
eral picture of developed strong Langmuir turbulence
(SLT). Present-day experimental studies of developed
SLT [6, 8-10] (i.e., that in the absence of a determinate
system behavior, characteristic of [7]) usually deal with
itsgeneral consequences (the generation of short-wave-
length ion acoustic waves, the formation of anon-Max-
wellian tail in the electron energy distribution function,
the generation of high-power radiation at frequencies
close to the plasma frequency and its harmonics, etc.)
and yield only indirect evidence for the existence of the
Langmuir collapse. To draw more definite conclusions,
it is necessary to directly observe occasional collapse
events in plasmas. This requires the elaboration of
appropriate diagnostics. The creation of such a multi-
channel system of transverse Thomson laser scattering
with high spatial and time resolution was reported for
thefirst timein[11].

In this paper, we present a substantially modified
Thomson scattering diagnostics with a higher sensitiv-
ity and higher noise immunity. With the help of this
diagnostics, small dynamic plasma density cavities
were detected and studied in the GOL-M device in a
plasma with developed SLT [12]. The experiments

were carried out with adense plasmain amagnetic field
(ne~ 10 cm=, B=25T). The level of Langmuir tur-
bulence excited by a high-power relativistic electron
beam (REB) (E=300-500 keV, I,=10 kA, At,= 100 ns)
was W/nT, > 0.2 [10].

2. THOMSON SCATTERING SYSTEM
FOR OBSERVING UNSTEADY PLASMA
CAVITIES

The diagnostics employs the fundamental-harmonic
neodymium laser radiation. A schematic of the laser is
shownin Fig. 1. Thedriving oscillator operates with an
optical shutter based on aPockelscell withaKDP crys-
tal. Theduration of the driving oscillator pulseisvaried
in the range from 10 to 60 ns by varying the cavity
length. After passing the preamplifier, the laser beam
passes through a 3-mm-diameter coupling hole into a
five-pass telescopic amplifier, the active element of

Phototropic shutter Preamplifier Pockels cell
1 % <~ = i —<H
" o
Five-pass Driving
telescopic amplifier oscillator

Output amplifier

/
\/ /{ | > Output laser beam

/
Deflecting
prisms

Fig. 1. Schematic of the neodymium laser (A = 1.06 um,
E ~20J,and T ~ 60 ns).
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Fig. 2. Thomson scattering system with duplicate optical recording for observing Langmuir cavities. The laser parametersare A =

1.06 um, E ~20 J,and T ~ 60 ns.

which is a phosphate glass. Self generation in this
amplifier is suppressed using a phototropic shutter.
After the amplifier, the laser beam is fed with the help
of glass prisms to a single-pass final amplifier with an
active element made of silicate glass. The amplifier
active elements 45 mm in diameter and 640 mm in
length are pumped with 1FP-20000 flash lamps. The
output laser beam has the following parameters: A =
1.06 um, E = 20 J, At = 60 ns, and a diameter of
40 mm.

Figure 2 shows a scheme of laser radiation
input/output and a system for recording scattered radi-
ation. The laser beam passing through the plasma per-
pendicularly to the magnetic field is focused by alens
(F = 50 cm) onto the chamber axis to a diameter of
0.2 mm and is output through a window positioned at
the Brewster angle. The image of asmall (0.2 x 0.2 x
1 mm in size) volume of the focused laser beam is pro-
jected at an angle of 90° by a telescopic objective with
afocal length of F = 13 cm and a diameter of 5.5 cm
onto the ends of light-guiding fibers, and is then fed to
C30955E avalanche diodes with asensitivity of 35 A/W
and atime resolution of 2 ns.

To determine the time behavior of the plasma den-
sity, the shape of the scattered laser signal was com-
pared to that of an original laser pulse recorded at the
same oscilloscope trace. For this purpose, a portion of
the laser pulse (a reflex from a deflecting prism) was
directed to the recording system with a time delay of
200 ns with respect to the scattered signal. A compari-
son of the shapes of the recorded signals allowed usto
trace the time behavior of the plasma density over the
timeinterval At,.o, with an accuracy of 5-10%. To ver-
ify that the change in the shape of the scattered signal
was not caused by an electromagnetic pickup induced
by the REB in the recording system, the recorded signal

was optically duplicated. For this purpose, a portion of
the scattered radiation was split off by a50% mirror and
was then directed through a 40-ns optical delay line to
an independent recording channel (see Fig. 2). A com-
parison of the waveforms of the signalsin the main and
duplicate channels allowed us to reliably recognize the
features related to the time behavior of the plasma den-
sity against the background of the electromagnetic
pickup.

The Thomson scattering system was adjusted in sev-
eral steps. First, with the help of a helium—neon laser,
we roughly positioned all the optical components.
Then, using an infrared image intensifier, we accurately
adjusted thefocusing lensand the objective. Finally, the
optical system was adjusted and the recording system
was calibrated by Rayleigh scattering in sulfur hexaflu-
oride (SF¢) at a pressure of 0.05 atm.

Stray light at the laser frequency was suppressed by
aninterferencefilter with a passband of 40 nm. We note
that the recording system with thisfilter is sensitive to
both plasma-density and electron-temperature varia
tions. However, calculations show that the intensity of
scattered radiation passed through the filter changes by
only 10% as the electron temperature varies from 50 to
250 eV, which covers the range of possible electron
temperature variationsin our experiments.

Experiments performed with the above Thomson
scattering diagnostics showed the presence of dynamic
cavitiesin aplasmawith SLT. Figure 3 shows the scat-
tered signals abserved in two different shots (Figs 3a,
3c) and the corresponding time behavior of the relative
plasma density (Figs. 3b, 3d). It can be seen that the
minimain the signalsrecorded in different channels, as
well as the signals themselves, are shifted by 40 ns,
which meansthat they are not related to the electromag-
netic pickup. The depth of these minima can attain
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 3. Observation of plasma-density cavities (indicated by
arrows) using duplicate optical recording of the scattered
signals with a40-nstime delay: (a, ¢) scattered signals and
(b, d) the time evolution of the density n, calculated in the

time intervals marked by rectangles. The dotted lines show
the average between the density values recorded in two dif-
ferent channels.

30%, and their duration is T, = 10-30 ns. Such scatter-
ing signals can hardly be explained by temperature
variations, since it is difficult to find a plausible expla-
nation for such considerable and fast heating and, espe-
cialy, cooling. Therefore, the minima in the signals
observed in the duplicate-recording scheme are most
likely related to plasma density variations.

3. MEASUREMENTS OF THE CAVITY
DIMENSIONS

Figure 4a shows a scheme of an experiment on the
measurements of the transverse (with respect to the
magnetic field) cavity size |;. The scattered radiation
from four neighboring regions (0.2 x 1 mm in size)
along the focused laser beam was directed by alens to
four independent recording channels. The experiments
performed by this scheme allowed us to trace the time
evolution of the density profile over a distance of 4 mm
with aspatial resolution of 1 mm. Typical scattered sig-
nalsareshowninFig. 5. Curvesin Figs. 5¢ and 5d dem-
onstrate the most typical situation when the density
minimum is observed in only one of the channels. Fig-
ures 5a and 5b show time-separated density minimain
two adjacent scattering volumes. It follows from these
figures that the transverse size of the density cavity is
on the order of I; < 1 mm.

In order to demonstrate that the observed cavities
were local in character and to estimate their length
along the magnetic field, special experiments were car-
ried out by the following scheme. The laser beam was
divided into two parts as is shown in Fig. 4b. For this
purpose, the middle part of the focusing lens was cut
out and the remaining parts were jointed together. Such
a composite lens divides the laser beam into two spa-
tially separated focused beams. The distance between

PLASMA PHYSICS REPORTS Vol. 30 No.2 2004

Direction of the REB
and magnetic field

Part of the lens
cut out Direction of the REB
and magnetic field

Fig. 4. Scheme of the measurements of the (a) transverse
(with respect to the magnetic field) and (b) longitudinal cav-
ity dimensions (1, 2, 3, and 4 denote the recording chan-
nels). The distance between the scattering volumesisL = 3
and 8 mm.
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Fig. 5. Determination of the transverse (with respect to the
magnetic field) cavity size with the use of a four-channel
recording system: (g, c) typical waveforms of the scattered
signals and (b, d) signa fragments with density minima
brought into coincidence with thelaser pulse and marked by
framesin plots (&) and (c).



172

U, arb. units

(b) Laser
B pulse

/N\\/

\

1.0

0.5

=
(9]
T

First channel

1
150
t,ns

1 1
150 50 100
t,ns

1
50 100
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netic field with the use of the two-channel recording system
at two different distances between the scattering volumes:
L =(a b) 3and (c, d) 8 mm.

the focuses depends on the width L of the removed part
of thelens. In the experiments, we used two such lenses
of L = 3 and 8 mm. The beam focuses were adjusted to
lie at the same magnetic line by displacing the compos-
ite lens and rotating it about the axis of the primary
laser beam. The scattering volumes (0.2 x 1 mminsize)
were imaged onto the inputs of two independent
recording channels. Thefinitelength of the density cav-
ities was established from the presence (or absence) of
simultaneous minimain the waveforms of the scattered
signals in the two recording channels. In experiments
with L = 3 mm, the density minima observed in both
recording channels coincided in time (Figs. 6a, 6b). In
experiments with L = 8 mm, either the density mini-
mum was observed in only one of the recording chan-
nels (Fig. 6¢) or the minima were separated in time
(Fig. 6d). From these data, we can infer that the lengths
of the Langmuir cavitieslieintherange 3 <l < 8 mm.

4. CONCLUSIONS

An incoherent Thomson scattering system has been
created that allows direct observations of local dynamic
plasma-density cavities. Necessary conditions for the
operation of this system are a sufficient duration and
smooth shape of the laser pulse and a high time resolu-
tion and high noise immunity of the recording system.
With this diagnostics, density cavities arising randomly
in time and space have been observed for the first time
in a laboratory plasma with developed SLT. The cavi-
tiesaremost likely generated dueto Langmuir collapse.
The parameters of the observed density cavities are as
follows: dn/n=10-40%, 1, =10-30ns, |;< 1 mm, and
3<l=8mm.
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However, the results obtained give no direct answer
to the question of whether the observed density minima
are indeed related to Langmuir collapse. This question
can be answered, e.g., by examining the evolution of
the Langmuir oscillation spectrum in the cavity. Indeed,
according to the classical concept [1], Langmuir wave
packets in the initial stage of collapse are trapped in a
cavity. Then, as the cavi