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Abstract—Carbon nitride has been synthesized in macroscopic amounts by means of the original method
based on an ecologically safe technology using inorganic initial compounds. The product has been character-
ized by mass spectrometry (MS), X-ray diffraction, and quantitative chemical analysis. The MS and thermo-
chemical data show that stoichiometry of the samples of carbon nitride obtained using the proposed method
corresponds to the empirical formula C3N4. © 2005 Pleiades Publishing, Inc.
The possibility of the existence of carbon nitride
with the chemical formula C3N4, where carbon atoms
exhibit sp2 hybridization, was predicted in 1985 by
Cohen [1]. Later, the possible existence of a group of
polymorphic modifications of carbon nitride was theo-
retically substantiated based on quantum-mechanical
calculations, and a series of such compounds including
α-C3N4, β-C3N4, cubic C3N4, and some others was
obtained in experiment [2]. These substances can pos-
sess promising (e.g., mechanical) properties.

The results of subsequent investigations showed that
the crystalline carbon nitride polymorph β-C3N4 is ther-
modynamically unstable under normal conditions, but
the lifetime of this compound in a metastable state is
still undetermined [3, 4]. An analysis of the available
published data showed that carbon nitride was obtained
by various researchers in microscopic amounts and the
samples had nonstoichiometric compositions with the
general formula C3N4 ± x. The syntheses were per-
formed in most cases by chemical deposition from a gas
phase containing nitrogen and carbon, whereby the
products were obtained in the form of a fine disperse
powder or thin films [5–10]. The films were most fre-
quently deposited onto substrates made of metals,
quartz, silicon and germanium single crystals, and
some other semiconducting materials.

The interest in the synthesis of C3N4 is related
mostly to the fact that this material possesses extremely
high hardness comparable with that of diamond and,
hence, can be used for obtaining superhard coatings on
the surface of tools, instruments, and various articles
including prostheses, etc. The main difficulty in the syn-
thesis of C3N4 is related to its thermal instability [11],
since this compound exhibits decomposition at temper-
atures above 800°C.

Experimental. Carbon nitride was synthesized
using the original method described elsewhere [12–14],
1063-7850/05/3112- $26.00 1001
which is based on an ecologically safe technology
using inorganic initial compounds. The X-ray diffrac-
tion measurements were performed on a DRON-2 dif-
fractometer using FeKα radiation. The content of nitro-
gen and carbon in the synthesized samples was deter-
mined by method of reductive melting in a carrier gas
(helium) flow at a temperature of ~2800°C with chro-
matographic detection. The error of this method of ele-
mental analysis was ±3%. In addition, the carbon con-
tent was determined using a CS-200 gas analyzer
(LECO, USA) with an IR absorption detector.

The mass-spectrometric thermal analysis (MTA)
was carried out using a modified MX-1320 mass spec-
trometer with direct sample introduction. A sample
weighing about 1 mg was placed on an electric-current-
heated substrate (a tantalum ribbon with spot-welded
thermocouple), introduced into the spectrometer cham-
ber, and placed in the immediate vicinity of the ioniza-
tion source. The chamber was evacuated to a residual
pressure of about 10–4 Pa, and the sample was analyzed
in one of the two modes: (i) stepwise heating (at an
increment of ~50 K) with recording of the mass spec-
trum of volatile products in each step; (ii) relatively
rapid heating (~25 K/s) with recording of the tempera-
ture dependence of a selected peak in the mass spec-
trum of volatile products.

Results and discussion. The quantitative chemical
analyses showed that the powdered products of dark-
brown color, which were obtained using the proposed
method, contained 61 ± 1.8 wt % of nitrogen and 39 ±
1.2 wt % of carbon. These values correspond to a sto-
ichiometric carbon nitride composition of C3N4.

Figure 1 shows the typical X-ray diffraction pattern
of synthesized carbon nitride, which displays peaks
corresponding to reflections from a system of atomic
planes with the interplanar distances d = 3.276, 2.506,
2.361, 2.105, 1.875, and 1.613 Å. Montigaud et al. [15]
© 2005 Pleiades Publishing, Inc.
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considered only the peak at 3.27 Å and assigned it to
C3N4. As can be seen from Fig. 1, our diffractograms of
the product contain several peaks. We interpret these
peaks as being predominantly due to α-C3N4, and this
assignment is in good agreement with the data of
Hallen et al. [16].

The results of MTA allowed the mechanism of ther-
mal decomposition of the synthesized compound to be
considered in detail. In interpreting these data, it is nec-
essary to take into account that MTA is a two-fold
destructive method. First, the initial sample structure
exhibits molecular decomposition on heating, which
proceeds according to the special mechanisms of ther-
molysis. In this process, both “monomeric” structural
units (in out case, C3N4 molecules) and various frag-
ments of the molecular network (as well as their
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Fig. 1. The X-ray diffractogram of powdered carbon nitride
(see the text for explanations).
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Fig. 2. The mass spectrum of the products of thermal
decomposition of carbon nitride at T = 750°C.
TE
agglomerates) can be formed. Second, each of these
neutral fragments can exhibit dissociation under the
action of the ionizing electron impact (electron energy,
E = 70 eV), which leads (with different probabilities) to
the formation of fragment ions constituting the total
mass spectrum of the products of thermal decomposi-
tion of the initial compound.

Since a reference mass spectrum of the volatile
products of thermal decomposition of pure carbon
nitride was unavailable, we performed a formal analy-
sis of the set of peaks observed in the mass spectra of
samples synthesized by the proposed method. By for-
mal analysis of the mass spectrum, we mean the search
for only peaks having even mass to charge (m/z) ratios
corresponding to various combinations of C and N
atoms (although the volatile products may, in principle,
also contain large fragments with m/z > 92). In accor-
dance with the published data [17], we consider the
structure of carbon nitride as a molecular network con-
sisting of quasi-azine cycles linked via nitrogen atoms.
The thermal decomposition of this molecular network
begins, as a rule, with the fracture of weak and defect
chemical bonds. The high stability of cyclic com-
pounds—in particular, C3N4—suggests that their struc-
tures are retained with high probability under the con-
ditions of both elevated temperatures and electron
impact. Indeed, the mass spectra of the products of
C3N4 decomposition observed in the temperature inter-
val 500–850°C contain a peak corresponding to ions
with a mass of 78 amu (m/z = 78). The main peaks in
these spectra are assigned to the following species (in
the order of decreasing intensity): m/z = 64 (C3N2),
68 (C1N4), 66 (C2N3), 78 (C3N3), and 92 (C3N4)
(Fig. 2). In addition, we observed several less intense
peaks with different m/z ratios, including those corre-
sponding to ions with odd masses, which are related to
features of the synthesis technology, purity of the initial
reactants, and incomplete purification of the target
product (carbon nitride) from side products. The pres-
ence of the peak with m/z = 78 indicates that the synthe-
sized product contains C3N3, which is the key structural
element. The entire combination of peaks in the
observed mass spectrum shows that the obtained com-
pound has the chemical formula C3N4.

Important supplementary information to the static
MTA data, which confirmed the above conclusions,
was provided by the results of thermokinetic investiga-
tions. Figure 3 shows the typical temperature depen-
dence of the intensity of the peak with m/z = 78 charac-
teristic of the azine cycle. The evolution of this cycle
was characterized by a bimodal kinetics, with maxima
in the 500–700°C and 700–850°C intervals. We believe
that this result is indicative of the presence of carbon
nitride in at least two states—for example, amorphous
and crystalline—in the samples studied. Moreover, we
may even suggest with a certain confidence that two
crystalline phases probably exist in the second temper-
ature interval. The presence of crystalline phases is
CHNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005
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confirmed by the data of X-ray diffraction measure-
ments. We are planning to continue with investigations
in this direction.
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Abstract—The volume resistivity and the imaginary part of the permittivity of a macroscopic composite sys-
tem of the insulator–semiconductor type have been experimentally studied as functions of the temperature and
the content of the semiconductor phase. Specific features in the conductivity of this system are revealed and a
qualitative model explaining the observed behavior is proposed. © 2005 Pleiades Publishing, Inc.
In recent years, percolation systems of the insula-
tor–semiconductor type have been extensively studied
using experimental and theoretical methods [1–4].
However, macroscopic systems of this type are also of
interest, both from a basic standpoint and in practical
applications [1, 2] such as thermistors. This Letter
reports the results of experimental investigation of the
volume resistivity (ρ) of a macrosystem of the insula-
tor–semiconductor type as a function of the bulk semi-
conductor content (x) and the temperature (T).

The experiments were performed for an insulator–
semiconductor composite with the semiconductor
component representing compounds of the A8B6 or
A1B6 types. The former was Fe2O3 consisting of
nearly spherical particles 25 µm in diameter, and the
latter was CuO composed of particles with approxi-
mately the same geometry. Prior to mixing and melt-
ing the initial charge, particles of Fe2O3 powder were
demagnetized by the conventional method in an alter-
nating magnetic field. The mixer and other equipment
used for the sample preparation and characterization
were made of nonmagnetic materials. The insulator
component in both composites was paraffin, selected
due to its good insulating and technological proper-
ties, which made possible the creation of a desired
model system [3, 4].

The preparation of samples was described in detail
elsewhere [3, 4]. Each sample had the form of a capac-
itor with solidified paraffin–semiconductor mixture of a
certain concentration confined between metal elec-
trodes. The investigation was performed for flat and
cylindrical capacitors with electrodes made of pure
1063-7850/05/3112- $26.00 1004
electrolytic copper. The dc resistance at a preset tem-
perature was measured in the dark by the standard tech-
nique using an E6-13A teraohmmeter. The imaginary
part of the permittivity (ε'') was also determined using
conventional methods [2, 4].
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Fig. 1. Plots of the logarithm of resistivity versus tempera-
ture for (1) a paraffin matrix, (2, 3) paraffin–Fe2O3 compos-
ites with a bulk Fe2O3 content of x = 1.87 and 40.8%,
respectively, and (4, 5) paraffin–CuO composites with a
bulk CuO content of x = 33 and 56%, respectively.
© 2005 Pleiades Publishing, Inc.
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The results of measurements are presented in Figs. 1
and 2. As can be seen, the resistivity of the paraffin–
Fe2O3 composite (Fig. 1, curves 1 and 2) monotonically
decreases with increasing temperature. The paraffin–
CuO system (Fig. 1, curves 4 and 5) exhibits the oppo-
site general trend, whereby its resistivity grows with the
temperature in most of the same interval. We may sug-
gest that, as the bulk content of the semiconductor filler
(Fe2O3 and CuO) in the insulating matrix increases, the
properties of the composite must approach those of the
corresponding semiconductor. Indeed, the temperature
coefficient of resistance (TCR) for the maximum con-
centrations of the semiconductor component was nega-
tive for the composites with Fe2O3 and positive for
those with CuO.

The behavior observed for the resistivity was con-
firmed by the results of determination of the imaginary
part of the permittivity plotted in Fig. 2 as lgε'' = f(x, T)
(Fig. 2). For the paraffin–Fe2O3 composite, the dielec-
tric losses in the sample capacitor increase with the
temperature (Fig. 2, curves 2, 4), while those for the
paraffin–CuO system (Fig. 2, curves 5 and 6) either
remain virtually constant or decrease with the tempera-
ture in the same interval. The total losses in insulators
consist of the electric conductivity losses and the relax-
ation losses [2]. In the case under consideration, the
relaxation losses are insignificant and influence the sys-
tem behavior only at small concentrations of the semi-
conductor phase [4]. It should be noted that the paraffin
matrix proper has a negative TCR (Fig. 1, curve 1) [4].
The behavior of the paraffin–CuO composite in this
respect is analogous to that observed recently for an
insulator–conductor (paraffin–graphite) system [4].
The TCR of the paraffin–CuO composites is negative
(like that of the pure paraffin) when the CuO concentra-
tion in the mixture is relatively small, not exceeding x =
0.09, but the TCR changes sign for composites with a
greater bulk content of CuO.

The above results suggest that it is possible to
develop composite thermistors having both positive
and negative TCR, irrespective of the properties of the
insulating matrix. However, the function  = f(T) of
some composites is nonmonotonic, the most typical
example being offered by the behavior of the paraffin–
56% CuO composite (Fig. 1, curve 5), for which the
TCR is α = 0.1217 (296–300 K), 0.3334 (301–307 K),
0.1478 (308–317 K), and –0.1125 (Ω m)/K
(318−323 K). Thus, the TCR of certain composites not
only significantly varies in magnitude, but can also
change sign depending on the temperature. Let us con-
sider the possible factors responsible for the substantial
differences in the TCR behavior observed in various
temperature intervals.

Paraffin is a molecular crystal [2] and has a definite
melting temperature. The concentrations of compo-
nents are independent of the temperature both in the

lgρ
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whole sample and in various local regions, being the
same as that in the initial melt. Therefore, we may
suggest that a certain specific structural feature of the
conducting (fractal) chains, which has been created still
in the melt, can subsequently vary at temperatures
below the melting point. This variation can be related to
the difference in the coefficients of thermal expansion
of paraffin and the filler [4]. In particular, we may sug-
gest that the paraffin–Fe2O3 composite contains well-
developed, “shaggy” branched chain structures having
a relatively small number of chain ends ensuring low
resistance between adjacent fractals (“blue” contacts on
a model pattern) and a large number of chain ends
forming fractal contacts with high resistance (“red”
contacts) [5]. In the course of heating, the “red” con-
tacts can transform into “blue” ones, which corre-
sponds to the formation of conducting links. It is natu-
ral to suggest that (i) the stochastic character of this
process accounts for the possibility of both formation
and breakage of contacts depending on the temperature
and (ii) the rates of these processes can be different in
various temperature intervals.

On the contrary, the paraffin–CuO composite is
characterized by the formation of “smooth” structures,
whereby the side chains at the main conducting channel
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Fig. 2. Plots of the logarithm of the imaginary part of per-
mittivity versus temperature for (1) a paraffin matrix,
(2−4) paraffin–Fe2O3 composites with a bulk Fe2O3 con-
tent of x = 8.5, 20.5 and 40.8%, respectively, and (5, 6) par-
affin–CuO composites with a bulk CuO content of x = 17
and 56%, respectively.
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are relatively short. In this case, heating of the paraffin
matrix leads initially to the breakage of conducting
paths. In the temperature interval 318–323 K, where
α = –0.1125 (Ω m)/K (Fig. 1, curve 5), the process is
reversed, whereby the rate of contact formation
becomes greater than the rate of breakage and the
branched structures appear. This explanation poses the
question as to which properties of the component mate-
rials may account for such behavior of the fractal
chains. The possible reasons can be of quite different
natures, including intermolecular forces and many
other factors [4, 5].
TE
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Abstract—The method and results of an experimental investigation of stable intrinsic RF (microwave) emis-
sion from water upon EHF 65 GHz  UHF 1 GHz resonance excitation are described. The Curie point for
the radiation quenching is determined at 95°C. The mechanism of emission is explained in terms of conserva-
tion of the synchronization and polarization of the superthermal selective oscillations in the molecular system
of water, which are induced by a short-term resonance action of linearly polarized EHF radio waves of low
intensity. © 2005 Pleiades Publishing, Inc.
Water—one of the most widely occurring natural
substances—exhibits a number of anomalous physical
properties, which are of considerable interest from both
basic and technological standpoints. This compound is
an essential component of the environment and living
organisms: for example, the content of water in the
human brain reaches ~75%. For these reasons, investi-
gations into the properties of water are important for the
possible technical applications and deeper insight into
the functioning of living organisms.

In recent years, a high-frequency resonance wave
state of the molecular system of water has been discov-
ered, and a number of resonance effects both in water
and in the aqueous components of biological media
have been observed, which are related to the intrinsic
oscillations of molecular structures existing in water.
The spectrum of resonance frequencies corresponding
to the excitation of this resonance wave state has been
determined [1–5].

In the Rayleigh–Jeans long-wavelength spectral
region, two selective series of resonance oscillations
(25, 50, 100, 150, … and 32, 65, 130, … GHz) and the
corresponding low-frequency harmonics (1 GHz and
higher) have been separated on a thermal background.
According to the author’s data, the first series is deter-
mined by the frequencies of the natural molecular oscil-
lations of (H2O)6 hexagonal water clusters, the second
series is due to the natural oscillations of three-atomic
H2O molecules, while fractal clusters such as 6(H2O)6
possess fundamental frequencies on the order of 1 GHz
[5]. Since water belongs to the so-called associated liq-
uids, the resonance oscillations excited by external
radio waves are transferred from one type of structural
fragments to another so that the process of mutual exci-
tation of resonance oscillations in the molecular system
of water takes place. In contrast to the resonance
absorption at the aforementioned fundamental frequen-
cies, water is transparent for radio waves of nonthermal
intensity: the process of radiation propagation involves
1063-7850/05/3112- $26.00 1007
the entire volume of water and the aforementioned res-
onances are referred to as translational.

This Letter reports the results of investigations into
the stable secondary RF (microwave) emission from
water upon EHF 65 GHz  UHF 1 GHz resonance
excitation. The aim of this study was to elucidate the
mechanism of intrinsic microwave emission, measure
the duration of this process, and determine the Curie
point of radiation quenching.

The investigation was performed in a screened box
with the electromagnetic background suppressed by
30 dB. The experimental arrangement is schematically
depicted in Fig. 1. The emission from column 2 of dis-
tilled water (15 × 15 × 50 mm3) in ampule 1 was
detected with the aid of stripe microwave antenna 3.
The experiments used two frequencies from the reso-
nance spectrum of water: an EHF 65 GHz signal was
used for the excitation of intrinsic oscillations, while a
UHF 1 GHz signal was used for the detection of this
secondary RF (microwave) emission. The microwave
excitation was provided by oscillator 4 generating lin-
early polarized EHF radio waves of THE01 type with a
power of ~1 mW. The secondary microwave signal
detected by antenna 3 was measured by microwave
radiometer 5 tuned to a central frequency of 1 GHz with
a ±25 MHz bandwidth and a threshold sensitivity of
0.3 K. The temperature of water was measured by ther-
mocouple 6.

The experimental procedure was as follows. Water
was preliminarily irradiated by radio waves at EHF
65 GHz for 5 min and then heated for 10 s at a temper-
ature increased with 5°C steps in the interval from 20°C
to a temperature of the secondary radiation quenching.
After each heating, water in the ampule was cooled to
20°C, antenna 3 was brought in contact with water 2,
and the microwave output signal was measured. In
order to exclude uncontrolled external influence, all
manipulations and measurements were performed
under distant control.
© 2005 Pleiades Publishing, Inc.
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Figure 2 presents a histogram of the temperature-
dependent evolution of the induced microwave emis-
sion intensity measured as described above. The mea-
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Fig. 1. Schematic diagram of the experimental setup for the
investigation of secondary microwave emission from water
(see the text for explanations).
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Fig. 2. The temperature-dependent evolution of the EHF-
induced UHF microwave emission from water up to the
Curie point of radiation quenching.
TE
surements were performed on a 100-K sensitivity scale
at a voltage responsivity of ~10–13 W/(cm2 V). In order
to check for the stability of excited microwave emission
near the Curie point, water was doubly (for 10 s and
2 min) heated to a temperature of 90°C. It should be
noted that the intrinsic microwave emission from water
did not cease during the entire experiment, which lasted
typically for about 2 h. The emission continues unless
the temperature is increased above the Curie point.

As can be seen from the histogram in Fig. 2, the
short-term action of EHF radio waves at a resonance
frequency of 65 GHz excites stable secondary intrinsic
emission in the microwave range at a natural resonance
frequency of 1 GHz. Another interesting feature is a
“trough” in the secondary emission intensity observed
upon heating of water to 40°C, which falls into the tem-
perature interval of activity of warm-blooded living
organisms.

The initial intensity of the EHF-induced microwave
emission at 20°C is also stably restored upon heating to
90°C. The radiation quenching takes place at a Curie
temperature of ~95°C, after which the initial unexcited
state of water is achieved within 10 min. Below the
Curie point, the excited intrinsic microwave emission
from water is retained for an uncertainly long period of
time.

It is believed that the excitation of intrinsic micro-
wave emission from water is related to the synchroniza-
tion and polarization of intrinsic molecular oscillations
induced by an external resonance EHF wave, which
eliminates the interference quenching of waves and
enhances the resonance emission. In the case under
consideration, the intrinsic emission from water is
maintained by thermal energy, which is evidenced by a
growth of the emission intensity upon heating and by
decay in this intensity upon cooling.
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Abstract—A new approach to the creation of a quantum frequency standard based on the phenomenon of
coherent population trapping is proposed, which employs linearly polarized radiation and involves signal dis-
crimination at the absorption maximum. © 2005 Pleiades Publishing, Inc.
In recent years, the creation of quantum frequency
standards based on the coherent population trapping
(CPT) phenomenon has become an intensively devel-
oping field combining basic and applied research [1–6].
The principle of action of the CPT all-optical frequency
standard is based on the comparison of the frequency of
a quartz oscillator to the frequency of two-photon reso-
nance on a transition between Zeeman sublevels of the
ground state, which is insensitive (in the linear approx-
imation) to an external magnetic field. For certainty,
below we will consider the sublevels |Fg = 1, M = 0〉  and
|Fg = 2, M = 0〉  (called working states) of 87Rb atom and
the corresponding transition (called 0–0 transition).

Despite considerable effort of numerous research
groups, the stability of CPT frequency standards still
does not exceed the level achieved in systems employ-
ing the traditional schemes of optical pumping [7]. The
main obstacle in this respect is a relatively low contrast
of dark resonances corresponding to CPT, which results
in an insufficiently high figure of merit. Attempts at
increasing the fraction of atoms exhibiting CPT in the
working states by various means [5] lead to the broad-
ening of dark resonances and the corresponding
decrease in the figure of merit.

In this Letter, we propose a new approach to the
problem of frequency stabilization. According to this,
we suggest to refrain from excitation of the 0–0 reso-
nance and, instead, to compare the frequency of a
quartz oscillator to the position of an absorption maxi-
mum between two adjacent dark resonances character-
ized by the total magnetic moment projections M = ±1.

Let us consider the transmission of a linearly polar-
ized laser radiation through a rubidium vapor cell, the
polarization vector being perpendicular to an external
homogeneous magnetic field. We assume that the laser
frequency is tuned in resonance with the Fe = 1 compo-
nent of the D1 line of 87Rb atom and split with the aid
1063-7850/05/3112- $26.00 1009
an electrooptical modulator controlled by a quartz
oscillator (it is also possible to use a diode laser with
current modulation). The linearly polarized radiation
can be represented as a coherent superposition of two
fields, with right- and left-hand polarizations relative to
the magnetic field direction (this representation is con-
venient in view of the Zeeman splitting of atomic lev-
els). Using the Wigner–Eckart theorem and the proper-
ties of Clebsch–Gordan coefficients [8], one can readily
show [9] that no CPT on the working levels takes place
under these conditions. At the same time, there are pairs
of states a1 = {|Fg = 2, M = +1〉 , |Fg = 1, M = –1〉} and
a2 = {|Fg = 2, M = –1〉 , |Fg = 1, M = +1〉} on which CPT
is established as a result of the coherent interaction with
the excited sublevel |Fg = 1, M = 0〉  (under the two-pho-
ton resonance conditions [10]).

If only the magnetic moment due to the angular
momentum of the electron shell is taken into account,
the resonance frequencies corresponding to the two-
photon transitions inside the pairs of levels a1 and a2
coincide with the frequency of the 0–0 transition. How-
ever, these frequencies are in fact symmetrically shifted
relative to the 0–0 transition frequency because the
87Rb nucleus possesses a magnetic moment. The mag-
nitude of this shift in a weak magnetic field is on the
order of 4 kHz/G. As a result, the typical magnitude of
splitting of two dark resonances in the magnetic fields
with strengths on the order of several tenths of a gauss
is equal to the characteristic dark resonance width for a
field intensity of 2 mW/cm2 (typical of the CPT exper-
iments in gas cells). The splitting of dark resonances in
a field of such configuration was originally observed
for cesium atoms [11] and recently also reported for
87Rb atoms [12, 13].

In practice, it is extremely difficult to create a homo-
geneous magnetic field with strength below 0.05 G in
the entire cell volume [4]. In such a field, dark reso-
© 2005 Pleiades Publishing, Inc.
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nances with a width of about 1 kHz will not be split.
Instead, according to the results of our numerical calcu-
lations, a CPT-related minimum in the absorption spec-
trum appears as “flat.” In other words, the slope of the
quantum discriminator characteristic (i.e., the second
derivative of the laser intensity at the cell output with
respect to the oscillator detuning from the 0–0 transition
frequency) is much smaller than 1 mW/(cm2 kHz2) (the
value expected in the absence of magnetic field).

A several-fold increase in the magnetic field inten-
sity will make the dark resonances partly resolved, and
an absorption maximum with a quite large contrast will
appear between the two minima, exactly at a frequency
corresponding to the 0–0 transition. It should be
emphasized that there are no special features in excita-
tion of the working levels themselves. Stabilization of
the oscillator frequency with respect to this maximum
offers a unique possibility to increase the slope of the
discriminator characteristic and the length of the linear
part of the characteristic curve in the region of their
optimum values, thus improving the stability of the
rubidium all-optical frequency standard by an order of
magnitude in comparison to the presently achieved
level.

The results of our numerical calculations of a laser
radiation transmission spectrum for a rubidium vapor
cell containing a buffer gas are presented in the figure.
The buffer gas has to ensure a diffusion coefficient of
87Rb atoms of about 150 cm2/s (which corresponds to a
gas pressure on the order of 1 Torr). The cell has a
radius of 1 cm, a length of 3 cm, and operates at a tem-
perature of 50°C. It is assumed that a lens system simi-

10–1
∆ω, kHz

0.2

0.3

0.4

Itr, mW/cm2

The results of numerical calculations of the intensity Itr of
transmitted laser radiation versus detuning ∆ω of the two-
photon transition frequency from the 0–0 resonance fre-
quency for a rubidium cell (see the text for the cell parame-
ters) in a magnetic field of 0.05 G (dashed curve) and 0.2 G
(solid curve).
TE
lar to that described in [4] provides that laser radiation
fills the entire cell cross section. The input radiation
intensity is 0.5 mW/cm2. The short-term stability of the
all-optical frequency standard based on this cell esti-
mated as described in [7] corresponds to an instability

below 10–14/  (where τ is the integration time in sec-
onds) for a magnetic field of 0.2 G. This result is much
in excess of the best stability level achieved with the
frequency standards of the given type [1–6]. In view of
the simplicity of the proposed cell design, practical
implementation of this approach seems to be quite a
real task.
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Abstract—When an external action exceeds a certain critical level, the state of a structurally unstable crystal
with a condensate of autosolitons becomes unstable with respect to the appearance of localized spiral autowaves
(vortices). © 2005 Pleiades Publishing, Inc.
Introduction. The formation of ordered structures
in dynamical systems far from equilibrium is among
the most interesting physical phenomena. Such struc-
tures arise in dynamical systems of substantially differ-
ent types, such as the thoroughly studied dissipative
structures [1, 2], Benard structures in turbulent flows,
autowave processes in chemical and biological systems
featuring the Belousov–Zhabotinsky reaction, and
coherent optical generation in lasers. Less studied phe-
nomena include the coherent states of atoms in a crystal
lattice and the generation of elementary collective exci-
tations (autosolitons) in a crystal exhibiting martensite
transformations [3], which are accompanied by the
appearance of a condensate of autosolitons and the for-
mation of modulated crystal structure (inhomogeneous
inelastic microdeformation) of the structurally unstable
crystal [4].

Recently, a collective strain mode has been revealed
in structurally unstable crystals [5], which leads to reori-
entation of the crystal lattice via the γ  α  γ
phase transition involving volume deformation of the
Bain type. In this case, the high-angle boundaries are
formed as a result of the Bain type deformation and,
hence, the crystal lattice reorientation according this
mechanism (in contrast to the well-known dislocation–
disclination mechanisms of reorientation [6]) is not
accompanied by real rotation of the crystal lattice in the
transition zone. Possessing a purely volume character,
the γ  α  γ phase transition via the Bain type
deformation does not involve the formation of stress
moments. Spontaneous torque in the region of a fer-
roelastic structural transition has also been observed in
SrTiO3 [7]. Digal et al. [8] has developed a model of
structural transitions based on the Lagrange theory, in
which vortices play the role of topological defects of
the system.
1063-7850/05/3112- $26.00 1011
The results presented in this Letter show that, when
an external action exceeds a certain critical level, the
state of a structurally unstable crystal with the Bose
condensate of autosolitons becomes unstable with
respect to the appearance of localized spiral autowaves
analogous to the Abrikosov vortex lines in supercon-
ductors.

Equation of the autosoliton condensate evolu-
tion. The inhomogeneous complex order parameter
Ψ = ρexp(–iΦ), whose square amplitude is equal to the
density of the Bose condensate of autosolitons and the
phase gradient is proportional to the wave vector of a
modulated crystal structure, is described by the evolu-
tion equation [3, 4]

(1)

where the upper dot denotes differentiation with respect
to time, λ(ρ) = α1 – β1ρ2, ω(ρ) = α2 – β2ρ2, D = D1 +
iD2 is the effective complex diffusion coefficient, and —
is the nabla operator. The coefficients α1 = γψ(0) +

|V|2σ* , α2 = Ω(0) + |V|2σ* [Ω(0) – E], β1 =

−|V|2σ* , β2 = –|V|2σ* [Ω(0) – E], D1 =

(∂γψ/∂q2)q = 0 , D2 = (∂Ω/∂q2)q = 0 and  = 4|V|2
have been calculated in [3]. As can be seen from
Eq. (1), the function λ(ρ) becomes zero at ρ = ρ0 =
(α1/β1)1/2, is negative for ρ > ρ0, and is positive for ρ < ρ0.
Thus, the Bose condensate of autosolitons is an
autooscillatory medium described by the λ–ω model [9].

Substituting the complex order parameter expressed
as Ψ(r, t) = ρ(r, t)exp[–i(ω0t + ϕ(r, t))] into Eq. (1), we

Ψ̇ r t,( ) λ ρ( )Ψ r t,( ) iω ρ( )Ψ r t,( )–=

+ D1 iD2+( )—2Ψ r t,( ),

γd
1– γd

2–

γd
1– Ψ1

2– γd
2– Ψ1

2–

Ψ1
2– γd

1– γσ
1–
© 2005 Pleiades Publishing, Inc.
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obtain the following system of equations for the func-
tions ρ(r, t) and ϕ(r, t):

(2)

(3)

In the case of smooth phase distributions with large
characteristic lengths L, the amplitude deviations
δρ(r, t) will adiabatically adjust to the values of —ϕ and
—2ϕ at the corresponding points of the condensate. To
within terms on the order of 1/L2, we have δρ =
ρ0τrel[D2—2ϕ – D1(—ϕ)2], where trel is the amplitude
relaxation time. Substituting ρ = ρ0 + δρ into Eq. (3),
and retaining only terms on the order of 1/L2, we obtain
the relation

(4)

where a = –(β2/β1)D1 + D2 and b = (β2/β1)D2 + D1 are
coefficients with dimensionality of the diffusion coeffi-
cient. As can be seen from Eq. (4), the phase relaxation
time τL is on the order of L2/b. Obviously, the obtained
relation is only applicable to the description of smooth
phase distributions with large characteristic inhomoge-
neity lengths L @ (bτrel)1/2. This condition restricts the
domain of applicability of the equation of phase
dynamics (4).

Waves with a small spatial period, for which k ≥
(bτrel)–1/2, usually lose stability in the region of wave-
numbers k ≈ (bτrel)–1/2 and no longer obey the equation
of phase dynamics (4). Therefore, we may expect that
stable inhomogeneous distributions of autosolitons
with the characteristic scales ldif ≤ 1/k ≈ (bτrel)1/2 can
exist in a structurally unstable crystal and, in particular,
have the form of spirals (vortices) rotating at a constant
angular velocity. These vortices are the analogs of sta-
tionary solitary autowaves spontaneously formed in
autooscillatory media [1, 2]. Since both the vortex core
size and the diffusion length ldif ≈ (bτrel)1/2 are always
small and have the same order of magnitude, these
inhomogeneities in the Bose condensates of autosoli-
tons have to be described using the complete equations
in partial derivatives (2) and (3).

Stationary solutions of the evolution equation. As
will be demonstrated below, a spiral wave is the internal
driving force of reorientation in local regions of the lat-
tice of a structurally unstable crystal and the internal
source of phase waves. Let us restrict the consideration
to the case of D2 = 0, whereby the imaginary additive in
the effective diffusion coefficient vanishes (D = D1).
The condensate performs homogeneous autooscilla-

ρ̇ λ ρ( )ρ D1—2ρ D1ρ —ϕ( )2–+=

+ D2ρ—2ϕ 2D2 —ρ( ) —ϕ( ),+

ϕ̇ ω ρ( ) ω0–[ ] 2D1ρ
1– —ρ( ) —ϕ( )+=

– D2ρ
1– —2ρ D2 —ϕ( )2 D1—2ϕ .+ +

ϕ̇ α —ϕ( )2 b—2ϕ ,+=
TE
tions with the amplitude ρ0, determined from the con-
dition λ(ρ0) = 0, and the frequency ω0 = ω(ρ0). The dif-
fusion length in this approximation is Ldif = (b/τrel)1/2 =
(D/|ρ0λ'(ρ0)|)1/2. In a polar coordinate system (r, Θ),
a spiral wave rotating at an angular velocity of ω can be
described as

(5)

Substituting relations (5) into Eqs. (2) and (3), we
obtain the following system of equations:

(6)

(7)

Assuming that the functions ρ(r) and χr(r) must be
finite at r = 0, we infer that ρ(r) ≈ r for r  0 and
χr(0) = 0. By the same token, the wave amplitude ρ(r)
must tend to a certain nonzero value (ρ  ρ∗ ) for
r  ∞. Then, Eqs. (5)–(7) yield ω∗  = ω(ρ∗ ) and
χr(r)  ±k∗  for r  ∞, where k∗  = [λ(ρ∗ )]1/2. Thus,
the spiral wave has a constant pitch Har = 2π/|χr| = 2π/k∗
at large distances from the center (i.e., it is an
Archimedean spiral) [1, 2]. The spiral pitch is equal to
the spatial period of a plane phase wave with the fre-
quency ω∗ . The two signs at χr(∞) correspond to the
two possible spiral twist directions.

Since the differential equations (6) and (7) do not
admit completely analytical solution, let us use approx-
imate methods for evaluating the spiral wave rotation
frequency ω∗  and determining the functions ρ(r) and
χ(r). In the particular case of ω(ρ) = ω0 = const
(whereby a nonlinear frequency shift is absent), the spi-
ral wave frequency must also coincide with ω0. Then,
Eq. (7) shows that χr(r) = 0 if χr(0) = 0 and, according
to relations (5), the spiral degenerates into a straight ray
rotating at a constant angular velocity of ω0. This
implies that autosolitons in the condensate are redis-
tributed so as to provide for a local reorientation of the
crystal lattice.

In the case under consideration, the amplitude ρ(r)
obeys the equation

(8)

which has to be supplemented by the boundary condi-
tions ρ(0) = 0 and ρ(r)  const for r  ∞. As can
be seen from Eq. (8), the density ρ2(r) of the condensate
at the periphery of the spiral coincides with the density

 of a homogeneous condensate. On approaching the
center of the spiral wave, the density exhibits a mono-
tonic decrease and vanishes at r = 0. Thus, the conden-

ρ ρ r( ), ϕ Θ χ r( )– ω* ω0–( )t.–= =

ρrr r 1– ρr D 1– λ ρ( ) r 2– χr
2–+( )ρ+ + 0,=

χrr r 1– χr 2 ρr/ρ( )χr+ + ω* ω ρ( )–( )/D.=

ρrr r 1– ρr ρ/r2– ρλ ρ( )/D+ + 0,=

ρ0
2
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sate of autosolitons features a vortex (exhibits rotation)
with a low density of autosolitons in the central part.

Now let us consider the case of a very weak depen-
dence of the rotation frequency ω on the amplitude
ρ(r): ω(ρ) =  = εδω(ρ), 0 < ε ! 1 (nonlinear fre-
quency shift). The solution for a spiral wave in the con-
densate can be found using the method of matched
asymptotic expansions [1, 2]. According to this, we
introduce a small parameter defined as q =
w'(ρ0)/|λ'(ρ0)| = εδω'(ρ0)|λ'(ρ0)| (q ! 1) and construct
approximate solutions to Eqs. (6) and (7) in the inner
(r ! λdifexp(1/|q|)) and outer (r @ ldif) regions. Since
q ! 1, the two regions overlap. Upon matching the
approximate solutions in the region of overlap, we

determine the frequency ω∗  = ω0 – qD  of the spiral
wave rotation and the corresponding wavenumber k∗  =
0.509(|q|Ldif)–1exp[–π/2|q|].

Expanding the wave amplitude in powers of q in the
inner region, we obtain

where

ν0(r) = –(λ'(ρ0)/δω'(ρ0))[r (r)]–1 (y)[δω(ρ0)

– δω(P0(y))]dy.

In the interval ldif ! r ! ldifexp(1/|q|), we have ν0(r) =
(ldif/r)[ln(r/ldif) + C1].

The outer region can be considered as including the
near (ldif ! r ! 1/k∗ ) and the far (r @ 1/k∗ ) zones. Then,
Eqs. (5)–(7) give

(9)

for the near zone and

(10)

for the far zone, where K0(x) is the modified Bessel
function with the asymptotic behavior K0(x)  0 as
x  ∞. For qkr ! 1, we can expand χr(r) as

(11)

Since the amplitude ρ(r) and the function χr(r) in the
outer region are related as

(12)

the amplitude of oscillations tends to the limit ρ∗  = ρ0 –
(ldifk∗ )2 as r  ∞. Relations (11) and (12) show that

ω̃

k*
2

ρ r( ) P0 r( ) q2P1 r( ) …,+ +=

χr r( ) q ν0 r( ) q 3ν1 r( ) …,+ +=

P0
2 yP0

2

0

r∫

χr r( ) ldif /r( ) q r/ldif( )ln C1+[ ]{ }tan≈

χr r( ) k*K0' q kr( )/K0 q kr( )–≈

χr r( ) k* 1 1/2( ) q kr( ) 1– 1/8( ) qkr( ) 2–– …+ +[ ] .≈

ρ r( ) ρ0 r 2– χr
2+( )ldif

2 ,–=
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the spiral wave formed in the condensate of autosoli-
tons accounts for the reorientation of the crystal lattice
and serves as the internal source of phase waves.

Discussion. When an external action reaches a crit-
ical level, a condensate of elementary defects (autosoli-
tons) appears in a structurally unstable crystal, which
represents an autooscillatory medium featuring the
propagation of phase waves. The excitation and propa-
gation of such a phase wave in the condensate is a
mechanism that provides, on the one hand, an inhomo-
geneous distribution of the elementary defects and, on
the other hand, the formation of a modulated crystal
structure [3, 4]. As the external action grows further, the
condensate of elementary defects becomes unstable
with respect to the development a localized spiral auto-
waves (vortices). At a relatively large distance from the
vortex center, the lines of constant phase have the shape
of an Archimedean spiral with a constant pitch (see fig-
ure). The frequency of rotation of the spiral wave is a
single-valued function of the condensate characteristics
and does not depend on the initial conditions, which
leads to the appearance of the autowave source. On
approaching the center of the spiral wave, the density of
elementary defects in the condensate monotonically
decreases and vanishes at the center. For this reason, we
may consider the core of a spiral wave in a structurally
unstable crystal as a region where the density of ele-
mentary defects in the condensate significantly differs
from that of a homogeneous condensate. The size of the
vortex core in the condensate is always small, being on
the order of the diffusion length ldif . Each vortex line is
characterized by a certain value of the phase gradient
circulation over a closed contour containing this line.
Since the phase of the wave function of the autosoliton
coincides with the phase of the Fourier component of
solitary configurational excitations (displacements) of
the crystal lattice [3, 4], the formation of a vortex in the
condensate of autosolitons leads to reorientation of the
corresponding local region of the crystal. Such a spon-
taneously formed spiral wave is the internal driving
force of reorientation in local regions of the lattice of

O

M

M1

x

A spiral autowave (vortex) in a structurally unstable crystal.
05
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a structurally unstable crystal and the internal source
of phase waves (inhomogeneous inelastic vortex
microdeformation), which is indirectly confirmed by
the results of experiments on a macroscopic deforma-
tion level [5, 7].
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Abstract—A model describing the nucleation of a new grain at the boundary of an existing grain during relax-
ation of the latent energy of junction disclinations formed in the course of plastic deformation is considered.
This nucleation mechanism is shown to be energetically favorable. The dependence of the equilibrium size and
misorientation of a nucleus on its shape is analyzed. © 2005 Pleiades Publishing, Inc.
It has been reliably established that large and intense
plastic deformation gives rise to the fragmentation of
grains in polycrystalline solids [1] and leads to the for-
mation of submicro- and nanocrystalline structures [2].
In particular, a promising way to grain refinement is
offered by the method of equichannel angular pressing
(ECAP) [3]. By means of ECAP technology, materials
with an average grain size as small as 100 nm can be
obtained while retaining the initial shape of the arti-
cles [2, 4]. The development of methods for obtaining
solids with nanocrystalline structures is an important
practical task, since such nanostructured materials
exhibit modified, frequently improved mechanical
properties [2, 4, 5].

This Letter presents a disclination model describing
the nucleation of new grains in the course of intense
plastic deformation of a polycrystalline solid. The pro-
posed model shows that the appearance of new grains
of smaller size in the initial polycrystalline material
subjected to inhomogeneous plastic straining is ener-
getically favorable.

In the course of inhomogeneous plastic straining,
grains are deformed to different extents, which leads to
the accumulation of structural defects (dislocations) at
the grain boundaries. These dislocations account for the
continuity of material (i.e., for the consistent deforma-
tion of grains) and appear as powerful sources of inter-
nal mechanical stresses and the latent energy of plastic
straining. It was originally shown by Rybin et al. [6, 7]
that gliding dislocations captured at the grain bound-
aries form a network of equivalent disclination defects
situated at the triple junctions of grains. As a result, the
elastic (latent) energy stored in the material can be
associated with mesodefects having the form of junc-
1063-7850/05/3112- $26.00 1015
tion disclinations. In the course of subsequent relax-
ation processes, this latent energy decreases, thus pro-
viding the possibility of structural transformations of a
given polycrystalline material [1]. From the standpoint
of nanocrystalline structure formation, the most impor-
tant mechanism is related to the redistribution of shear
stresses in grains, which results in the appearance of new
misorientation boundaries. In recent years, these notions
served as a basis for analysis of the energetic conditions
necessary for grain refinement leading eventually to the
formation of a nanocrystalline structure [8, 9].

Let us consider an initial grain of rectangular cross
section 2a × 2b (for simplicity, we will analyze a two-
dimensional problem in the geometry schematically
depicted in Fig. 1). Under the conditions of inhomoge-
neous plastic straining, wedge (difference) disclina-
tions arise at the junctions of the grain, which have gen-
erally different strengths ω, –gω, kω, and –qω. Below,
we assume that ω is the maximum disclination strength,
so that 0 ≤ (g, q, k) ≤ 1. The nucleation and growth of a
new grain proceed via the appearance of a misorienta-
tion band at the sites of possible stress concentrators on
the grain boundaries, followed by the propagation of
this band inside the initial grain. Consider the nucleus
of such a new grain, also of rectangular shape with
dimensions 2l × 2d. This nucleus can be described, by
analogy with the initial grain, as a new disclination qua-
drupole with 2l and 2d arms and a strength of ±ωx .

The possibility of grain refinement via such nucle-
ation can be judged from the energy gain achieved due
to the formation of a new disclination configuration,
which can be evaluated by comparing the system ener-
gies before and after splitting of the initial grain.
Should the process lead to a decrease in the energy of
© 2005 Pleiades Publishing, Inc.
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the initial grain (or a group of grains), it can be realized
in the course of plastic straining of a polycrystalline
solid.

The energy difference ∆E for the grain before and
after the formation of a nucleus includes the following
contributions: (i) the energy of a new disclination qua-
drupole; (ii) the energy of the interaction of this quadru-
pole with disclinations at the junctions of the initial
grain subject to splitting; and (iii) the total interfacial
energy of the new misorientation boundaries. For the
system under consideration, the components (i)–(iii) of
the energy difference ∆E have been determined as
described in [9]. We assume that the nucleation of a
new grain can take place provided that at least one dis-
clination at the initial grain junctions reaches a critical
strength of Ωc = 1°. This choice of the criterion of dis-
clination stress relaxation agrees with the theoretical
estimates and experimental results obtained previ-
ously [1, 10]. Since, according to the model adopted, ω
is the maximum disclination strength in the quadrupole
configuration, the new grain nucleation takes place for
ω = 1°.

Figure 2 shows a plot of the grain energy difference
before and after nucleation versus the size l of the
nucleus for various relative misorientations p = ωx/ω.
As can be seen, the formation of a new grain is energet-
ically favorable. The energy minimum can be achieved
simultaneously with respect to two parameters (l and
p), whereby the nucleus has an equilibrium size leq and
an equilibrium strength peq.

ω
y

2a

–gω
2b

kω

–qω

2d

x

ωx

ωx –ωx

2l

–ωx

Fig. 1. A diagram illustrating the nucleation of a new grain
at one of the initial grain boundaries (g, q, and k are the
parameters characterizing the asymmetry of the disclination
quadrupole configuration in the initial grain).
TE
Let us introduce a parameter characterizing the total
symmetry of the initial disclination quadrupole, which
is defined as λ = 1 + g + q + k (Fig. 1). An analysis of
the ∆E value as a function of this parameter shows that,
as λ (i.e., the degree of symmetry of the initial quadru-
pole) grows, the energy gain due to the appearance of a
nucleus (i.e., grain fragmentation) increases. This
implies that the fragmentation will proceed more
readily in grains with smaller differences of strengths
of the junction disclinations. Both the energy gain and
the size of the equilibrium nucleus depend not only on
λ, but also on the ratio of strengths g, q, and k of the sep-
arate disclinations at the vertices of the initial grain.

An analysis of the ∆E value as a function of p and l
shows that, when the misorientation band appears at the
longer side a of the grain (in the case of a ≥ b), a
nucleus can form that has simultaneously the equilib-
rium values of two parameters: the size leq and the mis-
orientation peq relative to the initial grain (for a < b, the
equilibrium values of these parameters cannot be
simultaneously reached within the framework of the
adopted model).

Let us consider the influence of the shape of the
nucleus on the equilibrium values of misorientation
(peq), the size of the nucleus (leq), and the corresponding
energy gain (∆Emin) for an initial grain with a ≥ b. Fig-
ure 3 shows the dependences of these values on the
shape of nucleus, that is, on the length-to-width ratio d/l
(aspect ratio) for the initial equiaxial grain with a = b =
1 µm. It should be noted that a nucleus equilibrium with
respect to two parameters (p and l) simultaneously can
form only in the case of d/l ≥ 1 (for d/l < 1, this situation
is impossible within the framework of the adopted
model). As can be seen from Fig. 3, the energy gain due
to the formation of a new grain is maximum when its
shape is similar to that of the initial grain, that is, for
d/l ≈ b/a = 1. This property is valid for any values of a
and b satisfying the condition b ≤ a.

It is of interest to compare the energy gain in the two
cases, whereby the nucleation takes place at the long
(a ≥ b) or at the short (a < b) boundary of the initial
grain. Calculations show that the difference in the
energy gain for these cases is rather insignificant. An
analysis of the ∆E value as a function of the initial grain
size shows that, for the model adopted, the fragmenta-
tion of grains by this mechanism is possible for the ini-
tial grain of any size. However, the energy gain
decreases with increasing fragmentation of the initial
structure, since this is accompanied by an increase in
the role of the energy of newly formed boundaries. It
should be noted that the proposed model was formu-
lated with neglect of the contribution of the work of
external stresses to the energy balance upon nucleation.
During the subsequent growth of the nucleus and the
corresponding development of strain-induced bound-
aries, the contribution of applied stresses can be taken
into account. This can be done, for example, within the
CHNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005
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framework of the model of development of reorienta-
tion bands [11].

In conclusion, we have proposed a model describing
the formation of the nucleus of a new grain at one of the
boundaries of an existing grain as a result of relaxation
of the stored energy of plastic straining. It was demon-
strated that the nucleation of a new grain inside the ini-
tial one is energetically favorable irrespective of the ini-
tial grain size, although the energy gain decreases with
increasing fragmentation of the polycrystalline struc-
ture. The energy gain depends on the initial configura-
tion of disclinations formed at the junctions of the ini-
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Fig. 2. A change in the energy of the initial grain as a result
of the formation of a new grain at one of the initial grain
boundaries (D = G/[2π(1 – ν)]), G is the shear modulus, ν
is the Poisson ratio for a model system with the parameters
b = a = 1 µm, d/l = 2, q = 0.1, g = k = 1: (a) the general
dependence of the energy gain ∆E on the relative size l/a
and misorientation p =  of the nucleus; (b) the partial

dependences of ∆E on l/a for various values of p = .

ωx/ω
ωx/ω
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tial grain in the course of plastic straining. It was found
that the energy gain is maximum in the case of a sym-
metric initial disclination quadruple configuration. The
formation of a nucleus possessing both equilibrium size
and equilibrium misorientation is possible only at the
long boundary of the initial grain (i.e., for a ≥ b). In this
case, the energy gain due to the new grain formation is
maximum when its shape is similar to that of the initial
grain, that is, for d/l ≈ b/a.
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Optical Transmission 
of Hollow Glass Photonic-Crystal Fibers
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Abstract—A photonic-crystal fiber (PCF) with a forbidden photon band (FPB) in the visible spectral range has
been created for the first time. The PCF shell comprises concentric layers of hollow circular air-filled channels
with variable diameters. The optical transmission of the proposed PCF and the influence of the geometric
parameters on the FPB width and position in the visible spectral range have been studied. By varying the PCF
structure and geometry, it is possible to change the FPB characteristics, which offers broad possibilities of out-
put light control. © 2005 Pleiades Publishing, Inc.
There are photonic-crystal fibers (PCFs) of two
main types [1–3]. Fibers of the first type comprise a
high-index glass core and a surrounding two-dimen-
sional (2D) photonic crystal shell with a relatively low
effective refractive index. In such PCFs, the light is
guided via the core by means of total internal reflection
(TIR). In fibers of the second type, the hollow (air-
filled) central channel has a relatively low index com-
pared to that of the surrounding 2D photonic crystal
shell and, hence, TIR does not take place. In this case,
a certain optical mode is guided via the hollow channel
due to the localizing and guiding properties of for-
bidden photon bands (FPBs) formed in the photonic
crystal.

The PCFs were manufactured using the classical
optical fiber technology [4]. The cross section of the
proposed PCF structure is depicted in the inset to
Fig. 1. This PCF has a central hollow channel with a
diameter of 518 µm (in other samples, this channel had
a diameter of 61.3, 64.4, 71.5, 80.5, 90, or 107 µm) and
a shell consisting of concentric layers of hollow circu-
lar air-filled channels (capillaries) with increasing
diameters. The optical transmission of the PCF was
studied in the visible and near-IR (NIR) spectral
regions using an automated spectroscopic complex
based on a DMR-4 monochromator.

Figure 1 shows the typical transmission spectrum of
the PCF with a 518-µm central channel and 14-µm
channels in the first concentric layer of the photonic
crystal shell (same as depicted in the inset). This PCF is
essentially a blank from which the fibers with smaller
diameters of the central and peripheral channel are
made. As can be seen, the transmission spectrum of the
hollow PCF is characterized by the presence of sharp
maxima. These peaks appear due to the high reflectance
1063-7850/05/3112- $26.001019
of a periodically structured 2D photonic crystal shell at
wavelengths corresponding to the FPBs [5].

The spectral properties of hollow PCFs were studied
as dependent on the geometry of the structured shell
and the hollow central channel. It was experimentally
demonstrated that the optical transmission spectrum
can be modified by changing the PCF shell structure
and geometry. In particular, the effect of the central
channel diameter can be detected by naked eye: in the
presence of a forbidden photon band in the red spectral
range, the central channel transmits only the violet-blue

0.2
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Fig. 1. The typical transmission spectrum of a PCF with a
518-µm central channel and 14-µm channels in the first
concentric layer of the photonic crystal shell. The inset
shows the cross section of this PCF.
 © 2005 Pleiades Publishing, Inc.
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component and acquires the corresponding color. Thus,
it is possible to determine visually, with high precision,
the spectral regions corresponding to the maximum
transmission and the FPBs.

Figure 2 shows the evolution of the transmission
spectrum of PCFs with a constant length of 950 mm
and various diameters of the hollow central channel and
the capillaries. The solid curve represents the spectrum
of the PCF with a central channel diameter of D =
61.3 µm, the diameter of capillaries in the first concen-
tric layer of the photonic crystal shell d = 1.33 µm, a
numerical aperture of NA = 0.105, and an output beam
divergence of δ = 12.1°. In this case, the maximum
transmission is observed in the blue region at λ =
467 nm, while the FPB extends over the red and NIR
range above 658 nm. The dashed curve in Fig. 2 repre-
sents the spectrum of the PCF with D = 64.4 µm, d =
1.4 µm, NA = 0.122, and δ = 14.1°, in which the trans-
mission peak occurs in the green region at λ = 531 nm,
while the FPB occurs in the red and NIR region above
700 nm. The next spectrum (depicted by the dotted
curve in Fig. 2) corresponds to the structure with D =
71.5 µm, d = 1.55 µm, NA = 0.124, and δ = 14.2°. Here,
the transmission peak occurs in the red region at λ =
604 nm and the transmission is completely absent in the
spectral regions within 400–492 nm (violet, dark blue
and, partly, bright blue regions) and above 763 nm (NIR
range). Finally, the dash–dot curve in Fig. 2 refers to the
structure with D = 80.5 µm, d = 1.75 µm, NA = 0.073,
and δ = 8.4°, for which the transmission peak occurs in
the NIR region at λ = 715 nm and the FPB occupies the
spectral range from 402 to 572 nm with a width of
about 170 nm. The inset to Fig. 2 shows the transmis-
sion spectra of the PCFs with D = 90 and 107 µm, d = 2
and 2.33 µm, NA = 0.079 and 0.083, and δ = 9.1° and
9.5°, for which the FPB widths amount to 190 nm
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Fig. 2. The optical transmission spectra of microstructural
PCFs with various diameters of the central hollow channel
and the capillaries of concentric shells (see the text for the
values of PCF parameters).
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(480–670 nm) and 167 nm (450–617 nm) (solid and
dashed curves, respectively). Note that the FPB for
these samples falls entirely into the visible spectral
range.

The experimental data presented above indicate that
the FPB parameters can be controlled within the visible
spectral range by changing the geometry of the struc-
tured photonic crystal shell consisting of air-filled
channels with the diameters increasing according to a
certain law. By increasing the diameter of the hollow
central channel, it is possible to shift the peak of maxi-
mum transmission toward the NIR spectral range.
Using small changes in the PCF geometry, the FPB
position can be adjusted to within several nanometers
so as to obtain “spectrally pure” radiation. This possi-
bility of the output light control makes PCFs of the pro-
posed type promising spectral elements with a preset
attenuation and/or transmission band. It should be
emphasized that the character of light propagation in
such PCF structures is substantially different from that
in the standard optical fibers.

The results of our experiments showed that light
propagates in the PCFs under consideration along the
capillary walls, which form the surface of the hollow
central channel. This is confirmed by a small numerical
aperture of the fibers and by low optical losses. The fact
of the near-wall light propagation in PCFs indicates that
the role of the fiber material is not very large and that
the main factor is the PCF shell structure, including the
step, diameter, and distribution of channels (i.e., the
refractive index gradient) and the size and geometry of
the defect. In PCFs with a capillary wall thickness com-
parable with the depth of light penetration into this
material, the optical losses will tend to zero. The shorter
the wavelength, the more critical is the state of the
channel surface. In the presence of an index gradient,
the light is guided within a very thin layer (with the
thickness not exceeding 10 nm) in the capillary walls
(for the given PCF design and geometry, this factor is
competitive with the diffraction effects). Subsequent
investigations have to reveal physical factors determin-
ing the limiting efficiency of nonlinear optical pro-
cesses. Based on such data, it will be possible to estab-
lish the optimal architecture of the nanodimensional
structure controlling the conditions of light propagation
in PCFs.

The proposed PCFs can provide a high efficiency of
many nonlinear optical processes, which can be used
immediately in various fields, for example, in biomedi-
cal applications for the creation of high-efficiency light
sources used in coherent optical tomography and high-
precision sensors. The introduction of liquids or cells
(water, alcohol, glucose, hemoglobin, erythrocytes,
etc.) into the hollow central channel must provide for
effective control over the PCF transmission spectrum,
whereby the transmission band is shifted over the visi-
ble spectral range. The further research in this field will
also provide high-sensitivity lab-on-chip sensors capa-
CHNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005
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ble of determining extremely small variations in the
concentrations and/or refractive indices of biological
media, which is necessary for medical diagnostics.
PCFs can find applications in cytometry (in particular,
for determining the vitality, apoptosis, and necrosis of
cells), biological tissue engineering (nerve fiber growth
monitoring), and the development of highly efficient
and bright light sources, predominantly for the blue,
red, and IR spectral regions corresponding to the opti-
mum absorption by plants. In the field of optical
metrology, the proposed PCFs can be useful for the
creation of ultrawideband light sources for optical
frequency synthesizers. The development of PCF
structures with controlled FPBs will provide nano-
structured materials for official documents (requiring
protection against falsification), special fabrics, protec-
tive coatings, etc., where a certain reflection spectrum
is necessary.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
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Abstract—A new approach to the synthesis of films containing fullerenes and doping elements is described. It
is suggested that a cluster mechanism of the target sputtering by accelerated ions makes possible the deposition
of fullerenes on a substrate with a certain probability for dopant atoms being introduced into the cavities of
fullerene molecules and a higher probability of their occurrence between fullerene molecules. The proposed
method has been experimentally implemented by using an Ar+ ion beam to sputter C60/C70 fullerene mixtures
(synthesized in a plasmachemical reactor at a pressure of 105 Pa) pressed into disk targets with a doping element
(Fe, Na, B, Gd, or Se). The ion beam sputtering of dopant-containing fullerene mixtures in a vacuum of ~10–2 Pa
allowed micron-thick films containing C60 and C70 fullerenes and the corresponding dopant element (Fe, Na,
B, Gd, or Se) to be grown on quartz substrates. © 2005 Pleiades Publishing, Inc.
Methods for the introduction of impurity elements
into the cavity of a fullerene molecule are virtually the
same as those used for the synthesis of fullerenes. The
formation of fullerenes in the course of deposition of a
carbon vapor occurring in a partly ionized state was
described in [1, 2], The dominating factors in the syn-
thesis of Cx carbon clusters can be the electron temper-
ature and density in the plasma [3], since these param-
eters influence the cross section of the collisions of
charged carbon clusters. The rate of formation of Ck + m

clusters increases when the components Ck and Cm bear
charges of the opposite signs. Qualitative analysis of
the process of fullerene synthesis in plasma shows that
the conditions facilitating the synthesis and increasing
the yield of fullerenes and their derivatives can be cre-
ated in the course of thin film deposition by ion beam
sputtering of a fullerene target. An especially important
task is to obtain the fullerene films containing doping
elements.

The growth of thin films by ion beam deposition
techniques [4] involves physical sputtering of the target
material, transfer of the sputtered particles to the
growth surface (substrate), and deposition (growth) of
a film with required composition and structure. Taking
into account the temporal and spatial factors, we may
consider the elementary event of this growth process as
beginning with sputtering of the target and ending with
1063-7850/05/3112- $26.00 1022
the internal physical and chemical transformations in
the deposited film. From the standpoint of obtaining
fullerene-containing films, the ion beam sputtering of
fullerene mixtures has certain advantages. First, the
flux of particles sputtered by accelerated ions from the
target contains a considerable proportion of clusters of
various dimensions [5]. Second, the reaction of com-
pound formation in the case of reactive ion beam sput-
tering proceeds on a substrate [4, 6]. Third, a significant
fraction of sputtered particles leave the target in the ion-
ized state [7]. Fourth, the sputtering of clusters is
accompanied by thermionic emission with the forma-
tion of a certain electron density in the plasma, whereby
γ electrons can influence processes in the growing film.
Fifth, this process makes possible simple and con-
trolled filling of the growing film with doping elements.
Finally, it is also very important that the sputtered clus-
ters possess a relatively high temperature (~10–50 eV),
which positively influences the course of the synthesis
and the internal structure of the growing film even at a
relatively low (~300 K) temperature of the substrate
surface. Thus, the combined action and the forms of
manifestation of all factors of the physical sputtering
process are quite acceptable and even favorable for
realization of the process of fullerene film synthesis in
vacuum by means of the sputtering of fullerene mix-
tures containing doping elements with a beam of accel-
erated ions.
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagram of the experimental arrangement: (1) Ar+ ion beam; (2) target; (3) ion beam spot on the target surface;
(4) molecular clusters (fullerene fragments); (5) doping atoms (Fe, Na, B, Gd, or Se); (6) γ electrons; (7) substrate. The inset shows
a SEM micrograph of the target surface with a sputtered area.
The ability to contain atoms of foreign elements
inside a carbon framework is the basic property of
fullerene molecules. The introduction of such impuri-
ties into fullerene molecules substantially modifies
their properties and significantly expands the spectrum
of their possible practical applications.

Obviously, the large number of factors influencing
the process of ion beam sputter deposition makes theo-
retical description of the process conditions and growth
regimes an extremely difficult task. Below, we present
the results of an experimental investigation into the
synthesis of films containing fullerenes and an impurity
element (Fe, Na, B, Gd, or Se) by means of sputtering
of a pressed mixture containing C60/C70 fullerenes and
a doping element (Fe, Na, B, Gd, or Se) with a beam of
Ar+ ions in a vacuum of 10–2 Pa.

The initial fullerene mixture was synthesized in a
plasmachemical reactor operating at an arc discharge
frequency of 44 kHz and a pressure of 105 Pa [8]. The
fullerene fraction was isolated from the obtained prod-
ucts by extraction with benzene. The initial fullerene
mixture composition was as follows (weight fraction):
C60, 0.8; C70, 0.15; higher fullerenes, 0.04; C60O and
C70O oxides, 0.01. The targets were prepared by adding
a powdered doping element (Fe, Na, B, Gd, or Se) in a
preset amount (see table) to the fullerene mixture and
pressing disks with a diameter of 20 mm and a thick-
ness of 3 mm under a pressure of ~30 kgf/cm2.

The sample films were grown in a vacuum of 2 ×
10−2 Pa in the course of sputtering of a target with a
beam of accelerated Ar+ ions. The experiments were
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      200
performed in a setup described elsewhere [4, 9], using
the scheme depicted in Fig. 1. According to this
scheme, ions 1 with a total beam current of 5–10 mA
were formed in the plasma of magnetron discharge with
cold hollow cathode [10] and accelerated to an energy
of 5−10 keV, which corresponded to an ion velocity of
~1.5 × 105 m/s. The ion beam was continuously inci-
dent onto the surface of target 2 at an angle of 45°–60°
over a time period of 8 h, which corresponded to a total
ion fluence of ~5 × 1016 cm–2. As a result, a flux of par-
ticles was sputtered from spot 3 of the ion beam projec-
tion onto the target surface. According to [5, 7], the
sputtered flux was expected to consist of molecular
clusters 4 (fullerene fragments), atoms 5 of doping ele-
ments (Fe, Na, B, Gd, or Se), and electrons 6. The sput-
tered particles were deposited onto the surface of a
fused quartz substrate 7, where a film was synthesized
and grown to a total thickness of ~1 µm under nonequi-
librium conditions at a substrate temperature of 300 K.
The film thickness was measured using a microinterfer-
ometer (MII-4) of the Linnik type.

Despite the aforementioned advantages of the ion
beam deposition process, manifested by the relative

The content of doping elements in fullerene mixtures

Element Fe Na B Gd Se

Mass fraction in fulle-
rene mixture

0.02 0.01 0.01 0.003 0.01
5
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simplicity of maintaining the required regime of syn-
thesis, the complex interrelation of separate parameters
and their uncertainty lead to difficulties in the optimiza-
tion of the process. The surface morphology of the
grown films was studied using a LEO 1430VP scanning
electron microscope (SEM). The observed SEM micro-
graphs showed smooth and even growth surface, repro-
ducing the roughness of a fused quartz substrate. The
average roughness height was ~6.5 nm. The film struc-
ture and phase composition were studied by X-ray dif-
fraction on a Rigaku diffractometer using CuKα radia-
tion. These measurements showed the obtained films to
be X-ray amorphous. The films were insoluble in non-
polar solvents and contained a large proportion of vari-
ous carbon-based molecules and fragments. The
Raman spectra of the deposited films (measured using
a Bruker RFS 100/S Fourier transform spectrometer)
displayed no bands characteristic of the C60 and C70
molecules. However, the mass spectra (obtained using
a Bruker Biflex III time-of-flight spectrometer with
laser ionization) showed that C60 and C70 molecules are
present in the films. These data confirmed the formation
of fullerenes due to the merging of clusters (fullerene
fragments) under the conditions of their stopping and
deposition on the growth (substrate) surface. The films
exhibited lower volatility as compared to that of the ini-
tial fullerene mixture. Based on these data, we may sug-
gest that fullerene molecules in the films occur in a
polymerized state. The polymerization process can be
stimulated by γ electrons, which are knocked out from
the film and continuously irradiate the growing film.

The X-ray spectral analysis of the films (performed
using an Oxford Instruments INCA Energy 300 energy-
dispersive analyzer) showed the X-ray emission peaks
due to doping elements (Fe, Na, B, Gd, or Se) intro-
duced into the fullerene mixture. These data confirmed
the stable transport of doping elements from sputtered

1.51.00.5 1.8
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 a

.u
.
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N
O

Fe
Si
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Fig. 2. X-ray emission spectrum of a thin film obtained by
ion sputtering of a target containing fullerenes and iron as
the doping element.
TE
targets and filling of the deposited films. In addition to
the peaks of C and doping elements (Fe, Na, B, Gd, or
Se), the spectra contained the peaks of N, O, and Si. For
example, Fig. 2 presents the typical X-ray emission
spectrum of a film obtained using the ion beam sputter-
ing of an iron-containing fullerene target. The appear-
ance of Si and O peaks in this spectrum is probably
related to the presence of a substrate. In addition, O and
N can appear as a result of adsorption from the gas
phase on a highly reactive surface of the deposit [11].

By changing the parameters of the ion beam sputter-
ing process and the deposition conditions, it is possible
to control both the growth of a fullerene film and the
content of doping elements in the deposit. The results
of investigation of the surface morphology (Fig. 1) of
the initial target 2 and the sputtered area 3 showed that,
within a relatively short sputtering time (8 h), the beam
of accelerated ions produced a significant change in the
surface microrelief, which showed evidence for a non-
uniform etching of the fullerene powder in the direction
of incidence of the ion beam. The surface relief with a
characteristic columnar structure observed in the ion
beam spot 3 (Fig. 1) is indicative of a nonthermal
(“cold”) decomposition of the surface of a pressed
fullerene mixture.

Thus, the ion beam bombardment leads to breakage
of the carbon framework of fullerene molecules in the
target mixture containing a doping element, as well as
to the sputtering and transfer of clusters (molecular
fragments) and doping elements to the growth surface.
At the same time, the obtained results show evidence of
the possible “assembly” of the carbon framework of
fullerene molecules on the substrate surface, which
results in the formation of films containing fullerene
molecules and doping elements. This mechanism of the
process of ion beam sputter deposition of fullerenes
(under the conditions of uncertainty [5] in the sputter-
ing and transfer of the carbon framework of C60 and C70
molecules with diameters of ~0.71 nm) is consistent
with the detection of both molecular fragments and C60
and C70 molecules in the obtained films. It is highly
probable that doping elements can enter into the matrix
of the carbon framework, with the formation of endohe-
dral fullerenes, whereas the dopant atoms not entering
into the carbon framework can participate in the forma-
tion of exohedral fullerenes. Thus, it is probable that
dopant atoms can occur inside the C60 and C70 mole-
cules synthesized via the assembly of molecular frag-
ments on the substrate, or that dopant atoms are more
likely involved in the intermolecular bonds outside
these molecules. However, estimation of these proba-
bilities require additional experiments, with investiga-
tion of the process of ion beam sputter deposition in situ
using high-resolution mass spectrometry.
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Abstract—New fibrous materials and related composite membranes have been obtained using fluoroplastic
copolymer fibers produced by means of electrospinning. The composite membranes comprise alternating layers
of fine and coarse fibers performing different functions: thin fibers determine the filtration properties, while
thick fibers provide the necessary mechanical strength. © 2005 Pleiades Publishing, Inc.
Introduction. Electrospinning is a method of
obtaining fibers from polymeric liquids under the
action of an applied electrostatic field. The electrospin-
ning technology is as follows. A high voltage is applied
to a polymeric liquid that outflows from a capillary, so
that the liquid becomes electrified. The electric charges
induced in the liquid exhibit acceleration in the applied
electric field and entrain the surrounding liquid. The
uniformly accelerated liquid stretches into a thin jet,
thus forming a thread. Using this method, it is possible
to obtain fibers with diameters ranging from 10 nm to
10 µm [1].

The jet radius r at a distance of z @ r0 from the cap-
illary edge (r0 is the capillary radius) is given by the for-
mula [2, 3]

(1)

where ρ is the density of the liquid, Q is the flow rate in
the capillary, U = U(z) is the potential at a point with the
coordinate z, and I is the electric current carried by the
jet. Formula (1) gives an asymptotic value of the jet
radius in a strong electric field, that is, under the condi-
tions where electric forces predominate over the capil-
lary forces and gravity. In this case, the kinetic energy
of the jet far from the capillary edge is much greater
than the initial value, which explains why the capillary
radius does not enter explicitly into expression (1).

The jet (and the resulting fiber) carries an electric
charge of certain sign. In a homogeneous electric field
with the potential U = Ez, the electric current trans-
ported by the jet can be expressed as [4]

(2)

where k ≈ 2–6 is a dimensionless constant, E is the elec-
tric field strength, λ is the conductivity of the liquid,

r
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and ε0 is the permittivity. Using Eqs. (1) and (2), we
obtain the following relation:

(3)

Under real conditions, the electric field strength is
restricted to a level of 106–107 V/m, which corresponds
to the onset of discharge phenomena violating the
steady flow. This limitation of the electric field strength
and a weak dependence on the conductivity imply that
the task of obtaining thin jets (and fibers) reduces
essentially to the problem of providing low steady flow
rates.

Formulas (1)–(3) were obtained for a Newtonian
liquid. From the standpoint of physics, the indepen-
dence of these relations on the liquid viscosity has a
simple explanation: under the conditions of one-dimen-
sional pumping, the supplied electric energy encounters
no viscous dissipation and is converted virtually without
losses into the kinetic energy of the liquid [3, 5].

In the case of electrospinning of polymer solutions,
one has to take into account at least two additional fac-
tors. First, it is necessary to take into account evapora-
tion of the solvent, which results in the fiber radius rf at
the deposition site (collector electrode) being smaller
than the value given by formula (1):

(4)

Here, U0 is the potential difference between the capil-
lary and collector, c is the polymer concentration in
solution, δ = ρp/ρs , and ρp and ρs are the polymer and
solvent densities, respectively.

Second, the electric field energy in a polymeric liq-
uid can be partly spent for structurization related to the
orientation of polymer chains. The structurization leads

r
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to an increase in the jet radius as compared to that given
be formula (1); this process is strongly dependent on
the polymer properties (chain length and flexibility)
and on the solvent quality [6–8].

In the case of low-concentration solution of a low-
molecular-weight polymer, the non-Newtonian charac-
ter of the liquid medium weakly affects the jet (fiber)
radius. At the same time, the intensity of evaporation of
the solvent can be used as a parameter controlling the
process of material formation. A polymer composition
solution prepared using highly volatile solvents allows
dry fibers to be obtained on the collector electrode,
which results in the formation of highly loose fibrous
materials because of the mutual repulsion of charged
fibers. In the other limiting case, whereby a polymer is
dissolved in a low-volatility solvent, the jet does not
acquire the shape of a fiber and a material deposited on
the collector appears as a monolithic film. By combin-
ing high- and low-boiling solvents, it is possible to
obtain materials with a desired packing density of
deposited fibers.

In accordance with the general laws of the theory of
filtration, a fine level of filtration through a fibrous
material is achieved by decreasing the diameter of
fibers [1]. In order to decrease the level of hydrody-
namic drag, it is also necessary to reduce the material
layer thickness. However, it is necessary to take into
account that both these factors lead to a decrease in
mechanical strength of the filter material. Advanta-
geous combination of good mechanical strength and
fine filtration ability can be achieved using inhomoge-
neous membranes having layered structures. According
to this approach, the main filtration layer composed of
fine fibers is deposited onto a sublayer of relatively
thick fibers, which ensures the necessary mechanical
strength of the composite material. In addition, the
layer of coarse fibers plays the role of a preliminary fil-
ter, thus increasing the working life of the main filtra-
tion layer. By controlling the parameters of the electro-
spinning process, it is possible to deposit sequential
layers of preset thickness, composed of fibers with
diameters in a selected range.

This study was aimed at selecting polymeric liquid
compositions (polymer + solvent) so as to obtain elec-
trospun fibers containing residual solvents, which
would be capable of mutual sticking without losing the
fiber shape. Then, evaporation of the residual solvent
leads to the formation of a fibrous material with
mechanical properties close to those of a monolithic
polymer film, which is due to the “glued” joints
between fibers at the numerous points of their mutual
contact. On the other hand, the fibrous structure pro-
vides for porosity of the material. Loose fibrous struc-
tures applicable to the filtration of gaseous media can
be obtained from 10–20% polymer solutions based on
low-boiling solvents with boiling temperatures Tb <
100°C. Fibers capable of mutual sticking can be
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
obtained from less concentrated solutions involving
high-boiling solvents.

Experimental results. All parameters of the elec-
trospinning process must be mutually consistent. The
choice of parameters is based on the following qualita-
tive considerations. The most important control param-
eter is the flow rate of a polymeric liquid via the capil-
lary. The degree of jet (fiber) drying depends on the
interelectrode distance. The potential difference should
be maximal but not violate the steady flow and stable
deposition process. Materials with a total thickness on
the order of 50–150 µm should be deposited onto a sub-
strate (we used polymeric and metallic grids). Prelimi-
nary preparation of polymer solutions must include the
stage of filtration, in which undissolved polymer and
mechanical impurities are removed.

We have used the electrospinning technology to
obtain composite fibrous membranes made of fluoro-
plastic compositions based on (i) a copolymer of tet-
rafluoroethylene with vinylidene fluoride (F-42) and
(ii) a copolymer of vinylidene fluoride with hexafluoro-
propylene (F-26). The initial polymer solutions were
prepared using acetone–dimethylformamide (AC–
DMF) mixtures. The optimum solution concentrations
were 9–10% of F-42 in 1 : 1 AC–DMF mixture and 8%
F-26 in 1:0.1 AC–DMF mixture.

The interelectrode distance was 20 cm, the potential
difference U0 was varied in the interval from 20 to
40 keV, and the liquid flow rate could be smoothly con-
trolled in the range from 3 × 10–3 to 4 × 10–5 cm3/s. The
best filtration and mechanical characteristics were
observed for deposited materials with a layered struc-
ture, consisting of a sublayer of wet, relatively thick
fibers capable of sticking to a substrate grid, and an
upper layer of thin fibers.

The composite membranes formed on a polymer
(nylon) or metal grid exhibited high elasticity. We have
manufactured membranes with a sandwich structure,
comprising a layer of fine fibers with a diameter of
~0.05 µm confined between layers of relatively thick
fibers with a diameter of ~1 µm.

Figures 1 and 2 present electron micrographs of the
transverse section of a membrane based on F-42 copol-
ymer, which show the material structure on various lev-
els. The obtained membranes had a pore size of
0.6−1 µm and a porosity of about 70% and were char-
acterized by the filtration capacity with respect to air on
a level of ~104 m3/(m2 h bar) at a total thickness of 100–
150 µm.

Discussion. Membranes made of thin electrospun
polymer fibers exhibit certain distinctive features in
comparison to the filtration materials based on mono-
lithic films and sintered powders of micron-sized parti-
cles. First, the permeability of polymeric fibrous mem-
branes is controlled by changing the fiber diameter,
which can be varied within a rather broad range (0.01–
10 µm). Second, the fibrous membranes have a rela-
tively high porosity (~70%). Third, these membranes
05
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possess a relatively small total thickness (~50–100 µm)
at a high filtration capacity. On the other hand, such thin
materials possess low mechanical strength and have to

10.0 U20 kV ×400 1036 JEOLS

Fig. 1. Electron micrograph of the transverse section of a
material based on F-42 copolymer fibers obtained by means
of electrospinning (magnification, ×400).

1.0 U20 kV ×10000 1028 JEOLS

Fig. 2. Electron micrograph of the transverse section of a
fibrous membrane made of F-42 copolymer fibers obtained
by means of electrospinning (magnification, ×10000).
TE
be formed on and used with substrates. A substrate
must be of a homogeneous thickness and possess good
adhesion to polymer in order to ensure reliable gluing
of the polymeric membrane.

A filter material with inhomogeneous structure
implies the need for optimization of the mechanical and
filtration properties. The fluoroplastic membranes man-
ufactures by means of electrospinning are composite
materials consisting of several layers, which perform
different functions. A layer of thick fibers provides the
necessary mechanical strength, while thin fibers deter-
mine the filtration properties. By selecting a proper
polymer solution composition, it is possible to develop
a technology based on a single-capillary electrospin-
ning process.

Acknowledgments. This study was supported
jointly by the Russian Foundation for Basic Research
and the Kaluga Oblast Administration (project
no. 04-01-97225).

REFERENCES
1. I. V. Petryanov, V. I. Kozlov, P. I. Basmanov, and

B. I. Ogorodnikov, Fibrous Filtering Materials (Znanie,
Moscow, 1968) [in Russian].

2. V. N. Kirichenko, I. V. Petryanov, A. A. Shutov, et al.,
Dokl. Akad. Nauk SSSR 289, 817 (1986) [Sov. Phys.
Dokl. 31, 611 (1986)].

3. A. A. Shutov, Prikl. Mekh. Tekh. Fiz., No. 2, 20 (1991)
[J. Appl. Mech. Tech. Phys. 32, 162 (1991)]. 

4. N. M. Alontseva, V. M. Berezhnoi, and A. A. Shutov,
Kolloidn. Zh. 57, 629 (1995) [Colloid. J. 57, 591
(1995)]. 

5. A. A. Shutov and A. A. Zakhar’yan, Prikl. Mekh. Tekh.
Fiz., No. 4, 12 (1998) [J. Appl. Mech. Tech. Phys. 39 (4),
(1998)]. 

6. J. J. Feng, Phys. Fluids 14, 3912 (2002).
7. J. J. Feng, J. Non-Newtonian Fluid Mech. 116, 55

(2003).
8. A. F. Spivak and Y. A. Dzenis, Appl. Phys. Lett. 73, 3067

(1998).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005



  

Technical Physics Letters, Vol. 31, No. 12, 2005, pp. 1029–1031. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 23, 2005, pp. 75–80.
Original Russian Text Copyright © 2005 by Mukhortov, Golovko, Kolesnikov, Biryukov.

                                                                                      
Stress-Induced Domain Structure Formation
in Nanodimensional Barium Strontium Titanate Films

V. M. Mukhortov*, Yu. I. Golovko, V. V. Kolesnikov, and S. V. Biryukov
Southern Research Center, Russian Academy of Sciences, Rostov-on-Don, Russia

* e-mail: muhortov@ip.rsu.ru
Received June 16, 2005

Abstract—Thin heteroepitaxial films of BaxSr1 – xTiO3 (BST) with x = 0.80 possessing high structural perfec-
tion have been grown by RF magnetron sputtering on MgO(001) substrates. The microstructure and crystallo-
graphic characteristics of the BST films of various thicknesses have been studied using electron microscopy and
X-ray diffraction. It is established that there is a threshold thickness at which the BST crystal lattice parameter
in the direction perpendicular to the substrate exhibits a sharp change. © 2005 Pleiades Publishing, Inc.
It has been repeatedly demonstrated [1–3] that the
properties of thin ferroelectric films substantially differ
from those of the corresponding bulk materials, which
is related to a different mechanism of phase transitions
in nanodimensional heteroepitaxial structures. The
most important factor is a strong influence of mechani-
cal stresses developed at the film–substrate interface.
According to the existing theory, this factor leads to
qualitative changes in the phase diagram [4] of the
given ferroelectric material. These changes are mani-
fested by anomalies in the thickness dependence of the
physical properties (permittivity, crystal lattice param-
eters, etc.) of ferroelectric films, which are important
for applications such as microwave control devices and
ultrahigh-speed optical modulators. However, the
experimental investigations of evolution of the proper-
ties of thin ferroelectric films are very restricted and are
insufficient for judging the adequacy of existing theo-
retical notions.

This Letter presents the results of experimental
investigation into the properties of heteroepitaxial
BaxSr1 – xTiO3 (BST) films with x = 0.8, highly perfect
structure, and thicknesses varied in a broad range. It is
demonstrated that variation of the film thickness is
accompanied by anomalous changes in the BAST crys-
tal lattice parameter, which is indicative of the develop-
ment of instability and the phase transition in the sys-
tem studied.

The heteroepitaxial BST films were grown using RF
magnetron sputtering. The experimental setup and the
methods of optical monitoring of the growth process
have been described elsewhere [5–7]. It was established
[5–7] that the main mechanism of excitation of the opti-
cal emission from oxygen (working gas) is the direct
electron impact in a beam of electrons, which are
formed in the near-electrode region of discharge and
have an energy of eU0 (U0 is the voltage drop in a sta-
tionary electric field at the electrode). In the negative
1063-7850/05/3112- $26.00 1029
glow region, the exponential decay of the emission
intensity (J = Aexp(–h/b)) with increasing distance h
from the dark cathode space is related to the dissipation
of energy as a result of the inelastic collisions of elec-
trons with oxygen atoms (the coefficient b characterizes
the energy of electrons arriving from the cathode space
to the negative glow region of the RF discharge, where
the substrate is located. The growth of heteroepitaxial
films takes place for b > bts and p > pts , where bts and pts

are the threshold values of the parameter b and the
working gas pressure p (Fig. 1). Investigations of the
morphology of the film surface by means of the elec-
tron microscopy and atomic force microscopy showed
that films grown in the interval between bts and a certain
critical value bc in the range of oxygen pressures above
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Fig. 1. Plots of the normal misorientation angle ω versus
energy parameter b for BST films grown on MgO(001) sub-
strates by RF magnetron sputtering at various oxygen pres-
sures.
© 2005 Pleiades Publishing, Inc.
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0.6 Torr possessed atomically smooth surfaces. Under
these conditions, the growth proceeds via a layer mech-
anism (i.e., without the formation of three-dimensional
nuclei with a density of screw dislocations ~107 cm–2),
which allows continuous films to be obtained with a
thickness of several monolayers. All films had a hete-
roepitaxial structure and were oriented parallel to the
substrate.

The structural perfection of the films, their hete-
roepitaxial character, and the mutual orientation of film
and substrate were determined using X-ray diffraction
measurements performed on a DRON-4-07 diffracto-
meter. The intensities of diffraction reflections in the
films with thicknesses above 6 nm were sufficient for
a complete structural analysis. The typical halfwidth of
(002) reflections for films with thicknesses above
450 nm (Fig. 2, right-hand inset) was below 0.1°. This
value is significantly lower than the published data for
BST films on MgO substrates [8, 9]. Figure 2 (left-hand
inset) also demonstrates the (113) reflection measured
for the sample rotated in the base plane (φ scan), which
shows that the azimuthal misorientation is below 1°. In
such thin films with homogeneous compositions, the
internal stresses are determined by the lattice mismatch
between the film and substrate, the difference of their
thermal expansion coefficients, the deformation related
to the first phase transition, the deformation as a result
of cooling from the growth temperature (680°C) to
room temperature, and the presence of defects of the
vacancy and dislocation types.

Figure 2 shows a plot of the lattice parameter a ver-
sus film thickness L (measured along the normal to the
substrate surface). As can be seen, the lattice parameter
exhibits a sharp change in the region of film thicknesses
between 35 and 200 nm and stabilizes again for L >
200 nm. This behavior qualitatively agrees with the
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Fig. 2. A plot of the lattice parameter a versus thickness L
of BST films grown on MgO(001) substrates. The insets
show the X-ray diffraction reflections (002) (right) and
(113) (left) for 6- and 450-nm-thick films.
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physical notions about sharp changes in the lattice
parameter as a result of the phase transitions in the
film–substrate system, which are related to the develop-
ment of ferroelastic instability and the generation of
misfit dislocations leading to partial mechanical
unloading of the strained film [10]. However, the shape
of the a versus L curve presented in Fig. 2 significantly
differs from that reported recently by Alpay et al. [11].
In particular, the critical film thickness according to our
data differs from the value (~5 nm for a growth temper-
ature of 700°C) calculated in [11] assuming the gener-
ation of misfit dislocations.

We believe that the main limitation of the thermody-
namic modeling of the influence of misfit dislocations
is related to the fact that the true critical film thickness
for the formation of dislocations and the equilibrium
linear density of dislocations may differ from the
observed values because of kinetic factors [12], which
are determined to a significant extent by the quality of
heteroepitaxial structures and by the growth mecha-
nisms. A difference between the crystal lattice parame-
ters in a heterostructure leads to the development of
internal stresses (misfit stresses), which significantly
influence the evolution of the structure and properties
of epitaxial films. As the film thickness exceeds a cer-
tain critical value, the misfit stresses are partly accumu-
lated at the film–substrate interface due to the formation
of misfit dislocations. In recent years, it was suggested to
use buffer layers with preset structure in order to increase
the critical film thickness [13, 14]. In this study, we have
realized the conditions of film growth involving the
formation of screw dislocations at a low density, which
leads to a decrease in the number of edge dislocations
(small-angle grain boundaries) [15] and the related
increase in the critical film thickness.

According to our results, spontaneous polarization
in BST films with thicknesses below ~35 nm occurs in
the substrate plane (a-domain state). In this range of
film thicknesses, tensile stresses are predominating
because the lattice parameter of MgO is greater than
that of the BST film. When the critical thickness
(~35 nm) is reached, a new phase consisting of both
a- and c-domains is formed within a narrow interval of
L values, which leads to a decrease in the level of tensile
stresses. Thicker films (L > 200 nm) are characterized
by the development of compressive stresses determined
by a difference between the thermal expansion coeffi-
cients of the film and substrate. These compressive
stresses set spontaneous polarization in the direction
perpendicular to the substrate plane (c-domain state).
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Electric Resistance and Magnetoresistance 
of a Two-Layer Epitaxial Heterostructure 

(30 nm)La0.67Ca0.33MnO3/(30 nm)La0.67Ba0.33MnO3
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Abstract—Two-layer epitaxial heterostructures (30 nm)La0.67Ca0.33MnO3/(30 nm)La0.67Ba0.33MnO3
(LCMO/LBMO) have been grown by laser deposition on single crystal (001)LaAlO3 (LAO) substrates. In this
system, the upper (LCMO) layer occurs under the action of tensile stresses in the substrate plane, whereas the
lower (LBMO) layer exhibits biaxial compression. The formation of a 30-nm-thick LCMO film on the surface
of the 30-nm-thick LBMO layer leads to an increase in the level of mechanical stresses in the latter layer. The
maximum electric resistivity ρ of the (30 nm)LCMO/(30 nm)LBMO/LAO structure was observed at a temper-
ature 25–30 K below that corresponding to the maximum of the ρ(T) curve for a single (30 nm)LBMO film on
the same LAO substrate. © 2005 Pleiades Publishing, Inc.
In recent years, the electrical and magnetic proper-
ties of thin films of perovskitelike manganites of the
La1 – xAxMnO3 type (A = Ba, Ca, Sr, …) have been
extensively studied in view of their potential use in
magnetoresistive sensors [1–3]. From the standpoint of
spintronic devices, the most interesting materials are
manganite films featuring the ferromagnetic phase tran-
sition at temperatures close to room temperature. For
example, the Curie temperatures of La0.67Ca0.33MnO3

(LCMO) and La0.67Ba0.33MnO3 (LBMO) solid solu-
tions are 270 and 330 K, respectively [4, 5]. The pro-
cess of ferromagnetic ordering of spins in the volume of
thin LCMO and LBMO films strongly depends on the
magnitude and type of biaxial mechanical stresses in
these materials.

This Letter presents the results of experimental
investigation of the structure and electric resistance of
two-layer epitaxial LCMO/LBMO heterostructures
grown by laser deposition on single crystal
(001)LaAlO3 (LAO) substrates. The lattice parameter
of pseudocubic LBMO crystals (a1 = 3.910 Å [5]) is
greater than the corresponding values for LAO
(pseudocubic, a2 = 3.780 Å [6]) and LCMO (pseudocu-
bic, a3 = 3.858 Å [7]), while the thermal expansion coef-
ficients of LAO, LBMO, and LCMO are close [7, 8]. The
differences in the crystal lattice parameters of the sub-
strate and manganite layers in the LCMO/LBMO/LAO
structure must lead to contraction of the LBMO layer in
the substrate plane, while the LCMO film must exhibit
a biaxial extension. A change in the electric resistance
of a thin manganite film caused by the growth of a thin
1063-7850/05/3112- $26.00 1032
film with different crystal lattice parameter on its sur-
face has not been studied until now.

The two-layer (30 nm)LCMO/(30 nm)LBMO het-
erostructures on (001)LAO substrates were grown by
means of laser deposition (ComPex 200, KrF, λ =
248 nm, τ = 30 ns). For comparison, we also studied
(30 nm)LBMO/LAO samples prepared under identical
conditions. The conditions of the laser deposition of
thin manganite films on (100)LAO substrates are
described in detail elsewhere [9].

The phase composition and structure of the LCMO
and LBMO films were determined by X-ray diffraction
(Philips X’pert MRD; rocking curves; φ and ω/2θ
scans) as described in [7]. The crystal lattice parame-
ters in the manganite films were calculated using the
2θ values for (004) and (303) peaks in the diffracto-
grams [9].

The resistance R of the heterostructures was mea-
sured in the Van der Pauw geometry using a probing
current passing parallel to the substrate plane. The mea-
surements were performed in the absence of a magnetic
field and with a magnetic field (µ0H = 0–5 T) oriented
in the substrate plane parallel to the current direction.
The resistivity ρ was calculated as ρ = dπR/ln2 [10],
where d = 30 nm is the layer thickness (both LCMO and
LBMO films were 30 nm thick).

Figure 1 shows the typical X-ray diffraction pattern
of an LCMO/LBMO/LAO heterostructure, which dis-
plays only (00n) reflections from the manganite layers
and the substrate. The peaks belonging to the upper and
lower manganite layers in the heterostructure were
© 2005 Pleiades Publishing, Inc.
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clearly resolved (see the inset in Fig. 1). The presence
of the Laue satellite peaks (indicated by the arrows) is
evidence for uniform thicknesses of the LCMO and
LBMO layers. The results of the X-ray diffraction mea-
surements (ω/2θ and φ scans) showed that the LCMO
and LBMO layers have clear predominant orientation,
both azimuthal (in plane) and relative to the normal to
the substrate plane. The unit cell of the LBMO layer in
the LCMO/LBMO/LAO heterostructure is substan-
tially distorted: the lattice parameter in the substrate
plane (see table, a|| = 3.863 ± 0.005 Å) is significantly
smaller than the value measured in the normal direction
(a⊥  = 3.957 ± 0.005 Å) (see table). In the case of a sin-
gle film (30 nm)LBMO/LAO, the unit cell distortion is
not as large (see table). It should be noted that the unit

cell volume of this film, Veff =  × a⊥  ≈ 59.43 Å3, was

smaller than Veff for the bulk LBMO crystal (≈59.78 Å3

[5]) but greater than that for the LBMO layer
(≈59.05 Å3) in the LCMO/LBMO/LAO heterostructure
(see table).

The X-ray diffraction data indicate that both the
30-nm-thick LBMO layer in the LCMO/LBMO/LAO
heterostructure and the single (30 nm)LBMO/LAO
film occur under the action of biaxial compressive
stresses in the substrate plane. The formation of a
30-nm-thick film of LCMO (having a lattice parameter
smaller than that of LBMO) on the surface of the
(30 nm)LBMO/LAO layer leads to an additional
increase in the level of mechanical stresses in the latter
layer caused by the contact with a relatively thick LAO
substrate. Mechanisms responsible for a change in Veff

in manganite films grown on substrates with a signifi-
cant lattice mismatch were recently considered in [11].
In contrast to the lower (LBMO) layer, the LCMO film
is the LCMO/LBMO/LAO heterostructure occurring
under the action of biaxial tensile stresses. For this rea-
son, the unit cell parameter of this film in the substrate
plane is greater than the value measured in the normal
direction (see table). The full width at half maximum
(FWHM) of the rocking curves for the (002) reflections
of LCMO and LBMO layers in the
LCMO/LBMO/LAO heterostructure was within 0.12°–

a||
2

TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
0.18° (see table), in good agreement with our data
reported in [12].

Figure 2 (inset (a)) shows the temperature depen-
dences of the resistivities of the LCMO/LBMO/LAO
heterostructure and the single (30 nm)LBMO/LAO film
measured in the absence of a magnetic field (µ0H = 0).
The maximum of the ρ(T, µ0H = 0) curve for the two-
layer LCMO/LBMO/LAO heterostructure was
observed at TM = 285 K, that is, approximately 25 K
below the position of maximum for the single
(30 nm)LBMO/LAO film. Note also that the resistivity
of the LCMO/LBMO/LAO heterostructure was greater
than that of the (30 nm)LBMO/LAO film in the entire
temperature range studied (Fig. 2, inset (a)). The main
factor responsible for a decrease in TM in elastically
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Fig. 1. The X-ray diffractogram (CuKα1, ω/2θ scan) of the
LCMO/LBMO/LAO heterostructure measured with both
incident and reflected beams lying in the plane perpendicu-
lar to the (001)LAO substrate. Symbol ∆ indicates the
(001) peaks of LCMO and LBMO films in the heterostruc-
ture. The inset shows a fragment of the same ω/2θ scan in
the vicinity of the (002) reflections from the manganite
films; the asterisk indicates the peak from the LAO sub-
strate; arrows indicate the Laue satellite peaks.
Parameters of manganite films in laser-deposited epitaxial structures*

Heterostructure Layer Thickness d, nm a⊥ , Å a||, Å Veff, Å
3 FWHM, deg

LCMO/LBMO/LAO LBMO 30 3.957 3.863 59.05 0.13

LCMO 30 3.841 3865 57.38 0.18

LBMO/LAO LBMO 30 3.948 3.880 59.43 0.12

* For the LAO substrate, the parameter of the pseudocubic unit cell determined using the X-ray diffraction data was aLAO = 3.786 ± 0.005 Å.
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stressed LBMO films is a relatively high (as compared
to the bulk stoichiometric crystal) concentration of
Mn4+ ions in the film volume [11].

The application of a magnetic field led to a decrease
in the resistivity of the LCMO/LBMO/LAO hetero-
structure (Fig. 2). The position of maximum of ρ(T, H)
shifted toward higher temperatures with increasing
µ0H. The negative magnetoresistance ∆ρ/ρ0 = [ρ(µ0H =
2 T) – ρ(H = 0)]/ρ(H = 0) for the two-layer
LCMO/LBMO/LAO heterostructure reached a maxi-
mum (≈–0.55) at T ≈ 270 K (Fig. 2). The analogous
maximum (∆ρ/ρ0 ≈ –0.42) for the single
(30 nm)LBMO/LAO film was observed at T ≈ 300 K.
At temperatures close to TM , both manganite layers
contribute to the magnetoresistance of the
LCMO/LBMO/LAO heterostructure. For this reason,
the peak in the temperature dependence of the
magnetoresistance for the LCMO/LBMO/LAO het-
erostructure is wider than the analogous peaks for the
separate epitaxial films of the perovskitelike mangan-
ites [13].

Figure 2 (inset (b)) shows how the resistivity of the
LCMO/LBMO/LAO heterostructure varies depending
on the applied magnetic field. At T = 4.2 K and µ0H =
5 T, the magnetization vector in both manganite layers
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Fig. 2. Temperature dependences of the (1–3) resistivity ρ
measured at µ0H = 0 (1), 2 (2) and 5 T (3) and (4) magne-
toresistance ∆ρ/ρ0(T, µ0H = 2 T) of the
LCMO/LBMO/LAO heterostructure. The inset (a) shows
the ρ(T, µ0H = 0) curves for the (1) LCMO/LBMO/LAO
heterostructure and (2) the (30 nm)LBMO/LAO film. The
inset (b) shows fragments of the ρ(T = 4.2 K, µ0H) curves
measured for the LCMO/LBMO/LAO heterostructure dur-
ing cyclic variation of µ0H in the interval from 5 T to –5 T
and back.
TE
of the LCMO/LBMO/LAO heterostructure was parallel
to the magnetic field direction. When the applied field
was varied over the cycle 5 T  0  –5 T 
0  5 T, the ρ(µ0H) curves exhibited a clear hystere-
sis. The maximum values of ρ were observed for µ0H ≈
±0.2 T. The ρ(µ0H) curve measured when µ0H was
decreased from 5 T to –5 T exhibited, in addition to the
main maximum, a local maximum at a field strength
close to zero (Fig. 2, inset (b)). A decrease in the resis-
tivity of the LCMO/LBMO/LAO heterostructure with
increasing magnetic field strength (for µ0H > 0.2 T) is
related to a decrease in the spatial misorientation of
spins of manganese ions (primarily in the vicinity of
grain boundaries) in the manganite layers. The pres-
ence of two maxima in ρ(µ0H) for the
LCMO/LBMO/LAO heterostructure is related to the
fact that the coercive field for the biaxially compressed
LBMO layer is greater than the corresponding value for
the biaxially extended LCMO film. According to [14],
the vector of spontaneous magnetization in manganite
films under the action of biaxial tensile stresses (i.e., in
LCMO films in our heterostructures) is parallel to the
substrate plane, whereas in the case of biaxial compres-
sive stresses (i.e., in the LBMO layer) the spontaneous
magnetization is parallel to the normal to the substrate
plane. The observed behavior of ρ(µ0H) shows that the
relative misorientation of the magnetization vectors in
the upper and lower manganite layers of the
LCMO/LBMO/LAO heterostructure can exhibit signif-
icant variations at µ0H < 0.2 T.

In conclusion, it should be emphasized that a
30-nm-thick LCMO film grown on the surface of the
(30 nm)LBMO/LAO layer causes an increase in the
level of crystal lattice distortion and a decrease in the
unit cell volume in the lower manganite layer of the
LCMO/LBMO/LAO heterostructure. This influence is
one of the factors responsible for a shift of the maxi-
mum on the temperature dependence of ρ for the het-
erostructure relative to the position of this maximum
for a single (30 nm)LBMO/LAO film.
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in Vacuum Using Spot-Focused Annular Electron Beam

A. P. Semenova,*, I. A. Semenovaa, N. V. Bulinab, A. S. Krylovb, 
G. N. Churilovb, and A. A. Semenovab

a Department for Physical Problems, Presidium of the Buryatian Scientific Center, Siberian Division, 
Russian Academy of Sciences, Ulan-Ude, Buryatia, Russia

b Kirensky Institute of Physics, Siberian Division, Russian Academy of Sciences, Krasnoyarsk, Russia
* e-mail: semenov@pres.bsc.buryatia.ru

Received July 20, 2005

Abstract—A rapidly focused annular electron beam can provide for the effective evaporation of a fullerene
mixture in a vacuum of ~10–2 Pa. A 1-kW beam focused into a spot within 0.1–1 s produces explosive evapo-
ration of a fullerene target at an extremely high efficiency of heating. A comparison of the Raman and electronic
absorption spectra of the initial fullerene powder and a film deposited upon its evaporation shows that C60 and
C70 fullerenes are evaporated without rupture of C–C covalent bonds. The electron beam evaporation in vacuum
has been successfully used to obtain fullerene films on substrates with an area of ~0.1 m2. © 2005 Pleiades
Publishing, Inc.
Methods for the deposition of fullerene films via
thermal evaporation in vacuum are well known [1–3],
but the use of high-energy electron beams for the evap-
oration of initial fullerene powders is still insufficiently
studied. It would be of interest to use a characteristic
feature of the action of an intense electron beam that
consists in explosive spraying of the target, whereby the
covalent C–C bonds in evaporated fullerene molecules
can be retained. In addition, the electron-beam evapo-
ration simplifies the coating of large-area (>1 m2) sub-
strates, since this method of heating can provide for an
ultimately high deposited power density (>109 W/m2).

This Letter describes a new method of the electron-
beam evaporation of targets in vacuum, which has been
specially developed for the deposition of fullerene
films.

The initial C60/C70 fullerene mixture was synthe-
sized in a plasmachemical reactor using arc discharge
at a pressure of 105 Pa [4, 5]. The fullerene fraction was
isolated from the obtained products by extraction with
benzene. The initial mixture composition was as fol-
lows (weight fraction): C60, 0.8; C70, 0.15; higher
fullerenes, 0.04; C60O and C70O oxides, 0.01. The tar-
gets were prepared by pressing the fullerene mixture
into disks with a diameter of 20 mm and a thickness of
3 mm under a pressure of ~32–34 kgf/cm2.

An experimental setup for the pulsed evaporation of
powdered fullerene mixtures is schematically depicted
in Fig. 1. The setup is based on a plasma electron gun 1
[6, 7], where electrons are generated in hollow-cathode
magnetron discharge plasma. The discharge is initiated
and continuously power-supplied using a current
1063-7850/05/3112- $26.00 1036
source 3. Electrons with a total current of 50 mA are
accelerated by a voltage of 20 kV applied to anode 2
from a high-voltage source 4. Then, the beam of high-
energy electrons enters an electromagnetic lens 5 con-
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Fig. 1. Schematic diagram of the experimental arrange-
ment: (1) plasma electron gun; (2) accelerating electrode;
(3) discharge current source; (4) high-voltage source;
(5) electromagnetic lens; (6) electron beam control unit;
(7) annular electron beam; (8) graphite collector; (9) elec-
tron beam projection; (10) fullerene disk target; (11) shutter;
(12) substrate.
© 2005 Pleiades Publishing, Inc.
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trolled by the electron beam control unit 6 [8], which
produces annular electron beam 7 at the output. The
beam strikes graphite collector 8. Initially, electrons are
projected into ring 9 with an outer and inner radius of
50 and 48 mm, respectively, coaxial with disk target 10.
The lens can be controlled so as to provide for a rapid
narrowing of the annular beam, whereby the ring pro-
jection of the beam on the collector surface is focused
into a 3-mm spot. The electron beam power in these
experiments was on the order of 103 W. Shutter 11 can
be removed to expose substrate 12 to the flux of parti-
cles evaporated from the target. The particles are depos-
ited onto the entire surface of substrate (amorphous
glass) with dimensions 30 × 30 cm.

The film thickness was measured using a microint-
erferometer (MII-4) of the Linnik type. The films were
characterized using the Raman and electronic absorp-
tion spectroscopy techniques. The Raman spectra were
measured on a Bruker RFS 100/S Fourier transform
spectrometer equipped with a YAG:Nd laser operating
at λ = 1064 nm and a power of 10 mW. The electronic
absorption spectra of fullerene solutions were recorded
using an Uvicon Model 943 double-beam spectropho-
tometer.

The sample films were grown in a vacuum of 2 ×
10−2 Pa. Initially, the electron beam 7 is focused so
that its projection 9 occurs at the periphery of the disk
target 10, while shutter 11 screens substrate 12 from
direct flux of evaporated carbon particles. In the zone
where the electron beam strikes the graphite holder 8,
the temperature is about ~1.7 × 103 K and the pressure
of carbon vapor is relatively low (on the order of
10−8 Pa) [9]. From this initial state (Fig. 1), the annular
electron beam is rapidly contracted (using lens 5 con-
trolled by unit 6) in the radial direction so as to
approach the disk target. When the electron beam
touches disk 10, the intense evaporation of fullerenes
simultaneously begins over the entire circumference of
the target. At this moment, shutter 11 is removed so that
particles leaving the electron-beam-heated zone can
reach the surface of substrate 12 and condense to form
a film (at a substrate temperature of 300 K). The annu-
lar electron beam projection is contracted to the disk
center within ~1 s, which leads to instantaneous evapo-
ration of the target material. When the beam is spot-
focused at the disk center and the target is completely
evaporated, shutter 11 is returned in the initial position.

The film deposited on the substrate in the course of
explosive evaporation of the fullerene mixture was
1−2 µm thick and had a brown color. The film covered
the entire substrate surface with an area of ~0.1 m2. The
X-ray diffraction measurements showed the films
formed on the substrate at 300 K to be X-ray amor-
phous. However, the films obtained by deposition onto
a substrate heated to 393 K, followed by annealing
for 0.5 h at 373 K in vacuum, exhibited a crystalline
structure.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
The films grown as described above were soluble in
nonpolar solvents. The electronic absorption spectrum
of such a solution was close to that of the initial
fullerene mixture (Fig. 2). This was indicative of the
fact that the electron-beam evaporation of fullerenes
C60 and C70 proceeds without rupture of C–C covalent
bonds. However, the Raman spectrum of a deposited
film displayed, besides sharp peaks corresponding to
fullerenes C60 (495 and 1468 cm–1) and C70 (271 cm–1),
some additional broad bands (Fig. 3). This result sug-
gests that the state of fullerene molecules in the film
differs from that in the initial powder. Since the film
thickness is relatively small, the interaction of fullerene
molecules with the substrate can be a significant factor.

In conclusion, the electron-beam-induced explosive
evaporation of a fullerene mixture at temperatures
above 1.7 × 103 K (significantly exceeding the sublima-
tion temperature of fullerenes, (7.23–7.73) × 102 K) can

600500400
0

0.3

0.6

D, a.u.

λ, nm

1

2

Fig. 2. Electronic absorption spectra of (1) an electron-
beam deposited fullerene film and (2) the initial fullerene
mixture.

180014001000600200

0.20

0.25

0.30

0.35
I, a.u.

Raman shift, cm–1

1

2

Fig. 3. Raman spectra of (1) an electron-beam deposited
fullerene film and (2) the initial fullerene mixture.
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be used for the deposition of fullerene films. In this
study, such conditions have been provided for the first
time using an annular electron beam rapidly focused
into a spot. Using a plasma electron gun, electron
beams with a current above 1 A and a beam power
>20 kW can be generated, providing for the possibility
of fullerene film deposition on the substrate surface
with an area >1 m2 due to a sufficiently large amount of
evaporated material.
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Abstract—An expression for the surface energy σ00 of a crystal at T = 0 and P = 0 is obtained with allowance
for the zero-point vibrations of atoms in the crystal. Particular calculations are performed for the cryocrystals
of inert gases and hydrogen isotopes, in which the energy of zero-point vibrations is comparable with the energy
of interatomic interactions. It is established that σ00 exhibits highly correlated dependences of the same kind on
the atomic (molecular) mass m, the melting temperature Tm, and the interatomic interaction potential D/kB
(kB is the Boltzmann constant), whereby the function σ00(m, Tm, D/kB) exhibits nonlinear growth with each
argument. The ratio σ00/σliquid, where σliquid is the surface tension of the liquid phase at T = Tm, also exhibits
highly correlated dependences on m, Tm, and D/kB, which can be divided into two parts of linear growth corre-
sponding to the quantum and classical domains. The σ00/σliquid ratio, being smaller in the quantum case than in
the classical one, grows with m, Tm, and D/kB much faster in the quantum than in the classical domain. © 2005
Pleiades Publishing, Inc.
Theoretical investigation into the surface properties
of cryocrystals encounters considerable problems
because the energy of zero-point vibrations of atoms in
such systems is comparable with the energy of atomic
attraction (even with that in the liquid phase) and the
characteristic frequency of lattice vibrations exhibits
significant dependence on the temperature [1]. At the
same time, experimental evaluation of the surface
energy of crystals at temperatures close to the absolute
zero is also an extremely complicated task. In this con-
text, the present study was devoted to estimation of the
surface energy of a cryocrystal with allowance for the
energy of zero-point vibrations.

Let atoms in the crystal interact as described by the
pair potential of the Mie–Lennard-Jones type [1–3]:

(1)

where D and r0 are the depth and coordinate of the
potential well minimum, respectively; b and a are the
parameters; c = [6kpV/πNA]1/3 is the distance between
the centers of nearest-neighbor atoms in the crystal lat-
tice; kp is the packing factor; V is the molar volume; and
NA is the Avogadro number.

Previously, an expression for the specific energy σ
(per unit surface area) of a nanocrystal comprising
N atoms faceted by (100) planes at an arbitrary temper-
ature T was obtained [4] using a description of the spec-
trum of the crystal lattice vibrations in terms of the Ein-
stein model within the framework of the nearest-neigh-

ϕ r( ) D/ b a–( )[ ]=

× a r0/ c r+( )[ ] b b r0/ c r+( )[ ] a–{ } ,
1063-7850/05/3112- $26.00 1039
bor approximation. In the case of macroscopic crystal
(N  ∞), the obtained expression acquires the follow-
ing form:

(2)

where k3 is the first coordination number in the bulk of
the crystal, kB is the Boltzmann constant, Θ0 is the Ein-
stein temperature at T = 0, and

(3)

The characteristic Einstein temperature for a macro-
crystal with the interatomic interaction potential (1) can
be expressed as [3, 5]

(4)

where m is the atomic (molecular) mass, " is the Planck
constant, and λ(T/Θ0) is a function describing the tem-

σ T V,( ) k3/12c2α s( ) DU R( ){–=

+ 3kB Θ/k3( )E Θ/T( ) Θ0/ Θ0 Awξ+( )[ ]ϑ T /Θ0( ) } ,

U R( ) aRb bRa–( )/ b a–( ), R r0/c;= =

α s π/6kp( )2/3;≅

E Θ/T( ) 0.5 Θ/T( )exp 1–[ ] 1– ;+=

ϑ T /Θ0( ) 1 T /Θ0( ) ∂ λ T /Θ0( )[ ] /∂ T /Θ0( )ln{ } .–=

Θ T( ) Awξ 1– 1 6D/kBAwξ2( )+[ ] 1/2
+{ }λ T /Θ0( ).=

Aw KR 5k3ab b 1+( )/192 b a–( )[ ] Rb 2+ ,=

KR "
2/kBr0

2m, ξ 9/k3 ,= =
© 2005 Pleiades Publishing, Inc.
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Parameters of cryocrystals and liquid phases of inert gases and hydrogen isotopes
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Ne 20.18 3.1563 52.59 21.39 5.83 74.6 3.30 1925.9 13.39 8.03 5.519 1.455

17.84 6.20 2.80 (25 K)

Ar 39.95 3.7555 173.60 16.69 6.62 93.3 2.95 7787.4 22.56 20.39 13.39 1.523

15.42 6.70 2.75 (84 K)

Kr 83.8 3.9922 238.37 15.92 6.56 71.7 2.90 11220.6 27.095 25.33 16.29 1.555

16.04 6.55 2.92 (116 K)

Xe 131.29 4.3358 330.92 15.42 6.73 64.0 2.85 15909.8 34.71 30.11 18.71 1.609

14.81 6.75 2.75 (162 K)

p-H2 2.016 3.791 37.53 23.57 5.21 118.5 2.47 763.6 23.207 3.24 2.95 1.098

18.71 5.77 2.00 (14 K)

o-D2 4.028 3.604 44.56 19.91 6.04 114.0 2.50 1156.58 19.95 4.59 3.751 1.224

15.53 6.43 2.00 (19 K)

HD 3.022 3.682 41.64 21.13 5.70 116.20 2.49 990.0 21.25 4.00 3.377 1.184

16.59 6.16 2.00 (17 K)

HT 4.024 3.604 44.55 19.91 6.04 114.00 2.50 1156.0 19.94 4.59 3.637 1.262

15.53 6.43 2.00 (18 K)

DT 5.030 3.544 46.82 19.18 6.31 112.00 2.51 1287.5 18.96 5.09 4.025 1.265

14.90 6.64 2.00 (20 K)

T2 6.032 3.495 48.66 18.69 6.52 110.20 2.52 1395.0 18.18 5.52 4.181 1.320

14.47 6.82 2.00 (21 K)

Note: Parameters of the Mie–Lennard-Jones potential (1) given in the thick solid frame were determined for the fcc crystals of inert gases
and hcp crystals of hydrogen isotopes as described in [2, 3]; these parameters were used to calculate the values of the Debye tem-
perature ΘD, Grüneisen parameter γ00, sublimation energy L00, molar volume V00, and specific surface energy of the (100) crystal
face at T = 0 and P = 0 using formulas indicated in square brackets; for all cryocrystals k3 = 12, kp = 0.7405, ξ = 0/75, and αs =
0.7937; σliquid is the surface tension of the liquid phase estimated at T = Tm (indicated in parentheses) and P = 0 [6].
perature dependence of the characteristic vibration fre-
quency. Previously, it was established [3] that
λ(T/Θ0) = 1 for T = 0 and at high temperatures (T @
Θ0), so that significant variations of this function take
place only in the interval 0 < T ! Θ0.

In the range of high temperatures, the functions E
and Θ in Eqs. (3) can be approximated as E ≅  T/Θ0 (for
Θ/T < 1) and ϑ  ≅  1 (for T/Θ0 @ 1). If the energy of zero-
point vibrations is smaller than the chemical binding
energy, that is, when 6D @ kBAwξ2 (this condition is not
valid for the “quantum” crystals such as He, H2, and
Ne), expression (4) yields the formula Θ0 ≅
(6DAw/kB)1/2. Then Eq. (2) gives an expression for the
TE
specific surface energy σ(N = ∞) of a macrocrystal at
zero pressure (R = 1) and T = Tm:

(5)

Previously [4] this expression was used to calculate the
surface energy of the elemental macrocrystals of metals
and semiconductors with various crystal structures. The
results of calculations obtained for 25 macrocrystals at
T = Tm showed good agreement with experimental data.

It is necessary to note that relation (5) should not
mislead one into concluding that the function σ at T = 0
is determined only by the crystal structure and the
D value, while the quantum properties (including the
energy of zero-point vibrations) are insignificant. This

σ Tm R 1=,( ) kB/4r0
2α s( ) k3D3kB/( ) Tm–[ ] .=
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conclusion is obviously wrong, since Eq. (2) yields for
T = 0 the following relation:

(6)

which implies that σ(m) at T = 0 is determined by the
contribution due to zero-point vibrations and, hence, is
very weak for non-quantum substances (such as, e.g.,
metals).

For a cryocrystal, in which the energy of zero-point
vibrations at T = 0 and P = 0 (i.e., at c = r0) is compara-
ble with the interatomic interaction energy D, Eq. (6)
gives the following formula for the specific surface
energy of the (100) crystal face:

(7)

where ΘD = (4/3)Θ0(R = 1) is the Debye temperature of
the macrocrystal at T = 0 and P = 0.

The values of the Debye temperature ΘD, Grü-
neisen parameter γ00 , sublimation energy L00 , molar
volume V00 , and specific surface energy σ00 of the
(100) crystal face at T = 0 and P = 0 calculated for the
crystals of inert gases and hydrogen isotopes are pre-
sented in the table. These calculations were performed
using Eqs. (3), (7), and the expressions obtained previ-
ously [2, 3, 5]:

(8)

The results of calculations for the cryocrystals, in
which the energy of zero-point vibrations is compara-
ble with the energy of interatomic interactions, are in
good agreement with the experimental estimates avail-
able for ΘD, γ00, L00, and V00 [1]. Unfortunately, no
experimental data on σ00 for the cryocrystals under con-
sideration have been reported thus far. For this reason,
the calculated values of σ00 are compared to experimen-
tal values of the surface tension σliquid of the corre-
sponding liquid phases at T = Tm and P = 0 [6]. As can
be seen from the table, the σ00/σliquid ratio exhibits
monotonic growth both for hydrogen isotopes (from
1.098 in p-H2 to 1.32 in T2) and for inert gases (from
1.455 in Ne to 1.609 in Xe). This behavior is consistent
with that observed for the macrocrystals of elemental
metals and semiconductors [7], where the σsolid/σliquid
ratio was found to grow with an increase in the melting
temperature Tm. For the metals and semiconductors, the
σsolid/σliquid ratio varies from 1.1 to 1.7 [7], in agreement
with the interval of variation of the σ00/σliquid ratio in the
table.

An analysis of data presented in the table leads to
the following conclusions:

σ T 0= V,( ) k3/12c2α s( ) DU R( ){–=

+ 3/2( )kB Θ0/k3( ) Θ0/Θ0 Awξ+[ ] } ,

σ00 1/c2α s( )=

× k3D/12 ) 3kBΘD
2 /32 ΘD 3/4( )Awξ+( )[ ]–{ } ,

γ00 b 2+( )/6[ ] 1 4Awξ /3ΘD( )+[ ] 1– ,=

L00/NA = k3/2( )D 9/8( )kBΘD, V00–  = πNAr0
3/6kp.
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Fig. 1. Plots of σ00 (crosses) and σliquid (circles) versus
atomic (molecular) mass for substances presented in the
table. Solid curve shows the approximation of data for cry-
ocrystals by the cubic polynomial σ00 = 2.26497 +

0.51855m – 0.00363m2 + 9.78294 × 10–6m3 (correlation
coefficient Rcorr = 0.98011); dashed curve shows the
approximation of data for liquid phases [6] by the cubic
polynomial σliquid = 2.32118 + 0.30425m – 0.00194m2 +

4.2996 × 10–6m3 (Rcorr = 0.97529). The two curves intersect

at m ≅  0.335 amu, σ ≅  2.4 mJ/m2.
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Fig. 2. Plots of σ00 (crosses) and σliquid (circles) versus
melting temperature for substances presented in the table.
Solid curve shows the approximation of data for cryocrystals
by the cubic polynomial σ00 = –2.64663 + 0.44535Tm –

0.0025  + 6.16023 × 10–6  (Rcorr = 0.99833); dashed

curve shows the approximation of data for liquid phases [6]
by the cubic polynomial σliquid = –0.401 + 0.247Tm –

0.00115  + 2.18598 × 10–6  (Rcorr = 0.99918). The

two curves intersect at Tm ≅  12 K, σ ≅  2.4 mJ/m2.
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(i) The values of σ00 calculated for cryocrystals as
described above, as well as the corresponding σliquid

values reported in [6], exhibit strongly correlated
dependences on m (Fig. 1), Tm (Fig. 2), and D/kB. Plot-
ted as functions of m, Tm, and D/kB, both σ00 and σliquid

values show nonlinear increase with these arguments.
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σ00/σliquid(Tm)
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m

Fig. 3. Plot of σ00/σliquid versus atomic (molecular) mass
for substances presented in the table. Solid lines show the
approximation of data by the linear functions σ00/σliquid =

1.01502 + 0.05229m for m ≤  = 6.032 amu

(Rcorr = 0.96165) and σ00/σliquid = 1.44947 + 0.00125m for
m ≥ mNe = 20.18 amu (Rcorr = 0.96165).
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Fig. 4. Plot of σ00/σliquid versus melting temperature for
substances presented in the table. Solid lines show the
approximation of data by the linear functions σ00/σliquid =
0.64861 + 0.03185Tm for Tm ≤ Tm(Ne) = 25 K (Rcorr =
0.97927) and σ00/σliquid = 1.42738 + 0.00112Tm for Tm ≥
Tm(Ne) = 25 K (Rcorr = 0.9997).
TE
(ii) All three plots of σ00 and σliquid versus m, Tm, and
D/kB for cryocrystals exhibit an intersection of the
approximating cubic curves at the same value of the
specific surface energy: σ ≅  2.4 mJ/m2 at m ≅  0.335 amu
(Fig. 1), Tm ≅  12 K (Fig. 2), and D/kB ≅  33 K. This
behavior indicates that the difference between the cor-
responding solid and liquid phases decreases with an
increasing “quantum character” of the substance and
disappears at a certain value of the atomic mass (in this
case, at m ≤ 0.335 amu).

(iii) The value of σ00/σliquid , which is the ratio of the
calculated surface energy at T = 0 and P = 0 to the sur-
face tension of the corresponding liquid phase at T = Tm
and P = 0, also exhibits strongly correlated depen-
dences on m (Fig. 3), Tm (Fig. 4), and D/kB.

(iv) The dependence of the σ00/σliquid ratio on m, Tm,
and D/kB for cryocrystals can be divided into two parts
of linear growth corresponding to the quantum (m ≤

 = 6.032 amu) and classical (m ≥ mNe = 20.18 amu)
domains (Figs. 3 and 4). The σ00/σliquid ratio is smaller
in the quantum case than in the classical one, but this
value grows with m, Tm, and D/kB much faster in the
quantum than in the classical domain.

(v) The values of σ00 and σliquid , as well as the
σ00/σliquid ratio, monotonically increase with the isotope
mass (see table). This dependence of σ(m) is inherent in
both quantum and classical crystals. The reasons for
such behavior have recently been considered in detail
for carbon (diamond) and lithium crystals [8].
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Abstract—It is shown that flat tunneling-assisted impact ionization fronts in p–n junctions operating at a high
buildup rate (ramp) u of the reverse voltage can be obtained provided that the rate gf of the tunneling generation
of electron–hole pairs is much greater than the impact ionization rate gi in the initial stage of breakdown. Usu-
ally (e.g., in silicon) gf ! gi and, therefore, the multiplication of the first hundreds of electron–hole pairs due
to the impact ionization leads to the avalanche–streamer transition much before the overlap of avalanches. In
this case, the diode transition to the conducting state may be caused by the interelectrode gap shortage by a large
number of streamers, the total resistance of which can be much smaller than the load resistance. A simple model
of such a “multistreamer” breakdown is proposed according to which the switching time is virtually indepen-
dent of the streamer parameters and is inversely proportional to u. The diode resistance in the conducting state
significantly drops with increasing ramp u and grows with increasing velocity of streamers. © 2005 Pleiades
Publishing, Inc.
Recently, Rodin et al. [1] described a mechanism of
the p–n junction breakdown at a high buildup rate
(ramp) u of the reverse voltage, which was based on the
notion of a flat tunneling-assisted impact ionization
front that forms and propagates in the space charge
region (SCR). The proposed mechanism was used to
interpret the results of experiments with silicon diode
triggering at u . 1013 V/s [2]. According to [1], this
mechanism can be operative (e.g., in p+–n–n+ diodes)
provided that

(i) a diode is preliminarily biased in the reverse
direction with a voltage U0, which is lower than the
static breakdown voltage Ub but higher than the voltage
qNd2/2ε corresponding to the contact between the SCR
and n+ layer (here, q is the elementary charge, N is the
donor concentration in the n layer, d is the n layer thick-
ness, and ε is the permittivity of the semiconductor);

(ii) the leakage current density jT is so small that the
average charge carrier number in the SCR is NT =
jTSd/qv s ≤ 1 (S is the diode area and v s is the saturated
drift velocity);

(iii) a reverse voltage pulse with a front width below
d/v s and an amplitude of ~(3–4)Ub is applied to the
diode in addition to the constant bias.

Under such conditions, free charge carriers are
either absent from the SCR or form on the average a
single low-conducting channel that is incapable of pre-
venting the rapid voltage buildup on the diode. As a
result, the maximum field strength EM significantly
exceeds the static breakdown value Eb ≈ 0.2 MV/cm,
1063-7850/05/3112- $26.00 ©1043
and the tunneling generation of electron–hole pairs
begins in the region of the maximum field. These pairs
exhibit intense multiplication that generates the dense
electron-hole plasma, which drives the field toward the
n+ layer. According to [1], this mechanism gives rise to
a rapidly propagating front that separates the dense
plasma from a depleted region occupied by the strong
field. This process was simulated [1, 2] within the
framework of a one-dimensional continuous approxi-
mation, which is justified provided that the electron
and hole densities in the dense plasma regions are n,
p  @  λ–3, where λ is the characteristic size of such
regions. Otherwise, it is necessary to take into account
the discrete nature of charges and the stochastic charac-
ter of electron–hole pair generation. It has been pointed
out [1] that, in the problem under consideration, this
factor is especially important in the initial stage of front
generation, whereby the number of pairs formed in the
SCR within a finite time is already large, but still n,
p ! λ–3, the continuous approximation is inapplicable,
and the corresponding solutions have no physical
meaning. In order to eliminate such solutions, it has
been proposed [1] to “switch off” the impact ionization
during simulation of the process, unless the tunneling
generation of electron–hole pairs would provide for the
condition n, p @ d–3 ~ 109 cm–3. However, the author
believes that this approach cannot be justified (without
additional assumptions) for two reasons. First, the
problem under consideration has at least two other
characteristic dimensions—namely, the wave front
width and the electron avalanche radius—which are
much smaller than d. Second, the artificial “switch-off”
 2005 Pleiades Publishing, Inc.
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of the impact ionization in the numerical solution by no
means implies that this factor would not be significant
in the electric fields ~1 MV/cm for which the tunneling
generation of pairs becomes significant.

In order to elucidate this question, let us consider,
for simplicity, a p+–i–n+ diode meeting the conditions
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Fig 1. Time variation of (1) the total number Nf and (2) the
density nf of electron–hole pairs generated due to tunneling
in the SCR and (3, 4) the total number Ni of electrons in ava-
lanches that started at the moments when the average Nf val-

ues reached (3) 1 and (4) 108 (a) or 102 (b). The black circles
indicate the moments of time and the Ni values at which the
space-charge field of isolated avalanches becomes equal to
the external field; the open circles indicate the moments of
time and the nf and Nf values at which the avalanche volume
becomes equal to the SCR volume.
TEC
formulated above. As soon as the reverse bias exceeds
the level of ~(3–4)Ub, the tunneling generation of elec-
tron–hole pairs will begin in the SCR at a rate of

(1)

where E(t) = (U0 + ut)/d is the field strength and  and
Ef are the material parameters. Integrating gf(t) with
respect to time t, we determine the total number of elec-
tron–hole pairs Nf(t) generated in the SCR as a result of
tunneling. Electrons and holes generated in this way
begin to drift with the velocities v e, h and exhibit multi-
plication due to the impact ionization at a rate of gi =
(v eαen + v hαhp), where αe, h = exp[–Ee, h/E(t)] are

the coefficients of impact ionization and  and Ee, h

are the material parameters.
For an avalanche arising at the time t = t0, the total

number of electrons and holes is

(2)

In the course of evolution, the electron avalanches
exhibit “spreading” (in particular, because of diffu-
sion), so that the characteristic avalanche radius is not

smaller than rav ~  and the intrinsic space

charge field is Eav ~ qNi/4πε . Now it will be demon-
strated that the breakdown can develop according to
one of the two possible scenarios, depending on the
ratio of the tunneling rate to the impact ionization rate.
Let us consider two p+–i–n+ diodes, referred to as vari-
ants A and B, which have the same values of ε = 1.06 ×
10–12 F/cm, v e = 107 cm/s, D = 20 cm2/s, S = 0.01 cm2,
and d = 100 µm and different parameters of the elec-
tron–hole pair generation (see table). Figures 1a and 1b
show the results of calculations performed for variants A
and B, respectively, at a reverse voltage ramp of u =
1013 V/s.

As can be seen for variant A, the rate v f of the tun-
neling generation of electron–hole pairs significantly
exceeds the ionization rate gi in the initial stage of
breakdown. For this reason, the avalanche density in
the SCR reaches 3 × 1012 cm–3 and their total volume
πD(t – t0)2(v e + v h)Nf exceeds Sd before the moment
the avalanche field Eav becomes equal to the external
field E(t). In this case, the avalanches completely over-
lap and the continuous approximation is justified. This
conclusion is confirmed by the results of numerical
simulation of the breakdown development in variant A
performed using a program described in [3]: the p+–i–n+

diode with a 50-Ω serial load was triggered in the same
manner both without and with “switch-off” of the
impact ionization for n < 109 cm–3.

gf g̃f Ef /E t( )–[ ] ,exp=

g̃f

α̃ e h,

α̃ e h,

N i t0 t,( ) v eα e t'( ) v hαh t'( )+[ ] t'd

t0

t

∫ 
 
 

.exp=

D t t0–( )
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A substantially different scenario of breakdown
development is realized in the case of a more realistic
variant B with the parameters (see table) corresponding
to experimental data for silicon [4, 5]. Here, the impact
ionization rate gi always exceeds gf and is so large that
Eav ~ E(t) already at tav = 15–20 ps. For this reason, the
multiplication of even the 100th pair generated by tun-
neling (Fig. 1b, curve 4) must lead to the avalanche–
streamer transition, whereby the average distance
between avalanches is still greater than or comparable
with d, and the continuous approximation is by no
means applicable to the simulation of the whole device.
According to the available experimental results [6, 7]
and theoretical estimates [8, 9], the streamer is a chan-
nel filled by electron–hole plasma, which has a linear
resistance of ρst ~ 104–106 Ω/cm and propagates (elon-
gates) at a velocity of v st ~ 3 × 107–3 × 109 cm/s. If the
number of streamers in the SCR is large, they can inter-
act with each other in two ways. First, via direct distor-
tion of the SCR field; this interaction exponentially
decays with a characteristic distance on the order of d
and is manifested when the density of streamers is
greater than or comparable with d–2. Second, via an
external circuit: an increase in the diode current in the
course of streamer propagation (displacement current)
and, mainly, upon the interelectrode gap shortage by
the streamer leads to a decrease in the diode voltage U
and the field strength in the SCR. This leads to a
decrease in the velocity of other streamers, which is
proportional (at small lengths) to the external field
strength (or the applied voltage) [8, 9]. However, this
decrease in U even more significantly influences the
rate of streamer generation. Indeed, both gf and gi
strongly (exponentially) depend on the applied field
and, hence, the generation of new avalanches and
streamers is completely suppressed even at a relatively
small decrease in U. For this reason, in describing the
breakdown dynamics to the first approximation, it is
sufficient to take into account only this main effect.
Then, for the average diode voltage U and the diode
resistance Rst, we obtain a simple integrodifferential
equation,

(3)

where R is the serial load resistance,

(4)

and τ ≈ (tav + d/v st) is the delay time between the elec-
tron–hole pair production and the moment of interelec-
trode gap shortage by the streamer. In accordance with
the above considerations, we assume the ρst and τ val-
ues in formula (4) to be constant. In addition, we

RC
dU t( )

dt
-------------- 1 R

Rst t( )
-------------+ U t( )+ ut,=

Rst
1– t( ) . 

N f t τ–( )
ρstd

---------------------
g̃fS
ρst
-------- Ef /U t'( )d–[ ]exp t',d

0

t τ–

∫=
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neglect small displacement currents caused by the
streamer elongation, and we admit that the avalanche-
streamer transition unavoidably takes place in the fields
featuring significant tunneling generation of pairs.

Figure 2 shows the results of the numerical solution
of Eq. (3) for a diode with the parameters correspond-
ing to variant B with R = 50 Ω and various values of ρst ,
τ, and u. As can be seen, the appearance of a large num-
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Fig. 2. Time variation of the diode voltage U (solid curves)
and the number of streamers Nf (dashed curves) during mul-

tistreamer breakdown in a p+–n–n+ diode with the parame-
ters of variant B and a serial load resistance of R = 50 Ω:
(a) u = 1013 V/s, τ = 100 ps, ρst = 104 (1), 105 (2), and

106 Ω/cm (3); (b) u = 1013 V/s, ρst = 105 Ω/cm, τ = 50 (1),

75 (2), 100 (3), and 125 ps (4); (c) ρst = 105 Ω/cm, τ =
100 ps, u = 12 (1), 10 (2), 8 (3), and 6 kV/ns (4).
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ber of streamers in the SCR of an overbiased diode can
result in a fast switching to the conducting stage. This
“multistreamer” breakdown has two specific features.
First, the switching time ton and the maximum diode
voltage UM are very weakly dependent on the streamer
parameters τ (and, hence, v st) and ρst . The main factor
determining ton and UM is the rate of the tunneling gen-
eration of new electron–hole pairs in the SCR. In par-
ticular, ton in the first approximation is equal to the time
for which Nf changes from 0.1ρstd/R to 10ρstd/R (or to

a maximum value , if  < 10ρstd/R). Therefore,
ton must exhibit a slow (logarithmic) decrease with
decreasing τ and ρst . At the same time, for the pair gen-
eration rate gf(E) described by Eq. (1), the switching
time must obey (with a logarithmic accuracy) the rela-

tion ton . 4 /uEfd that is consistent with the data pre-
sented in Fig. 2c. The second specific feature is that the
diode voltage Umin in the conducting state strongly
depends both on the regime (i.e., on u) and on the
streamer parameters (τ, ρst). This behavior is quite evi-
dent, since the diode resistance upon breakdown is

 = /ρstd, where  rapidly grows with increas-
ing u and τ.

It should be noted that the very idea of the possible
“multistreamer” breakdown in p–n junctions at high
voltage ramps u is by no means a new one. To the
author’s knowledge, this idea was formulated by Vain-
shtein et al. [10] in interpretation of the results of exper-
iments involving the breakdown in GaAs diodes at u/d
up to 2.4 × 1015 V/(cm s), which showed evidence of a
strong localization of the breakdown current in several
tens of channels formed in the peripheral region of
diodes. However, no quantitative analysis of this possi-
ble mechanism was undertaken in [10], while qualita-

N f
M N f

M

UM
2

Ron
–1 N f

M N f
M

TE
tive considerations led the authors to conclusions sub-
stantially different from those obtained above.1 
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Abstract—A new method of generating ultrashort current pulses is proposed that is based on the optical pump-
ing of a mesoscopic structure comprising a metal ring with a core made of a material possessing giant magneto-
optical susceptibility. The main dynamic characteristics of the proposed device are calculated. © 2005 Pleiades
Publishing, Inc.
Further progress in the field of information storage
media with increased density of recording requires the
creation of devices capable of ultrafast data manipula-
tion. The operation speed of such devices is determined
by the duration of pulses of the applied magnetic and
electric fields (i.e., of the current and voltage) inducing,
for example, the magnetization reversal in magnetic
nanoelements. A promising basis is provided by
ultrafast lasers producing pulses with widths on the
order of several tens of femtoseconds [1], but this
approach is limited by the response of elements con-
verting optical energy into electricity.

This Letter describes the design and estimates the
dynamic characteristics of an ultrafast photodetector
capable of converting short light pulses into electric
current pulses of practically the same width.

Recently, Kimel et al. [2] studied the optical orien-
tation of spins by means of the inverse Faraday effect
and showed that a circularly polarized light pulse with
a width of 200 fs induced magnetic field pulses of the
same width and an amplitude on the order of several
teslas in a dysprosium orthoferrite (DyFeO3) crystal.
Our idea consists in that, according to the law of elec-
tromagnetic induction, such short magnetic field pulses
must generate an intense vortex electric field and,
hence, induce an emf in a conductor occurring in this
field.

Indeed, let us perform a simple calculation. Assume
that the magnetic field B is optically induced in a dys-
prosium orthoferrite crystal and varies in time, follow-
ing the light pulse intensity as described by the Gauss
function:

(1)

where t is the time, B0 is the magnetic field amplitude,

and 2σ  is the pulse full width at half maximum

B t( ) B0
t2

2σ2
---------– 

  ,exp=

2ln
1063-7850/05/3112- $26.00 1047
(FWHM). Owing to the continuity of the magnetic
induction component normal to the crystal surface, and
due to a negligibly small spontaneous magnetization of
the crystal (about 8 G for DyFeO3), the field intensity in
a conducting ring on the crystal surface will be virtually
the same as that inside the ring. The resulting emf ε(t)
induced in the ring is equal to the time derivative of a
magnetic flux through the ring surface:

(2)

where ε0 =  and S is the surface area.

Considering the ring as a serial circuit with resis-
tance R, inductance L, and emf given by Eq. (2), we
readily obtain an expression for the current pulse in this
circuit:

(3)

where τ = L/R is the relaxation time. For the ring repre-
senting a toroid with the median radius r1 and the cross
section radius r2, the resistance and inductance can be
determined as [3]

(4)

where µ0 is the permeability of vacuum and ρ is the
resistivity of the conductor. The current profiles calcu-
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lated using Eq. (3) are presented in the figure. As can be
seen, the current pulse amplitude increases with the
radius of the ring, while the pulse duration remains vir-
tually unchanged.

An important feature of the proposed device is a
high sensitivity to the sign of the circular polarization
of light. By analogy with the spintronics, where an
additional quantum degree of freedom (spin) of charge
carriers is employed, the proposed device makes use of
an additional optical degree of freedom: the polariza-
tion of light. Therefore, this device may be classified as
belonging to the new field of so-called spin-optronics.
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Time variation of the optically induced current I in a gold
ring on the surface of a DyFeO3 crystal. The calculations
have been performed for a toroidal ring with variable radius
r1 = 0.1–1 µm and a cross section radius of r2 = 30 nm, in
which the magnetic field pulse with an amplitude of 0.01 T
is induced by a 200-fs light pulse. The inset shows the plot
of τ/σ versus r1.
TE
In conclusion, it should be noted that the proposed
device, in addition to performing the direct function of
an ultrafast photodetector, can be applied in many other
fields of physics. For example, it can be used for gener-
ating pulsed spin currents [4, 5] and for obtaining
pulsed magnetic fields in investigations into the magne-
tization dynamics in nanomagnets [6]. Taking into
account the femtosecond duration of the generated cur-
rent pulses, the proposed device can also be used a
source of radiation in the terahertz range, the develop-
ment of which is among the urgent tasks in modern
technical physics [7, 8].
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Abstract—Single crystals of ferric borate (FeBO3), annealed in vacuum so as to provide for the oxygen defi-
ciency and the corresponding excess Fe2+ ion concentration, have been studied by 57Fe NMR. The NMR signal
intensity and the transverse nuclear relaxation rate in oxygen-deficient ferric borate are significantly increased
compared to those in the initial state. The annealed samples also exhibit a giant shift of the resonance frequency
under the action of light, which is several times as large as the analogous shift in samples with the equilibrium
concentration of Fe2+ ions. The obtained experimental data confirm the model of photomagnetic phenomena in
antiferromagnetic materials that is based on the notion of Fe2+-containing complexes playing the role of pho-
tosensitive centers. © 2005 Pleiades Publishing, Inc.
Ferric borate (FeBO3) is a canted two-sublattice anti-
ferromagnet with a high temperature of magnetic order-
ing (TN = 348 K) and a unique combination of various
magnetic properties. The special interest in this material
is related to the photomagnetic phenomena [1−3], which
have been observed, in particular, by NMR [4, 5].
Investigations into the mechanisms of light action upon
this material [6, 7] showed that a change in the mag-
netic parameters could be related to a light-induced
redistribution of the population of photosensitive cen-
ters, which were suggested to contain divalent iron ions
(Fe2+). However, the existence of such centers has not
been confirmed by direct experiments. This study was
aimed at obtaining such experimental evidence.

As is known, the thermal annealing of oxide com-
pounds containing polyvalent iron (in FeBO3, Fe2+ ions
account for 0.5% of the total content of magnetic ions)
can lead to the formation of oxygen vacancies and,
hence, to an increase in the content of Fe2+ ions. In
order to provide conditions favoring the oxygen yield,
we have carried out the annealing in vacuum. The pho-
tomagnetic effect in FeBO3 samples was studied by
detecting light-induced changes in the NMR signal
amplitude and frequency. It should be noted that such
experiments provide, in addition to answering the main
question, a qualitative verification of the existence of
a relationship between the transverse nuclear relaxation
rate and the concentration of a relaxant impurity (pro-
posed to be Fe2+ ions).

We have studied a FeBO3 single crystal with a natu-
ral content of the 57Fe isotope and dimensions approxi-
mately 4 × 3 × 2 mm. The sample was placed inside an
excitation coil and oriented relative to the external con-
1063-7850/05/3112- $26.00 1049
stant magnetic field B0 so that the coil axis was perpen-
dicular to the field and coincided with the easy plane of
the crystal. The NMR (monitored as the nuclear spin
echo and induction signals) was excited by RF pulses
with a duration of about 2 µs and a power not exceeding
10 µW. The measurements were performed at liquid
nitrogen temperature (77 K). The nonperturbed NMR
frequency νn was about 75.4 MHz. Since the NMR fre-
quency is a linear function of the magnetizations of
sublattices, the shift of the νn value observed upon illu-
mination of the sample in fact measures the relative
change in the sublattice magnetization under the action
of light.

The light source was a KGM-300 halogen lamp with
a total power of 300 W. The light beam extracted from
the optical system output was focused on the one edge
of an optical fiber bundle with a 5-mm aperture, the
opposite edge being in contact with the sample surface.
A two-section coil design allowed the entire crystal sur-
face to be illuminated, with a radiation power density
estimated at 1 W/cm2. In all experiments involving illu-
mination, the sample was initially cooled in the dark
and then exposed for 20 min prior to NMR measure-
ments. In the investigation of aftereffect, the sample
after the exposure was kept in the dark for no less than
15 min.

The sample holder design allowed the sample to be
always fixed in the same position, but virtually without
mechanical stresses. The NMR measurements were ini-
tially performed for the unannealed crystal. Then, the
sample was extracted from the holder and annealed for
1 h at 500°C in a quartz ampule evacuated to a residual
pressure of about 10–2 mbar. Upon cooling, the sample
© 2005 Pleiades Publishing, Inc.
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versus constant magnetic field strength B0 for a FeBO3 sin-
gle crystal (1) before and (2) after heat treatment.

1

5

10

1

5

10 (a)

(b)

300250200150100500
t12, µs

1
2

Ie, a.u.

Fig. 2. Plots of the spin echo signal amplitude Ie versus
delay time t12 between excitation pulses for a FeBO3 single
crystal (a) before and (b) after heat treatment, measured
(1) prior to and (2) upon illumination. Solid lines show the
results of the exponential fitting to experimental points 1.
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was again fixed in the excitation coil so as to exactly
reproduce the previously set experimental conditions.

In this study, the response signal was received from
nuclei occurring in the domain walls, rather than inside
the FeBO3 domains, since excitation of the latter would
require a pulse power several orders of magnitude
higher than that used in our NMR measurements [8].
This is confirmed by the data presented in Fig. 1, which
shows the field dependences of the nuclear induction
amplitude Iind observed in the crystal before and after
annealing. As can be seen, Iind in both cases quite rap-
idly drops in the course of magnetization and vanishes
in the region of B0 values comparable with the satura-
tion field. The annealing did not affect the NMR fre-
quency, which implied that the magnetization of sublat-
tices after this treatment remained unchanged. The
annealed crystal exhibited a significant increase in the
NMR signal amplitude. We believe that the heat treat-
ment leads to a decrease in the number of extended
defects (that serve as the centers of domain wall pin-
ning), which leads to an increase in the susceptibility
and, hence, the NMR gain. It is also clear that point
defects (such as oxygen vacancies) do not play a signif-
icant role in the pinning of domain walls.

The transverse nuclear relaxation rate exhibited the
expected sharp increase (Fig. 2). This result confirms
the assumption that Fe2+ ions participate in the nuclear
relaxation process.

The NMR parameters of the FeBO3 crystal before
and after the heat treatment are presented in the table.
As can be seen from these data, the illumination leads
to a significant increase in the NMR signal intensity, the
effect having the character of a long-term memory. This
result is consistent with the data [9] on the light-
induced decrease in the magnetic anisotropy in the
basal plane, which influences the NMR gain. In con-
trast, the illumination produced virtually no signal
increase in the annealed sample. The exposure also
rather weakly influenced the relaxation, although the
exponential character of decay in the spin echo ampli-
tude at a large delay time t12 between probing pulses
was somewhat violated (Fig. 2). Thus, the results of our
experiments show that the light-induced changes in the
NMR signal amplitude and relaxation parameters are
less pronounced in the sample crystal upon annealing
than in the initial state, despite an increase in the con-
centration of photosensitive centers.

The effect of light on the NMR frequency has a sub-
stantially different character. Illumination of the crystal
both in the initial state and upon annealing leads to a
decrease in the frequency, but the change in the
annealed sample is several times that in the unannealed
one. This change is not retained and the signal fre-
quency is restored on the initial level (νn = 75.4 MHz)
upon switching off the light. The experiments with light
attenuated using neutral filers showed that the NMR
frequency shift ∆νn is a linear function of the radiation
CHNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005
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Parameters of NMR in FeBO3 single crystals before and after heat treatment in vacuum

Illumination
conditions

Iind, a.u. , a.u. T2, µs

before annealing after annealing before 
annealing after annealing before

annealing
after 

annealing

Prior to exposure 1.0 1.9 1.0 2.1 370 220

15 min after exposure 1.15 1.95 1.0* 2.1* 370* 220*

* Measured for the delay time between pulses below 150 µs (Fig. 2).
** Spin echo signal extrapolated to zero delay time.

Ie0**
power. At a maximum illumination intensity, ∆νn = 150
and 900 kHz in the crystal before and after annealing,
respectively, which allows us to classify the observed
effect as a “giant” one. It should be noted that this sig-
nificant difference in ∆νn observed for the two samples
at the same intensity of illumination is additional evi-
dence in favor of the nonthermal nature of this phe-
nomenon as previously discussed in [4–7]. The giant fre-
quency shift decreases with time, and the ∆νn value
drops to ~200 kHz within about ten days after annealing.

The mechanism of the light-induced change in the
NMR frequency (in fact, in the magnetization of the
crystal) is still not completely clear. According to the
theoretical description [6] of the contribution due to
Fe2+ ions, the change in the total magnetization is due
to a modification of the canting angle between the sub-
lattices. However, the results of our experiments show
that this effect has to be at least supplemented by a
change in the magnetization of each sublattice, since
this very magnetization is linearly related to the vari-
able NMR frequency. In any case, the role of the photo-
sensitive complexes containing Fe2+ ions is now evident
because a change in their concentration substantially
alters the observed effect.

In conclusion, the annealing of ferric borate single
crystals leads to an increase in the NMR signal inten-
sity, which is probably related to the modification of
centers responsible for the pinning of domain walls and
leads to the corresponding increase in the NMR gain.
An increase in the content of Fe2+ ions leads to acceler-
ation of the transverse nuclear relaxation. This behavior
is qualitatively consistent with the existing theoretical
notions about the relaxation processes in magnetically
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      200
ordered materials. The obtained results confirm the
existence of a photoinduced change in the magneto-
crystalline anisotropy in the basal plane. The most sig-
nificant manifestation of the photomagnetic phenom-
ena is the giant shift of the NMR frequency under the
action of light in a material with increased concentra-
tion of photosensitive centers, this change showing a
tendency to decrease with the time after illumination.
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Abstract—Chaotic dynamics in the ensemble of two cascade-coupled phase systems has been experimentally
studied. Various chaotic regimes observed in this ensemble are classified. The experiments showed that the
ensemble acts as a generator of chaotic oscillations within a broad domain in the space of system parameters.
© 2005 Pleiades Publishing, Inc.
In recent years, the problem of using dynamical
chaos for data transmission has been given much atten-
tion [1–3]. In such applications, it is desired that the
chaotic signal possess a broad spectrum and that the
generation of chaos be possible in a broad range of
parameters.

Phase locked loops (PLLs), referred to below as
phase systems [4], are widely used in the traditional
communication systems employing regular signals.
The PLLs are capable of operating in a range from low
to superhigh (microwave) frequencies and possess a
high noise immunity. Previously, we suggested [2, 3]
using phase systems for solving problems related to
data transmission by means of dynamical chaos,
including the generation of chaotic oscillations. As is
known, phase systems with complex (e.g., second-
order) filters can feature both regular and chaotic self-
modulation regimes [5]. However, the domains of sys-
tem parameters admitting chaotic regimes are very
small, which hinders the use of such systems as chaos
generators. It has been demonstrated [3, 6, 7] that, by
connecting phase systems into small ensembles, it is
possible to provide for the generation of chaotic oscil-
lations in a broad and homogeneous domain of param-
eters. In particular, we performed a qualitative numeri-
cal analysis [2] of a model ensemble comprising two
cascade-coupled phase systems with second-order fil-
ters in the control loops. This Letter presents the results
of the experiments, which confirm the possibility of
generating chaotic oscillations in such ensembles in a
broad domain in the space of system parameters.

The experiments were performed with an ensemble
of two cascade-coupled phase systems (subsystems I
and II) based on the well-known 74HC4046A inte-
grated circuit (IC), which represents a phase lock for
the synchronization of signals of the meander type.
Using this IC, it is possible to design a PLL control sys-
tem and set the frequency and bandwidth of phase
locked oscillators. Figure 1 shows a schematic diagram
1063-7850/05/3112- $26.00 1052
of the experimental setup, in which 1 is the master
oscillator, 2 are the phase comparators (realizing the
exclusive-OR operation of Boolean algebra), and
(3, 4) are the voltage-controlled generators of discon-
tinuous oscillations. In this scheme, k is the coupling
coefficient and Ki(p) (i = 1–5) are the transfer constants
of low-frequency first-order filters (p = d/dt) defined as

(1)

where Ti = RiCi (i = 1–5) is the time constant of the
ith filter (T1 = T2 = 14.9 µs, T4 = T5 = 165 µs, T2 =
0−330 µs (variable parameter)), R1 = R3 = 2.2 kΩ , R4 =
R5 = 5 kΩ , R2 = 0–10 kΩ , C1 = C3 = 6.8 nF, and C2 =
C4 = C5 = 33 nF. The frequencies of voltage-controlled
oscillators 3 and 4 in the absence of external signals
and noise at the input are f1 = f2 = 71 kHz (central fre-
quency). In the course of experiments, the frequencies
of oscillators 3 and 4 remained unchanged. Signals
entering the phase systems, as well as those generated
at their outputs, are unipolar meanders with an ampli-
tude of 5 V. The maximum frequency detuning of the

Ki p( ) 1
1 Ti p+
------------------,=

1 2

I

II

1/2

ω0θ0

K1(p)

U1 ω1θ1

3K2(p)

K5(p) k

4

ω2θ2U2

K3(p) K4(p)2

+

Fig. 1. Schematic diagram of the experimental setup com-
prising an ensemble of cascade-coupled phase systems I
and II (see the text for explanations).
© 2005 Pleiades Publishing, Inc.
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Fig. 2. Oscillations in the experimental ensemble of two cascade-coupled phase systems: (a–c) projections of phase portraits for
k = 0, 0.3, and 0.6, respectively; (d) domain of chaotic-modulated oscillations (Dch) in the (γ, ε2) plane for subsystem I; (e) the typ-
ical power spectrum of chaotic-modulated oscillations in subsystem I.
input signal (relative to the central frequency) for sub-
systems I and II at which the synchronization of oscil-
lators 3 and 4 is possible (i.e., the phase lock band-
widths ∆F1, 2) were as follows: ∆F1 = 13.85 kHz; ∆F2 =
27.7 kHz. In the course of measurements, we have var-
ied the feedback gain k = 0–1 (the coupling parameter,
which determines the signal fed from the control loop
of subsystem II to that of subsystem I), the master oscil-
lator frequency f0, and the time constant T2 of the sec-
ond filter in the control loop of subsystem I.

Phase systems may feature various regimes in which
the phase difference between response and master sig-
nals is either limited (synchronous and quasi-synchro-
nous regimes) or exhibits unlimited growth or decay
(beats). In order to identify various dynamical regimes
and obtain the corresponding phase portraits, we have
designed and constructed two digital detectors capable
of determining the phase differences between the mas-
ter and response signals for systems I and II. The phase
differences θ1 – θ0 and θ2 – θ0 could be determined in
the entire range from 0 to 2π (Fig. 2).

In the experimental scheme under investigation, the
phase systems involve second-order filters in the con-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
trol loops. The dynamics of an isolated phase system
with second-order filter was described previously [5]
and it was demonstrated that such systems exhibit cha-
otic dynamics within small domains in the space of
parameters. These domains are outside the range of
parameter variation in the given experimental scheme.
Therefore, the coupled systems exhibit only regular
intrinsic dynamics in the accessible domain of parame-
ters. Subsystem I features either a synchronous regime
or beats, so that its dynamics is analogous to that of a
phase system with first-order filter. Subsystem II can
occur, in addition to in the regimes of synchronization
and beats, in a regular quasi-synchronous regime. In
this regime, the response oscillator frequency exhibits
periodic variations around a mean value equal to the
master signal frequency and the phase difference θ2 – θ0

is limited (|θ2 – θ0| < 2π).

Figures 2a–2c show projections of the phase por-
traits of both response systems observed for various
values of the coupling parameter k (feedback gain) for
a master frequency of f0 69.9 kHz and R2 = 5 kΩ. In these
patterns, the ordinate measures the input voltages U1, 2 of
the corresponding response oscillators (see Fig. 1),
05
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which are proportional to the instantaneous frequency
detunings between response and master signals, while
the abscissa corresponds to the phase difference θ1 – θ0

or θ2 – θ0 (left- and right-hand columns show projec-
tions of the phase portraits for systems I and II, respec-
tively).

Let us consider in more detail the process of chaos
excitation in the experimental system as illustrated in
Figs. 2a–2c. When the feedback between the two cou-
pled phase systems is absent, subsystem I occurs in a
synchronous regime and subsystem II, in a regular
quasi-synchronous regime (Fig. 2a). The introduction
of a feedback gives rise to oscillations in the control
loop of subsystem I, which are chaotic at a relatively
small value of the coupling coefficient: k ≈ 0.04 (the
chaotic regime was visually detected by monitoring the
projections of phase portraits). Since the transition to
chaos takes place in an extremely narrow interval of k
values, the scenario of this transition is not revealed in
experiment. It can only be noticed that the transition is
soft, whereby a chaotic attractor appears in the vicinity
of a regular limit cycle that loses stability. Figure 2b
shows the projections of phase portraits for k = 0.3. In
this case, subsystem I exhibits chaotic oscillations and
the phase difference θ1 – θ0 is limited. This regime cor-
responds to the generation of quasi-synchronous oscil-
lations at the output of the first response system, with a
frequency exhibiting chaotic variations around a certain
average value stabilized relative to the master fre-
quency. Such oscillations, belonging to the type of cha-
otic-modulated, are most interesting from the stand-
point of their use as a chaotic carrier signal for data
transmission [3]. In subsystem II, the phase difference
θ1 – θ0 is not restricted and oscillations correspond to
the regime of chaotic beats. As the coupling parameter
is increased to k ≥ 0.6, subsystem I also passes to the
regime of chaotic beats (Fig. 2c, k = 0.6). For limita-
tions imposed on the variable parameters in the experi-
mental system under consideration (f1 = f2, k = 0–1,
R2 = 1–10 kΩ) and the other fixed parameters, the
ensemble of two coupled systems exhibited the follow-
ing states: (i) chaotic-modulated oscillations in sub-
system I and chaotic beats in subsystem II and (ii) cha-
otic beats in both systems I and II.

The results of experiments showed that the scheme
under consideration is capable of generating chaotic-
modulated oscillations at the output of subsystem I in a
broad domain of parameters. Figure 2d shows a region
of the existence of such regimes in the (γ, ε2) plane for
subsystem I at k = 0, where γ = ( f1 – f0)/∆F1 and ε2 =
R2C2∆F1 (there is an analogous region for the negative
values of γ). The domain of parameters corresponding
to the generation of chaotic-modulated oscillations well
agrees with the results of qualitative numerical analysis
reported previously [2].
TEC
Figure 2e presents the typical experimental power
spectrum of chaotic-modulated oscillations measured
at the output of subsystem I in the region of the first har-
monic of the master frequency for f0 = 69 kHz, k = 0.3,
and R2 = 5 kΩ (it should be recalled that the experimen-
tal scheme employs voltage-controlled generators of
discontinuous oscillations, which produce output sig-
nals of the meander type). The reduced width of this
spectrum, which is one of the most substantial charac-
teristics, can be estimated as

(2)

where ∆f is the width on a level of –40 dB. This esti-
mate shows that the chaotic-modulated oscillations
generated using the scheme under consideration can be
considered as broadband.

To summarize, we have experimentally observed for
the first time chaos generation in an ensemble of cou-
pled phase systems in various chaotic regimes (quasi-
synchronous chaotic oscillations, chaotic beats). The
ensemble of two cascade-coupled phase systems is
capable of generating chaotic-modulated oscillations
within a broad domain in the space of system parame-
ters. The obtained chaotic oscillations are characterized
by a broad frequency spectrum.
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Abstract—The dissociation of C60 fullerene molecules has been studied by means of an analysis of the kinetic
energies of charged fragments formed upon the capture of several electrons from C60 by multiply charged Ar6+

ions. The kinetic energies of fragment ions of a multiply ionized C60 molecule are distributed in accordance
with the Coulomb explosion mechanism of dissociation. © 2005 Pleiades Publishing, Inc.
The properties of individual fullerene molecules can
be determined, in particular, by studying their colli-
sions with ion projectiles in the gas phase. This interac-
tion leads to the ionization and fragmentation of
fullerene molecules. An analysis of the characteristics
of projectile scattering shows that these events take
place when the distance between colliding particles
exceeds the radius of a fullerene molecule [1]. This
result implies that the fragmentation of fullerene is not
related to the transfer of the kinetic energy of an
impinging particle directly to carbon atoms of the target

molecule. It has been reported [2, 3] that stable 
ions with charges of up to q = 8 can be observed upon
the impact ionization of C60 fullerene molecules.
Therefore, the Coulomb repulsion energy alone cannot

account for the rupture of interatomic bonds in the 
ions studied in our experiments. At the same time, the
experimental data indicate that the fragmentation can
be highly probable and this probability is substantially
dependent on the number of electrons lost by a
fullerene molecule. This behavior is clearly manifested
when electrons are captured by multiply charged pro-
jectile ions, which is the main process (in terms of the
cross section) of the fullerene ion formation upon colli-
sions in the kiloelectronvolt energy range. An increase
in the number of captured electrons leads to the disso-
ciation of fullerene molecules into smaller fragments.
In particular, the capture of four to five electrons from
a C60 molecule leads to its disintegration into fragments
with the number of carbon atoms below ten.

In order to elucidate the mechanism of the dissocia-
tion of C60 molecules, it is important to obtain data on
the kinematics of fragments and on the correlations
between the charge and mass of fragment ions formed
in the same collision of a fullerene molecule with a pro-
jectile ion:

C60
q+

C60
5+

Az+ C60 A z s–( )+ Cm
k+.

m k,
∑+ +
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The experiments have been performed using an
experimental arrangement that is schematically
depicted in Fig. 1. A time-of-flight (TOF) mass spec-
trometer measured the mass spectrum of positive frag-

ment ions  formed upon the decay of a C60 mole-
cule, which was caused its multiple ionization as a
result of the electron capture by an Arz+ projectile. The
start signal in the TOF mass spectrometer was generated
by a pulse arriving from the fast argon ion detector (Di).
The final charge (z – s) of argon ions upon their colli-
sions with fullerene molecules was determined with the
aid of an electrostatic analyzer (EA). The difference s
between the initial and final ion charges determined the

minimum charge of  fragment ions.

Cm
k+

C60
k+

EC

TOF

Dri

Delay

TCC

Delay

DA
A0

A(z – s)+

Di

GJ

Az+

Mr+

EA

Fig. 1. Schematic diagram of the experimental arrange-
ment: (GJ) gas jet of C60 fullerene molecules; (Az+) beam
of multiply charged argon ions (z = 6); (EC) extraction
capacitor creating electric field with a strength of 50 V/cm;
(TOF) time-of-flight mass spectrometer; (EA) electrostatic
ion mass analyzer; (Di, Dri, DA) detectors of fast ions,
fullerene fragment ions, and fast neutrals, respectively;
(TCC) time code converter; (Delay) pulse delay circuits.
© 2005 Pleiades Publishing, Inc.
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Figure 2 shows an example of the complete spec-
trum of charged fullerene fragments formed upon the
capture of five electrons from a C60 molecule by an Ar6+

ion with a kinetic energy of 60 keV. As can be seen, all
the detected fragments are singly charged ions with the
number of carbon atoms from one to seven. The shape
and magnitude of each peak in this spectrum are deter-
mined by the probability of ion formation and the ana-
lyzer transmission function, the latter being signifi-
cantly dependent on the initial ion energy. For ions
bearing the same charge, the maximum TOF difference
is observed between the ions whose initial velocity vec-
tors are directed along the analyzer axis and in the oppo-
site direction. Therefore, by measuring the width ∆t of
the peak base in the experimental mass spectrum, it is
possible to determine the maximum kinetic energies
Emax of ions with various masses m, since ∆t =
(kmEmax)0.5, where k is a coefficient dependent on the
electric field strength and on the geometry of a system
of ion extraction from the interaction region.

When five electrons captured from a fullerene mol-
ecule occupy the vacant levels of an Ar6+ ion, an energy
is liberated that is equal to the difference between the
total binding energies of these electrons in C60 and in
the final Ar+ ion. The energy spent for the sequential
n-fold ionization of a fullerene is  = 3.5 +
4n)n = 77.5 eV, where In is the ionization potential of the

 ion [4, 5]. The energy liberated upon the popu-
lation of five vacant electron levels in Ar6+ is
276−303 eV, depending on the final state of the
Ar+ ion [6]. The potential energy spent for increasing
the kinetic energy of Ar+ due to its Coulomb repulsion

from the  ion is about 20 eV for a distance of max-
imum approach on the order of the radius of the neutral

In∑ (∑
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Fig. 2. The typical TOF mass spectrum of fragment ions
observed upon the dissociation of C60 fullerene caused by

the capture of five electrons by Ar6+ projectile ion.
TE
C60 molecule [7]. Thus, about 178–205 eV is spent for

the rupture of interatomic bonds in the  ion and for
the excitation of fragments.

Since the capture of five electrons from C60 leads to
the formation of only light singly charted fragment ions
(see Fig. 2), their number has to be not less than five.
We have studied correlations in the formation of these
light ions. It was established that the dissociation of an
individual molecular ion of fullerene might lead to the
appearance of any combination of singly charged frag-
ments with various masses.

In order to evaluate the maximum kinetic energy Emax
for each fragment using data on the peak widths in the
experimental mass spectrum, it is necessary to take into
account the transmission function of the mass analyzer.
It was assumed that the form of this function coincides

with the peak shape of Ar+ ions and nondissociated 

ions. Under this assumption, the Emax values for C+, ,

, , and  ions were estimated at 19.8, 19.7, 14,
10.7, and 8.4 eV, respectively.

When the fragment ions formed upon C60 fullerene
dissociation flying asunder as a result of their Coulomb
repulsion, the total momentum of the system remains
unchanged. From this we infer that the velocities of
fragment ions and their energies must be proportional
to their masses. The sum of the maximum energies of

ions from  to  is 52.8 eV, which approximately
corresponds to the electrostatic energy of five elemen-
tary charges arranged over a sphere with the radius
equal to that of C60, while the ratios of Emax for various
fragments correspond to their expansion under the
action of only the Coulomb forces. Therefore, the

observed picture is consistent with the  dissociation
according to the Coulomb explosion mechanism. In the
experimental distribution of the energies of fragment
ions with various masses presented above, the energy of
monoatomic C+ species is unexpectedly low. This result
probably indicates that these ions are not formed at the
moment of fragmentation onset. The fact that the peak
of C+ in the mass spectra of fullerenes is much narrower
than the other signals has also been pointed out by other
researchers [8].

We may suggest that only a certain fraction of frag-
ment ions retain their masses in the course of expan-
sion. This very component determines the maximum
broadening of peaks in the mass spectra of fragment
ions. Coarse excited polyatomic ions may exhibit decay
in the course of expansion with the detachment of light
ions, in particular, C+ species. This results in the forma-
tion of low-energy fragment ions contributing to the
corresponding lines in the observed mass spectrum. In
this decay, a considerable part of the potential energy is
converted into the kinetic energy of newly formed neu-
tral fragments.
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Conclusions. The multiple ionization of a fullerene
molecule caused by the capture of several electrons by
a multiply charged projectile ion leads to fragmentation
as a result of electron excitation of the target molecule.
The capture of four or more electrons results in the for-
mation of light singly charged fragment ions. Fragment
ions formed as a result of the dissociation of a multiply
ionized fullerene molecule can possess kinetic energies
in excess of 10 eV. The ratios of the maximum kinetic
energies of fragment ions with various masses corre-
spond to the Coulomb explosion of a multiply charged
fullerene ion, whereby the resulting fragment ions
exhibit expansion due their Coulomb repulsion.
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Abstract—A new method of enciphering graphic information is proposed that is based upon chaotic alteration
of the color of each element of a given image. The results of investigation of an original chaotic system are pre-
sented. A pseudo-random sequence of numbers formed using the obtained solutions of the corresponding sys-
tem of equations is used for the enciphering and deciphering of a color graphic image. © 2005 Pleiades Pub-
lishing, Inc.
The task of enciphering information is most fre-
quently solved by means of telecommunication tech-
nologies employing various methods of matrix coding.
In addition to using complex regular laws for matrix
coding, it has been proposed to employ nonregular pro-
cesses [1], whereby matrix elements are rearranged
using the standard pseudo-random number generator.

In the case of a matrix model application, the lost
data can be restored using a “holographic” technique;
moreover, by rearranging matrix elements it is also pos-
sible, in principle, to disclose the cipher (although, in
some cases, this might represent an extremely compli-
cated task). However, using pseudo-random number
generators, it is possible to develop quite stable crypto-
systems based on the principle of alteration of the color
of elements forming the image, rather than on the rear-
rangement of matrix elements. We believe that the
function of a pseudo-random number generator can be
effectively performed by oscillators with chaotic
dynamics, especially by some artificial dynamical sys-
tems [2–7]. Such systems are preferred because chaos
described by the corresponding equations can be more
developed (even in a relatively simple form).

This Letter describes a new method of enciphering
graphic information that is based upon chaotic alter-
ation of the colors (symbols) forming a given image. A
pseudo-random sequence of numbers is formed using
an original system of equations:

(1)

where α, β, and γ are positive coefficients. Equations (1)
describe an artificial autooscillatory system. One
important feature of the solutions to Eqs. (1), which
represents a system with chaotic dynamics, is their high
sensitivity to changes in the values of parameters. It is

dx/dt α y x–( ), dy/dt x z β–( ),= =

dz/dt γ xy,–=
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this very circumstance that hinders any unauthorized
deciphering of the information coded using determinis-
tic chaos.

In order to illustrate the high sensitivity of the pro-
posed system with respect to a change in the parame-
ters, we will compare the oscillations of two autono-
mous systems described by Eqs. (1) with different sub-
scripts (i = 1, 2) at the variables and coefficients:

(2)

Figure 1 shows the typical fragments of time series
of the difference oscillations x1(t) – x2(t) obtained for
the two systems, which were identical except for small
differences between the values of α1 and α2. The time
series presented in Figs. 1a–1c correspond to α1 = 1,
β1 = β2 = 0.8, γ1 = γ2 = 1.2, and α2 = 1.1 (a), 1.01 (b),
and 1.000001 (c). The initial conditions in all cases and
for all variables were selected identical and equal to 0.1.

The structure of oscillations observed in the two
systems shows evidence for a growing difference
between the two chaotic processes even at a small
change in one of the parameters. Indeed, even in the
case of α1 – α2 = 0.01, the difference oscillations appear
with a significant delay. As the difference α1 – α2 is
decreased, the delay tends to grow, extending from the
interval t ∈  [0–20] (Fig. 1b) to t ∈  [0, 52] (Fig. 1c). The
delay (which can be conditionally considered as a kind
of “transient” process) is readily eliminated by reject-
ing the initial portion of time series (this rejection is
necessary for the enciphering of information).

dx1/dt α1 y1 x1–( ), dx2/dt α2 y2 x2–( ),= =

dy1/dt x1 z1 β1–( ), dy2/dt x2 z2 β2–( ),= =

dz1/dt γ1 x1y1, dz2/dt– γ2 x2y2.–= =
© 2005 Pleiades Publishing, Inc.
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Using chaotic solutions of Eqs. (1), it is possible to
create a rather complicated cipher that cannot be dis-
closed unless the exact initial conditions and parame-
ters of the dynamical system (for which the solution is
obtained) are exactly reconstructed. As was noted
above, the admixture of a pseudo-random sequence of
numbers obtained using a solution of chaotic equations
is expediently performed so as to provide for a chaotic
alteration of the color spectrum. This is the basic idea

0

–6

(a)

x1 – x2

0

–6

(b)

0

–6

(c)

80 160 t0

Fig. 1. Fragments of the typical time series of difference
oscillations in chaotic systems described by Eqs. (1) with
slightly changed parameters (see the text for explanation).
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of specially developed software (written in C++
Builder language) that provides both enciphering and
deciphering of information using a system with chaotic
dynamics. 

The transformation of a graphic matrix is performed
so that each color (symbol) forming the given image is
replaced by a new color (symbol) in accordance both
with the initial color spectrum and with chaotic solu-
tions of the differential equations describing a selected
dynamical system. This is provided by a condition
whereby the new index of a pixel color is equal to the
initial index plus an additional index that is determined
by a solution of differential equations of the chaotic
system. Each symbol of the graphic matrix is sequen-
tially transformed in the same push-down block of
memory. The inverse process (deciphering) is per-
formed using an analogous transformation algorithm,
which differs from the direct one in that the color spec-
trum is formed by subtracting a pseudo-random num-
ber sequence that is formed using solutions of the same
equations as those used in the enciphering process.

In order to illustrate the enciphering and decipher-
ing processes, we have used a 24-bit color matrix in the
form of a graphic image. Figure 2a shows the image of
three words obtained using a multicolor matrix. For
better illustration, the words were painted in three col-
ors—red, green, and blue (on yellow background)—
each corresponding to the word meaning (e.g., word
“RED” was painted red). Although the image presented
in Fig. 2a was obtained in color, this image was printed
on a black-and-white printer. For this reason, the color
variations are reproduced in Fig. 2a (as well as in
Figs. 2b and 2c) as gray gradations. After accomplish-
ing the transformation procedure using the enciphering
matrix, the initial image of words (presented in Fig. 2a)
(a)

(b)

(c)

Fig. 2. A three-color image in the initial (a) and (b) enciphered form; and (c) the image obtained upon incorrect (or unauthorized)
deciphering, whereby two system parameters are set correctly (α = 1.123456789123456, β = 0.8) and the third parameter γ =
1.200000000000001 is set with an error of 10–15 relative to the correct value (γ = 1.2).
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appears as depicted in Fig. 2b. As can be seen, the enci-
phered image shows a good (chaotic) mixing of colors
(in black-and-white form, of the gray gradations), ren-
dering the initial information reliably hidden.

The example of an enciphered image presented in
Fig. 2b was obtained using Eqs. (1) with α =
1.123456789123456, β = 0.8, and γ = 1.2. Authorized
deciphering of the image in Fig. 2b with exactly the
same parameters leads to the precisely reconstructed
image of Fig. 2a. In contrast, in the case of a negligible
error in at least one of the parameters (e.g., in cases of
unauthorized attempts), successful deciphering is prac-
tically impossible. Even an error as small as 10–15 in
one of the parameters (see Fig. 2c) leaves the image
similar to that in Fig. 2b, although with a different dis-
tribution of pixel colors.

The results of our investigations of the proposed
enciphering and deciphering method showed that, in
coding the symbols of colors forming the image, it is
possible to use pseudo-random sequences of integers
that are formed as a result of the solution of nonlinear
differential equations with chaotic dynamics describing
the models of artificially constructed chaotic systems.

In the case of information enciphering by means of
a pseudo-random number sequence, alteration of the
colors (symbols) forming a given image provides for a
reliable masking of this image. Taking into account the
high stability of the given cipher, information enci-
phered using the proposed method can be transmitted
via open communication channels (e.g., via e-mail or
radiation) and stored in free-access archives. The
secrecy of such enciphered information transmitted via
open channels is no worse than that provided by mask-
ing in the case of transmission via radiation of chaotic
oscillations using methods described in [8–13].
TEC
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Abstract—The Vorob’evs effect consists in certain features of the discharge observed when a solid dielectric
in contact with two rodlike electrodes is placed in a liquid dielectric medium and a voltage pulse with increasing
front is applied to the electrodes. When the pulse front slope is small, the discharge develops in the liquid over
the solid dielectric surface; whereas the discharge at a sufficiently large slope of the pulse front penetrates into
the solid and produces its fracture with cleavage of the surface fragments. In order to explain this phenomenon,
it is suggested that, at a sufficiently high voltage buildup rate, a displacement current that is related to the motion
of the surface discharge plasma passes through a microprotrusion occurring on the electrode surface at the con-
tact site and causes the electric explosion of this microprotrusion. The metal plasma jet generated as a result of
this explosion penetrates into the solid dielectric and forms a discharge channel in depth of this material. The
surface discharge plasma formed at a small slope of the voltage pulse front closes the electrode circuit, thus
preventing the discharge penetration in depth of the solid. © 2005 Pleiades Publishing, Inc.
Investigations into the electric strength of dielectrics
under the action of voltage pulses with increasing lead-
ing fronts have revealed a difference in the behavior of
the breakdown voltage–time characteristics of liquid
and solid dielectrics. As the voltage buildup rate (pulse
front slope, voltage ramp) or the duration of action was
increased, the electric strength of liquid dielectrics
became greater than that of solid ones [1]. Under static
voltage Us, the electric strength of solid dielectrics usu-
ally exceeds that of liquid ones. However, in the case of
voltage pulses with a front duration below 10–6 s and an
amplitude Up on the order of 105 V, the electric strength
of dielectric liquids (even of water) becomes higher than
that of solid dielectrics, including rocks. The voltage
buildup rate A = dU/dt at which this phenomenon takes
place is called the critical ramp and denoted Ac [2]. The
effect of the critical voltage ramp in dielectrics was orig-
inally observed by A.A. Vorob’ev and G.A. Vorob’ev [1]
and is named after them.

The manifestation of the Vorob’evs effect is illus-
trated in Fig. 1. Here, curves 1 and 2 represent the volt-
age–time characteristics describing a relationship
between the breakdown voltage and the duration of its
action for solid and liquid dielectrics, respectively,
tested by voltage pulses with a certain slope of the lead-
ing front. The point of intersection of these curves
determines the critical ramp Ac . Figure 1 also shows the
variation of the voltage drop in a solid dielectric before
and after the breakdown. Knowledge of this phenome-
non has provided a basis for the development of the
method of electric pulse erosion of solid dielectric
media, which is used in a number of applications, such
1063-7850/05/3112- $26.00 1061
as hole drilling; crushing, grinding, and cutting of sol-
ids; separation processes, etc. However, the nature of
this phenomenon is still not completely clear. The
author believes that it can be rationalized based on the
notions about microexplosions in the surface layers of
electrodes and about ecton processes, which were
developed previously within the framework of the
physics of vacuum discharge [3, 4].

Let us analyze the simplest scheme of realization of
the Vorob’evs effect. We consider a solid dielectric
immersed into a liquid dielectric medium contained in
a grounded all-metal case. The solid dielectric surface
is in contact with two rodlike electrodes (cathode and
anode), to which a voltage pulse with the leading front
buildup U(t) is applied (Fig. 2a). If the voltage buildup
rate is below the critical ramp (A < Ac), a discharge
between electrodes is developed in the liquid phase
over the solid dielectric surface, whereas for A > Ac , the
discharge penetrates into the solid. This leads to a
dielectric breakdown between the cathode and anode,
which develops in depth of the solid dielectric (Fig. 2b).
For various combinations of solid and liquid dielectrics
and the electrode materials, the critical voltage ramp Ac

varies in the range from 1010 to 1011 V/s [2]. If a suffi-
ciently large energy supplied from a pulse generator is
liberated within a rather short time in the discharge
channel, this will lead to an explosion in depth of the
solid dielectric with the formation of a cavity on the
solid surface (Fig. 2c).

What factor drives the discharge to penetrate into
the solid dielectric? It is suggested that a large energy
© 2005 Pleiades Publishing, Inc.
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density (~104 J/g) in a microscopic volume of the elec-
trode material leads to the electric explosion of this vol-
ume, which is accompanied by the ejection of a narrow
plasma jet moving at a velocity on the order of
106 cm/s. The jet penetrates into the solid dielectric
occurring in contact with the electrode and initiates a
breakdown in this solid. Liberation of the large energy
density in a microscopic volume can be related to the
Joule heating of microprotrusions (present on the cath-
ode surface) by the current of cold electron emission
during the discharge in vacuum. In the case under con-
sideration, the explosion is also related to the “triple
point” formation on the cathode or anode [5]. Indeed,
the electrode surface is always inhomogeneous and
contains a large number of microprotrusions [3–5]. In
fact, the metal electrode is in contact with the solid
dielectric only at separate points. Such points, featuring
the contact of three media (metal and the solid and liq-
uid dielectrics), are called triple points. At the surface
of a microprotrusion, the local electric field is many
times stronger than the average field determined by the
applied voltage. This leads to the development of elec-
tric discharge in the liquid dielectric medium at the
solid surface. The discharge plasma moving over the
solid surface gives rise to a displacement current. This
current passes through a microprotrusion, in which the
current density may exhibit a sharp increase up to

U

1

2 Ac

Ub

U(t)

Ud(t)

t

Fig. 1. Schematic diagrams illustrating the Vorob’evs effect:
(1, 2) voltage–time characteristics of the solid and liquid
dielectrics, respectively; Ac, critical pulse front buildup rate
(voltage ramp) above which the Vorob’evs effect is
observed; U(t), applied voltage pulse; Ub, breakdown volt-
age for the solid dielectric; Ud(t) voltage drop in the solid
dielectric.
TE
108−109 A/cm2. This is just what accounts for the elec-
tric explosion of microprotrusions on the electrode sur-
face.

Let us consider a mechanism of the Vorob’evs effect
using a scheme depicted in Fig. 3, which shows a rod-
like electrode 1 (for certainty, cathode) and a plane
electrode 2 (anode) in contact with a dielectric plate 3.

C A

1 1

1

U(t)(a)

2

C A

discharge

U(t)(b)

C A
3

(c)

Fig. 2. Schematic diagrams illustrating the principle of elec-
tric pulse erosion of a solid dielectric by mechanism of the
Vorob’evs effect: (1) liquid dielectric medium; (2) solid
dielectric; (3) cavity formed as a result of explosive cleav-
age of the solid surface; (A, C) rodlike anode and cathode,
respectively; U(t), pulsed voltage with a supercritical ramp.

1
2R

3

2r h

2

3
4

R

1

D

Fig. 3. Schematic diagram illustrating the phenomenon of a
pulse breakdown of solid dielectrics: (1) rodlike electrode
with a microprotrusion; (2) flat grounded electrode;
(3) solid dielectric plate; (4) surface discharge plasma. The
inset shows the microprotrusion geometry.
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The inset schematically shows the contact between
electrode 1 and plate 3 in more detail. Here, a micropro-
trusion has the shape of a cylinder with radius r and
height h. We assume that the pulsed voltage U applied
between electrodes 1 and 2 increases with time on the
pulse front according to a linear law,

(1)

where A = Ua/tfr is the voltage ramp, Ua is the pulse
amplitude, and tfr is the pulse front width. At a certain
applied voltage, electric discharge is developed in the
dielectric liquid over the solid surface. Assuming that
the discharge plasma formed at the cathode surface
occupies a circular region with the radius R and the sur-
face area S, we obtain the relations

(2)

where v l is the velocity of plasma spreading in the liq-
uid over the solid dielectric surface. This plasma geom-
etry is actually observed in the case of a relatively short
pulse front (tfr ≤ 10–7 s [6]). After a longer time, the dis-
charge at the solid dielectric surface takes the form of
streamers.

If the solid dielectric plate is thick (D @ R), then the
spreading plasma layer is characterized by the dynami-
cal capacitance [7]

(3)

where ε0 is the permittivity of vacuum and ε is the rela-
tive permittivity of the solid dielectric. This motion also
creates a displacement current that can be expressed
with allowance for formulas (1) –(3) as

(4)

where the plasma spreading velocity v l is assumed to be
independent of time [6]. If this current passes through
the edge of the microprotrusion (see the inset in Fig. 3),
the current density is

(5)

Assuming that the pulse front width tfr is much
greater than the characteristic time of thermal processes
in microprotrusions, we can write this as [4]

(6)

where ρ, c, and λ are the density, heat capacity, and
thermal conductivity of the metal, respectively. In this
case, heating of the microprotrusion proceeds like a sta-
tionary process, and the explosion takes place when the
current density reaches a certain critical level [4]:

(7)

U At,=

R v lt; S πv l
2t2,==

C 4ε0εR 4ε0εv lt,= =

i
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dt
------------ 8ε0εAv lt,= =
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πr2
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8ε0εAv l

πr2
--------------------.= =

tfr @ 
h2ρc

λ
-----------,

j0
π

2h
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κ0
----- 

  1/2

.=
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For a linear dependence of the metal resistivity κ on the
absolute temperature T, the coefficient κ0 is determined
from the relation

(8)

For the microprotrusion with a height of h = 1 µm in
copper electrode, the critical current density for explo-
sion is j0 = 3 × 108 A/cm2 [4].

Equating the current densities according to formu-
las (5) and (7), we can estimate the time required for the
explosion of a microprotrusion on the electrode. Let us
assume that the time delay of the breakdown in a liquid
dielectric on the solid surface is tst ! tfr . This assump-
tion is quite reasonable, since a very large field
enhancement at the microprotrusion end leads to the
breakdown initiation even at a relatively small voltage
applied to electrodes. Then, the time to the onset of dis-
charge in the solid dielectric is

(9)

The electric explosion of the microprotrusion gives rise
to a narrow plasma jet propagating at a velocity on the
order of 106 cm/s into the solid dielectric, which leads
to the formation of a discharge channel growing in the
dielectric at a rate of v d. This phenomenon resembles
the electric spark processing of metals, in which case an
analogous plasma jet produces erosion of the opposite
metal electrode in micron-wide gaps. At the same time,
plasma propagates from the cathode to anode at a
velocity of v l over the dielectric surface and can even-
tually close the electrode circuit. If no discharge is
developed from the anode side, the time required to
close the circuit in this way can be estimated as

(10)

where l is the interelectrode distance.
Thus, there is a competition of two discharges,

which are developed in the liquid and solid dielectrics.
A comparison of their velocities shows that v l ~
105 cm/s [6] and v d ~ 106 cm/s [1], so that v d @ v l .
Therefore, the penetration of the discharge into the
solid dielectric begins at td < tl and the critical voltage
ramp at the pulse front can be evaluated from the con-
dition td = tl . Equating the td and tl values given by for-
mulas (9) and (10) and taking into account relation (5),
we obtain the formula

(11)

where β =  is a geometric factor. Within the
framework of the model adopted, the critical voltage

κ κ 0T .=

td

πj0r2

8ε0εAv l
--------------------.=

tl
l

v l
-----,=

Ac
πj0r2

8ε0εl
-------------

β
ε0ε
------- λ

κ0
-----,= =

π2r2/16hl
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ramp Ac is independent of the velocities of discharge
development in the solid and liquid dielectrics, but
depends on the permittivity of the solid, the thermal
properties of electrodes, the contact geometry, and the
interelectrode distance. Let us estimate Ac in a system
with copper cathode and l = 1 cm. For a dielectric with
ε = 2–10 and a microprotrusion with r = (1–3) ×
10−5 cm, formula (11) yields Ac = 1010–1011 V/s, which
is in agreement with the experimental values reported
in [2].

In conclusion, it should be noted that electric
microexplosions analogous to those described above
for the cathode can also take place on the anode.
Accordingly, the anode may also feature a discharge in
the liquid dielectric over the solid surface, a displace-
ment current related to the dynamic capacitance, and a
large energy density in a microprotrusion on the metal
electrode surface. As a result, the microprotrusion will
exhibit electric explosion with the formation of a thin
plasma jet. This jet will penetrate into the solid dielec-
tric and initiate a discharge from the anode side. At the
same time, the surface discharge plasma will spread in
the liquid over the solid surface from anode to cathode
so as to close the discharge circuit between electrodes.
Therefore, both discharge plasma flows on the dielec-
tric surface accelerate the shortage of electrodes. This
TEC
phenomenon has been visually observed in investiga-
tions of the Vorob’evs effect [2].
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Abstract—A new method of calculation of the magnetic levitation force in the permanent magnet–high-tem-
perature superconductor systems is proposed based on the Maxwell equations and the Bean model. The depen-
dences of the levitation force on the gap width calculated for various regimes of superconductor cooling are in
satisfactory agreement with experimental data. © 2005 Pleiades Publishing, Inc.
In recent years, increasing effort has been devoted to
the development of devices employing the phenome-
non of magnetic levitation [1]. The promising applica-
tions of magnetic levitation in systems of the perma-
nent magnet–bulk high-temperature superconductor
(PM–HTSC) type include magnetic bearings, flywheel
energy storage systems, and magnetically levitated
(maglev) trains [1–4]. For designing such systems, it is
necessary to develop methods for the preliminary eval-
uation of the magnetic levitation force at a selected
geometry of the PM–HTSC system. Even more impor-
tant are the preliminary calculations aimed at optimiza-
tion of the shape and volume of the HTSC unit, pro-
ceeding from a preset value of the levitation force. This
optimization can significantly reduce the weight, size,
and cost of each particular device.

This Letter describes a new approach to the calcula-
tion of magnetic levitation forces, current distributions,
and spatial profiles of the magnetic field in PM–HTSC
systems, which is based on the finite-element method.
Using the proposed approach—in contrast, for exam-
ple, to that described in [5]—it is possible to simulate
both the process of zero-field cooling (ZFC) and the
regime of cooling in a magnetic field (field cooling, FC)
that is used in practice. Moreover, in some cases, our
method is advantageous to those based on dynamical
system modeling, such as that described, for example,
in [6]. Indeed, the calculation of maximum forces using
the proposed approach requires the calculations to be
performed only for one or two points of the magnetic
prehistory, whereas dynamical modeling [6] requires a
detailed calculation of the entire magnetic prehistory of
a given system.

In order to calculate the magnetic levitation force
acting upon a given object (permanent or superconduct-
ing magnet), it is necessary to know the spatial distribu-
tion of the magnetic field and current in this object. The
relationship between the current density j and magnetic
1063-7850/05/3112- $26.00 1065
field can be described in terms of the vector potential A
using the Maxwell equation:

(1)

where µ0 = 4π × 10–7 H/m is a magnetic constant and µ
is the magnetic permeability (the latter quantity is
required for ferromagnets; in our case, µ = 1). Equa-
tion (1) can be used both for calculating the vector
potential for a given current density distribution and for
determining currents from the known vector potential.

Using the vector potential, the magnetic field is cal-
culated as

(2)

Then, the magnetic levitation force is determined by
integrating the product of the current density and field
over the object volume:

(3)

If the current density vector in a given superconductor
has more than one nonzero component, this relation has
to be supplemented by additional conditions for the
vector potential on the superconductor surface (includ-
ing the condition of continuity for the current).

The field of a permanent magnet can be represented
as the field of a solenoid with a current passing along
the side surface [7]. Then, the magnet contribution to
the vector potential can be calculated using Eq. (1).
This approach provides the simplest way to calculate
the force acting upon the magnet and is very useful
when the levitation system includes several magnets.

The approach to the modeling of the ideal supercon-
ductor (ideal diamagnetic superconductor in the case of
ZFC) is as follows. In order to calculate the current den-
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sity distribution in this case, we assume that the vector
potential in the volume remains unchanged. Using this
condition and taking into account the contribution of
the permanent magnet to the potential, we can calculate
the distribution of the vector potential. Then, express-
ing currents via Eq. (1) and writing this expression for
the superconductor volume, we obtain the distribution
of currents in the superconductor. Finally, the levitation
force is calculated using Eqs. (2) and (3) with these dis-
tributions of the vector potential and current density.

Let us consider a more realistic case of a supercon-
ductor within the framework of the Bean model [8] of
the critical state. This model is well applicable to
HTSCs of the second type with strong pinning, such as
the monodomain YBa2Cu3O7 – x ceramic superconduc-
tors usually employed in magnetic levitation systems.
The Bean model postulates that a superconductor bears
either a zero current or a nonzero current of the constant
critical density jc . The algorithm according to the Bean
model is as follows. First, the vector potential is calcu-
lated using the procedure outlined above for the ideal
superconductor and, then, the values of currents are
corrected by limiting on the jc level. Then, the vector
potential is recalculated at the points where the current
was corrected. This procedure of current correction and
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Fig. 1. A comparison of the calculated (curves) and mea-
sured (squares) dependences of the magnetic levitation
force Fz on the PM–HTSC gap width z in a cylindrically
symmetric system refrigerated in the ZFC regime. Arrows
indicate the direction of the PM motion relative to the
HTSC: (1) first approach to the minimum distance; (2) sub-
sequent increase in the gap; (3) second approach. In the
course of repeated cycles, the levitation force follows
curves 2 and 3.
TE
vector potential recalculation is repeated until the cur-
rent at all points will not exceed jc .

The initial distribution of the vector potential in the
superconductor depends on the regime of refrigeration:
in the ZFC regime, this potential is zero, whereas in the
FC regime, the superconductor memorizes the initial
vector potential distribution.

In most practical cases, the geometry of magnetic
levitation systems is cylindrically symmetric. The typi-
cal example is a system of coaxial PM and HTSC. In
this configuration, it is convenient to pass to a cylindri-
cal coordinate system (r, ϕ, z), whereby some vector
components will be identically zero: A = (0, Aϕ, 0); B =
(Br0, Bz); j = (0, jϕ, 0); and F = (0, 0, Fz). Then, Eqs. (1)–
(3) acquire the following form:

(4)

(5)

(the expression for Bz is omitted, since this component
is of no significance), and

(6)

where Z and R are the object thickness and radius,
respectively. The boundary conditions on the axis of
symmetry are as follows: Aϕ(r = 0) = 0 and Br(r = 0) = 0.

In this way, the initial problem reduces to determin-
ing the spatial distribution of Aϕ from Eq. (4) in the
(r, z) coordinates for the given boundary conditions in
the bulk of superconductor, preset currents, and Aϕ = 0
at the infinity. Then, the half-plane (r > 0, z) is divided
into a discrete set of finite elements, and the derivatives
entering into Eq. (4) are replaced at each node of the
lattice by the difference relations. This yields a system
of linear algebraic equations, which can be solved using
the Seidel method.

In the case of systems (such as magnet–magnet and
magnet–ideal paramagnet) that can be readily calcu-
lated using analytical methods, the proposed finite-dif-
ference method yields coinciding results to within two
decimal digits at a quite acceptable computational time.

The performance of the proposed approach is illus-
trated in Figs. 1 and 2, which show a comparison of the
results of calculations and experiment for the ZFC and
FC regimes. The measurements were performed in a
coaxial PM–HTSC system in a special experimental
setup described previously [9], for a magnet with a
diameter of 25 mm, a thickness of 13 mm, and a maxi-
mum field of 0.31 T on the axis (that corresponded to a
surface current of 7 × 105 A/m). The HTSC was a
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fusion-textured YBa2Cu3O7 – x ceramic disk with a
diameter of 14 mm and a thickness of 2 mm.

As can be seen, despite certain deviations in the
range of small levitation gaps, the proposed approach
provides for a quite good quantitative coincidence of
the calculated and measured curves and, in particular,
adequately describes the hysteresis behavior of the
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Fig. 2. A comparison of the calculated (curves) and mea-
sured (squares) dependences of the magnetic levitation
force Fz on the PM–HTSC gap z in a cylindrically symmet-
ric system refrigerated in the FC regime. Arrows indicate
the direction of the PM motion relative to the HTSC: (1)
first approach to the minimum distance; (2) subsequent
increase in the gap; (3) second approach. In the course of
repeated cycles, the levitation force follows curves 2 and 3.
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magnetic levitation force. The discrepancies can be
related both to methodological factors and to experi-
mental uncertainties, including roughness of the Bean
model, inhomogeneity and defectness of materials, and
measurement errors.

In conclusion, we have developed and verified a new
method for calculations of the magnetic levitation force
and the distributions of current and magnetic fields in a
symmetrically symmetric PM–HTSC system. The
results of model calculations show both qualitative and
quantitative coincidence with experiment, which con-
firms the possibility of using the new method for the
analysis of magnetic levitation systems using bulk
HTSCs, such as magnetic bearings, flywheels, and
maglev transport systems.
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Abstract—The dependence of the electric conductivity of the Si(100)c(4 × 12)–Al surface phase on the surface
morphology has been studied using low-energy electron diffraction, scanning tunneling microscopy, and four-
point probe conductivity measurement techniques in the course of the vacuum deposition of In and Al. The
growth of adsorbate islands acting as additional centers of charge carrier scattering leads to a decrease in the
conductivity. © 2005 Pleiades Publishing, Inc.
In recent years, much attention has been devoted to
studying the relationship between the electric conduc-
tivity of surface phases and their crystal structure. Pre-
vious experimental data showed that the surface phases
and ultrathin adsorbed films formed on the surface of
single crystal silicon significantly influence the electric
properties of samples [1–4].

This Letter presents the results of our investigation
into correlated changes in the conductivity and mor-
phology of the Si(100)c(4 × 12)–Al surface phase in the
course of the deposition of submonolayer indium and
aluminum films, which were characterized by low-
energy electron diffraction (LEED), scanning tunneling
microscopy (STM), and four-point probe conductivity
measurement techniques. The given surface phase
comprises rows of Al clusters arranged along the 〈011〉
crystallographic direction and separated by zigzag
trenches [5–7]. The aluminum coverage in the initial
Si(100)c(4 × 12)–Al surface phase amounts to
0.5 monolayer (ML) [1-ML coverage corresponds to
the number density of atoms in the uppermost layer of
the nonreconstructed Si(100) crystal face, that is, to
6.8 × 1014 cm–2]. The aim of this study was to determine
the effect of adsorbate islands acting as additional sur-
face defects on the electric conductivity of the given
surface phase. The Si(100)c(4 × 12)–Al surface phase
was selected for the investigation because this phase is
characterized by a relatively high conductivity,
accounting for up to 25% of the total conductivity of a
sample [8], whereas the contributions of surface phases
to the conductivity in Au/Si, Ag/Si, In/Si, and Na/Si
systems amount to less than 10% [9–11]. Therefore, it
might be expected that correlated changes in the con-
ductivity and surface morphology for the selected sys-
tem will be more pronounced.
1063-7850/05/3112- $26.00 1068
The experiments were performed in an ultrahigh-
vacuum (UHV) setup with a residual pressure of 5 ×
10−10 Torr, which was equipped with a LEED attach-
ment and a device for the conductivity measurements
using the four-point-probe technique. The samples
were prepared on phosphorus-doped n-Si(100) sub-
strates with dimensions 15 × 5 × 0.5 mm and a resistiv-
ity of 20 Ω cm. Prior to introduction into the UHV
chamber, the samples were rinsed in organic solvents.
The final cleaning was effected in vacuum by short-
term annealing at 1550 K. The thus pretreated samples
exhibited a clear 2 × 1 LEED pattern characteristic of
the atomically clean Si(100) crystal surface. The sam-
ple surface structure and morphology was also studied
by STM using an instrument of the Omicron Company.

The initial Si(100)c(4 × 12)–Al surface phase was
formed under UHV conditions by depositing aluminum
to an 0.5-ML coverage onto the Si(100)2 × 1 substrate
surface. The deposition was performed at room temper-
ature and was followed by annealing at 950 K. Then,
indium and aluminum were gradually (by controlled
portions) deposited onto the samples. Indium was evap-
orated from a tantalum cell; aluminum was evaporated
from a resistance-heated Al-coated tungsten filament.
The rate of deposition for both adsorbates was
0.1 ML/min. The electric conductivity of a sample was
measured in situ using the four-point probe technique,
whereby a direct current in the range from 10 to 100 µA
was passed between the probes spaced by 1.3 mm.

Figure 1 (curves 1 and 1') shows plots of the change
∆σ of the conductivity of the Si(100)c(4 × 12)–Al sur-
face phase versus coverage d of In deposited at room
temperature. As can be seen, the conductivity exhibits a
sharp drop in the very early stage of In deposition
(curve 1), reaching a level (∆σ = 0) characteristic of the
© 2005 Pleiades Publishing, Inc.
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initial clean Si(100)2 × 1 surface. However, the
decrease in the conductivity was much less pronounced
if the deposition of indium was followed by vacuum
annealing of the sample at 700 K (curve 1'). The results
of the STM investigations of the In/Si(100)c(4 × 12)–
Al surface (Fig. 2a) showed that room-temperature
deposition of In led to the appearance of a high concen-
tration (~5 × 1011 cm–2) of three-dimensional (3D)
indium islands on the sample surface. The islands were
formed both at the surface steps and on the terraces
(Fig. 2b). Upon the subsequent annealing at 400 K, the
number of islands decreased to ~1 × 1011 cm–2 and the
remaining islands were arranged predominantly at the
steps (Fig. 2c). It should be noted that the STM investi-
gation was performed upon the annealing at 400 K,
whereas the conductivity was measured after the anneal-
ing at 700 K. It can be expected that the mass transfer in
the latter case is more intense and, hence, the number of
3D adsorbate islands on the terraces must be still lower.

The variation of conductivity was analyzed using a
model system comprising a Si(100) substrate with a
c(4  ×  12)–Al surface phase and the 3D adsorbate
islands that played the role of additional centers of
charge carrier scattering. It was assumed that only the
change in the scattering from islands contributes to the
conductivity variations. Other scattering mechanisms
cannot provide for comparable contributions, since the
measurements in both cases (before and after anneal-
ing) were performed at the same (room) temperature.
The contribution of surface steps to the charge carrier
mobility was also ignored: we assumed this contribu-
tion to be the same for the sample before and after
annealing at 700 K, since this temperature is insuffi-
ciently high to produce a significant rearrangement of
steps on the sample surface.
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Fig. 1. Plots of the change ∆σ of the conductivity of the
Si(100)c(4 × 12)–Al surface phase versus coverage d of
(1, 1') In and (2, 2') Al deposited at 300 K for the samples
measured (1, 2) before and (1', 2') after vacuum annealing at
700 K [zero level (∆σ = 0) corresponds to the initial clean
Si(100)2 × 1 surface].
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(a)

(b)

(c)

Fig. 2. STM images (100 × 100 nm) of Si(100) substrates in
the filled (2V) state with the Si(100)c(4 × 12)–Al surface
phase (a) in the initial state, (b) upon deposition of 0.1 ML
of indium at room temperature, and (c) after the subsequent
heating of the sample to 400 K.
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The total conductivity of a sample was defined as
σ = σ1 + σ2, where σ1 is the conductivity of a bulk sub-
strate and σ2 is a contribution due to the surface phase.
As is well known, the n-type conductivity can be
expressed as σ = enµ, where e, n, and µ are the electron
charge, density, and mobility, respectively [12]. In the
case of scattering on neutral centers, the electron
mobility can be determined using the formula µ =
Tkme3/20εh3N0 [13], where T is the temperature, k is a
constant, m is the electron mass, ε is the permittivity,
" is the Planck constant, and N0 is the concentration of
neutral scattering centers. According to this formula,
the experimentally measured conductivity is inversely
proportional to the concentration of scattering centers.

In agreement with the above model, Fig. 1 shows
that the conductivity of the (0.1 ML In)/c(4 × 12)–Al
system with a higher concentration of islands (after In
deposition at room temperature) is lower than that
observed upon a decrease in the number of islands
caused by the annealing at 700 K. However, it should be
noted that, although the concentration of islands upon
annealing was decreased by a factor of about five, the
conductivity increased only by about 20% to become
equal to a value for the clean Si(100)2 × 1 sample sur-
face. As is known, the 2 × 1 surface phase does not
practically influence (with less than 1% contribution for
a 20-nm-thick sample) the conductivity of a crystal
substrate [14]. Therefore, the results of conductivity
measurements in this case refer predominantly to the
bulk component.

Thus, the obtained experimental data show that the
formation of In islands on the c(4 × 12)–Al surface
phase leads to a sharp decrease in the conductivity of
the surface layer (down to a level comparable with the
bulk value) because of the increased scattering of free
electrons on the grown islands. After the subsequent
annealing of the In/Si(100)c(4 × 12)–Al sample, the
number of In islands decreases and this scattering com-
ponent no longer plays a significant role.

In the experiments with aluminum deposition at
room temperature onto the Si(100)c(4 × 12)–Al surface
phase, the conductivity of samples also exhibited a
decrease in the initial stage of increase in the coverage
(Fig. 1, curve 2). As is known, the growth of aluminum
layer on the Si(100)c(4 × 12)–Al surface also has an
island character [15] (analogous to that in the case of
indium deposition) and the concentration of Al islands
is about 1 × 1012 cm–2. Although the concentration of
islands formed during deposition at room temperature
is greater for Al than for In, the conductivity of samples
with the same surface coverage is somewhat higher in
the former case. This is probably related to the fact that
deposited Al atoms form regular crystalline grains [16]
rather than shapeless 3D islands (such as in the case of
indium). After the annealing at 700 K, the concentra-
tion of Al islands decreases to about 2 × 1010 cm–2 and
the sample conductivity increases (similarly to the case
with annealing upon indium deposition) up to a level
TE
comparable with the conductivity of the initial c(4 ×
12)–Al surface phase (Fig. 1, curve 2').

To summarize, the experimental results show that
the deposition of In and Al onto the Si(100)c(4 × 12)–
Al surface phase leads to the formation of adsorbate
islands that act as the centers of charge carrier scatter-
ing and decrease the conductivity of samples. Subse-
quent annealing of the samples with deposited indium
and aluminum induces mass transfer, whereby the
adsorbed metal atoms are rearranged to form islands of
greater sizes, which leads to a decrease in the concen-
tration of scattering centers and the corresponding
increase in the conductivity.
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Abstract—The process of negative ion formation by electron impact on cytosine (a nitrous base of nucleic
acids) has been studied in crossed molecular and electron beams for electron energies in the interval from 0.4
to 5.0 eV. Using a specially developed method, the molecular beam intensity was determined and the energy
dependence of the absolute cross section Q for the formation of cytosine anions was studied. The maximum
ionization cross section σ = 4.2 × 10–18 cm2 was observed for an electron energy of 1.5 eV. © 2005 Pleiades
Publishing, Inc.
A high-energy particle penetrating in a solid gener-
ates a large number of secondary electrons, predomi-
nantly with small energies. According to the existing
notions [1], such low-energy electrons mostly account
for destructive changes in biological structures on a
molecular level, their main targets being genetic macro-
molecules. The results of our previous experiments [2–5]
showed that the electron impact on heterocyclic frag-
ments of such macromolecules induces various physi-
cal processes, including excitation, ionization, disso-
ciative excitation, and dissociative ionization.

In recent years, much attention of researchers has
been devoted to the resonance phenomena accompany-
ing the interactions of electrons with molecules. It has
been established, in particular, that electron impact
beginning with almost zero energy leads to the forma-
tion of negative molecular ions (anions) [6–8] that give
rise to a new cascade of physicochemical reactions. In
order to provide a quantitative description of such pro-
cesses, it is necessary to know their main characteris-
tics—namely, the absolute ionization cross sections.

Reliable data on the ionization cross sections of
molecules can be obtained only in high-precision phys-
ical experiments, in which the influence of the ambient
medium is reduced practically to zero. This approach
has been implemented in our investigation using mod-
ern equipment and the method of crossed molecular
and electron beams. This study was stimulated by the
fact that no such experiments have been reported so far.

Experimental setup. The experiments were per-
formed in a setup with crossed electron and molecular
beams, which is schematically depicted in Fig. 1. A
beam of cytosine molecules was produced by a multi-
channel thermal effusion source. Cytosine, a nitrous
base of nucleic acids, was obtained from the Sigma–
Aldrich company (USA). The molecules traveled
through the region of interaction with electrons and
1063-7850/05/3112- $26.00 1071
reached a collector, where a significant amount of
cytosine was deposited with time in the form of a con-
densed spot. The size of this spot was used to determine
the molecular beam geometry (beam cross section area,
angular aperture), while the weight of the deposit pro-
vided an estimate of the molecular beam intensity. The
collector was cooled by liquid nitrogen, and its entrance
slit S4 could be blocked with the aid of a shutter.

The electron beam was generated by a five-electrode
gun with tungsten cathode, which was described in
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Fig. 1. Schematic diagram of the experimental setup:
(1) molecular beam source; (2, 7) shutters; (S1, S2, S3, S4)
collimating slits; (3) electron gun; (4) electron collector;
(5) ion collector; (6) probe; (7) ion collector; (8) molecular
beam collector; (9) bias voltage sources; (10) digital-to-ana-
log converter; (11) voltage amplifier; (12) electrometric
amplifier; (13) electron beam current–frequency (I–f) con-
verter; (14) personal computer with PIO 3232 interface
board; (15) printer.
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more detail elsewhere [9]. The first electrode of the
electron gun occurred at a small negative potential,
which blocked the ejection of low-energy electrons
from the cathode. The electron beam passed through
the region of interaction with molecules and struck the
electron collector. The measurements were performed
for an electron beam current of ~1 × 10–6 A, the electron
energy varied within 0.4–5.0 eV, and an energy spread
of ∆E1/2 ~ 0.3 eV (FWHM). The electron energy scale
was calibrated relative to the SF6 resonance peak
(whose energy position was set to be zero). The com-
plete collection of ions formed in the region of interac-
tion of the crossed molecular and electron beams was
ensured by a transmission collector [10] with an axial
probing electrode occurring at a potential of +25 V. The
electron gun was operating in a longitudinal magnetic
field of B ~ 1.2 × 10–2 T, which prevented the collec-
tion of electrons scattered from cytosine molecules and
electrode surfaces.

The system of data acquisition and measurement
process control comprised an electrometric amplifier of
the ion current, electron beam current–frequency (I−f)
converter, stepwise electron-accelerating potential
sweep system (involving a digital-to-analog (DAC)
converter and a voltage amplifier), a personal computer
with parallel input/output interface board (PIO 34232),
and a printer. This system could operate in the regimes
of measurement of (i) the ion and electron beam cur-
rents at a fixed electron beam energy (for determining
the absolute cross section) and (ii) the ion to electron
beam current ratio during stepwise electron beam
energy variation (for determining the energy depen-
dence of the ionization cross section). The experiments
were performed at a residual pressure of ~1 × 10–5 Pa.

Method of investigation. The measurements were
performed using a three-stage procedure. In the first

4

0 1 2 3 4 5
E, eV

σ, 10–18 cm–2

3

2

1

Fig. 2. A plot of the absolute cross section for cytosine
anion formation versus electron energy.
TE
(control) stage, the collision chamber was filled with
SF6 (via an SNA-2 gas inlet system) to a pressure of
1.3 × 10–3 Pa. Then, the electron gun was switched on

and a resonance peak corresponding to the S  ion for-
mation was detected. The energy position of this reso-
nance was used to calibrate the electron energy scale,
and the full width at half maximum (WFHM) was used
to estimate the electron energy spread ∆E1/2 in the
beam.

In the second stage, the collision chamber was evac-
uated to a residual pressure of 1 × 10–5 Pa, after which
the molecular beam was switched on (shutter 2 was
removed and shutter 7 set to block the beam) and the
energy dependence of the cross section for cytosine
anion formation was measured.

In the third stage, the absolute cross section σ for
cytosine anion formation was determined. This quan-
tity was defined as

(1)

where Ji and Je are the currents of negative ions and
electrons, respectively; n is the number density of mol-
ecules in the region of interaction of the molecular and
electron beams; and l is the electron path length in the
molecular beam. The Ji and Je values were directly
measured, l was evaluated from the molecular beam
geometry, and n was determined using the following
procedure. First, the molecular beam was blocked by
shutters 2 and 7 and the temperature of the cytosine
container was increased to the necessary level (not
exceeding 430 K). Then, shutter 7 was removed for a
preset period of time (with shutter 2 removed) and the
ion (Ji) and electron (Je) currents were measured at an
electron energy of 1.5 eV. The time of cytosine conden-
sation in a series of five experiments was varied within
(0.9–3.0) × 103 s. After termination of these experi-
ments, the condensate was dissolved in distilled water,
the UV absorption of this solution was measured, and
the condensate mass M was determined from the opti-
cal absorption data. The M value is also related to the
experimental parameters as

(2)

where S is the area of the region of molecular and elec-
tron beam intersection, m is the molecular weight, v is
the velocity of molecules in the beam, and t is the
period of time for which shutter 7 was removed. The
error of determining n was about 17%. The experiments
were performed using the beam of cytosine molecules
with a concentration of ~8 × 1010 cm–3.

Results and discussion. The results of our experi-
ment showed that, using the approach described above,
it is possible not only to detect negative ions of hetero-
cyclic molecules (cytosine anions formed via electron
impact ionization), but also to measure their absolute

F6
–

σ Ji/Jenl,=

M nSmv t,=
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concentration. Figure 2 shows the absolute cross sec-
tion σ for cytosine anion formation by electron impact
as a function of the electron energy. As can be seen, the
most effective formation of cytosine anions takes pace
in the interval of electron energies below 5 eV. Another
important result is that the energy dependence of the
cross section exhibits a clear resonance at an electron
energy of 1.5 eV, where the maximum ionization cross
section is 4.2 × 10–18 cm2. The measured value of the
absolute ionization cross section has a meaning of the
total cross section, since it describes the cross section
for the formation of anions of both the whole cytosine
molecule and its fragments.

It should be noted that, according to the commonly
accepted notions [11], the formation of a significant
amount of negative ions from whole molecules (i.e., the
formation of molecular anions) is unlikely at their small
concentration. Indeed, the effective stabilization of
molecular ions due to their collisions with particles of
the third kind under such conditions cannot take place
and, hence, the anion of the whole molecule occurring
in an electronically or vibrationally excited state will
unavoidably dissociate into neutral and charged frag-
ments. In the region of low electron energies under con-
sideration, the most probable neutral fragment is a
hydrogen atom in the pyrimidine ring of cytosine mol-
ecule, which possesses the minimum binding energy.
Therefore, the formation of cytosine anions proceeds in
two stages according to the following scheme:

However, this situation changes in the case of a large
concentration of molecules, whose collisions most
probably lead to the stabilization of negative ions of the
whole molecules. Such conditions take place, for exam-
ple, in irradiated cells of biological structures.

To summarize, we developed a method for the mea-
surement of the intensity of a molecular beam. Using
this method, we have experimentally determined for the
first time the absolute cross section for the formation of

e– C4H5O    C 4 H 5 N 3 O ( ) 
– [ ] *   C 4 H 4 N 3 O ( ) 

–
 H.+ +
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
cytosine anions under the conditions of electron impact
at an electron energy of 0.4–5.0 eV. The maximum ion-
ization cross section σ = 4.2 × 10–18 cm2 is observed for
an electron energy of 1.5 eV. It is established that the
maximum contribution to the cross section of cytosine
anion formation is due the dissociative ionization
channel.
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The Exact Finite Difference Method: 
A New Approach to the Calculation of Leak Modes 

in Multilayer Waveguide Structures
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Abstract—A new approach to the calculation of electromagnetic modes in optical waveguides (OWGs), which
is based on the exact finite difference method (EFDM) representing a combination of the finite difference
method and the transmission matrix technique, is described. The efficacy of the EFDM is demonstrated in appli-
cation to the calculation of leak modes in multilayer planar OWGs of the ARROW type, featuring antiresonance
reflection from a multilayer shell (rather than the total internal reflection from the shell–core interface as in the
usual OWGs). The proposed method can be used for calculations of both the electromagnetic modes in dielec-
tric OWGs and the quantum states of electrons in multibarrier semiconductor heterostructures. The parameters
of a nine-layer OWG calculated using the EFDM are compared to the published data obtained by solving a dis-
persion equation within the framework of the transmission matrix technique. The results of calculations of the
spectrum of radiative losses for the first (leak) TE mode in planar OWGs with various numbers of layers are
presented. © 2005 Pleiades Publishing, Inc.
Introduction. The problem of determining guided
modes in a multilayer planar optical waveguide (OWG)
can be reduced to the solution of a stationary wave
equation (Schrödinger equation) in a medium with a
piecewise-constant (stepwise) profile of the refractive
index (potential energy):

(1)

where kj =  is the transverse wavevector of
the jth section of the given OWG, nj is the correspond-
ing refractive index, γ = β – iα is the longitudinal (in the
general case, complex) propagation constant of a wave
running along the z axis with a phase factor of
exp[i(ωt – γz)], k0 = ω/c is the wavevector of the free
space, ω is the circular frequency, c is the velocity of
light in vacuum, and ψ = Ey (for TE waves) or Hy (for
TM waves).

The boundaries between layers with different
refractive indices must obey the following matching
conditions:

(2)

where µj = 1 for TE waves and µj =  for TM waves;
the signs “plus” and “minus” refer to the layers occur-
ring on the positive and negative sides from the point j,

d2ψ
dx2
--------- k j

2ψ+ 0,=

n j
2k0

2 γ2–

ψ x j+( ) ψ x j–( ) 1
µ j

-----dψ
dx
-------

x j+

, 1
µ j 1–
----------dψ

dx
-------

x j–

,= =

n j
2–
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respectively. It should be noted that, for electron waves

in semiconductor heterostructures, we have µj = ,

where  is the effective mass of electron and m0 is the
free electron mass.

Let us consider an OWG bounded by half-spaces
with the indices ns and nc , and the positive direction of
the x axis corresponding to the passage from ns to nc .
For xj ≤ x ≤ xj + 1 , the general solution of Eq. (1) can be
written as

(3)

Using the conditions (2), it is possible to obtain explicit
expressions for the coefficients of Tj matrices [1] relat-
ing the wave function ψ to the continuous quantity

ψ' =  in the adjacent OWG sections. A prod-

uct of the Tj matrices yields the so-called transmission

matrix T = TN – 1…T2T1 =  that relates the wave

function and its derivatives in the adjacent sections.

Let us assume that ψ(x) = Rs  for x < x1 and

ψ(x) = Sc  for x > xN , which implies that only

m j*

m0
-------

m j*

ψ x( ) A j k j x x j–( )[ ]cos B j k j x x j–( )[ ]sin+=

=  R je
ik j x x j–( )

S je
ik j x x j–( )–

.+

µ j
1– µ j

1– dψ
dx
-------

t11 t12

t21 t22

e
iks x x1–( )

e
ikc x xN–( )–
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Comparative data on the mode characteristics of a nine-layer ARROW structure calculated using the proposed EFDM scheme
and a standard method

Present method Reference [3]

mode β/k0 α/k0 β/k0 α/k0

TE1 1.457920191 0.0071059441 × 10–4 1.457920191 0.007106242 × 10–4

TE2 1.457791244 0.0090529995 × 10–4 1.457791244 0.009053396 × 10–4

TE3 1.453780369 0.1145698295 × 10–4 1.453780369 0.114698816 × 10–4

TE4 1.453045405 0.4186909382 × 10–4 1.453045406 0.420121480 × 10–4

TE5 1.451864810 0.6904035922 × 10–4 1.451864807 0.693651857 × 10–4

TE6 1.450269492 0.7293545637 × 10–4 1.450269491 0.732515869 × 10–4

Note: The calculations were performed for ns = 3.5, n1 = 1.46, n2 = 1.50, n3 = 1.46, n4 = 1.50, n5 = 1.46, n6 = 1.50, n7 = 1.46, n8 = 1.50,
n9 = 1.46, nc = 1.0, d1 = 2.0 µm, d2 = 448 µm, d3 = 4.0 µm, d4 = 0.448 µm, d5 = 2.0 µm, d6 = 0.448 µm, d7 = 4.0 µm, d8 = 0.448 µm,
d9 = 2.0 µm, λ = 0.6328 µm.
outgoing (and, for a real ik, decaying) waves exist in the
boundary half-spaces. Then, we readily obtain the fol-
lowing dispersion equation for the longitudinal com-
plex propagation constant γ:

(4)

The roots of this equation, γ = β – iα, determine the real
propagation constant β and the attenuation constant α
for the OWG leak modes. With some insignificant mod-
ifications, the above approach is used in most of the
known numerical calculations of modes in OWGs of
the ARROW type, featuring antiresonance reflection
from a multilayer shell (rather than the total internal
reflection from the shell–core interface as in the usual
OWGs).

Description of the new method and results. The
approach described above encounters two main diffi-
culties.

(i) The calculation of the complex coefficients of the
T matrix as the direct product of Tj leads to the accumu-
lation of rounding errors, and even a small distortion of
the dispersion equation (4) leads to serious errors in the
complex propagation constant. This behavior is qualita-
tively explained by the fact that the presence of expo-
nentially growing components in the general solution
of the initial differential equation impairs the computa-
tional robustness (for rigorous proof, see [2]).

(ii) Determination of the complex roots of the tran-
scendental dispersion equation (4) involves extremely
complicated computational procedures [1, 3].

Both these difficulties become even more significant
when the number N of OWG layers is increased. On the
other hand, the need for calculations of the OWGs as
well as semiconductor heterostructures (e.g., for the

µc
1– ikct11 µs

1– µc
1– kskct12– t21 µc

1– ikst22+ + 0.=
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quantum cascade lasers [4]) containing tens or even
hundreds of layers becomes more urgent.

This Letter describes a new approach to the problem
outlined above, according to which the explicit form of
Tj matrices [1] is used for constructing a difference
scheme that relates the values of the wave function ψ at
the three sequential points (ψj – 1 , ψj , ψj + 1):

(5)

where dj = xj + 1 – xj is the jth layer thickness.
The proposed scheme is typical of a stationary dif-

ference approximation of Eq. (1) with matching condi-
tions (2). Moreover, scheme (5) in the limit of
max(dj)  0 transforms into the standard difference
scheme of second-order accuracy for Eqs. (1) and (2).
However, in contrast to the standard scheme, the pro-
posed one is exact for the OWGs with stepwise trans-
verse index profile. Upon selecting the appropriate
boundary conditions for the system of equations (5), we
obtain a closed system of N linear algebraic equations
with N unknowns and a real symmetric tridiagonal
matrix. An important advantage of scheme (5) is the
possibility of using effective and robust numerical
methods (in particular, the method described in [5])
developed for the solution of difference equations with
tridiagonal matrices.

The obtained system of equations is solved assum-
ing that the attenuation is absent (α = 0) and the wave

µ j
1– k jd j

k jd j( )sin
----------------------

ψ j 1+ ψ j–
d j

----------------------- 
 

– µ j 1–
1– k j 1– d j 1–

k j 1– d j 1–( )sin
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ψ j ψ j 1––
d j 1–
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  2

d j d j 1–+
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+ µ j
1– k j

2 k jdj/2( )tan
k jd j/2
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1– k j 1–

2 k j 1– dj 1– /2( )tan
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function ψN is real. The imaginary part α of the com-
plex propagation constant, which is assumed to be
small (for the calculation of long-lived modes), is deter-
mined in the next stage of the calculation. This is one of
the main distinctive features of the proposed approach,
whereby the calculations of the real and imaginary
parts of the complex propagation constant are per-
formed separately. As a result, the solution of Eqs. (5)
for a preset longitudinal propagation constant β and real
values of the wave function ψ0 (or its derivative ) at
the boundary (with the corresponding boundary condi-
tions) yields real values of the wave function at all other
points (sections) of the given OWG structure.

In this approach, it is implied that the OWG is sup-
plied from outside (via one or both boundaries with the
outer half-spaces) with electromagnetic energy that
provides for the absence of attenuation of the propagat-

ψ0'
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The characteristic attenuation length α–1 as a function of the
light wavelength in the free space for the first (leak)
TE mode of symmetric planar Bragg’s waveguides com-
prising a 80-µm-thick core surrounded by a shell consisting
of 0.323-µm-thick layers with alternating (1.50/1.46) ref-
ractive indices. Figures at the curves indicate the number of
alternating pairs in the shell: (a) 4 and 8; (b) 16 and 32.
TEC
ing wave. The supplied power is evidently equal to that
radiated by the wave into the outer space. Let us denote
this power (per unit area of the radiating surface) by Px ,
and the power transferred by the wave propagating
inside the OWG in the z direction, by Pz (per unit length
in the direction perpendicular the xz plane). The ratio of
Px(β)/Pz(β) = α has the meaning of the attenuation coef-
ficient of the given mode, which is dependent on β. The
minima in the Px(β)/Pz(β) ratio correspond to the most
long-lived modes, for which the given OWG provides
the most favorable conditions of antiresonance reflec-
tion from the ARROW shell. Using the values of the
wave functions determined as described above, the
Px(β) and Pz(β) functions are analytically calculated in
a closed form.

Thus, there are two substantial features that ensure
the efficiency of the proposed approach: (i) use of the
exact finite difference approximation and (ii) use of the
new method (modified as compared to the known
one [6]) for calculating the attenuation factor related to
the radiative losses.

In order to evaluate the efficacy of the EFDM, the
proposed scheme was used to calculate the first six
TE modes for a nine-layer ARROW structure, which
were previously calculated in [1] using complicated
numerical methods involving the search for complex
roots of dispersion equations (4). The comparative
results are presented in the table. As can be seen from
these data, the values of propagation constants (effec-
tive indices) obtained using the proposed method com-
pletely coincide (to within ten digits) with the solutions
of a complex dispersion equation obtained in [3]. As for
the radiative losses (attenuation coefficient), the agree-
ment is (as expected) much worse: the data coincide to
within 4–5 digits for the modes with low losses and to
within 2–3 digits for the modes with relatively large
losses. However, this accuracy of determination of the
attenuation coefficient is sufficient in most practical
applications. An increase in the relative accuracy with
decreasing attenuation is explained by a resonance
character of the interference of waves in the ARROW
shell. Under such resonance conditions, the proposed
method ensures a very good approximation for deter-
mining the radiated (lost) power, which is even more
improved for sharper resonances (i.e., for more long-
lived modes).

Another illustration of the possibilities of the pro-
posed method is provided by data in the figure, which
show the results of calculations of the characteristic
attenuation length α–1 as a function of the light wave-
length in the free space for the first (leak) TE mode of a
planar Bragg’s waveguide. The waveguide had a
80-µm-thick core and a shell consisting of 0.323-µm-
thick layers with alternating (1.50/1.46) refractive indi-
ces. As can be seen, an increase in the number of layers
HNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005
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in the shell leads to the formation of transmission and
quenching bands in the waveguide.
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Abstract—The results of investigation of a new system of metallization for nonrectifying contacts on n-GaN
are presented. The new contact metallization system involves the following sequence of layers: Au(200 nm)–
Ti(TiBx)(100 nm)–Al(20 nm)–Ti(50 nm), where the TiBx layer plays the role of a diffusion barrier. The contacts
with the TiBx layer retain their layer structure and electrical characteristics upon annealing up to 700°C,
whereas the usual Au–Ti–Al–Ti structure exhibits degradation upon rapid thermal annealing at T = 700°C. Fur-
ther increase in the annealing temperature to 900°C leads to smearing of the layer structure of the Au–TiBx–
Al–Ti–GaN contact. Physical factors responsible for the change in the parameters of such contact systems are
considered. © 2005 Pleiades Publishing, Inc.
Gallium nitride (GaN)—a wide-bandgap semicon-
ductor with a high carrier mobility and good thermal
stability—is a promising material for a broad spectrum
of solid-state devices, including those for the micro-
wave frequency range [1–3]. At present, the lack of
detailed data on the mechanisms of contact formation
and the related physicochemical processes at such
interfaces in GaN-based heterostructures is the main
factor hindering the realization of their potential advan-
tages. It is important not only to study the characteristic
features of these processes, but also to reveal the possi-
bilities for excluding undesired reactions between con-
tacting materials, which detrimentally influence the
electrical properties of metal–GaN junctions.

In this context, we have performed a complex inves-
tigation into the process of contact formation in multi-
layer metallization systems of the Au–Ti(TiBx)–Al–Ti–
n-GaN–GaN type and established the possible factors
influencing the thermal stability of such systems.

Experimental. The experiments were performed
with Au–Ti(TiBx)–Al–Ti–n-GaN structures with con-
tact layers manufactured by means of magnetron sput-
ter deposition of the films of metals and a quasi-amor-
phous TiBx alloy. The thicknesses of sequential layers
in the sample structures were as follows: Au(200 nm)–
Ti(100 nm), TiBx(100 nm), Al(20 nm), and Ti(50 nm).
These structures were deposited at 150–200°C onto
~1-µm-thick films of n-type GaN with a donor impurity
concentration of ~1017 cm–3, grown on sapphire. Prior
to deposition, the film surface was subjected to photon
cleaning. After deposition of the Ti and Al layers, the
1063-7850/05/3112- $26.00 1078
samples were annealed for t = 30 s at T = 900°C in N2
atmosphere. Finally, either TiBx or Ti and Au layers
were deposited.

We have studied the samples of two types, repre-
senting the test structures and the device structures.
Structures of the former type had the form of 5 × 5-mm
samples with continuous metallization layers and were
used for structural investigations. The device structures
in the form of 100-µm-diam chips were mounted in the
standard metal-ruby cases. The mechanisms of contact
formation and the stability of contacts with respect to
thermal factors were studied using a combination of
methods providing mutually complementary informa-
tion, including Auger electron spectroscopy (AES),
atomic force microscopy (AFM), and the measurement
of stationary current–voltage (I–U) characteristics.

Results and discussion. The I–U curves of the con-
tacts showed evidence of an ohmic character and
retained their parameters upon the passage from Ti to
TiBx . The values of the contact resistance in these con-
tact structures varied within ρk ≈ (1–3) × 10–6 Ω cm2.
This result indicates that solid-phase reactions between
GaN and the adjacent Al and Ti layers are the main fac-
tor ensuring the ohmic character of the contact. The
layers of Ti and TiBx play the role of diffusion barriers.

The same values of contact resistances for the Ti/Al
metallization were reported [1, 2] for the structures
heat-treated in the optimum regimes. The optimum
temperatures of thermal annealing varied within 600–
900°C, depending on the method of semiconductor sur-
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Elemental composition–depth profiles of Au–TiBx–Al–Ti–GaN contacts measured by AES in combination with ion-beam
sputtering (a) before and (b) after rapid thermal annealing (700°C, 30 s); t is the ion-beam sputtering time.
face preparation, doping level, deposition conditions,
and metal layer thickness.

In our experiments, the annealing at 700°C did not
change the resistance of contacts with TiBx layers, but
sharply (by 1.5–2 orders of magnitude) increased ρk in
structures of the second type with a titanium buffer
layer. An increase in the contact resistance upon
annealing probably reflects a structural and phase dis-
order of the transition layers formed as a result of the
chemical reactions between the metal and semiconduc-
tor at the contact interface. The presence of such layers
was confirmed by changes in the morphology of metal–
semiconductor interfaces upon heat treatment.

The results of investigations of the morphology of
the GaN surface by AFM upon removal of the metalli-
zation layers are presented in the table. As can be seen,
the parameters of the surface roughness observed upon
the removal of metallization differ from the corre-
sponding values for the initial substrate surface: all the
values exhibit a significant increase, and this growth is
more pronounced in the contacts without TiBx layers.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
The annealing leads to an increase in the surface
roughness, but this geometric inhomogeneity becomes
more pronounced in the contact structures with TiBx

layers. The observed changes in the surface morphol-
ogy may be caused by two substantially different pro-
cesses: (i) usual interphase diffusion and (ii) a more
complicated process involving the formation and
growth of new phases (reactive diffusion).

In order to elucidate the dominating mechanisms
involved in the formation of interphase boundaries, we
have studied the features of composition profiles in the
structures before and after heat treatment. Figure 1
shows the elemental composition–depth profiles of
Au−TiBx–Al–Ti–GaN contacts measured by AES in
combination with ion-beam sputtering. The obtained
elemental profiles characterize the solid-phase reac-
tions at various interfaces of the contact structures, pri-
marily at the metal–semiconductor junction, which
influence the electrical properties of the contacts under
consideration.

Based on the published results [1, 2], we believed
that reactions of at least three types could predominate
Effect of rapid thermal annealing on the morphology of metal–GaN interfaces

Structure Treatment Rq, nm Ra, nm Ry, nm

n-GaN–Al2O3 Initial 1.4 1.1 24.8

Au–TiBx–Al–Ti–n-GaN Initial 12.2 8.4 182.3

Au–TiBx–Al–Ti–n-GaN 700°C 47.1 36.4 372.4

Au–Ti–Al–Ti–n-GaN Initial 18.5 14.3 208.8

Au–Ti–Al–Ti–n-GaN 700°C 46 35.2 432.2

Note: Roughness characteristics according to AFM data: Rq is the rms roughness height; Ra is the arithmetic-mean roughness height;
Ry is the difference between the highest and lowest points of the surface profile.
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Fig. 2. Elemental composition–depth profiles of Au–Ti–Al–Ti–GaN contacts measured by AES in combination with ion-beam sput-
tering (a) before and (b) after rapid thermal annealing (700°C, 30 s); t is the ion-beam sputtering time.
under the heat treatment conditions studied in our
experiments:

(1)

(2)

(3)

These reactions must render the interphase boundary
chemically inhomogeneous and, hence, increase the
structural inhomogeneity as well (see table).

However, the data of AES profiling showed that pro-
cesses at the interphase boundaries in the structures
studied were more complicated than was predicted by
Eqs. (1)–(3) and involved the active participation of
oxygen species. Evidently, the same complex reactions
involving the formation of local oxynitride phases can
dominate during the annealing at 700°C and account
for the observed increase in the semiconductor surface
roughness.

In the course of annealing to 900°C, the layer struc-
ture of the contact is additionally smeared due to the
contribution of the reactive diffusion component [4].
For comparison, Fig. 2 presents the elemental composi-
tion profiles of a contact structure with the TiBx layer
replaced by Ti (of the same thickness), measured before
and after the annealing at 700°C. The annealing-
induced changes in the layer structure of this contact
were comparable with those observed in the structures
with TiBx layers upon the annealing at 900°C.

In conclusion, let us consider in more detail the fac-
tors responsible for the formation of nonrectifying con-
tacts in the structures under consideration. As is well
known, the conversion of a barrier contact into the non-
rectifying one on a semiconductor surface takes place
provided that either an enriched (weak barrier) band

Ti GaN TiNx GaN1 x– ,+ +

Al GaN AlxGa1 x– N,+

Ti 3Al Al3Ti.+
TE
bending or an ultimately high concentration of the main
dopant is created in a subsurface layer of the semicon-
ductor. Apparently, both these factors are operative in
the contact structures under consideration.

The chemical bonds in GaN are not purely covalent
and, hence, this material obeys the rule according to
which semiconductors with a stronger ionic component
of the bond form barriers of the Schottky type. Taking
into account the work function values of TiN (3.87 eV
[5]) and GaN (4.1 eV [6]), we conclude that the poten-
tial barrier height in the contact is ≅ 0.2 eV and cannot
account for a low ρk , but nevertheless well explains the
low values of contact resistances observed in our exper-
iments.

A more preferred model is that involving the forma-
tion of a subsurface n+ layer as a result of solid-phase
reactions. It has been demonstrated [7, 8] that, in this
case, the formation of a thin interlayer of nitrogen-con-
taining compounds leads to the appearance of a near-
surface layer with a high carrier density. For example, a
10-nm-thick TiN layer provides for the predominating
tunneling current at the contact, since the carrier den-
sity in the adjacent layers amounts to ≅ 1020 cm–3.
Apparently, processes related to the oxidation of reac-
tion products do not significantly influence the mecha-
nism of current transfer (since the doping level remains
unchanged), and ρk only slightly varies because of an
oxidation-induced change of the conductivity of the
products of interphase reactions.

Thus, although the ρk values in the samples studied
somewhat differ (being increased by half an order in
magnitude) from the ultimately low values reported for
the metal–GaN junctions [9] and are 2–3 times smaller
than those observed in the GaN contacts with TiN bar-
riers [10, 11], the contacts under consideration still
retain their characteristics upon heat treatments at tem-
peratures above 700°C. Therefore, the use of titanium
CHNICAL PHYSICS LETTERS      Vol. 31      No. 12      2005
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borides in metallization systems allows the threshold of
thermal degradation of such structures to be signifi-
cantly increased.
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Photoluminescence of Heterostructures 
with Highly Strained Ga0.76In0.24As Quantum Wells 

Separated by GaAsyP1 – y Compensating Barriers
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Abstract—Based on the results of model calculations and the data of photoluminescence measurements and
transmission electron microscopy, the optimum composition (GaAs0.85P0.15) of compensating barriers for a
structure with four highly strained Ga0.76In0.24As quantum wells (QWs) has been established that excludes the
relaxation of elastic stresses in these QWs. Laser heterostructures with four such QWs separated by said com-
pensating barriers have been grown by means of hydride metalorganic chemical vapor deposition. Laser diodes
with short (~100 µm) resonators based on these heterostructures operate at λ = 1060 nm with an output radiation
power of 100 mW in the continuous regime. © 2005 Pleiades Publishing, Inc.
Single-frequency semiconductor lasers can be
obtained using different approaches, including distrib-
uted feedback, composite resonator, external grating,
and a combination of laser, optical fiber, and Bragg
grating [1]. Stable single-mode operation of such lasers
is achieved for devices with small (below 200 µm) res-
onator lengths. In order to provide for the maximum gain
under these conditions, active regions are created based
on heterostructures with quantum wells (QWs) [2]. In
semiconductor lasers intended for the operation at wave-
lengths above 1000 nm, such active regions are usually
obtained using highly strained solid solutions of the
GaxIn1 – xAs system. It is important to eliminate the
relaxation of stresses in the structures with QWs, since
this is accompanied by the formation of dislocations
leading to deterioration of the optical characteristics of
laser diodes. This problem can be solved by introducing
barriers capable of compensating for strains in the
active region.

This paper reports the results of investigation of the
photoluminescence (PL) of laser heterostructures with
four highly strained Ga0.76In0.24As quantum wells sepa-
rated by GaAsyP1 – y compensating barriers with various
compositions in the range 0.85 ≤ y ≤ 1. Based on the
obtained data, we have selected the optimum composi-
tion of the compensating barrier, which excludes the
relaxation of elastic stresses in these QWs.

The samples for the PL investigation were prepared
in an Encore GS3100 metalorganic chemical vapor
deposition (MOCVD) system with a vertical reactor.
1063-7850/05/3112- $26.00 0993
The growth was carried out at a reduced pressure
(77 Torr), a substrate holder rotation rate of 1000 rpm,
and a substrate temperature of 700°C. The undoped het-
erostructures grown on (100)-oriented n-GaAs sub-
strates consisted of Al0.3Ga0.7As emitter layers, GaAs
waveguide layers, and active regions. The active region
contained four Ga0.76In0.24As quantum wells with
∆a/a = 1.7 × 10–2 and a thickness of 10 nm, separated
by three 32-nm-thick GaAsyP1 – y compensating barriers
with 0.85 ≤ y ≤ 1, so that the total active region thick-
ness was about H = 136 nm. The compositions of
GaAsyP1 – y solid solutions in the compensating barriers
were determined from the data of high-resolution X-ray
diffraction measurements.

We have calculated the critical thickness Hc of the
active region for the GaAsyP1 – y compensating barriers
of various compositions. The calculations were per-
formed using a formula based on the transcendental
Matthews equation [3, 4]:

(1)

where b is the Burgers vector, ν is the Poisson ratio, ϕ
is the angle between the Burgers vector and the line of
misfit dislocation (ϕ = 60°), θ is the angle between the
slip plane and the interface (θ = 54.74°), and f is the

Hc
b 1 ν ϕcos

2
–( )

2πf 1 ν+( ) ϕ θcossin
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b θsin
--------------ln 1+ 
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mismatch of the lattice periods of the epitaxial layer
and substrate.

Since formula (1) was originally obtained for the
critical thickness of a single layer, whereas the active
region in our case has a multilayer structure, we replace
the parameter f with an equivalent lattice mismatch feq,
which implies that the multilayer active region is mod-
eled by a single layer with an effective averaged mis-
match of the lattice periods. The equivalent lattice mis-
match feq is defined in terms of the equivalent strain εeq
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Fig. 1. A plot of the critical thickness Hc of the active region
versus lattice mismatch f between the GaAs substrate and
the GaAsyP1 – y compensating barrier, calculated for hetero-
structures with four Ga0.76In0.24As quantum wells grown at
700°C.
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Fig. 2. Room-temperature PL spectra of the heterostruc-
tures with GaAsyP1 – y compensating barriers of various
compositions corresponding to y = 1 (1), 0.92 (2), and
0.85 (3).
TE
and determined as feq = –εeq, where εeq is given by the
formula

(2)

Here, n and m are the numbers of QWs and compensat-
ing barriers in the active region, respectively; ε1 and ε2
are the strains of the QW and the compensating barrier,
respectively; and h1 and h2 are the thicknesses of the
QW and the compensating barrier, respectively. The
strains of the QW and the compensating barrier were
determined as

(3)

where asub is the lattice period of the substrate and ai is
the lattice period of the ith layer (i.e., of the QW or the
adjacent compensating barrier) of the active region in
the unstrained state.

Figure 1 presents the calculated plot of the critical
thickness Hc of the active region at 700°C as a function
of the lattice mismatch f between the GaAs substrate
and the GaAsyP1 – y compensating barrier. As can be
seen, Hc increases with the level of compensating
stresses, that is, with the content of phosphorus in the
GaAsyP1 – y solid solution. For a GaAsyP1 – y barrier
layer with the composition y ≈ 0.855, which corre-
sponds to a lattice mismatch of f ≈ –5.2 × 10–3, the cal-
culated critical thickness is equal to a preset value of
136 nm. Therefore, active regions containing compen-
sating barriers with the compositions GaAsyP1 – y corre-
sponding to y ≤ 0.855 (and f ≤ –5.2 × 10–3) have thick-
nesses below the critical value (H ≤ Hc). This implies
that QWs separated by such GaAsyP1 – y compensating
barriers do not exhibit relaxation of elastic stresses and,
hence, the formation of misfit dislocations capable of
significantly deteriorating the optical characteristics of
laser diodes.

In order to check the results of model calculations,
we studied the PL characteristics of epitaxial hetero-
structures with various compositions of GaAsyP1 – y
compensating barriers, corresponding to y = 1 (struc-
ture 1), 0.92 (structure 2), and 0.85 (structure 3). Fig-
ure 2 shows the PL spectra of these structures measured
at T = 300 K. As can be seen, the PL intensity grows
with the level of compensating stresses, which
increases on the passage from structure 1 to structure 3.
We believe that this behavior is related to the fact that
an increase in the level of compensating stresses in the
barriers is accompanied by a decrease in the degree of
relaxation of the elastic stresses in QWs and, hence, in

εeq

nε1h1 mε2h2+
nh1 mh2+

----------------------------------.=

εi

asub ai–
ai

-------------------,=
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Fig. 3. TEM images of the transverse sections of heterostructures containing multilayer active regions of with compensating barrier
compositions (a) GaAs and (b) GaAs0.85P0.15. The arrow indicates a misfit dislocation formed a result of stress relaxation at the
interface.
the number of structural defects. This assumption was
additionally confirmed by significant variations in the
intensity of PL spectra measured at different points of
the samples of structures 1 and 2. The degree of inho-
mogeneity of the PL intensity decreased with increas-
ing level of compensating stresses and vanished in the
case of structure 3. From the entire set of data presented
above, we infer that structure 3 with GaAsyP1 – y com-
pensating barriers with the composition y ≈ 0.85 does
not feature the relaxation of elastic stresses, in agree-
ment with the results of theoretical calculations of the
critical thickness of the active region.

The results of PL measurements were also consis-
tent with the data obtained using transmission electron
microscopy (TEM). Figure 3 shows the typical TEM
images of the transverse sections of the active region
for the heterostructures with compensating barrier
compositions GaAs and GaAs0.85P0.15. As can be seen,
the structure with GaAs barriers (Fig. 3a) contains dis-
locations (imaged as dark spots) in the active region,
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 12      20
whereas the structure with GaAs0.85P0.15 barriers
(Fig. 3b) is free of dislocations.

Taking into account the obtained data, we have
grown laser heterostructures with the optimum compo-
sition and fabricated laser diodes based on these hetero-
structures. The laser diodes with 100-µm-ling resona-
tors operated at 1060 nm with an output radiation
power of 100 mW in the continuous lasing regime.

To summarize, we have selected, based on the PL
and TEM data, the optimum composition (y ≈ 0.85) of
GaAsyP1 – y compensating barriers in the heterostruc-
ture with highly strained Ga0.76In0.24As quantum wells,
which prevents the relaxation of elastic stresses in the
QWs. The obtained experimental data agree well with
the results of theoretical calculations performed within
the framework of the Matthews model using the equiv-
alent lattice mismatch parameter (feq) for the multilayer
active region. Using the selected structure, it is possible
to obtain laser diodes with small resonator lengths,
which operate at λ = 1060 nm and possess high output
characteristics.
05
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Abstract—Epitaxial silicon carbide layers of 3C-SiC polytype with an array of nanodimensional SiC quantum
dots (QDs) have been obtained for the first time using an improved method of sublimation epitaxy in vacuum.
The X-ray topography and X-ray diffraction data unambiguously confirm the formation of a 3C-SiC epilayer
with twinned regions on the surface of a 6H-SiC substrate. The surface topography of epilayers was studied by
atomic force microscopy (AFM), and the microstructure of a near-surface layer of the deposit was investigated
by transmission electron microscopy (TEM). Using the AFM and TEM data, the presence of QDs (representing
SiC nanoislands) is established, and their average dimensions and concentration are evaluated. © 2005 Pleiades
Publishing, Inc.
As is known, silicon carbide (SiC) crystallizes in
various modifications, called polytypes, which have the
same stoichiometric chemical composition but may
significantly differ in physical properties. For example,
the bandgap width ranges from 2.4 eV in 3C-SiC to
3.3 eV in 2H-SiC.

Previously, we demonstrated [1] that 3C-SiC epilay-
ers with highly perfect structure can be grown using the
method of sublimation epitaxy in vacuum (SEV) on
6H-SiC substrates. Diode heterostructures based on
such epilayers were obtained, and their electrical prop-
erties were studied [2].

This paper presents the results of investigations
devoted to the further development of the sublimation
growth technology with the aim of obtaining nanodi-
mensional islands of a cubic SiC polytype inside a
matrix of hexagonal polytypes.

The growth of 3C-SiC on the surface of a hexagonal
SiC substrate in the case of SEV proceeds due to a
greater partial pressure of Si vapor in the growth zone.
An increase in the Si/C atomic ratio leads to an increase
in the number of twins in the 3C-SiC epilayer, while the
area of each twin tends to decrease. This behavior is
indicative of the large number of 3C-SiC nuclei simul-
taneously formed on the surface of the hexagonal sub-
strate in the initial stage of the epitaxial process. In
order to obtain small-size 3C-SiC inclusions (quantum
dots, QDs) inside a hexagonal matrix, it is necessary
that (i) the rate of the epitaxial growth of 3C-SiC be rel-
atively low and (ii) the technological conditions on the
subsequent stages favor the growth of a hexagonal SiC
polytype. The latter implies that it is necessary to pro-
vide for a rapid decrease in the Si/C atomic ratio in the
growth zone. Low growth rates in the SEV technology
are achieved by decreasing the temperature gradient
between the source and substrate [3].
1063-7850/05/3112- $26.00 ©0997
We succeeded in obtaining 3C-SiC quantum dots in
a hexagonal SiC matrix using an experimental techno-
logical scheme which stipulated the following:

(i) Preparation of a source ensuring sufficiently high
pressure of Si vapor in the initial stage of epitaxial
growth.

(ii) Conducting the growth at a small temperature
gradient between the source and substrate so as to
ensure sufficiently slow growth of epilayers.

(iii) A sharp increase in the growth cell temperature,
which is accompanied by rapid evaporation of Si from
the source and the resulting decrease in the Si/C ratio in
the growth zone.

The crystal structure and surface topography of the
grown epilayers were studied using X-ray diffraction,
X-ray topography, atomic force microscopy (AFM),
and transmission electron microscopy (TEM). The
X-ray topographs were measured in the backscattering
geometry using CuKα radiation and the asymmetric
(311) or (331) reflections, which provided the optimum
conditions for revealing the regions of 3C-SiC polytype
in the epilayer by means of the orientation contrast.
These regions are imaged on the topographs as spots of
dark or bright contrast with various dimensions, repre-
senting an epilayer structure composed of twins misori-
ented by 60° relative to each other. Accordingly, a 60°
azimuthal rotation of the crystal results in inversion of
the contrast of regions on the X-ray topograph.

Figure 1 shows the typical X-ray topograph mea-
sured in the (311) reflection for a 3C-SiC epilayer
grown on an (0001)6H-SiC substrate. This pattern con-
firms that the entire growth surface with an area of
~1 cm2 is covered by a continuous 3C-SiC layer com-
posed of twinned regions with dimensions ranging
from ~1 mm2 to substantially smaller ones. High-reso-
 2005 Pleiades Publishing, Inc.
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lution AFM and TEM measurements (see below)
revealed the presence of nanodimensional islands,
apparently, of the 3C-SiC polytype.

The X-ray diffraction measurements performed in
the two-crystal geometry unambiguously confirmed the
presence of epilayers with the 3C-SiC polytype struc-
ture on 6H-SiC substrates. The full width at half maxi-
mum (FWHM) of the rocking curves measured using
CuKα radiation for the (00012)6H-SiC and (111)3C-
SiC reflections was 30 and 40 seconds of arc, respec-
tively. This difference is related to an insignificant
bending of the samples as a result of the epitaxial layer
growth. The bending is also manifested in the X-ray
topographs.

The surface topography of SiC epilayers on a
nanometer scale was studied by AFM. The AFM mea-
surements were performed in air using a P-47 SEMI
instrument (NT-MDT company) with platinum-coated
silicon probes. The AFM data revealed several charac-
teristic features in the surface topography of SiC epil-
ayers and showed a significant difference of this topog-
raphy from that of the substrate.

As is known, the preparation of 6H-SiC substrates
for the subsequent epitaxial growth is a complicated
procedure, which has not yet been completely elabo-
rated. The surface topography of 6H-SiC substrates
exposed to atmosphere is characterized by a pattern of

2 mm

Fig. 1. The typical X-ray topograph measured in the
(311) reflection: the oval region represents a 3C-SiC epil-
ayer grown on an (0001)6H-SiC substrate (arrows indicate
the boundaries of the epilayer).
TE
closely spaced hills, each with a height of up to several
nanometers and a diameter within several tens of
nanometers. Approximately such a topography, with
nanodimensional hills having an average diameter of
about 20 nm and a height of 1–2 nm, was observed for
our 6H-SiC substrates.

The surface topography of SiC epilayers was differ-
ent from that of the substrates. The observed patterns
were of two types. In one of these, the X-ray topo-
graphs exhibited a regular arrangement of atomically
smooth terraces, which covered the entire observed
field with an area of up to several tens of square
microns. The terraces were several microns long and
200- to 400-nm wide and had a height of about 0.2 nm,
which is close to the length of Si–C bonds (0.187 nm).
These structural parameters allowed us to interpret the
surface topography of the first type as belonging to an
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Fig. 2. (a) The typical AFM image of the growth zone, with
QD-like objects in the central region; (b) the surface profile
measured from left to right along the white line in Fig. 2a,
which shows that QDs have a height of about 1 nm and lat-
eral dimensions below 50 nm.
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Fig. 3. TEM micrographs showing the defect structure of a near-surface region of SiC epilayers. Arrows indicate nanoislands
appearing as the typical quantum dots.
epitaxial film of the hexagonal 6H-SiC phase grown on
the substrate surface. The relative fraction of such
regions on the epilayer surface did not exceed several
percent.

Most of the surface of SiC epilayers exhibited topo-
graphs of a different type, where the aforementioned
flat terraces were absent. The surface was characterized
by a general roughness on a level of 0.5 nm and con-
tained separate nanodimensional islands with a height
of 1–3 nm and an average diameter of 50 nm (Figs. 2a
and 2b). These islands did not reproduce the structure
of the substrate surface and were definitely of growth
origin. In some cases, the symmetry of islands was dis-
torted and they appeared elongated in a certain com-
mon direction. The elongated islands had a height of up
to 5 nm, a width up to 150 nm and a length up to
600 nm.

The samples for electron-microscopic investigation
were prepared from the same region of the epilayer that
was studied by AFM. The samples for TEM measure-
ments were thinned by conventional methods from
0.25 mm to a thickness transparent for 100-keV elec-
trons and then cut by scribing to a size corresponding to
the standard TEM sample holder. The growth surface of
the epilayer was protected from contamination and
mechanical damage by a wax layer, and the samples
were ground from the side of the 6H-SiC substrate sur-
face by dimpling to a thickness of 15–20 µm in the cen-
tral region of the meniscus. Then, the wax layer was
removed by repeated washing with toluene and ethyl
alcohol, and the samples were further thinned by ion-
beam etching (Ar+ ions, U = 5 kV, I = 10 µA) from the
substrate side until the appearance of perforation sites
at the center of the beam spot.

Figure 3 presents a series of TEM micrographs
obtained in the diffraction contrast mode (two-beam
approximation). The images, displaying separate nan-
odimensional objects present in a SiC epilayer, reveal a
complicated internal structure of this layer. In most
cases, such nanoislands comprise a dark nucleus sur-
rounded by a bright region, which is bounded by a thin
dark ring. The presence of a bright region around the
central nucleus is indicative of a somewhat smaller
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sample thickness in this region. Analogous regions sur-
rounding QDs are called trenches [5]. The dimensions
of nanoislands fall within ~15–20 nm, and their surface
concentration varies from 1 × 108 to 1 × 109 cm–2.

The images of two nanoislands indicated by arrows
in Fig. 3 display dark nuclei, one having the shape of a
cross and another, of a six-arm star. These patterns
resemble the images of QDs observed in a
GaAs/GaAlAs system [5]. On these grounds, we may
ascertain that the electron micrographs presented in
Fig. 3 reveal nanoislands formed on the surface of a SiC
epilayer. The patterns of electron microdiffraction from
the corresponding regions showed that the epilayer rep-
resents the 3C (cubic) polytype of SiC with a (111) ori-
entation. We have also prepared and studied the trans-
verse sections of the substrate–epilayer junctions, but
the results of these measurements did not provide addi-
tional information.

Figure 4 presents TEM images showing the objects
of another type. In some cases, these objects appear as
central triangles surrounded by homogeneous regions
of a darker contrast as compared to that observed for the
epitaxial layer. We may suggest that these images
reveal nanoparticles of the 3C-SiC polytype occurring
at a certain depth inside the epilayer rather than on its
surface.

A comparison of the structural data obtained by dif-
ferent analytical methods leads to the conclusion that
an array of nanoislands, probably with a structure of the

50 nm

Fig. 4. The TEM image of the region of a SiC epilayer with
nanoislands (indicated by arrows) surrounded by the char-
acteristic regions of dark contrast. The inclined dark bands
are the extinction contours related to bending of a thin
sample.
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3C-SiC polytype, is formed on the surface of a 3C-SiC
epilayer. It is also possible that some of these 3C-SiC
nanoislands can be overgrown by an epilayer of 6H-SiC
or 3C-SiC polytypes. At present, there is no convincing
structural data for judging between these possibilities,
although the photoluminescence spectra of the samples
of such structures were similar to the spectra of
3C-SiC/6H-SiC heterostructures [4], which is evidence
in favor of the former (6H-SiC) polytype. Elucidation
of the mechanisms of growth of SiC epilayers with
arrays of SiC nanoislands, both surface and overgrown,
requires additional investigations.
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