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Abstract—An analysis of impurity behavior in tokamak plasmas with the use of the observation results on
impurity emission shows that it is necessary to distinguish between the ion dynamics (for example, ion trans-
port) and ion kinetics, i.e., the processes related to the motion of ions on the charge states and/or excited states
due to atomic processes in plasma. This paper presents a systematic analysis of the kinetics of impurity charge-
state distributions and the related effects, as well as their typical scales and conditions for their observation. The
quantitative analysis is performed in terms of the lowest moments of charge-state distributions such as the aver-
age charge m and dispersion D. Analytic approaches to solving charge-state kinetic equations are considered.
An approach based on the symmetry properties of the kinetic matrix is proposed for the first time. The simplest
types of impurity charge-state kinetics and the most important limiting cases are considered. A detailed analysis
of the nonstationary behavior of the function of the moments D(m) of the charge-state distribution is presented.
A quantitative analysis of the available experimental and model charge-state distributions of C, O, Ne, and Ar
impurities in the JET, DIII-D, TORE SUPRA, ALCATOR-C, TEXTOR, PLT, TFR, and DAMAVAND toka-
maks is performed in terms of the moments D(m). It is shown that the moments D(m) of the model charge-state
distributions of the above impurities in the plasma core are essentially insensitive to the empirical diffusion
coefficient. The equivalent curves D(m) obtained for the plasma periphery can be attributed to the convective
fluxes of ionizing and/or recombining impurity ions. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An important characteristic of the behavior of a
plasma impurity in a tokamak is its ionization state,
usually represented by the distribution of ions on their
charge states [1, 2]. Systematic observations and an
analysis of the impurity emission that are performed,
e.g., in investigating the impurity transport and radia-
tive losses, as well as in solving the various problems of
plasma diagnostics, lead to the necessity of a detailed
study of the impurity charge-state distribution.

A complete description of a set of discrete impurity
charge states is usually considered to be a key problem
of such research. A comprehensive analysis of the
behavior of impurity charge-state distributions is fairly
sophisticated. Indeed, it is necessary to take into
account both the dynamics of ions, i.e., their motion in
the plasma (in particular, ion transport), and their kinet-
ics, i.e., the change of the ion distributions on charge
states and/or excited states due to atomic processes in
plasma. As a rule, the behavior of impurities is
described by a standard set of coupled transport equa-
tions with the use of empirical coefficients of diffusion
DA and convection VA (which are usually anomalous
with respect to the their neoclassical values) and the
database on atomic processes. Impurity transport codes
such as MIST [3], STRAHL [4], RITM [5], and
SANCO [6] are widely used.
1063-780X/04/3006- $26.00 © 20443
However, both in experimental practice and within
the framework of computer simulations, a more correct
formulation of the problem appears that is related to the
need for distinguishing (both qualitatively and quanti-
tatively) between the dynamics (transport) and kinetics
(atomic processes) of impurity ions. It is the solution of
this problem at which impurity transport investigations
are aimed.

At first glance, the use of transport equations allows
one to solve this problem automatically. However, in
practice, the analysis of the difference between the
dynamics and kinetics of impurity ions is largely
ignored. In fact, it is substituted and restricted by the
procedure of the determination of DA and VA.

The problem is that, to calculate DA and VA, it is nec-
essary to assume that the simulations of charge-state
kinetics are perfectly accurate [7]. Only in this case do
DA and VA provide the actual impurity transport. In fact,
the fitting coefficients DA and VA comprise all errors of
kinetic simulations (both theoretical and experimental).
The kinetic processes, which are difficult to take into
account in analysis but are often observed in experi-
ments, lead to anomalous values of DA and VA. Let us
consider the possible consequences of this practice.

First, there is a lower limit of the sensitivity of these
calculations to DA and VA. It depends strongly on the
uncertainties of the analysis. However, in spite of the
above limitations, the coefficient DA varies within a
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very wide range (see, e.g., [8]): from 0.02 m2/s (which
corresponds to neoclassical values) to 3 × 102 m2/s (a
typical value used to describe disruptions in tokamaks).
The lower limit assumes an almost perfect accuracy of
the description of all the atomic processes, while the
upper limit is directly related to uncertainties in the
kinetics under the disruption conditions and represents
the scales of these uncertainties. The lack of the analy-
sis of these uncertainties results in that the feasibility of
the modeling is arbitrarily extended to the four (!)
orders of magnitude of DA, beginning with the neoclas-
sical scales. After several decades of research efforts,
the question as to whether the neoclassical values of
these coefficients can be determined by modeling
against the background of actual uncertainties still
remains open.

Second, even a small underestimation of impurity
kinetics caused by inaccuracies in atomic data and
plasma parameters results in a significant overestima-
tion of impurity transport [9–11]. The uncertainties in
kinetics (the reaction cross sections, the rates of ioniza-
tion and recombination, and the related effects that
sometimes remain beyond the scope of calculations)
are capable of completely changing the meaning of the
quantities DA and VA as fitting coefficients representing
impurity transport. In other words, if these uncertain-
ties are significant, the obtained values of DA and VA
generally become unrelated to the investigation of
impurity transport.

It should be noted that the main parametric depen-
dences of the anomalous impurity transport coefficients
(DA and VA) have not yet been found (see, e.g., [12]).
The results of attempts to solve this problem [13] com-
pletely contradict the neoclassical scalings of impurity
transport and are in striking contrast to the nonstation-
ary accumulation phases observed under the conditions
of improved plasma confinement.

Third, another significant shortcoming of long-term
simulations of impurity transport is not only the lack of
quantitative evaluations of the relationship between the
effects of impurity dynamics and kinetics but also the
lack of a systematic concept of the typical scales of the
kinetic effects.

However, in spite of the above shortcomings of
impurity simulations, the experimental data used in
these simulations seem to be very valuable for the study
of impurity charge-state distributions. In fact, besides
the determination of DA and VA, the simulations are
also aimed at finding the impurity charge-state distribu-
tions corresponding to the observed profiles of impurity
emission. The simulation method can be related not
only to the use of DA and VA but also to the modification
of ionization and recombination rates [7, 11]. Charge-
state distributions obtained with different models can
be considered equivalent if they correspond to the
experimental emission profiles. The importance of the
equivalent distributions lies in the fact that they are
almost independent of the assumed relation between
the impurity dynamics and kinetics. These model distri-
butions, rather than the values of DA and VA, present the
empirical result of the analysis of impurity emission
observations. Thereby, the studies of impurity charge-
state distributions provide an empirical basis for the
quantitative distinguishing between the dynamics and
kinetics of impurity ions.

A basis for the approach proposed and the main goal
of this paper are a systematic analysis of the kinetics of
impurity charge-state distributions and the related
effects, as well as their typical scales and conditions for
their observations. The other goal is to show that the
required quantitative analysis of impurity charge-state
distributions can be performed using the lowest
moments of the distributions, such as the average
charge and dispersion. Let us first consider the available
data.

An extreme simplification of the simulations of
impurity charge-state distributions, namely, the
assumption about a steady-state balance between the
processes of ionization and recombination in the
absence of thermodynamic equilibrium in a plasma,
which is well known as a stationary model of coronal
equilibrium (see, e.g., [2]), have been widely used in
practice. A further simplification is provided by the
assumption that the charge-state distribution can only
be described by the plasma electron temperature Te.
This assumption was often used in the earlier stage of
impurity studies in tokamak plasmas [14, 15] and is still
sometimes used to calculate the radiative losses [16].

Among various uncertainties in the numerical solu-
tion of a set of coupled continuity equations more com-
prehensively describing the behavior of impurity
charge-state distributions, we can note an uncertainty in
the contribution of the excitation–autoionization states
to the cross sections for ionization and dielectronic
recombination [1].

Some important atomic processes can occur beyond
the scope of impurity transport calculations. Thus,
some of the impurity transport codes applied to toka-
maks before the middle of the 1980s did not take into
account the charge-exchange recombination of impuri-
ties against the background neutral atoms (see, e.g., [3,
17]); this process, however, is frequently the most
important effect. In fact, impurity charge-exchange
recombination leads to a significant shift in the charge-
state distribution toward a lower average charge [18–
20], so that the charge-exchange recombination term
can substantially affect the charge-state distribution,
whereas the influence of the radiative and dielectronic
processes, as well as radial transport, can be of minor
importance [21].

An opposite (with respect to the charge-exchange
effect) shift of the center of the charge-state distribution
can be caused by the ionization of metastable states of
ions [1] and the interaction of impurities with suprath-
ermal plasma electrons [2, 22–24].
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We also note the effect of the shift of the ionization
equilibrium during oscillations and stochastic fluctua-
tions of Te [25]; charge-exchange effects in collisions
between highly ionized ions of the light impurity spe-
cies [26]; and the multiple electron-impact ionization
of atoms and ions [27], which is related to the detach-
ment of one or more electrons from an ion. It is impor-
tant to take into account the excitation of impurity ions
by fast heavy particles [28], as well as the changes in
the effective cross sections due to the charge exchange
of impurity ions with excited hydrogen atoms [29].

An alternative to using DA and VA is to correctly take
into account atomic data. Thus, it was shown that, in the
TEXTOR tokamak [30], taking into account charge-
exchange processes between neutrals and impurity ions
provides a complete interpretation of all the experimen-
tal findings dealing with the structure of X-ray spectra
without invoking large (anomalous) diffusion coeffi-
cients DA.

However, alternative interpretations of the experi-
mental data are rather rare and, as a rule, are related to
the analysis of nonstationary processes. For example,
taking into account impurity charge exchange is
required in measurements of the time evolution of
X-ray spectra in tokamak plasmas in the startup phase
of a discharge or during a disruption [31, 32] since the
bursts of emission of charge-exchanged neutrals are
observed in a rapid phase of disruptions [33]. Here, an
alternative way is the use of the highest possible values
of the diffusion coefficient: DA ~ 102–103 m2/s [8, 34].

Let us consider another example. During the pulsed
gas puffing of argon in the T-10 tokamak, the sharp
decay (in a time of less than 1 ms after gas puffing) of
chromium resonant line emission was observed. To
interpret these results, both the dynamic and kinetic
approaches were discussed. The interpretation dealing
with the impurity dynamics [35] considers the sharp
decrease in chromium influx to the plasma core due to
the appearance of argon at the periphery. This interpre-
tation indirectly assumes the total anomaly in both the
dynamic and kinetic processes. For this reason, an
interpretation in terms of an analysis of kinetic pro-
cesses, namely, the interaction of suprathermal compo-
nent of the electron energy distribution function with
impurity ions, which determines the chromium line
emission before and after gas puffing, was proposed
in [36].

To describe the time evolution of the radial profiles
of the spectral line emission of oxygen and scandium
impurities in the startup phase of a discharge in the TFR
tokamak, impurity charge exchange with neutrals and
the interaction of impurities with suprathermal elec-
trons were taken into account in [11]. An alternative
way here is the use of transport coefficients in the range
DA = 0.2–0.5 m2/s [37].

Account of similar kinetic effects is, as a rule,
related to additional terms in the expressions for the
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
sums of the ionization and recombination rates and
needs preliminary development. In general, available
theoretical concepts related to kinetic effects were
mainly developed in simplified analytical models,
beyond the scope of numerical codes [38–42]. Attempts
to overcome the problem of a large number of equa-
tions in the set describing the kinetics of the impurity
charge-state distribution have been made there.

Using the approximation of a continuous variation
of the ionic charge, it was found that the motion of the
distribution center in charge-state space can be diffu-
sive in character [38]. It was shown that the Gaussian
distribution is well suited to describe the form of the
charge-state distribution of medium- and high-Z impu-
rities when the distribution center occurs close to the
middle of the L, M, etc., shells. In the same approxima-
tion, a kinetic equation of the Fokker–Plank type for the
continuous charge-state distribution function [11] was
obtained; the solution to this equation allowed one to
find the effect of a significant broadening of the distri-
bution during a recombination transition between two
stationary states inside a single (L) atomic shell of iron
impurity [40]. In this case, the charge-state diffusion
coefficient is 5–100 m2/s [11]. However, only an appre-
ciable disbalance between charge-state diffusion and
charge-state convection, which is observed, e.g., during
a rapid phase of disruption in a tokamak, may result in
noticeable kinetic effects [31]. In particular, the same
order of magnitude (~100 m2/s) that is required for DA
[8] is normally obtained for the coefficient of charge-
state diffusion.

The complexity of numerical calculations of the
time-dependent effects increases for medium- and
high-Z impurities. Besides the number of equations in
the set in question, the number of atomic shells to be
taken into account also increases and stepwise changes
of the ionization potentials and atomic cross sections
for transition (between shells) states appear, the
description of which presents a serious problem for all
the approximate approaches. Therefore, the studies of
impurity charge-state kinetics are mainly represented
by calculations for carbon impurity [1, 2, 41–43]. In
particular, the emergence of “quasi-steady” states was
found in [1]. The cause of this effect is the almost inde-
pendent time evolution of charge states that belong to
different atomic shells. For light impurities, a model of
two (or three) most abundant ions, which results in a
single equation for the average ion charge, was devel-
oped in [41, 42].

This paper presents a systematic approach to the
study of impurity charge-state kinetics. The approach is
based on the solution of a set of coupled equations for
the impurity distribution function over discrete charge
states and on the analysis of its lowest moments such as
the average charge, dispersion, and skewness. Analyti-
cal approaches to solving charge-state kinetic equations
with the use of the symmetry properties of the kinetic
matrix and efficient methods for computing its eigen-



 

446

        

SHURYGIN

                                       
values are first presented here. The most important
extreme cases are also considered.

Typical values of the charge-state dispersion, the
ranges of its variations for different impurities, its
behavior in transition processes, and the sensitivity to
the coefficients DA and VA were not studied before. We
can only mention approximate expressions for the dis-
persion and the indication to its nonmonotonic behavior
[38, 39].

The paper is organized as follows. The set of cou-
pled kinetic equations for the impurity distribution
function on discrete charge states is considered in Sec-
tion 2. The lowest moments and the equations describ-
ing the time evolution of different charge-state distribu-
tions are considered in Section 3. The corresponding
solutions to a set of coupled kinetic equations and their
behavior in the limiting cases are also considered here.
The results of calculations of stationary and nonstation-
ary effects of charge-state kinetics in the “dispersion–
average charge” coordinates are presented for carbon,
oxygen, argon, and iron impurities in Sections 4–7.
The kinetics of impurity charge-state distributions
during sawtooth oscillations of the plasma electron
temperature Te is analyzed in Section 8. The results
from simulations of the measured impurity emission
profiles for several large- and medium-size tokamaks
and the calculated charge-state distributions presented
in dispersion–average charge coordinates are
reviewed in Section 9. The results obtained are sum-
marized in Section 10.

2. EQUATIONS OF CHARGE-STATE KINETICS

A set of coupled equations of charge-state kinetics is
usually written for the local densities of discrete impu-
rity charge-states [1, 38, 44, 45]:

(1)

where k = 0, 1, 2, …, Z and Rk and Sk are the summa-
rized (over all the processes) rates of recombination and
ionization (with R0 = S–1 = RZ + 1 = SZ = 0), which
include as a factor the plasma electron density ne. To
describe the escape of ions from the region in question,
the terms of the form –nk /τ are sometimes added to the
right-hand side of Eqs. (1). The summation of all of
Eqs. (1) gives zero on the right-hand side, which results
in the condition ni (t ) =  = const for the total
impurity density. The escape of ions is described by the
condition

(2)

In any case, Eqs. (1) contain indirect condition for
ni(t ), which is sometimes presented as a boundary
condition for the influx of neutral impurity into the
plasma [44].

dnk

dt
-------- Rk 1+ nk 1+ Rk Sk+( )nk– Sk 1– nk 1– ,+=

nk t( )∑

ṅi ni/τ .–=
We will use a more convenient set of coupled equa-
tions [43],

(3)

where

(4)

Set (3), in contrast to set (1), allows one to exclude ni(t)
from consideration. To solve Eqs. (3), one needs some
initial conditions, fk(0) ≥ 0. Furthermore, we have the
condition

(5)

The physical meaning of a distribution function on
discrete charge states fk(t) is the probability of any
impurity particle in plasma occurring in a charge state
k (see, e.g., [46]). Hence, the ionization and recombina-
tion of impurity can be considered to be the processes
of their random walk over discrete charge states. Set (3)
presents a typical illustration of the theory of random
processes: a Markovian process of the birth (ionization)
and death (recombination) with a continuous time for a
discrete spectrum of states (see, e.g., [47]). This set is a
particular case of the Kolmogorov equations. It can be
derived (see, e.g., [48]) from the formula for the total
probability for ions to occur in a given charge state; this
probability is expressed through the conditional proba-
bilities of ionization and recombination. The assump-
tion about the inconsistency of any pair of atomic reac-
tions on the right-hand side of Eqs. (3) is used as an
additional condition. Note that Eqs. (3) is not related to
the assumption about the coronal equilibrium.

The set of impurity charge states is a connected or
ergodic association since there are no sources or
absorbers of these states, but one can transit from any
charge state of this association to any other one. The
rates of ionization and recombination are the condi-
tional probabilities of a transition to a given state. The
probabilities of ionic charge states are also conditional;
i.e., they depend of the present state of an ion and inde-
pendent of when and how it had fallen in this state.
Thus, the necessary condition for Markovian processes
is realized: a future state depends on the past only
through the present one [47].

Up to now, little attention has been paid to these fea-
tures (meanwhile, see [46]). For example, it was noted
in [25, 38, 41] that, after some time, the impurity “for-
gets” its initial charge-state distribution. However, this
is only one side of its kinetics. An essential property of
a set of kinetic equations is its ergodic nature or, in
other words, the existence of a finite limit toward which
the charge-state distribution moves as a whole at each
instant of time [47].

d f k

dt
-------- Rk 1+ f k 1+ Rk Sk+( ) f k– Sk 1– f k 1– ,+=

f k t( ) nk t( )/ni t( ).=

f k t( )
k 0=

Z

∑ 1.=
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004



KINETICS OF IMPURITY CHARGE-STATE DISTRIBUTIONS IN TOKAMAK PLASMAS 447
Finally, we note that the given formulation of the
problem of studying the kinetics of impurity charge-
state distributions in the form of Eqs. (3) turns out to be
a particular case of the problem of the behavior of
atomic systems under the action of stochastic external
Markovian-type perturbations [49].

3. KINETICS OF CHARGE-STATE 
DISTRIBUTIONS

To describe the distribution function on discrete
charge states fk(t), one can use its lowest moments. The
first moment is the mathematical expectation m(t), the
second one is the dispersion D(t), the third one is the
skewness A(t), etc. In the case of impurity distribution
on its discrete charge states, m(t) is referred to as the
average charge or the distribution center. The most
abundant state is referred to as the mode of a distribu-
tion. The expressions for the lowest moments have the
following form:

(6)

, (7)

etc. Differentiating Eqs. (6) and (7) with respect to time
and using Eqs. (3), we obtain

(8)

m k f k,
k 0=

Z

∑=

D k
2

f k m
2

–
k 0=

Z

∑=

dm
dt
------- Sk Rk–( ) f k,

k 0=

Z

∑=

dD
dt
------- Sk Rk 2 k m–( ) Sk Rk–( )+ +[ ] f k.

k 0=

Z

∑=
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Similar expressions can be obtained for the higher
moments, e.g., for the skewness A(t).

Its follows from Eqs. (8) that, depending on the rela-
tion between Sk and Rk, several basic types of the
motion of a charge-state distribution are possible. A
plasma in which ionization processes dominate (so that

 > 0) may be called a nonstationary ionized plasma.

In the opposite case (at  < 0), it may be called a non-
stationary recombined plasma. Thus, using the sign of

, one can distinguish the ionization and recombina-
tion kinetics of charge-state distributions.

In the case of (t) ≅ 0, it is convenient to present
charge-state kinetics in terms of transport phenomena
as diffusion and convection over charge states. For

example, if (t) > 0, then this type of motion, which is
related to the broadening of a distribution with a domi-
nating charge-state diffusion (see [11]), may be called

diffusive kinetics. The case of (t) ≤ 0 corresponds to
the domination of charge-state convection, and the cor-
responding type of kinetics may be called convective
kinetics.

It follows from Eqs. (8) that the fastest rate  of the
motion of the distribution center takes place in two
extreme cases: at Sk @ Rk and at Sk ! Rk. These cases
may be called dominating (or extreme if all Rk  0)
ionization and dominating (or extreme if Sk  0)
recombination, respectively.

The coefficients on the right-hand side of Eqs. (3)
form the kinetic matrix

ṁ

ṁ

ṁ

ṁ

Ḋ

Ḋ

ṁ

(9)K

S0– R1 0   0

S0 R1 S1+( )– R2 0   

0 S1 R2 S2+( )– R3 0  

 0 … … … 0

  0 SZ 2– RZ 1– SZ 1–+( )– RZ

0   0 SZ 1– RZ–

.=
Using matrix (9), set (3) can be rewritten in the form

(10)

where f(t) is the distribution function on discrete states,
represented as a vector in the space of its components
fk(t).

The properties of the matrix K and especially the
possibility of its transformation to a diagonal form play

ḟ t( ) K t( )f t( ),=
a decisive role in solving Eq. (10). A proper analysis,
ways of transforming the matrix K, and approaches to
simulating its eigenvalues and eigenvectors are pre-
sented in Appendix 1.

The solution to set (10) at t > 0 can be written in the
form

(11)f t( ) G t( ) f 0( ),⋅=
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where G(t) is an operator (matrix) of the time evolution
of an impurity charge-state distribution and f(0) is an
initial distribution. A study of the solutions to Eqs. (3)
by approximate approaches (see [38–40, 44]) shows
that the time evolution of the initial distribution taken,
e.g., in the form of a stationary coronal distribution, has
the character of a progressive shift of the distribution
center with a change of the total impurity charge. Solu-
tion (11) together with the presented kinetic process
may be called a translation of an impurity charge-state
distribution. Hence, the problem of solving Eq. (10) is
to find G(t) for a given charge-state translation.

Let us consider the behavior of a charge-state distri-
bution in the case of a stationary matrix K. For example,
let the balance between the ionization and recombina-
tion processes in plasma be changed instantaneously
and, then, the rates of these atomic reactions remain
unchanged. It is well known [50, 51] that, in this case,
the solution has the form

(12)

where exp(Kt) is a matrix function that presents here
G(t). According to the Sylvester theorem (see, e.g.,
[51]), the expansion of this matrix function yields

(13)

However, to use solution (13) with a set of known
eigenvalues λk, one has to multiply and sum the ele-
ments of a large number (Z) of matrices. As early as Z ≥
10, the counting errors, which are governed by the inac-
curacy in calculating λk, increase rapidly. Solution (13)
can be of practical use only in the cases of light impu-
rities or of a triangle matrix K (when the eigenvalues,
i.e., the diagonal elements of K, are known exactly).

From the point of view of the computational expen-
diture, it is expedient to use the symmetry properties of
the kinetic matrix. Indeed, using representations (A1.2)
and (A1.6) for K and calculating its eigenvalues (the
elements of the matrices Λ, DK, and T), we obtain

(14)

and

(15)

It follows from expression (14) that the expression for
G(t) is a product of five matrices, three of them being
diagonal. Note that it is simpler to use expression (14)
than (15) since the elements of the transposed matrix T t

(in contrast to the elements of U–1) are calculated
together with the elements of the matrix T. We will fur-
ther use expression (15) as a short form of expression

(14), implying that U–1 = T tDK and U = .

Expression (14) determines the time evolution of a
charge-state distribution starting from some initial state

f t( ) Kt( )exp f 0( ).⋅=

G t( ) Kt( )exp λ kt( )
K λ iE–( )
λ k λ i–( )

-----------------------.
i k≠
∏exp

k 0=

Z

∑= =

G t( ) DK
1–
T Λt( )T

t
DKexp=

G t( ) U Λt( )U
1–
.exp=

DK
1–
T

f(0) to a final state, which is unambiguously determined
by the matrix K. This final state is presented by the
eigenvector u0, which is normalized to unity and corre-
sponds to the zero eigenvalue. In the frame of a station-
ary model, this state is usually referred to as a stationary
coronal distribution.

The translation of a charge-state distribution from
some initial state to a final one at a stationary matrix K
may be called a stationary or simple translation of the
charge-state distribution.

Solutions in the form of a simple translation are

related to rapid (as compared to , where k ≅  m) vari-
ations in the ionization and recombination rates (e.g., as
a result of a stepwise change in Te). When  > 0, these
solutions may be called ionization (positive) tempera-
ture translations, and when  < 0, they may be called
recombination (negative) temperature translations. The

case with  ≅  0 and (t) > 0 corresponds to the distri-
bution broadening, which, as was pointed out above,
has a character of charge-state diffusion; therefore, this
case may be called a diffusive translation. The case with

 ≅  0 and (t) < 0 corresponds to the narrowing of a
distribution due to dominating convection; therefore,
this case may be called a convective translation.

There are two important extreme cases of a simple
translation of charge-state distributions. These cases
correspond to a situation in which one can neglect in
Eqs. (3) either the terms that describe ionization or the
terms that describe recombination. In practice, these
approximations can be used to describe the impurity
behavior when the equilibrium between ionization and
recombination shifts appreciably over a short time
period. Similar situations occur in tokamak plasmas,
e.g., in the startup phase of a discharge, during pellet
injection, in the course of a rapid plasma heating or
cooling, and during disruptions.

Solutions corresponding to the case in which the
ionization processes predominate will be referred to as
dominant (or extreme) ionization translations. In the
opposite case, solutions will be referred to as dominant
(or extreme) recombination translations. In both cases,
the matrix K becomes triangular (or almost triangular
for dominant translations). Analytical expressions
describing extreme charge-state translations are pre-
sented in Appendix 2.

Let us consider charge-state kinetics in terms of the
lowest moments in the case of extreme recombination
of impurity. We will assume that the dominant atomic
process is the charge exchange of impurity with neu-
trals. In this case, the recombination rate can be repre-
sented as Rk = rk, where r is a constant that is indepen-
dent of the impurity species (see [11] and also formulas
(47) and (48) below). Excluding time from Eqs. (8) and
(9), assuming that Rk @ Sk, and using formulas (6) and
(7), we obtain

λ k
–1

ṁ

ṁ

ṁ Ḋ

ṁ Ḋ
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(16)

We note that the distribution function does not enter
into Eq. (16), while this function is usually required
when using formulas (6)–(8). The solution to Eq. (16)
under the initial conditions D(t = 0) = D0 and m(t = 0) = m0
has the simple form

(17)

From Eqs. (6)–(8) we find that

(18)

It follows from Eq. (17) that the time evolution of the
dispersion D(m) is represented by a convex (since usu-
ally D0 ! m0) parabola whose maximum lies at the line
Dmax = mmax/2 (see Eq. (16)). The time over which the
distribution shifts to the point (mmax, Dmax) is equal to

(19)

It also follows from Eqs. (17) and (18) that a moving
distribution forgets the initial value of D0 faster
(~exp(−2rt)) than the initial value of m0(~exp(–rt)). An
expression similar to formula (17) can be obtained for
other moments. In particular, for skewness we have

(20)

It can be seen from Eqs. (18) and (20) that the initial
value A0 is forgotten faster than D0. Since the distribu-
tion function with a finite number of discrete states can
be expressed exactly in terms of the lowest moments,
its behavior in the case of interest eventually depends
only on m0 and r. The trajectories of the distribution
motion in the space of moments (e.g., D(m) or A(m))
are universal (i.e., have the form of a parabola for the
case of D(m)) for distributions with the same initial
conditions and are independent of the impurity species.
The distributions move according to the same scheme:
over a time period longer than (3r)–1, a distribution is
formed that is described more or less exactly by the two
moments, m and D; i.e., the distribution is almost Gaus-
sian. Note that steps of the ionization potentials and of
the cross sections in transit ranges between atomic
shells do not affect this distribution. Further, it follows
from Eq. (18) that, over a time period longer than (2r)–1,
the distribution is rearranged in such a way that D ≅  m;
i.e., it is close to a Poisson distribution. Numerical illus-
trations of such behavior of impurities in the course of
their extreme recombination are presented in Section 7.
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Thus, in the case of extreme recombination through
charge exchange with neutrals, charge-state kinetics
can be described in terms of moments, without invok-
ing a solution to the equation for the distribution func-
tion (see also [47]). Moreover, using Eqs. (17) and (20)
and condition (5), one can find the behavior of charge-
state distribution from Eqs. (6) and (7).

Formulas (17)–(20) can be used to approximately
describe recombination kinetics over times t ! tmax and
rt ! 1. In the latter case, from Eq. (11) we have the lin-
ear estimate D(t) ≈ D0 + m0rt, which indicates an initial
increase in the dispersion in the case of extreme (and
also dominant) recombination. Indeed, from Eqs. (8)

we have  = –rm < 0 and  = r(m – 2D) > 0 if m > 2D,
which takes place for hot plasmas.

Let us now consider the solution to Eq. (10) in the
case of a nonstationary matrix K. The time interval of
interest (0, t) can be divided into n equal parts ∆t = tn –
tn – 1. The Sk(tn) and Rk(tn) values inside each time inter-
val are assumed to be constant and to vary stepwise on
the boundary of each interval. According to Eq. (14),
the solution in the first interval can be represented in the
form

(21)

For the second interval, solution (21) can be regarded as
an initial condition. The solution for the second interval
can then be represented in a form similar to that for the
first interval:

(22)

Applying this procedure up to the end of the time inter-
val of interest, we obtain

(23)

where the expression under the sign of limit on the
right-hand side is an integral product or, in other words,
a multiplicative integral [50]. A specific feature of this
is the noninterchangeability of the matrices-factors
(expressions in square brackets). The finite limit in
Eq. (23) exists at negative eigenvalues of the diagonal
matrices Λn and can be calculated approximately. It fol-
lows from Eq. (23) that, in the case of a nonstationary
matrix K, the operator of the charge-state distribution
motion is represented as a product of elementary oper-
ators that describe simple translations.

Thus, it follows from formulas (14), (15), and (23)
that any solution to set (3) can be represented by simple
translations. This indicates their great importance for
an analysis of impurity charge-state kinetics.
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4. DISPERSION OF STATIONARY CHARGE-
STATE DISTRIBUTIONS.

Initial moments m and D of charge-state distribu-
tions are important numerical characteristics that allow
one to compare the impurity behavior in very different
plasma processes. However, before this, it is necessary
to consider the impurity behavior under conditions of a
balance between impurity ionization and recombina-
tion. In particular, in the stationary case, set (15), as is
well known, can be reduced to the form

(24)

and its solution, using condition (5), can be represented
(see, e.g., [1, 41]) as follows:

(25)

In the present work, the rates of atomic processes for
carbon, oxygen, argon, and iron impurities were calcu-
lated using the data obtained by Post [52]. The ioniza-
tion rate corresponds to the formula of Lotz [53]. The
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Fig. 1. Dispersion of the stationary charge-state distribu-
tions of C, O, Ar, and Fe impurities as a function of Te, cal-
culated by formulas (6), (7), (45), and (46) at ξn = 0.
Charge-state distributions corresponding to the points on
the curves for C and Fe are shown in Figs. 3a and 3b, respec-
tively.
rates of radiative and dielectronic recombination were
also calculated using the data from [1, 52].

The rates of charge-exchange recombination were
calculated by the formula

(26)

Here, v n is the velocity of neutral atoms (hydrogen or
deuterium); ξn = nn/ne is the relative density of neutrals;

and (k) is the cross section for the charge-exchange
of a hydrogen atom in the ground state, taken in the
form [54]

(27)

where E is the energy (averaged over the distribution)
of neutrals, A = 5.967 × 10–17, B = 5.87 × 105, C =
1.913 × 10–3, and D = 1.383 × 10–7; and β is a factor that
takes into account the contribution of the excited states
of neutral atoms [29, 30], whose cross sections increase
sharply with increasing the first quantum number n of

the excited levels (  ~ n4). In our simulations, it was
assumed that β increases to 1–10 with increasing tem-
perature Te and/or as a result of the impurity excitation
processes.

The results of calculations of stationary charge-state
distributions are usually represented in the form of
dependences of the relative densities of ionic charge
states versus Te [1–3, 16, 41]. In some papers, the
dependences m(Te) are presented (see, e.g., [2, 19]);
however, there is no data on dispersion.

Figure 1 shows the dispersion of stationary charge-
state distributions Dst versus the plasma electron tem-
perature Te for carbon, oxygen, argon, and iron impuri-
ties. The dispersion is calculated by formulas (6), (7),
(24), and (25) without allowance for impurity charge
exchange with neutrals. The nonmonotonic behavior of
Dst(Te) is ensured by the set of atomic shells and sub-
shells of impurity in question and by the fact that the
ionization rates Sk vary stepwise during the transitions
of m(Te) between neighboring shells. This can be dem-
onstrated more clearly if we represent the dependences
Dst(Te) and m(Te) by one function Dst(m). Each point
here gives a sufficiently complete representation
(which, however, is not unambiguous) of the corre-
sponding charge-state distributions.

Calculations of Dst(m) for stationary (coronal)
charge-state distributions in the case of iron and argon
impurities with the use of different data about electron-
impact ionization cross sections [3, 7, 30, 52, 53, 55–
57] are compared in Figs. 2a and 2b. Atomic data for
iron presented here by the function Dst(m) were used in
the impurity transport codes developed for the PLT [3]
and TFR [7] tokamaks before 1983. The inaccuracies of
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these atomic data are characterized by the difference in
the curves Dst(m). A comparison with the scales of
kinetic effects, as well as with the scale of the influence
of diffusive–convective impurity transport, shows that
there are appreciable restrictions on the accuracy of an
analysis of the impurity behavior, especially at the
plasma periphery.

The least data scatter in the rates of impurity ioniza-
tion occurs, as a rule, for highly ionized charge states,
starting from the He-like ions usually located in the
plasma core. Figure 2b gives an idea of the scatter in the
data on the ionization rate for argon, which is com-
monly used to study impurity transport in tokamaks
(see below). It can be concluded from Fig. 2b that the
transport and line emission models for argon are related
to significant uncertainties in the ionization cross sec-
tions for the charge states lower than a He-like state (for
m < 15.5 and Te < 0.5 keV), which are typical for the
peripheral regions of the plasma in large- and medium-
size tokamaks.

It can also be seen from Figs. 2a and 2b that the min-
ima of Dst are located in the regions where m passes (as
Te increases) from one atomic shell to another, whereas
the maxima correspond to m lying inside each shell.
From a comparison of Dst(Te) (Fig. 1) with the corre-
sponding temperature dependence of the radiative
losses (see, e.g., [1]), it follows that the locations of the
maxima (over Te) of these two curves almost coincide,
but the ranges of the so-called radiation barrier fall on
the L shells for low-Z impurities and on the M shells for
medium-Z impurities.

A comparison of the distributions that correspond to
the extreme values of Dst is of interest. Figures 3a and
3b show the distributions for carbon and iron impuri-
ties, respectively, for the Te values at which the
extremes of Dst(Te) are reached. It can be seen from
these figures that the distributions that correspond to
the minima of Dst for the K–L, L–M, etc., transitions of
m have sharp and clearly pronounced maxima (modes)
for He-, Ne-, Ar-like, etc., ion states of each impurity.
The most abundant transitive distributions (designated
in Figs. 3a and 3b as KL, LM and MN, respectively) are
represented by a small number of charge states (usually,
by three states, as was noted in [25, 41] in analyzing the
behavior of He-like carbon ions). The systematic char-
acter of transitive distributions is clearly seen in
Figs. 3a and 3b. Distributions denoted in Fig. 3 as Z are
mainly represented by the nuclei of impurity ions and
usually occur at large Te. These distributions can also be
attributed to transitive ones. When the maxima of Dst
are reached, the centers of the distributions remain
within K, L, etc., shells, and these distributions are
respectively designated in Figs. 3a and 3b.

As was noted above, charge-exchange recombina-
tion of impurities with neutral (hydrogen or deuterium)
atoms may have a significant effect on their stationary
charge-state distributions. In particular, the calculated
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
dependences m(Te) for different ξn are presented in [2,
19]. Similar dependences at ξn = 0–10–3 for iron impu-
rity are shown in Fig. 4. Here, one can note an impor-
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Fig. 2. Dispersion D and average charge m (the lowest
moments) of stationary charge-state distributions as para-
metric functions of Te (in keV), calculated for the coronal
equilibrium and using different ionization and recombina-
tion rates at ξn = 0 for (a) iron and (b) argon impurity. The
solid line in plot (a) shows the results of calculations by the
data from Post [52] and Lotz [53], closed circles show Te (in
keV), the dashed line shows the data for PLT obtained with
the MIST code [3], and the short-dashed line shows the data
for TFR [7] after correction for the ionization rates (an
approximately twofold decrease in the rates from Lotz)
using the results of emission observation. The solid line in
plot (b) shows the results of calculations by the data from
Post [52] and Lotz [53], open circles correspond to model
distributions (MIST) in the ALCATOR-C tokamak [55], tri-
angles correspond to model distributions (MIST) in the
TEXTOR tokamak [30], the dashed line shows the
moments calculated using the data of [56], and the short-
dashed line is obtained using the data of the ATOM code
[57].
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tant effect, namely, a decrease in m with increasing Te

(see also [2, 19]). This can be explained by the fact that,
in the range of Te = 1–10 keV, the ionization rates of
most of the atomic shells can decrease with increasing
Te. In particular, for iron ions Fe10+–Fe20+ (k = 10–20),
the maximum of Sk(Te) lies within the range Te = 1–
10 keV, while for carbon ions with k = 3–5, it lies within
the range Te = 1–3 keV.

The results of calculations (for the same conditions
as in Fig. 4) illustrating the effect of charge exchange
on the dispersion Dst are shown in Fig. 5. The most
appreciable variation in the width of the distribution
under the action of charge-exchange recombination is
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Fig. 3. Extreme (with respect to dispersion) stationary
impurity charge-state distributions corresponding to the
points in Fig. 1 at ξn = 0 (a) for carbon at Te = (Z) 800, (K)
100, (KL) 30, and (L) 8 eV (the dashed line corresponds to
Te = 4.5 eV) and (b) for iron at (Z) 25, (K) 10, (KL) 3.3, (L)
0.65, (LM) 0.3, (M) 0.15, and (MN) 0.02 keV.
observed in the range of Te > 2–3 keV. It is convenient
to represent both dependences m(Te) and Dst(Te) (see
Figs. 4, 5) by one function Dst(m), which is shown for
iron impurity at different ξn in Fig. 6.

It can be seen from Fig. 6 that the dispersion of sta-
tionary charge-state distributions calculated with
allowance for charge-exchange recombination is a dou-
ble-valued function. Two branches of this function can
be identified as an ionization brunch, along which the
distribution center shifts toward higher m as Te

increases, and a recombination one, along which the
distribution shifts toward lower m as Te increases. It can
also be seen from Fig. 6 that the recombination branch
of Dst(m) appreciably shifts toward smaller Te and m as
ξn increases. Thus, for sufficiently large ξn, due to the
charge exchange of impurity, the increase in the steady-
state value of Te by more than 3–5 keV does not result
in further impurity ionization, but, in contrast, it is
accompanied by impurity recombination and an
increase in Dst. The range in which Dst and m vary can
be seen from a comparison of the locations of the points
lying on the curves in Fig. 6 and corresponding to the
same Te and the different ξn.

5. DISPERSION OF NONSTATIONARY 
CHARGE-STATE DISTRIBUTIONS

Ergodic properties of charge-state kinetics distin-
guish stationary charge-state distributions against a lot
of the possible initial distributions, since any impurity
charge-state distribution in a tokamak plasma relaxes
toward a stationary charge-state distribution. In consid-
ering simple charge-state translations, we will assume
that the initial distributions are represented by station-
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Fig. 4. Effect of the rate of charge-exchange recombination
(the relative density of neutral atoms ξn) on the temperature
dependence of the average charge m(Te) of stationary
charge-state distributions for iron impurity.
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ary distributions (25). In Fig. 6, these distributions are
shown by points located on the curves Dst(m).

The trajectories of simple translations begin with
similar curves and end with them. Consequently, using
these trajectories (see Fig. 6), simple translations can be
classified as follows: First, they can be classified by the
type (direction) of kinetics as ionization and recombi-
nation translations (or, by the sign of , as positive and
negative translations, respectively). We note the cases
in which ionization or recombination processes are
dominant, i.e., extreme (and dominant) ionization or
recombination translations (see Sections 6 and 7), and
also the particular cases of diffusive and convective
translations. Second, simple translations can be classi-
fied by the parameter that causes the distribution
motion, e.g., temperature (Te) translations, charge-
exchange (ξn) translations, etc. Third, they can be clas-
sified by the location of m(t): translations within one
atomic shell may be called internal translations,
whereas translations between neighboring shells may
be called external ones. Moreover, one can distinguish
translations within the same ionization or recombina-
tion branch of Dst(m) or between these branches.

It is convenient to represent these simple transla-
tions by the trajectories D(m), each point of which cor-
responds to a fixed instant of time and/or to some cal-
culated distribution. The function D(m) gives an idea of
the motion of a charge-state distribution as a whole and
also shows the features of the translations of different
types. Moreover, the function D(m) provides a virtually
correct and complete description of the three most
abundant charge states, e.g., in analyzing both charge-
state distributions of light impurities and transitional
distributions, in particular, when the He-like state or a
nucleus appears to be a mode of the distribution.

We note some other advantages of the function
D(m). Since ne enters as a factor in all the expressions
for Rk and Sk, then, as follows from Eqs. (6)–(8), it
drops out from the expression for dD/dm; consequently,
the trajectories of simple translations depend on neither
ne nor ni. Each trajectory D(m) appears to be a probabil-
ity characteristic of the charge state of any ion of a
given impurity species. In this case, D takes the sense
of the dispersion of the charge-state probability. How-
ever, the speed  of the motion of the charge-state dis-
tribution center along the trajectory significantly
depends of ne. In our calculations, we assumed that ne =
1013 cm–3. A variation in ne results in a proportional
change in the value of  (see, e.g., Eq. (6)).

Figure 7 shows the results of calculations of simple
ionization and recombination temperature translations
within the L shell of iron impurity at ξn = 10–5 and at an
instantaneous change of Te from 0.5 to 1 keV and then
back, so that the beginning of one trajectory coincides
with the end of another one. Let us introduce the fol-
lowing notation for these translations: Te: 0.5 

ṁ

ṁ

ṁ
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1.0 keV and Te: 1.0  0.5 keV. The arrows by the
curves in Fig. 7 show the direction of motion along the
trajectories and the points on the curves display some
given instants in the course of motion of a charge-state
distribution. A systematic difference between ioniza-
tion and recombination translations is clearly seen here.
As a rule, the trajectory of the ionization translation is
located as a whole below the stationary curve Dst(m),
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Fig. 5. Effect of the rate of charge-exchange recombination
(the relative density of neutral atoms ξn) on the temperature
dependence of the dispersion D(Te) of stationary charge-
state distributions for iron impurity.
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Fig. 7. Trajectories (time evolutions) of charge-state distri-
bution moments of iron impurity at ξn = 10–5 and at an
instantaneous change in Te. The dashed line corresponds to
the change of the temperature from 0.5 to 1 keV (simple
ionization translation Te: 0.5  1.0 keV), and the dashed-
and-dotted line, from 1 to 0.5 keV (simple recombination
translation Te: 1.0  0.5 keV). The stationary function
Dst(m) taken from Fig. 6 is presented for comparison. The
symbols show the time evolution of the moments at ne =

1013 cm–3, the arrows show the direction of motion, and the
time t (in ms) is measured from the start of motion.
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Fig. 8. Trajectories (time evolutions) of charge-state distri-
bution moments of iron impurity between the L and M
shells at ξn = 10–5 and at an instantaneous change in Te. The
dashed line corresponds to the change of the temperature
from 0.18 to 0.5 keV (simple ionization translation Te:
0.18  0.5 keV), and the dashed-and-dotted line, from
0.5 to 0.18 keV (simple recombination translation Te:
0.5  0.18 keV). The other notation is the same as in
Fig. 7.
while the trajectory of the recombination translation is
located appreciably higher than the stationary curve.
An appreciable broadening of the charge-state distri-
bution was first found in an analysis of a simple
recombination translation of iron impurity within the
L shell [40].

Figure 8 shows the results of calculations of simple
translations between the M and L shells of iron impurity
(Te: 0.18  0.5 and 0.5  0.18 keV). Calculations of
translations between neighboring shells (when m(t)
falls into the transition region between the shells) pre-
sents the most serious problems for any approximate
approach to an analysis of charge-state kinetics because
the accuracy of such calculations is extremely low due
to the large difference in the rates and potentials of ion-
ization of neighboring (but belonging to the different
shells) charge-states. In this range of m(t), a Gaussian
approximation [38] turns out to be quite inappropriate
for calculating a continuous (over k) distribution func-
tion (see, e.g., [11, 38, 40]). An attempt (not quite suc-
cessful) to qualitatively analyze such a situation was
made in [41]. The example presented in Fig. 8 is of
interest because of the difference between the smallest
value of D for the ionization translation and the largest
value of D for the recombination translation. For com-
parison, the charge-state distributions corresponding to
these values of D at m = 15.8 are shown in Fig. 9.

To calculate translations related to variations in the
effective rate of impurity charge exchange with neutral
atoms, we will assume that the temperature is fixed
(e.g., Te = 1 keV) and that ξn changes stepwise. The cor-
responding trajectories and the curve Dst(m) along
which ξn varies from 10–3 to 10–6 are shown in Fig. 10.
Four pairs of simple charge-exchange translations ξn:
10–3  10–4, 10–4  10–5, 10−5  10–6, and
10−3  10–5 are shown in this figure. For the latter
translation, the speed of the motion of the distribution
center is shown in Fig. 10 by points. In this figure, the
same difference of the ionization and recombination
translations with respect to the curve Dst(m) can be
seen, as was pointed above when discussing the exam-
ples presented in Figs. 7 and 8.

Diffusive and convective (temperature and charge-
exchange) translations with m(t) ≅  const are repre-
sented by an almost vertical line in the plot of D(m).
Figure 11 presents an example of similar translations
for iron impurity. The direct and reverse translations
Te: 0.7  50 keV almost coincide in this figure.
Some instants in the course of motion of a charge-state
distribution along the trajectories are also indicated
here. The physical sense of these translations is the dis-
tribution motion caused by the interaction of the flux of
hot electrons with impurity ions when the impurity falls
into this flux (or escapes from it).

Figure 11 shows translations between the ionization
and recombination branches of the curve Dst(m) and
also the translations within the recombination branch.
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We note the inverted relation between variations in Te

and the types of possible translations in the range of
Te > 3–5 keV: a stepwise increase in Te(t) leads to a
decrease in m(t), so that, according to the above termi-
nology, we have a recombination translation, whereas a
stepwise decrease in Te(t) results in an ionization trans-
lation.

The translations that are shown in Figs. 10 and 11
and have the same final state (Te = 1 keV, ξn = 10–5 for
Fig. 10 and Te = 4 keV, ξn = 10–4 and Te = 50 keV, ξn =
10–4 for Fig. 11) are of special interest. It can be seen
from the figures that the corresponding trajectories of
translations rapidly converge in the final stage and then
coincide, independently of the initial state (e.g., Te =
0.15 and 50 keV in Fig. 11). These examples clearly
illustrate the ergodic character of impurity charge-state
kinetics.

6. DISPERSION IN THE CASE 
OF EXTREME IONIZATION

The cases of extreme ionization and recombination
translations are of interest because of the large speeds
and wide range of changes in D and m and as an
approach to the description of charge state kinetics
when ionization/recombination processes are domi-
nant.

Let us consider impurity ionization from the neutral
state assuming that an instant influx of a neutral carbon
(or argon) impurity into the plasma core with Te =
1 keV, ne = 1013 cm–3, and ξn = 10–5 takes place. Figure 12
shows the results from calculations of a corresponding
simple ionization translation for carbon (using formu-
las (11) and (14)). The time evolution of the moments
of the distribution in the course of its motion along the
trajectory D(m) are shown by the points on the curve.
For comparison, the curve Dst(m) is also shown. Note
that Te = 1 keV is larger than the ionization potentials
for H- and He-like carbon ions (490 and 392 eV, respec-
tively). For this reason, the curves of extreme ionization
translation calculated by formulas (A2.9) and (A2.10)
almost coincide with the simple translation curve calcu-
lated by formulas (11) and (14).

The results from calculations of three ionization
translations for argon (Te: 0  1 keV, 0.01  1 keV,
and 0.02  1 keV at Te = 1 keV, ne = 1013 cm–3, and
ξn = 10–5) are shown in Fig. 13. Here, the curve of
extreme ionization translation Te: 0  1 keV and the
curve Dst(m) are also shown for comparison. It can be
seen from the figure that all these translations follow
the same trajectory during 0.1–0.3 ms, independently
of the initial state. Clearly, this is a consequence of the
ergodic character of the kinetics of charge-state distri-
butions. The trajectory of extreme ionization transla-
tion coincides with the trajectory of the simple ioniza-
tion translation of an impurity from the neutral state up
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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Fig. 9. Charge-state distributions of iron impurity during
simple temperature translations shown in Fig. 8 at ne =

1013 cm–3, and ξn = 10–5. Open circles show the distribution
at Te: 0.18  0.5 keV and t = 2.2 ms (when D(t) ≈ Dmin),
and closed circles show the distribution at Te: 0.5 
0.18 keV and t = 9.5 ms (when D(t) ≈ Dmax). The time
elapsed after the start of motion is shown in parentheses.
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Fig. 10. Trajectories (time evolutions) of charge-state distri-
bution moments of iron impurity at Te = 1 keV and at an
instantaneous change in the relative neutral density ξn (sim-

ple translations ξn: 10–3  10–4, 10–4  10–5,

10−5  10–6, and 10−3  10–5). The stationary
curve Dst(ξn) is presented for comparison, and the values of
ξn are indicated along the curve. The points show time evo-
lution of charge-state distribution at the given instants of
time t (in ms), and the arrows show the direction of motion
along the trajectories.

          



456 SHURYGIN

    
to the instant t = 0.3 ms and differs slightly from it after
this instant.

It was shown in [38] that, in the course of impurity
ionization from the neutral state, the charge-state distri-
bution function becomes close to a Gaussian one and is
deflected from it when a final stationary state is
approached. The time evolution of the charge-state dis-
tribution of an argon impurity during the translation Te:
0  1 keV is shown in Fig. 14. The corresponding
Gaussian curves provide a good fit to these distributions
if one use the data on m(t) and D(t) from Fig. 13 and
the formula

(28)

It follows from Fig. 14 that distributions close to a
Gaussian distribution (28) emerge at the very beginning
of ionization (as early as 10 µs after the start of ioniza-
tion) and remain up to the time when the distribution
center approaches the final state.

In the case of the simple ionization translation of
impurity from the neutral state, we may note regular
oscillations of D(m) occurring at Te < 20–30 eV. Fig-
ure 15 shows several translations calculated by formu-
las (11) and (14) for carbon impurity at Te = 15–100 eV.
The trajectory for Te = 5 eV in the figure is the extreme
ionization translation calculated by formulas (A2.9)
and (A2.10). The minima of dispersion become more
pronounced and fall on integer m as Te decreases. An

f G k t,( ) 1

2πD
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2D
--------------------– .exp=

3
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D(t)

14 1612 18 m(t)

0.15 0.7 (Te, keV)

Fe

0.2

0.1

1 1
3

50 20

4

0.3

0.1

Dst(Te)

0.3 (t, ms)

Fig. 11. Simple temperature translations between ionization
and recombination branches of the curve Dst(m) at ne =

1013 cm–3, and ξn = 10–4: diffusive and convective transla-
tions Te: 0.7  50 keV; an ionization translations Te:
0.15  4 keV, 0.2  50 keV, and 0.7  20 keV;
and a translation within the recombination branch Te:
4  50 keV. The points show the time evolution of the
distribution moments. The time t is in ms.
                                             

appreciable amount of impurity is collected here in a
certain period of time.

The initial portions of ionization translations from
the neutral state (see Figs. 12, 13, 15) are presented by
an almost straight line dD/dm = 1 or D(t) = m(t); i.e.,
the initial portion of D(m) corresponds to a Poisson dis-
tribution. For this, it is necessary that all the coefficients
of a kinetic set be the same. We note that, here, such a
distribution is merely related to the ionization of neutral
atoms.

It is clear from the above figures that, in many cases,
D < 1 and the corresponding charge-state distributions
are close in shape to the transitive stationary distribu-
tions shown in Figs. 3a and 3b. Indeed, in these cases,
most of the distributions are represented, as a rule, by
the three most abundant states, while the contribution
of the rest states to m and D can be ignored. Inverting
formulas (6) and (7) and using Eq. (5), one can find that
the probabilities of such states are expressed in terms of
m and D:

(29)

where m and D also depend on t. In the case m ≈ k, we
find from Eqs. (29) that fm ≅  1 – D(m) and fm ± 1 ≅  D/2.

f k 1± t( ) 1
2
--- D m k–( )2

m k–( )±+[ ] ,=

f k t( ) 1 D m k–( )2
+[ ] ,–=

ë

10 ms

5
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Dst(Te)

0.4
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D(t)

0 1 2 3 4 6
m(t)
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0.3 ms
10 µs

1 µs

0.1 ms

Fig. 12. Trajectories (time evolutions) of charge-state distri-
bution moments during ionization of carbon impurity from
the neutral state at ne = 1013 cm–3, ξn = 10–5, and Te: 0 
1 keV. The dashed line corresponds to a simple ionization
translation calculated by formula (14) and almost coincides
with that corresponding to an extreme ionization translation
calculated by formulas (A2.9) and (A2.10)). The other nota-
tion is the same as in Figs. 7 and 8.
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Fig. 13. Trajectories (time evolutions) of charge-state distri-
bution moments during ionization of argon impurity from
the neutral state at ne = 1013 cm–3 and ξn = 10–5: simple ion-
ization translations Te: 0  1 keV, 10 eV  1 keV, and
20 eV  1 keV, calculated by formula (14), and extreme
ionization translation Te: 0  1 keV. The short-dashed
line corresponds to calculations by formulas (A2.9) and
(A2.10). The other notation is the same as in Fig. 12.
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Fig. 14. Time evolution of a charge-state distribution during
ionization of argon impurity from the neutral state (the
extreme ionization translation Te: 0  1keV) at ne =

1013 cm–3 and ξn = 10–5. The instants of time are depicted
near the distributions.

Since fm > fm ± 1, we have 1 – D > D/2, so that D < 2/3
or, in general case,

(30)D
2
3
--- m k–( )2

,–<
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
0.4

0.1

D(t)

1 2 3 m(t)

100 ë

15

4

0.2

0.3

30 (Te, eV)

0

Dst(Te)

5

Fig. 15. Time evolution of the moments of charge-state dis-
tribution during ionization of carbon impurity from the neu-
tral state (simple ionization translations Te: 0  15 eV,
0  30 eV, and 0  100 eV, calculated by formula
(14)). The dashed line corresponds to the extreme ionization
translation Te: 0  5 eV. The stationary function Dst(m)
is also shown for comparison.

where also m ≈ k. Inequality (30) shows the range of
D(m) in which the description of charge-state distribu-
tions can be reduced to the description of only three
charge states located around the center of the distribu-
tion and representing its most abundant part. The
moments m and D < 2/3 allows one to find from
Eq. (29) the probabilities of these charge states for tran-
sitive charge state distributions. Using the following
moments (e.g., skewness), it is possible to extend (to
others k) a solution of type (29), which allows one to
refine the calculations but, at the same time, makes the
solution more complicated.

7. DISPERSION IN THE CASE
OF EXTREME RECOMBINATION

When impurity charge exchange with neutrals pre-
dominates, the distribution centers of extreme recombi-
nation translations move at a rather high speed and the
translations exhibit, as was shown above, universal
character in the sense that the trajectories D(m) appear
to be parabolic for all plasma impurities. Extreme
recombination translation means the transition of an
impurity into a state that is capable of radiating a large
amount of energy, taking it away from the electron
plasma component. A similar situation occurs in the
rapid phase of disruptions in tokamak plasmas. One of
the key questions here is the question of the feasible
scales of impurity charge-state distribution kinetics
[31]. Hence, the question of the rate of charge-
exchange recombination and the factors affecting it
deserve detailed consideration.
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Indeed, it follows from formulas (26) and (27) that
the energy dependence of the charge-exchange rate is
very weak (up to an energy of ~25 keV); therefore, the
effective rates of charge-exchange impurity recombina-
tion are determined by two factors. The first of these is
the density of neutral (hydrogen or deuterium) atoms
nn, while the second is the contribution from the excited
states of these neutrals. In fact, the states of neutrals
excited to the level n = 3–4 have charge-exchange cross
sections two orders of magnitude higher than the cross
section of charge exchange from the ground state. It can
be assumed for estimates that 1% (β ≅  1) of neutrals
excited to the level n = 3–4 doubles the effective
charge-exchange rate, 2% (β ≅ 2) of neutrals trebles it,
and so on.

The influx of fast neutrals (with an energy of about
1 keV) into the plasma core is observed in the rapid
phase of disruption [31–33]. These neutrals are pro-
duced at the plasma periphery (in the vicinity of the last
closed magnetic surface) as a result of charge exchange
of the accelerated ions of the main component with the
background neutrals. The population of the excited
states of these neutrals in the plasma core, where ξn ≅
10–5, can increase by several orders of magnitude due to
the influx of excited neutrals arriving from the periph-
ery, where ξn ≅  10–3.

Let us assume that ne = 1013 cm–3, Te = 1 keV, and β
increases during a rapid phase of disruption up to 10.
Moreover, we will assume that, during a rapid phase,

2
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2 (β, t = 0.1 ms)

Ar

5

10
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6 D = m
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Dst(Te)Dst(Te)
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Fig. 16. Time evolution of the distribution moments at
instantaneous changes in Te (1  0 keV), ξn (10–5 

10–3), and β (10–5  (10–3, …, 10)) for Fe, Ar, and O
impurities (solid lines). The stationary functions Dst(m) are
shown for comparison by the dashed lines. The trajectory of
moments with allowance for formula (27) is shown by the
short-dashed line. The points show the moments of distribu-
tions for several values of β, the time elapsed from the start
of motion being t = 0.1 ms in each case. The arrows show
the direction of motion along the trajectories.
the effective temperature Te sharply (over several tens
of microseconds) decreases to 100 eV and Ti increases
stepwise to several keV due to the observed accelera-
tion [33].

Let us calculate the trajectory D(m) of an extreme
recombination translation under this conditions and the
speed of the distribution motion as a function of β in the
range 10–3 < β < 10. Similar values of β were obtained
in detailed calculations of the excitation kinetics of
atomic hydrogen [30, 58]. The trajectories of extreme
recombination translations calculated by formula
(A2.14) (where Rk = rk) for iron, argon, and oxygen
impurities are shown in Fig. 16. The curves Dst(m) for
these elements are shown here for comparison. The fig-
ure also shows the trajectory for iron impurity, calcu-
lated with allowance for the dependence of the charge-
exchange cross section on k in form (27) [54]. We note
that the trajectories of translations calculated by formu-
las (A2.14), (6), and (7) correspond to a high accuracy
to parabolic law (10), which was obtained without cal-
culating a one-dimensional charge-state distribution. In
particular, it can be seen that the maxima of the curves
are located on the straight line Dmax = mmax/2.

The moments of the charge-state distribution for
iron impurity at the instant 0.1 ms (just after the start of
motion) are shown in Fig. 16 by points that correspond
to different values of β. In fact, the location of points is
determined by the product neξn(1 + β). It can be seen
from the figure that, already at β = 2, the distribution
center shifts over 0.1 ms to the M shell, where the radi-
ative losses sharply increase, which should result in a
burst of the line impurity radiation.

Above, we have considered the cases of extreme and
dominant recombination translations in which a mov-
ing distribution consequently forgets the initial values
of the higher moments and a charge-state distribution
close to a Gaussian one is produced. Figure 17 shows
distributions that occur in the case of iron impurity (see
Fig. 16). It can be seen from the figure that, in the initial
distribution, only three (or maybe four) charge states
are well fitted by a Gaussian curve. The charge-state
distribution center then shifts rapidly (since this is an
extreme translation) and the distribution approaches a
Gaussian one. A similar example for oxygen impurity
is presented in Fig. 18.

8. CHARGE-STATE DISPERSION
DURING SAWTOOTH OSCILLATIONS OF Te

Sawtooth oscillations of the plasma electron tem-
perature Te are of special interest in fusion research in
tokamaks. Therefore, charge-state translations that are
generated due to sawtooth oscillations of Te are consid-
ered here as examples of solutions to the set of kinetic
equations (3) in the case of a nonstationary matrix K(t).

Figure 19 shows several sawtooth temperature
translations for carbon impurity. The translations were
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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calculated for sawtooth variations in Te(t) from the min-
imum value of 80 eV up to the maximum value of
120 eV. The translations differ by the starting location
of the distribution (Te(0) = 80 and 120 eV) and by the
period of oscillations (τ = 60 and 1 ms). Two simple
temperature translations (Te: 80  100 eV and Te:
120   100 eV) displaying certain average locations
of the distribution are also shown for comparison by the
dashed lines.

It can be seen from Fig. 19 that, in the case of large-
period oscillations (60 ms), the translation trajectory
takes the final shape of a closed petal already after three
to four periods and does not depend of the initial distri-
bution. Note that the location of the petal is shifted with
respect to the final (ergodic) point of simple tempera-
ture translations (dashed lines) and the shift is the larg-
est for the larger oscillation frequency, i.e., for transla-
tions with τ = 1 ms. These charge-state oscillations con-
verge toward a common point that is located near the
curve Dst(m) (but not on the curve itself). The ampli-
tudes of oscillations in D(t) and m(t) are appreciably
smaller in this case.

The final closed trajectory (the petal in Fig. 19) has
two branches with opposite signs (directions) of
charge-state translations and a point at which the sign
of translation changes sharply. The entire trajectory is
located to the left of this point. This instant coincides
with the instant of a sawtooth crash in Te(t). Similar
behavior of the impurity charge states during a saw-
tooth crash in Te(t) was observed in the measurements
of the time evolution of the ArXVI/ArXVII signal. A
sharp step without any time delay (within the time res-
olution) was recorded during sawtooth oscillations in
the TEXTOR tokamak [59].

The relative dimensions and the location of the
ergodic petal depend on many parameters, e.g., on the
oscillation period, as is seen in Fig. 19. In a tokamak
plasma, one can expect an increase in the oscillation
amplitude D(m) due to the oscillations of the parame-
ters ne, Te, Ti , ξn, and β. The difficulty in distinguishing
the impurity dynamics and kinetics is related here to an
uncertainty in the relative contribution of the oscilla-
tions of these parameters to the oscillations of the
observed impurity emission. The time evolution of the
impurity emission can be erroneously related to the
impurity dynamics (transport) if one consider this evo-
lution to be a consequence of variations in the total
impurity density ni only.

Figure 20 presents the same examples of charge-
state translations for carbon impurity as in Fig. 19, but
for the case of inverted sawtooth oscillations. By com-
paring these two figures, one can see that the location
of the ergodic petal changes insignificantly. However,
in the case of inverted sawtooth oscillations, the portion
of the trajectory with a sharp turning is displaced onto
the opposite side of the petal, so that the entire trajec-
tory lies to the right (rather than to the left) of this por-
tion. The direction of motion of the charge-state distri-
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
bution center along the ergodic trajectory (counter-
clockwise direction for D(m)) also does not change. An
increase in the oscillation frequency results in the oppo-
site (as compared to Fig. 19) shift of the translation tra-
jectories with respect to simple translations.

Figure 21 presents examples of ergodic petals in the
case of direct sawtooth temperature translations for iron
impurity for different effective rates of charge-
exchange recombination, which is governed by the rel-
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Fig. 17. Charge-state distributions of iron impurity for three
instants of time during an extreme recombination transla-
tion shown in Fig. 16. Solid lines are Gaussian functions
corresponding to discrete distributions.
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Fig. 18. The same as in Fig. 17, but for an oxygen impurity.
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ative density of neutrals ξn. It can be seen that the
increase in the effective rate of charge-exchange
recombination appreciably changes both the form and
location of the ergodic petal with respect to the curve
Dst(m), whereas the direction of motion along the
ergodic trajectory remains unchanged (counterclock-
wise).
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Fig. 19. Time evolution of charge-state distribution
moments of carbon impurity during sawtooth oscillations of
Te (80 eV in the minimum, and 120 eV in the maximum):
translations with different initial values of Te (Te(0) = 80 and
120 eV) and different oscillation periods (τ = 60 and 1 ms).
The directions of motion along the translation trajectories
are shown by arrows. Simple temperature translations Te:
80  100 eV and Te: 120  100 eV (dashed lines) and
the stationary curve Dst(Te) are also shown for comparison.
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Fig. 20. The same as in Fig. 19, but for the case of inverted
sawtooth oscillations of Te.
9. EXPERIMENTS AND SIMULATIONS

As was stated above, the charge-state distributions
obtained in simulations (especially their moments m
and D) to a large degree do not depend on the adopted
concept of the relationship between the effects of impu-
rity dynamics and kinetics. In fact, these m and D rep-
resent the main content of the experimental data deal-
ing with real charge-state distributions. However, the
data of original papers that will be dealt with later (the
so-called model profile distributions) are the result of
processing impurity emission observations with the use
of the transport codes mentioned above. These model
radial distributions are further represented by the equiv-
alent (or dynamic) curves D(m) calculated using defini-
tions (6) and (7).

Among these profile distributions of the moments
D(m), one should set aside those calculated with DA =
0 and VA = 0, i.e., purely kinetic (or coronal) distribu-
tions of the moments D(m), which describe only the
impurity charge-state kinetics. The other (i.e.,
dynamic) distributions of the moments, as compared to
the kinetic distributions, give a quantitative estimate of
the sensitivity of transport codes to variations in DA and
VA and, when the experimental data are used, show the
radial distributions of the moments D(m) for real
charge-state distributions.

When the fitting coefficients DA and VA of transport
codes (usually MIST [3]) are assumed to be constant
throughout the plasma column, model profiles of
charge-state distributions do not quite satisfactorily
agree with experimental emission profiles used in cal-
culations. As a rule, the distortions of D(m) increase
from the plasma core toward the plasma edge, and the
use of the profiles of DA(ρ) and VA(ρ) only partially
solves this problem. In simulations in which the atomic
rate coefficients are modified to fit the emission profiles
[11], the distortions of model distributions also occur
closer to the plasma edge.

A large number of profile density distributions of
impurity ions have been obtained in studies of argon
impurities in large- and medium-size tokamaks. As a
rule, the steady-state phase of discharges is well docu-
mented.

Similar radial profiles for the TEXTOR tokamak
[60] transformed into D(m) are presented in Fig. 22.
The initial profiles were obtained for several values of
the anomalous diffusivity DA using the MIST transport
code with allowance for the profiles of the density ne(ρ)
and temperature Te(ρ), where ρ = r/a is a normalized
radius. Here, Te(ρ) varies along each curve D(m). The
plasma center is located at point ρ = 0.

Since sawtooth oscillations are usually observed in
tokamak plasmas, we present here two examples of
ergodic sawtooth translations (with an oscillation
period of 50 ms and typical relative variations in the
parameters Te, Ti , and ξn) calculated for argon impurity
under the conditions of the TEXTOR tokamak using
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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data of [55]. It was assumed in these calculations that
∆ξn/ξn = 0.3 for ξn = 1.6 × 10–6 and 6 × 10–6 at temper-
atures of Te(0) = 1.6 and 1 keV, respectively.

A comparison of the curves corresponding to differ-
ent values of DA (DA = 0, 0.1, and 1 m2/s), which are
assumed to be constant throughout the plasma, shows
that the central part of plasma column (up to ρ = 0.32)
is almost insensitive to variations in DA in the range
<0.1 m2/s. As DA increases to 1 m2/s, variations in D for
the external part of the column (ρ > 0.32) are also small
(as can be estimated from the figure, ∆D ≤ 0.1 at D =
0.2–0.6) and variations in the average charge are ∆m ≤
0.1 (at m ≈ 16). Appreciable variations in D (∆D(m) ≈
0.1) begin at DA ≥ 0.1 m2/s for m ≤ 16 in the range of
the L shell, starting from the He-like Ar16+ ion. As can
be seen from the dimensions of ergodic petals, the pos-
sible uncertainties in kinetics (e.g., an uncertainty in ξn)
that can be related to sawtooth oscillations appear to be
almost the same.

Thus, the low limit of the sensitivity of the MIST
transport code to DA for the central regions of the
plasma in TEXTOR is no lower than 0.1 m2/s. In this
case, an anomaly of the value DA is an necessary
attribute of the empirical approach, rather than of impu-
rity transport itself.

The same refers to the results of simulations of
argon charge-state distributions (with the same MIST
code) in the ALCATOR-C tokamak [61]. These results
are shown as D(m) in Fig. 23. Here, the amplitude of
oscillations in D(m), which correspond to the same
sawtooth oscillations as in Fig. 22, increases apprecia-
bly with increasing plasma density. However, from [60,
61], it is not clear whether or not impurity charge
exchange with neutrals was taken into account in calcu-
lating argon profiles.

It is of interest to analyze the charge-state distribu-
tions whose distribution center is shifted to the L shell
and for which charge-exchange effects and their depen-
dence on DA are taken into account. These profile den-
sity distributions for argon ions in the plasma of the
PLT tokamak [62] (also obtained with the MIST code)
are presented in Fig. 24 as functions of DA. Here, as in
Fig. 23, the values of DA are also considered to be con-
stant throughout the plasma and are specified in this fig-
ure together with the relative neutral density ξn(0) at the
center of the plasma column. The relatively low param-
eter values of the PLT plasma and taking the diffusion
(DA = 1 m2/s) into account provide an interesting result:
a portion of the curve D(m) in the plasma core is almost
vertical. A similar effect in Fig. 6 is a consequence of
impurity charge exchange; however, in Fig. 23, the
occurrence of the almost vertical portion of the curve is
due to impurity transport, which shows the possibility
of diffusive and convective translations in the plasma
core. A relatively small charge-exchange effect with
ξn(0) = 2 × 10–6 results in the small shift (by ∆m = 0.05)
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
of the entire curve. A comparison of Figs. 24, 22, and 6
shows that there is an equivalence between the charge-
exchange effect and the effect of ion diffusion with
respect to impurity charge-state distributions. More-
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for different relative neutral densities ξn. The stationary
function Dst(ξn) at a constant temperature Te = 0.75 keV is
also shown for comparison by the dashed line. The points
show the stationary moments for the given values of ξn.
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Fig. 22. Stationary parametric radial profiles of charge-state
distribution moments of argon impurity plotted for different
values of DA by the data of the MIST code for the TEXTOR

tokamak [60] for Te = 1.6 keV and ne = 2 × 1013 cm–3 at the
center of the plasma column. The open circle corresponds to
the center of the column; the closed circles show the loca-
tions of charge-state distribution moments at ρ = 0.32 for
different DA; and the closed trajectories D(t) correspond to
ergodic sawtooth translations calculated for argon using the
data of [55].
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over, the curve also shifts toward the middle of the L
shell as DA increases to 4 m2/s, which is similar to a
decrease in the dispersion with increasing ξn (see
Fig. 6).
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Fig. 23. The same as in Fig. 22, but for the ALCATOR-C
tokamak (MIST) [61] at Te = 1.65 keV and ne = 3.5 ×
1014 cm–3 at the center of the plasma column.
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Fig. 24. The same as in Figs. 22 and 23, but for the PLT
tokamak (MIST) [62] at Te = 1.5 keV and ne = 1.5 ×
1013 cm–3 at the center of the plasma column and with
allowance for the charge-exchange effect: ξn(0) is the value
of the relative neutral density at the center of the column, the
open circles correspond to the center of the column (ρ = 0),
and the closed circles correspond to ρ = 0.31.
For comparison, the curves Dst(m) for DA > 0.1 m2/s
presented in Figs. 22–24 are shown together in Fig. 25,
which also presents the data from DIII-D [63] and JET
[64] (shots nos. 53015 and 53548). It can be seen from
Fig. 25 that the data from DIII-D and JET are mainly
located within the K shell of argon atoms. Only at the
periphery of the plasma column do He-like ions
become most abundant, thereby representing a mode of
charge-state distribution. In simulations, it was
assumed that there was a profile distribution of DA(ρ)
that increased from the center toward the periphery. The
scales of this increase are specified in the figure. Here,
kinetic (coronal) distributions Dst(m) (DA = 0) at ξn =
10–6 are also shown.

It can be seen that the chosen kinetic distribution
D(m) describes quite well the data of both shots from
JET and shows that the results of simulations for JET
within the K shell are almost insensitive to the diffusiv-
ity in the range DA = 0.3–1 m2/s (except for the region
ρ > 0.8). However, the distortions and the total uncer-
tainty in the model parameters (e.g., an uncertainty in
ξn) also increase here. It is interesting to note that, at the
plasma periphery, the dispersion curve for DIII-D
agrees well with the curve for the central plasma of the
PLT tokamak.

A comparison of the curves presented in Fig. 25
allows one to conclude that charge-state distributions
close to the He-like state with the distribution center
m ≈ 16 are the most sensitive to diffusivity (∆D ≅  0.1).
Near m ≈ 16, the sensitivity of the distribution to
dynamic effects (and not only to the diffusion of ions)
appears to be highest, whereas it is lowest near m ≈
16.2. The sensitivity scale ∆D(DA), as well as the uncer-
tainty in kinetics (see, e.g., Fig. 2b), is significantly
higher for the L shell than for the K shell. The width and
dispersion of the charge-state distribution of argon at
the periphery are almost double those of the kinetic
(coronal) distribution.

Unfortunately, the above simulations of argon
charge-state distributions fail to provide any informa-
tion about the effect of impurity charge exchange and
the related uncertainties on the dispersion of charge-
state distributions and on the sensitivity of the model to
transport coefficients. However, simple estimates [11]
show that this effect can play a decisive role.

In [65], besides the data on charge-state distribu-
tions of argon impurity, there are also data for neon
impurity. Similar distributions for neon, carbon, and
oxygen impurities are presented in [65, 66] for the
TORE SUPRA tokamak and the RFX reversed field
pinch device. The data for neon impurity in the form of
D(m) are shown in Fig. 26. The stationary kinetic (coro-
nal) distribution Dst(m) is also shown there. As in the
case of argon, a comparison of these data shows the
same result: the transport model is insensitive to the
coefficient DA in the central part of the plasma column
of DIII-D, TORE SUPRA, and RFX. An appreciable
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increase in the distribution dispersion as compared to
the coronal one is observed at the plasma periphery
(ρ > 0.5).

Similar behavior of D(m) in the case of carbon
impurity was observed in the TORE SUPRA and RFX
devices [65] (see Fig. 27). The dispersion of the distri-
bution in the central part of the plasma column is also
almost the same as in the kinetic (coronal) case and rap-
idly increases from the center toward the periphery.
Since charge-state distributions and, consequently,
their characteristics (moments) are independent of the
type of the model (dynamic or kinetic), one can attempt
(even without knowledge of the relation between
dynamics and kinetics) to find some kinetic equivalents
for the obtained dependences D(m). In the case of car-
bon, such equivalent curves are the dominant recombi-
nation translations Te: 0.4 keV–22 eV and Te: 2.4 keV–
14 eV, as is shown in the figure. Similar equivalents can
easily be found also for the curves D(m) obtained in the
DIII-D, TORE SUPRA, and RFX devices for neon
impurity (see Fig. 26).

The dependences D(m) obtained for oxygen impu-
rity in the TFR tokamak (using the simulation data
[11]) and in the RFX device [65] are shown in Fig. 28.
Three curves for TFR are reproduced by three groups of
points and correspond to three different instants of time
t = 80, 130, and 230 ms from the start of a discharge in
TFR. The difference of D(m) from the coronal curve
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Dst (ξ = 10–6, DA = 0)

Fig. 25. Comparison of stationary profiles of moments for
several tokamaks: the solid line shows the data for ALCA-
TOR-C from Fig. 23, the dashed line shows the data for
TEXTOR from Fig. 22, and the dotted line shows the data
for DIII-D [63]. The open and closed circles correspond to
experimental profiles for two discharges in the JET tokamak
(shot nos. 53548 and 53015, respectively) [64], the dashed-
and-dotted line shows the data for PLT from Fig. 24, and the
short-dashed line corresponds to the calculated kinetic
(DA = 0) distribution of moments as a parametric function

of Te at ξn = 10–6.
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(taken at ξn = 10–6) manifests itself here at ρ > 0.6. This
case differs from others in that a kinetic model (rather
than a usual transport model with DA and VA) was used
in simulations of the emission profiles and radial varia-
tions of the fitting parameters were taken into account
(see [11]). It is probably for this reason that the periph-
eral values of D(m) differ only slightly from the station-
ary kinetic (coronal) curves. In standard simulations,
these differences (see Figs. 26, 27) are significant,
which could be related to simulation errors at the
periphery, rather than to the transport itself.

The data on charge-state dispersion in RFX are of
interest since they lie in the region m ≈ 6, i.e., at signif-
icantly higher values of the dispersion than any possible
stationary kinetic distributions (one example is pre-
sented by the dashed line in Fig. 28). Extremely large
values of DA and VA (10–20 m2/s and 40–90 m/s,
respectively) were used to model the experimental
charge-state profile distributions in [65]. Similar behav-
ior of D(m) with respect to kinetic distribution can be
seen in Fig. 12, but only for carbon. Hence, the equiva-
lent distribution D(m) for the RFX data in Fig. 28
appears to be a curve that presents the trajectory of a
dominant ionization translation, e.g., Te: 10 eV–
1.5 keV at ξn = 8 × 10–5. On the other hand, if one
assumes that convective impurity transport is dominat-
ing at the periphery, then the equivalent time depen-
dence D(t) can be considered to be a spatial translation
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Fig. 26. Stationary parametric radial profiles of charge-state
distribution moments of neon impurity: the solid line corre-
sponds to the calculated kinetic (DA = 0) distribution of

moments as a parametric function of Te at ξn = 10–6: the
open circles show the data for the TORE SUPRA tokamak
(TS) [66], the triangles show the results of calculations for
DIII-D (MIST) [63], and the closed circles show the results
of calculations for RFX [66]. The arrows show the radial
positions for some distributions.



464 SHURYGIN
that represents the convective flux of ionizing ions
directed into the plasma column. Note that, in contrast
to the initial model charge-state distributions of [66], an
important feature of equivalent dominant ionization
translations is that their distributions are almost Gauss-
ian (see Fig. 14).

It is typical for all the data presented in Figs. 22–28
for Ar, Ne, O, and C impurities that the average charge
of the distributions varies slightly throughout the entire
plasma column (from the center to the very edge of
plasma). Figure 29 shows the average charge versus the
normalized plasma radius plotted using the above data
for argon impurity. These results are considered to be
an indication of the anomalous diffusive escape of
highly ionized ions from the plasma core to the periph-
ery [9, 11]. However, it can be assumed that there are
two dominating convective transport components,
which correspond to two oppositely directed fluxes of
ionizing and recombining impurity ions.

Indeed, it can be seen from Fig. 29 that, near the
plasma edge (starting from ρ > 0.8 and up to the cham-
ber wall), there is a region in which the average charge
m of argon impurity ions vary very rapidly. Thus, at
∆ρ = 0.1–0.2, m varies near the edge from 0 (on the
chamber wall) up to m ≈ 15–16 (at ρ = 0.8–0.9); i.e.,
∆m/∆ρ ≈ –(80–160). When the convective transport
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Fig. 27. The same as in Fig. 26, but for carbon impurity: the
closed circles show the results of calculations for RFX [66]
at DA = 10–20 m2/s, VA = 40–90 m/s, Te(0) = 0.4 keV, and

ne = (2–8) × 1013 cm–3; the open circles show the results of

calculations for TORE SUPRA (TS) [66] at DA = 1.5 m2/s,

VA = 3–4.5 m/s, Te(0) = 2.4 keV, and ne = 3.2 × 1013 cm–3;
the solid line shows the stationary kinetic distribution of
moments Dst(m) at ξn = 10–5 and DA = 0; and the dashed
lines corresponds to the calculated dominant recombination
translations describing experimental distributions for RFX
and TS.
components are dominant, Eq. (8) (for m) under sta-
tionary conditions (∂m/∂t = 0) reduces to the form

(31)

where u⊥  is the velocity of the transverse motion of
impurity ions, which is mainly determined by the drift
in crossed fields and is independent of the ion charge
[41]. Equation (31) shows that the large gradients of the
average charge near the plasma edge can be related to
extreme cases of charge-state kinetics, namely, to the
domination of either ionization processes with Sk @ Rk

(it follows from Eq. (31) that, in this case, u⊥  < 0) or
recombination processes with Rk @ Sk (it follows from
Eq. (31) that, in this case, u⊥  > 0). In the former case,
Eq. (31) describes convective flux of ionizing impurity
ions toward the plasma core. In the latter case, it
describes the flux of recombining ions escaping from
the plasma.

These cases of impurity dynamics are presented by
the dominant charge-state translations (by ionization in
Fig. 28 and recombination in Fig. 27), i.e., by the equiv-
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∂ρ
------- Sk Rk–( ) f k,

k 0=
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Fig. 28. The same as in Figs. 26 and 27, but for oxygen
impurity: the closed circles the results of calculations for
RFX [66] at DA = 10–20 m2/s, VA = 40–90 m/s,

Te(0) = 0.3 keV, and ne = (2–8) × 1013 cm–3; the closed and
open triangles and the open circles correspond to calcula-
tions by the data from simulations of experimental emission
profiles in the TFR tokamak [11] at t = 80, 130, and 230 ms
from the start of discharge at DA = 0, VA = 0, Te(0) = 1 keV,

and ne = 3.2 × 1013 cm–3; the solid line corresponds to the

stationary distribution of the moments Dst(m) at ξn = 10–6

and DA = 0; the dashed line shows the results of calculations
with allowance for the profiles ξn(ρ) and Te(ρ); and the
short-dashed line corresponds to the translation Te:

0.01  1.5 keV at ξn = 8 × 10–5.
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alent curves of D(m), which describe the charge-state
distributions of light impurities at the plasma edge.
Being calculated as time dependences, they appear to
be equivalent trajectories in space, since ∂/∂t = u⊥ ∂/∂ρ.
The behavior of charge-state distributions varying
along these spatial trajectories is qualitatively the same
as for dominant ionization and recombination transla-
tions. In particular, in the case of a dominant recombi-
nation translation, they are located much higher than
the corresponding stationary (coronal) curves. Note
once again that all of these charge-state distributions
determined along trajectories are equivalent with
respect to any possible interpretation: diffusive, con-
vective, or kinetic.

Let us consider examples of the recombination
translations obtained in analyzing the behavior of
impurity charge-state distributions in a rapid phase of a
major disruption in the DAMAVAND small tokamak
[32]. These data were obtained in simulations of the
time evolution of the line emission of He-like CV ions.
Two disruptive regimes were studied. In the first
regime, a burst and then decay of CV line emission
were observed along all the lines of sight both in the
center and at the periphery in a rapid phase of disrup-
tion at a plasma current of Ip = 32 kA. In the second
regime, at Ip = 21 kA, CV line emission turned out to
decay in the center, while a burst and then rapid decay
of the emission intensity below its initial level were
observed at the periphery. These data on the spatial and
temporal evolution of CV line emission in both regimes
can be explained by the fact that the impurity recombi-
nation rate increases approximately by two orders of
magnitude in a rapid phase of disruption over a time of
10–20 µs. This is possible because of the charge
exchange of carbon ions with excited neutral deuterium
atoms, whose generation and escape from the plasma
are observed in the vicinity of the last rational magnetic
surface (q = 2) in a rapid phase of disruption.

The results of simulations [32] allow one to plot the
trajectories of the corresponding recombination trans-
lations D(m), which are shown in Fig. 30. The data for
two disruptive regimes are shown here by two trajecto-
ries for each regime: for the plasma center and for the
periphery. The time evolution of the moments D(m) of
the charge-state distribution are shown by points along
these trajectories within each 50-µs time interval dur-
ing a rapid phase of disruption. Note that, in both
regimes, at the beginning of a rapid phase of disruption,
the average charge of peripheral distributions, mp, is
somewhat higher than the average charge of charge-
state distributions in the core, mc, due to the appreciable
contribution of the peripheral suprathermal electrons to
impurity ionization. By the end of a rapid phase of dis-
ruption, the situation becomes the opposite: mc > mp.
The trajectories D(m) of these translations are close to
the trajectories of simple recombination translations;
therefore, as was pointed above, they are almost inde-
pendent of both the plasma density and the amount of
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
impurity. Soon after the start of a rapid phase of disrup-
tion, the dispersion of charge-state distributions at the
periphery begins to exceed the dispersion of charge-
state distributions in the core. According to the calcula-
tions of similar extreme translations (see Section 7), the
shape of a charge-state distribution rapidly approaches
a Gaussian one. However, the most important feature of
impurity behavior during a disruption is that, 50 µs
after the beginning of the fast phase, the most part of the
distribution is shifted to the L shell, which corresponds
to a substantial increase in the radiative losses.

As was shown above, in the course of ionization of
impurity from its neutral (or nearly neutral) state in a
hot plasma, an impurity charge-state distribution close
to a Gaussian one rapidly emerges and retains for a
fairly long time period. Thus, one can assume that the
emission signals Ik of the most abundant charge states

normalized to their maximum values  can be
described by the function

(32)

This allows one to determine m(t) and D(t) and the
charge-state distribution of a rapidly ionized impurity
using the data on the behavior of emission of these
charge states, in particular, the data obtained in experi-
ments with the injection of diagnostic pellets and their
subsequent evaporation by the laser blow-off tech-
nique.

Let us consider similar experiments in the ATC
tokamak as an illustration. In these experiments, the
time evolution of the intensity Ik of bright emission
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Fig. 29. Average charge of argon impurity as a function of
the normalized radius of the plasma column by the data
from Figs. 22–25: (1) JET (shot no. 53015, (2) JET (shot
no. 53548), (3) TEXTOR, (4) ALCATOR-C, (5) PLT, and
(6) DIII-D.
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bursts (∆n = 0 transitions to the ground state) of the
neighboring charge states of aluminum, AlV–AlXI,
after the injection of a pellet and its subsequent rapid

evaporation was investigated [67]. Note that the Ik/ Ik
max

Fig. 30. Recombination translations of carbon impurity
plotted using the simulation data on the emission of He-like
ions during the rapid phase of a major disruption in the
DAMAVAND tokamak [32]. The open circles (solid line)
correspond to the center of the plasma column in the first
regime, the closed circles (short-dashed line) correspond to
the peripheral plasma in the first regime, the closed triangles
(dashed-and-dotted line) correspond to the center of the
plasma column in the second regime, and the open triangles
(dashed line) correspond to the peripheral plasma in the sec-
ond regime. The symbols along the curves show the time
evolution of the moments D(m) at every 50-µs intervals.

Al

10

0.1

0

fk

5 6 7 8 9 k

0.3 D(t) = 1.7
t = 1.5 ms

t = 2 ms
D(t) = 2.2t = 1 ms

D(t) = 2.1

0.2

Fig. 31. Charge-state distributions of aluminum impurity
plotted for three instants of time: 1, 1.5, and 2 ms after pellet
injection into the ATC tokamak [67].
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ratios presented in that paper are integrated along the
minor diameter of the column. Figure 31 shows alumi-
num charge-state distributions plotted using these data
for three instants of time: 1, 1.5, and 2 ms after pellet
injection. It can be seen from the figure that the time
evolution of the aluminum charge-state distribution is
quite well described by a Gaussian distribution. Note
that the distribution center turns out to lie inside the
L shell of aluminum atoms at these instants. However,
the dispersion of these charge-state distributions is
approximately twice as large as the one calculated
(D ≈ 1) for ionization translation from the aluminum
neutral state and seems to correspond to a charge-state
distribution averaged along the line of sight.

10. CONCLUSIONS

The analysis of impurity behavior in tokamak plas-
mas using the data from observations of impurity emis-
sion is substantially determined by an approach to the
solution of the problem of distinguishing between
impurity dynamics and kinetics. A necessary condition
for the standard empirical approach to the modeling of
impurity transport in this case is the assumption of per-
fect accuracy for the calculations of impurity charge-
state kinetics [7]. However, in practice, the empirical
transport coefficients DA and VA comprise all of the
errors of analysis and, therefore, lose to a large extent
their relation to the real impurity transport. Thus, for
example, in the core of a tokamak plasma, the anomaly
of impurity transport is an inherent attribute of the
empirical approach, rather than of the real impurity
transport. From the other hand, the empirical approach
results in an underestimation of the possibility of a
detail study of impurity charge-state distributions.

Charge-state distributions obtained in the frames of
qualitatively different (dynamic or kinetic) models
appear to be equivalent with respect to the initial exper-
imental database. The main characteristics (the lowest
moments) of the distributions (such as the average
charge m and dispersion D) are almost independent of
the initial assumptions about the relationship between
dynamic and kinetic effects. Thereby, the values of m
and D provide a quantitative description of the effects
and form a basis for their distinguishing in future.

The paper presents the results of the development of
a systematic concept of kinetics of impurity charge-
state distributions and the related effects, as well as
their typical scales and the conditions for their observa-
tion. Analytical approaches to the solution of charge-
state kinetic equations with the use the symmetry prop-
erties of the kinetic matrix and an efficient technique
for calculating its eigenvalues are first considered here.
The results of their application to the study of the
effects of impurity charge-state kinetics in tokamak
plasmas (such as initial impurity ionization, impurity
charge exchange with neutral atoms, and the behavior
of impurity in disruptive phenomena) have been pre-
sented.
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It has been shown that the study of elementary forms
of impurity charge-state kinetics corresponding to a sta-
tionary kinetic matrix and called simple charge-state
translations is of great importance for the analysis of
impurity charge-state kinetics in nonstationary pro-
cesses in tokamak plasmas. Any complex types of
charge-state kinetics can be represented by these simple
translations. A classification of simple translations has
been developed.

Simple ionization and recombination translations
with their extreme and particular cases (such as diffu-
sive and convective) have been considered. Analytic
expressions describing the behavior of the charge-state
distribution function in the case of extreme ionization
and recombination translations and related to the type
of generalized Erlang distributions, well known in the
theory of random processes, are obtained. The time
evolution of impurity charge-state distributions and
their lowest moments has been analyzed for the first
time for direct and inverted sawtooth oscillations of the
electron temperature Te.

Here, we have considered only kinetic charge-state
translations, namely, possible time evolutions of
charge-state distributions related to the variations in the
atomic rate coefficients. However, to develop these
views, an analysis of dynamic translations, i.e., charge-
state translations caused by spatial and temporal varia-
tions in the impurity dynamics (transport), is also of
interest.

It has been shown that the spatiotemporal behavior
of charge-state distributions is conveniently presented
in terms of the lowest moments: the average charge m
and the dispersion D, i.e., in the form of the function
D(m). Note that this approach to the description of
kinetics partially reproduces the attempts of [37–41] to
reduce the number of kinetic equations to obtain a com-
pact analytical description of kinetics in the frame of
approximate models. These approaches result in a loss
of the accuracy of description when m falls in the transit
regions between neighboring shells. The trajectories
D(m) of simple translations not only provide a compact,
accurate, and convenient representation of kinetic
processes, but are also independent of the densities ne

and ni .
The charge-state dispersion of stationary distribu-

tions for the most typical impurities in tokamak plas-
mas has been calculated. It has been shown that, when
impurity charge-exchange recombination with neutral
atoms is of importance, the recombination branch orig-
inates on the curve Dst(Te). This leads to an appreciable
increase in D and a decrease in the average charge m as
Te increases to higher than 3–5 keV. The recombination
branch of Dst(Te) can results in diffusive and convective
translations of charge-state distributions. These types
of translations originate as a result of impurity interac-
tion with fluxes of suprathermal electrons.

It has been found that, during the initial phase of
impurity recombination, the dispersion of a charge-
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state distribution appreciably increases (proportionally
to m in an extreme case) in comparison to its initial
(coronal) value, while during impurity ionization, it
decreases, as a rule. A systematic difference between
simple ionization and recombination translations lies in
that the trajectories D(m) of recombination translations
are located higher than the curves Dst(m), while the tra-
jectories of ionization translations are located below the
curves Dst(m).

Thus, one can conclude that a systematic broaden-
ing of impurity charge-state distributions is typical of
nonstationary recombining plasmas. In contrast, non-
stationary ionizing plasmas are characterized by a
decrease in the dispersion (and width) of charge-state
distributions in comparison to the stationary case. Sim-
ilar behavior is typical of simple ionization translations
since they are far from the extreme cases and from the
case of dominant ionization.

The results of calculations of charge-state transla-
tions illustrate the ergodic character of charge-state
kinetics, i.e., the existence of a final (stationary) charge-
state distribution toward which a given distribution
moves as a whole in any instant of time, forgetting its
initial (and transit) states.

In the case of extreme charge-exchange recombina-
tion translation, the effect of the consequent forgetting
of the initial values of the higher moments of the distri-
bution takes place. Thus, the term related to the initial
value of the skewness vanishes faster than that related
to the initial value of the dispersion. Their trajectories
in the moment space appear to be universal (in particu-
lar, parabolic for D(m)), and the time evolution of these
distributions quite rapidly (over ~100 µs) results in an
almost Gaussian distribution.

The appearance of a Gaussian charge-state distribu-
tion can also be expected during the ionization of the
pellet material vaporized by the laser blow-off tech-
nique, which was demonstrated (see Fig. 31) using an
analysis of aluminum line emission in experiments in
the ATC tokamak as an example.

On the other hand, it has been shown that, indepen-
dently of Z, many charge-state distributions turn out to
be close to the transitive distributions at D < 2/3. Such
behavior can be represented by a small number of
charge states (as a rule, three states are sufficient). Their
probabilities are simply expressed in terms of m and D.
In particular, a simple relationship (fm ≅  1 – D(m))
relates the dispersion with the behavior of He-like ions
of low- and medium-Z impurities if these ions become
a mode of distribution.

Using the function of moments D(m), we have per-
formed a quantitative analysis of experimental and
model charge-state distributions obtained in the studies
of C, O, Ne, and Ar impurities in the JET, DIII-D,
TORE SUPRA, ALCATOR-C, TEXTOR, PLT, and
TFR tokamaks. It was shown that the dispersion of
charge-state distributions obtained with DA ≤ 0.1 m2/s
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is almost the same as for kinetic distributions with
DA = 0 m2/s. This means that standard impurity trans-
port codes (e.g., MIST) is essentially insensitive to DA
in the center of the plasma column for all the impurity
species under study.

An appreciable increase in the charge-state distribu-
tion dispersion in comparison to kinetic (coronal) dis-
tributions, together with an increase in the errors related
to the simulations of kinetics of impurity charge-state
distributions (see Figs. 2a, 2b), is observed at the
periphery (ρ > 0.5). In particular, the scales of errors
that can be related to sawtooth oscillations appear to be
on the same order of magnitude as variations in ∆D(m)
at DA = 1 – 1.5 m2/s.

An analysis of the radial distribution of the average
charge for Ar, Ne, O, and C impurities shows that there
is a region with a large gradient of the average charge,
∆m/∆ρ ≈ –(80–160), at the plasma periphery. It was
found that the dominant ionization and recombination
translations with the corresponding equivalent curves
D(m) can provide a description of light impurity
charge-state distributions at the plasma periphery.
These curves calculated as time dependences provide
the convective impurity fluxes at the plasma periphery
and can also present the equivalent spatial trajectories.
An important feature of these translations is that the
corresponding charge-state distributions are close to
Gaussian ones. Therefore, one can expect that the
impurity charge-state distributions in the peripheral
plasma are also close to Gaussian; this points to the
possibility of simplifying their calculation and analysis.

The form and characteristic times of the recombina-
tion translations obtained in analyzing the carbon
charge-state distributions in the rapid phase of a major
disruption appear to be the same as in the case of
extreme recombination translations calculated for a
sharp increase (by two orders of magnitude) in the rate
of impurity charge exchange with neutral atoms. A
rapid transition of impurity (over a time ~50–100 µs)
into the range of the radiation barrier and an apprecia-
ble increase in the charge-state distribution dispersion
were observed in simulations. Simulations of both the
time evolution of carbon emission and the kinetics of
the carbon charge-state distribution during a disruption
show that, as early as 50 µs after the start of a rapid
phase, most of the carbon charge-state distribution is
shifted to the L shell, which explains the rapid increase
in the radiative losses.

Thus, very different observations of impurity emis-
sion in tokamak plasmas point to the necessity of ana-
lyzing impurity behavior by distinguishing between
dynamics and kinetics of ions. In this connection, under
the conditions of restricted accuracy of analysis and in
view of the lack of complete atomic data, the standard
model analysis of DA and VA, in our opinion, has prac-
tically no prospects in these studies. As a possible
approach to the solution of this problem, we propose a
systematic analysis of impurity charge-state kinetics
and, first of all, an empirical analysis of the distribution
moments, which provide a quantitative description of
both the dynamic and kinetic effects.
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APPENDIX 1

KINETIC MATRIX

It follows from Eq. (9) that the kinetic matrix K =
[aij] (i, j = 1, 2, …, Z + 1) is singular (since there is a
linear dependence of its rows and their sum is zero) and
tridiagonal (aij = 0 at |i – j| > 1) with positive elements
along two subdiagonals; i.e., it belongs to the class of
the so-called Jacobian matrices with ai, i + 1ai + 1, i > 0 for
all i = 1, 2, …, Z. It is well known [68, 69] that Jacobian
matrices are similar to symmetric (tridiagonal) matri-
ces. This fact results in the most important feature of
the matrix K: all its eigenvalues λk are real (and remain
real in the case of nonstrict inequalities ai, i + 1ai + 1, i ≥ 0).
They can be found by solving the characteristic equa-
tion det(K – ΛE) = 0. Here, Λ is a diagonal matrix com-
posed of eigenvalues and E is a unit matrix, since the
determinant of the matrix B = K – ΛE is calculated by
the recurrent formula [68]

(A1.1)

where i = 2, …, Z. Moreover, the characteristic equation
can be represented in the form of an algebraic equation
of power Z, the roots of which provide the spectrum of
eigenvalues λk and whose coefficients can also be found
using expressions (A1.1). The entire spectrum of eigen-
values can be determined using the fact that all the roots
of the characteristic equation are real; as a rule, differ-
ent; negative (with a single exception λ0 = 0 due to the
singularity of the matrix K); and lie within the range
−S0 ≤ λk ≤ 0. The Lobachevsky–Dandelin–Graffe
method of the squaring (separation) of the roots [70] is
well suited to solving this problem. In our calculations,
this method appears to be much faster than the interval
bisection method [69].

A specific feature of the method of quadratic roots is
that, because of the rapid increase in each iteration, the
coefficients of the rearranged equations should be
expressed in terms of the two quantities: mantissa and
power. In this case, they can be calculated separately
for the required number of iterations, which depends on
the presence of closely located roots. If there are no
such roots (which usually takes place for light impuri-
ties), five to six iterations are sufficient. In other cases,

det B λ i 1+,( )
=  Si Ri λ–+( )det B λ i,( ) Si 1– Ri det B λ i 1–,( ).–
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closely located roots can appear, e.g., when dielectronic
recombination begins to appreciably contribute to Rk.
Twelve to fifteen iterations then result in a relative error
in determining λk less than 10–8–10–10 even at a relative
difference between roots less than 1%. Note that this
difference is much less than the relative error with
which Sk and Rk are known.

Using a diagonal matrix DK with real positive ele-
ments, the matrix K can be transformed into a real sym-
metric matrix W:

(A1.2)

Then, comparing the elements on the subdiagonals of
the right and left matrices, one can obtain a set of cou-

K DK
1–
W DK .=
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pled uniform equations for the diagonal elements dk of
the matrix DK:

(A1.3)

For some k = m, we can take dm = 1; then, from
Eq. (A1.3) we find

(A1.4)

Further, from Eqs. (A1.2)–(A1.4), we find all the ele-
ments of the real symmetric matrix,

Skdk 1+
2

Rk 1+ dk
2
.=

dm i+
Rm n+

Sm n 1–+
-----------------

n 1=

i

∏ , i 1 … Z 1 m,–+, ,= =

dm i–
Sm n–

Rm 1 n–+
------------------

n 1=

i

∏ , i 1 … m 1.–, ,= =
(A1.5)W

S0– S0R1 0   0

S0R1 R1 S1+( )– S1R2 0   

0 … … … 0  

 0 Sk 1– Rk Sk Rk+( )– SkRk 1+ 0

  0 … … …

0   0 SZ 1– RZ RZ–

.=
According to the theorem on the spectral expansion of
Hermitian matrices (see, e.g., [68]), the symmetric
matrix W can be transformed into the diagonal matrix Λ
using a real orthogonal matrix T (here, the transposed
matrix is equal to the inverted matrix, T t = T –1):

(A1.6)

In addition, there is a unitary matrix U = , the
rows of which constitute a set of eigenvectors u =
(u0, …, uZ) of the matrix K. They can be found by solv-
ing the set of Z + 1 linear equations [69]:

(A1.7)

It follows from Eq. (A1.7) that each eigenvector ui

allows arbitrary normalization. On the other hand, in
solving Eq. (A1.7) sequentially, accuracy can be lost
due to the equation in which (λi + Si + Ri) ≅  0. Due to
the arbitrary normalization, this equation can be
excluded. Uniform set (A1.7) then splits into two non-
uniform systems, which can be solved independently
and sequentially using recurrent expressions. The set of
eigenvectors of the matrix W, i.e., the columns of the
matrix T (and, consequently, the rows of T –1) can be
found in the same way.

W T Λ T
t
.⋅ ⋅=

DK
1–
T

K ui⋅ λ i ui.⋅=
APPENDIX 2

EXTREME CASES 
OF IONIZATION/RECOMBINATION

In order to find fk(t) from Eqs. (3), which represents
the extreme cases (Sk @ Rk and Sk ! Rk) of dominant
ionization/recombination, they can be sequentially
integrated or expansion (13) can be used. However,
these methods are algebraically complicated, espe-
cially, at large Z. The use of formulas (14) and (15) in
similar cases can be complicated or even impossible
due to the accumulation of numerical errors. Hence, we
present a derivation of the required analytical expres-
sions. In particular, for a set of coupled equation

(A2.1)

where the coefficients Sk are independent of time, we
use the method of separation of independent variables

(A2.2)

We then have

(A2.3)

d f k

dt
-------- Sk f k– Sk 1– f k 1– ,+=

f k t( ) XkY t( ).=

Y t( ) C λ t( ),exp=
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where λ is the separation constant and C is also a con-
stant. For a discrete variable k we have a uniform set of
coupled first-order finite-difference equations

(A2.4)

where k = 1, …, Z. Its solution (see, e.g., [71]) takes
form (accurate to a constant)

(A2.5)

Here, j = 0, 1, …, Z – 1, λ = –Sj are diagonal terms and,
at the same time, eigenvalues of the initial lower trian-
gular matrix. A general solution is a sum of all particu-
lar solutions corresponding to the eigenvalues of the
kinetic matrix,

(A2.6)

Constants Cj can be sequentially found from
Eqs. (A2.6) (the corresponding matrix is also triangle)
using given initial conditions.

Let us start from the simple case of impurity ioniza-
tion from the neutral state. Using the corresponding ini-
tial conditions f0(0) = 1 and fk ≠ 0(0) = 0, we obtain

(A2.7)

The general formula for Cj ( j ≥ 1) then takes the form

(A2.8)

Substituting expressions (A2.7) and (A2.8) into
Eqs. (A2.6), we obtain

(A2.9)

In the theory of random processes, a distribution of
form (A2.9) (see, e.g., [72]) is called the general Erlang
law (distribution) of the kth order. For k = Z, by integrat-

Sk 1– Xk 1– Sk Xk– λ Xk,=

Xk XZ

Si 1+ S j–
Si

--------------------.
i k=

Z 1–

∏=

f k t( ) C j S jt–( )
Si 1+ S j–( )

Si

-------------------------.
i k=

Z 1–

∏exp
j 0=

Z 1–

∑=

C0
Si 1+ S0–

Si

---------------------
i 0=

Z 1–

∏ 
 
 

1–

.=

C j

Si

Si S j–
--------------

Si 1+ S j–
Si

--------------------
i j=

Z 1–

∏ 
 
 

1–

i 0=

j 1–

∏=

=  Si
1

Si S j–
i 0 i j≠,=

Z 1–

∏
-------------------------------.

i 0=

Z 1–

∏

f 0 t( ) S0t–( ) k j 0= =( ),exp=

f k t( ) Si

S jt–( )exp

Si S j–( )
i 0 i j≠,=

k

∏
------------------------------------

j 0=

k

∑
i 0=

k 1–

∏=

k 1 2 … Z 1– j 1≥, , , ,=( ).
ing of the last equation of set (A2.1) and using formula
(A2.9), we find

(A2.10)

A similar formula for the case of extreme impurity
recombination from the corresponding initial state
fZ(0) = 1 and fk ≠ 0(0) = 0 takes the form

(A2.11)

Let us now consider the cases in which the initial distri-
bution has an arbitrary form. Using the initial values of
fk(0), we obtain new constants in general solution
(A2.6) for the triangle matrix,

(A2.12)

Finally, we have

(A2.13)

The formula for the case where recombination pro-
cesses predominate has the form

(A2.14)

When charge exchange dominates over other recombi-
nation processes, we have Rk = rk and the behavior of
distribution function fk(t) is only determined by the

f Z t( ) Si

1 S jt–( )exp–

S j Si S j–( )
i 0 i j≠,=

Z 1–

∏
-----------------------------------------.

j 0=

Z 1–

∑
i 0=

Z 1–

∏=

f Z t( ) RZt–( ) k j Z= =( ),exp=

f k t( ) Ri

R jt–( )exp

Ri R j–( )
i k i j≠,=

Z

∏
-------------------------------------

j k=

Z

∑
i k 1+=

Z

∏=

k 1 2 … Z 1– j Z 1–≤, , , ,=( ).

Ĉ j C j f 0 0( ) f i 0( )
Sn S j–

Sn

---------------
n 0=

i 1–

∏
i 1=

j

∑+ .=

f 0 t( ) f 0 0( ) S0t–( ) k j 0= =( ),exp=

f k t( ) Si f 0 0( ) f i 0( )
Sn S j–

Sn

---------------
n 0=

i 1–

∏
i 1=

j

∑+
j 0=

k

∑
i 0=

k 1–

∏=

×
S jt–( )exp

Si S j–( )
i 0 i j≠,=

k

∏
------------------------------------

k 1 2 … Z 1– j 1≤, , , ,=( ).

f Z t( ) f Z 0( ) RZt–( ) k j Z= =( ),exp=

f k t( ) = Ri f Z 0( ) f i 0( )
Rn R j–

Rn

-----------------
n i 1+=

Z

∏
i j=

Z 1–

∑+
j k=

Z

∑
i k 1+=

Z

∏

×
R jt–( )exp

Ri R j–( )
i k i j≠,=

Z

∏
-------------------------------------

k 1 2 … Z 1– j Z 1–≤, , , ,=( ).
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value of r and the initial distribution. It is interesting
that, in this case, the values of m and D calculated by
formulas (A2.14) completely coincide with those
obtained from formulas (17) and (18).
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Abstract—This paper reviews the many recent advances at the Center for Ultrafast Optical Science (CUOS) at
the University of Michigan in multi-MeV ion beam generation from the interaction of short laser pulses focused
onto thin foil targets at intensities ranging from 1017 to 1019 W/cm2. Ion beam characteristics were studied by
changing the laser intensity, laser wavelength, target material, and by depositing a well-absorbed coating. We
manipulated the proton beam divergence using shaped targets and observed nuclear transformation induced by
high-energy protons and deuterons. Qualitative theoretical approaches and fully relativistic two-dimensional
particle-in-cell simulations modeled energetic ion generation. Comparison with experiments sheds light on ion
energy spectra for multi-species plasma, the dependences of ion-energy on preplasma scale length and solid
density plasma thickness, and laser-triggered isotope yield. Theoretical predictions are also made with the aim
of studying ion generation for high-power lasers with the energies expected in the near future, and for the rel-
ativistic intensity table-top laser, a prototype of which is already in operation at CUOS in the limits of several-
cycle pulse duration and a single-wavelength spot size. © 2004 MAIK “Nauka/Interperiodica”.
1 1. INTRODUCTION

Developments in laser technology have enabled
high power lasers to produce multi-terrawatt femtosec-
ond pulses that allow the examination of the fundamen-
tal physics of ion acceleration at multi-MeV energies.
At focal intensities of I > 1018 W/cm2, high-intensity
laser-triggered ion acceleration results in the formation
of a multi-MeV beam propagating in the forward direc-
tion [1–4]. Experiments have already proven the possi-
bility of transforming laser energy into collimated
ultra-fast ion bunches with high efficiency (of up to sev-
eral percent) when focusing ultra-short laser pulses of
intensity 1019–1020 W/cm2 onto solid targets [3, 4]. The
mechanisms and characteristics of ions triggered by the
interaction of a short laser pulse with plasma are of cur-
rent interest because of their possible applications to
novel neutron source development and isotope produc-
tion. The proof-of-principle experiments with high
energy lasers which should appear the near future
intend to use ultra-intense laser pulses for ion beam
generation with energies useful in proton therapy, fast
ignition inertial confinement fusion, radiography, neu-

1 This article was submitted by the authors in English.
1063-780X/04/3006- $26.00 © 0473
tron sources, and the study of nuclear physics phenom-
ena with extremely short time scales. The energy con-
tent, spectra, and angular patterns of laser-triggered
ions are now being studied experimentally, theoreti-
cally, and in multi-dimensional simulations.

It has long been understood [5] that fast ion genera-
tion in a laser-produced plasma is connected with hot
electrons. The commonly recognized effect responsible
for ion acceleration is charge separation in a plasma due
to high-energy electrons driven by a laser inside the tar-
get [1–4, 6, 7], and/or an inductive electric field result-
ing in a self-generated magnetic field [8]. In addition,
direct laser-ion interaction has been discussed for
extremely high laser intensities of ~1022 W/cm2 [9].
High-energy electron production up to multi-MeV
energies can be accomplished using several processes,
such as stimulated forward Raman scattering, resonant
absorption, stochastic heating, laser wakefields, pon-
deromotive acceleration by standing and propagating
laser pulses, “vacuum heating” due to the v × B compo-
nent of the Lorentz force or the Brunel effect; the wave-
breaking of self-modulated laser wakefields, and beta-
tron resonance provided by laser-pulse channeling.
Because of the numerous mechanisms of electron gen-
2004 MAIK “Nauka/Interperiodica”
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eration, many different regimes of ion acceleration are
possible that hamper their corresponding investigation.
At present, our main interest is investigating the mech-
anisms of ion acceleration in the interaction of a laser
pulse with a solid target, and their dependence on the
laser-pulse and plasma parameters. Clearly, a better
understanding of these mechanisms and the quantifica-
tion of the dependences of the ion yield in terms of the
laser pulse and plasma parameters is essential for suc-
cess in the new applications for laser-triggered ion
beams.

Recent publications show that there is some contro-
versy about the origin of the high-energy ions. The
results obtained from some experiments [6, 10–12] pro-
vide evidence that the observed MeV-ions were gener-
ated and accelerated in plasma at the front of the target,
conflicting with experiments [3, 4, 13–15], which indi-
cated that proton acceleration took place at the back of
the target. The electrostatic model of ion acceleration
suggests that the origin of the ions was the same for
both of these experiments and that the only difference
was in the plasma thickness, i.e., whether or not the
plasma extended to the rear surface. We believe both
situations are possible, depending on laser pulse char-
acteristics and foil material conductivity. Not only is
there controversy about the origin of the high-energy
ions but also dramatic disagreement on hot electron
penetration in solid targets [16, 17]. The latter experi-
ments were performed using green light of approxi-
mately the same pulse-duration with laser intensities of
up to 4 × 1018 and 1019 W/cm2, respectively. However,
the penetration depth of hot electrons in [17] was more
than two orders of magnitude greater than in [16]. Two
possible disparate scenarios may explain these contro-
versies in high-energy electron and ion generation:

Scenario 1. When a solid target is highly resistive,
the return current within it is strongly suppressed. In
this case, hot electrons generated in the laser-plasma
interaction in front of the foil penetrate only to the dis-
tance of their Debye length, λDh. These electrons are
pulled back within the target (if the foil thickness
exceeds the Debye length of the hot electrons) by the
electrostatic fields they set up, and return in the shape
of a fountain. The Debye sheath accelerates the ions,
which appear to originate from the front of the target.

Scenario 2. Hot electrons penetrate deep inside the
foil and reach the rear of the target. Such electrons can
only propagate due to the return current [18–20], which
requires a high conductivity within the target. This can
occur in the case of a metal target or of effective target
ionization by the electrons or the electrostatic field
(dielectric breakdown). Such a scenario corresponds to
ion acceleration at the back of the target.

Clearly, there could be an intermediate situation
between these two disparate scenarios in which the
plasma has a non-monotonic density distribution within
the target’s thickness, even though the cold insulator
might become a sort of conductor due to the laser
prepulse, its ionization by fast electrons, the return cur-
rent of slow electrons, and/or an electrical breakdown.
The physical picture of this transformation arising in
the bulk of the target is still incomplete. Note that paper
[21] sheds some light on the latter question, demon-
strating a fourfold difference in the penetration depth of
fast electrons in metals and insulators.

This paper is aimed at reviewing the recent advances
in multi-MeV ion beam generation from the interaction
of short laser pulses, focused onto thin foil targets at
intensities ranging from 1017 to 1019 W/cm2, at the Uni-
versity of Michigan’s Center for Ultrafast Optical Sci-
ence (CUOS). We present our experimental results on
high-energy proton generation with a 10 TW
Nd:glass/Ti:sapphire laser at the fundamental and sec-
ond harmonic frequencies, as well as our results on
nuclear activation with protons and deuterons. The
main emphasis of the presented study is the measure-
ment of light ions, protons, and deuterons, although
some results from the generation of heavy ions are also
discussed. We report on the manipulation of a proton
beam using shaped targets and different target material.
We also present the results of our theoretical models
and fully relativistic two-dimensional (2D) particle-in-
cell (PIC) simulation of multi-MeV ion generation in
the interaction of a short laser pulse with a dense
plasma.

2. ION GENERATION
IN THE HIGH CONTRAST CASE

In this set of experiments [2], the intensity contrast
at the wavelength of 1.053 µm was ~104 : 1, as mea-
sured by the third-order correlation technique. Energy
in the nanosecond prepulse due to amplified spontane-
ous emission at the fundamental frequency was as high
as 1 J. The contrast was improved to an estimated 107 : 1
by frequency doubling of the laser light in a 4-mm KDP
crystal. The energy in green light 2ω0 was limited to 1 J
because of the nonlinear distortion of the laser wave-
front in the doubling crystal. The laser beam was
focused on the surface of thin films of aluminum with a
thickness of 1.8 µm at an incidence angle of 0° or 45°
using an f/3 ( f = 16.5 cm) off-axis parabolic mirror. The
maximum focused intensity was 3 × 1018 W/cm2.

The high-energy ion emission was recorded by CR–
39 plastic nuclear track detector. To determine the max-
imum energy and spectrum of the ions, the detectors
were covered with steps of Mylar filters having thick-
nesses from 2 to 50 µm. It was found that protons are
the predominant component of a high-energy ion emis-
sion. These protons originate from a thin layer on a tar-
get surface contaminated with hydrocarbons and/or
water vapor. Such target contamination was observed in
the late 1960s in laser-matter interaction experiments
with nanosecond laser pulses, as discussed in [5]. In our
experiments, we observed a high-energy proton beam
emerging through the rear surface as a beam with an
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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Fig. 1. Maximum proton energy in the forward direction as a function of (a) laser intensity at 2ω0 for different conditions of illu-
mination of 1.8-µm Al foil: (circles) 0°; (squares) 45°, p-polarization; and (triangles) 45°, s-polarization (the solid lines are the best
power function fits to the experimental data) and (b) 2ω0 prepulse intensity at 1018 W/cm2 main pulse intensity (the solid line is
plotted through the experimental points for better viewing).

Laser intensity, W/cm2

Maximum proton energy, MeV 
angular divergence of about 40° ± 10°. The direction of
the high energy proton beam did not depend on the
angle of incidence of laser radiation and was always
normal to the target surface. From this, one may con-
clude that the electric field of charge separation accel-
erating protons inside the target is directed along the
target surface normal.

We studied the dependence of maximum proton
energy versus laser intensity for different conditions of
thin foil illumination. The highest proton energy of
1.5 MeV was observed for normal incidence at the
maximum laser intensity of 3 × 1018 W/cm2 (Fig. 1a).
At a 45° angle of incidence, the maximum intensity of
the beam on the target was reduced by a factor of 2 due
to the increased spot size in the horizontal direction.

The maximum observed proton energy, , was com-
parable for both cases at the same intensity and can be

fitted as the function  ∝  Iα, where α is between 0.3
and 0.4. Illumination with s-polarization at 45° pro-
duced protons with energies 200–300 keV less than
those for p-polarization. We also observed high energy
protons moving in the backward direction (in the direc-
tion of plasma expansion) for 45° laser illumination,
but their energy was half that of those moving in the
forward direction.

We changed the plasma gradient scale length by
introducing a prepulse at 2ω0, with a time delay of
50 ps in front of the main 2ω0 pulse. The prepulse was
varied with intensities ranging from 0.01% to 10% of
the main pulse intensity of 1018 W/cm2. It was found
that there was an optimum prepulse intensity of about
1015 W/cm2 (Fig. 1b) for maximum proton energy pro-
duction. We estimate that at this intensity, the scale
length of preformed plasma is several laser wave-
lengths. From this, we conclude that a preformed

ei
max

ei
max
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plasma that is not too extended enhances high-energy
ion production.

The proton energy spectrum was measured by the
foil attenuation method. Using steps of Mylar filters
with thicknesses that differed by 2 µm provided a pro-
ton energy resolution of about 100 keV. The proton
spectrum in Fig. 2 shows an exponential decay from
energies of 400 keV to 1 MeV with a characteristic tem-
perature of 230 keV (solid line), indicating Max-
wellian-like distribution of the bulk protons. An inter-
esting feature of the spectrum at higher energies is a
plateau that ends in a sharp energy cutoff at 1.5 MeV;

0.6

109

0.8 1.0 1.2 1.4 1.60.4
108

1010

1011

Ti = 230 keV

Energy cut-off

Energy, MeV

Number of protons/100 keV

Fig. 2. Energy distribution of fast protons in the forward
direction (circles), measured by attenuation of the beam in
Mylar filters of different thicknesses for 2ω0 illumination of

1.8-µm Al film with intensity of 2 × 1018 W/cm2 at normal
incidence. The arrow shows the sharp cutoff in proton
energy at a spectral distribution below the detection thresh-
old.
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this is typical of an electrostatic mechanism of ion
acceleration.

3. ION GENERATION
IN THE LOW CONTRAST CASE

These experiments were performed at the funda-
mental wavelength of 1.053 µm with an intensity con-
trast of 5 × 105 : 1. The p-polarized laser beam was
focused on the surface of Mylar or aluminum foils of
different thickness at a 45° angle of incidence. Maxi-
mum laser intensity on the target was ≈2 × 1019 W/cm2.
Aluminum targets typically produced proton beams
with energies almost twice as high as Mylar targets.
The highest energies for aluminum and Mylar targets
were 13 and 7 MeV, respectively. The maximum proton
energy for aluminum foil was about three times higher

8

108

107
7 9 10 11 12

1165

Number of protons/MeV

Energy, MeV

Fig. 4. Spectrum of proton beam from a 12.5-µm aluminum
target at a laser intensity of ~1019 W/cm2, received by
track counting in the CR-39 detector. The inset shows a for-
ward accelerated proton beam with energy above 4 MeV.

1019

10

1018
1

Intensity, W/cm2

Maximum proton 

Fig. 3. Maximum proton energy dependence (dots), mea-
sured by attenuation of the beam in Mylar filters of different
thicknesses for the illumination of a 10-µm Al film with
laser pulse of 1.053 µm wavelength at a 45° angle of inci-
dence.

energy, MeV

than in the high contrast case (Section 2) for the same
laser intensities. This confirms that preplasma enhances
high-energy ion production: at an intensity contrast of
5 × 105 : 1, preplasma very likely appears before the
maximum laser energy reaches the target.

We studied for the first time the dependence of max-
imum proton energy as a function of laser intensity for
an aluminum target and found that this dependence was
quite strong at 1.5 × 1018 < I < 1019 W/cm2, quite close
to ∝ I, with a tendency to saturate at higher intensities.
This behavior of the maximum proton energy is illus-
trated in Fig. 3. The maximum proton energy for a
Mylar target at I > 4 × 1018 W/cm2 was also close to a

-dependence. Qualitatively, the shape of the proton
energy spectrum is similar to that observed with the
high contrast laser, i.e. it is characterized by a plateau at
the high end of the energy spectrum which typically has
a sharp cutoff. Figure 4 presents the high-energy por-
tion of a proton spectrum from an aluminum target.
From this spectrum we can estimate that the number of
protons with energy higher than 10 MeV is about 108.
The inset of Fig. 4 shows an image of the proton beam
with energy above 4 MeV. The bright elliptical region
within the beam corresponds to protons that passed
through 1 mm of CR–39 and thus left tracks on the rear
surface of the detector. This imprint corresponds to pro-
tons with energies above 12 MeV.

Some measurements demonstrated that proton spec-
tra from Al target may have a band structure, as shown
in Fig. 5. Note that the efficiency of high-energy proton
production is very sensitive to the contrast of the laser
pulse. Proper laser plasma matching at the front of a tar-
get helps to achieve extreme parameters, while the pro-
duction of a long preplasma significantly decreases the
maximum proton energy. Figure 5, for instance, corre-
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Energy, MeV
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Fig. 5. Proton spectrum showing the band structure from the
interaction of an 12.5-µm Al film with a laser pulse of
1.053-µm wavelength and intensity 5 × 1018 W/cm2 at a
45° angle of incidence. The spectrum was photographed
using a dipole magnetic spectrometer and X-ray film.
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Fig. 6. (a) Ion traces obtained with a Thomson parabola spectrometer from a front deuterated Mylar target irradiated with a laser
intensity of ~1019 W/cm2. (b) The same as in plot (a) with ion identification (parabolas are added to better follow the traces).
(c) Distribution of maximum ion energy for different ion species.
sponds to less than optimal laser contrast conditions
(~104 : 1), so that the maximum proton energy is less
than 3 MeV for a laser intensity of ~5 × 1018 W/cm2.

Using a Thomson parabola spectrometer with paral-
lel electric and magnetic fields (B = 0.26 T, E =
7.7 kV/cm) in an experiment with a front deuterated
Mylar target, we registered proton and heavier ion
emission in the forward direction in a single laser shot.
Figure 6a presents an image of a CR–39 plate that was
used for ion detection. We identified traces of protons,
deuterons, and carbon ions: C5+, C4+, and C3+ (Fig. 6b).
The maximum ion energies were measured from these
traces. Figure 6c shows the maximum energies for dif-
ferent ion species. We found that the maximum ener-
gies for different ion species were as follow: ≈7 MeV
for protons, ≈2.7 MeV for deuterons, ≈19 MeV for C5+,
≈10 MeV for C4+, and ≈7 MeV for C3+. This corre-
sponds to energies per nucleon of ≈7 MeV for protons,
≈1.35 MeV for deuterons, ≈1.6 MeV for C5+, ≈0.8 MeV
for C4+, and ≈0.6 MeV for C3+. This experiment pro-
vides evidence of the possibility of accelerating light
ions more efficiently than heavier ions. We prove below
that the protons in our experiment were accelerated pre-
dominantly from the front of the target, as in [1], while
it was asserted in [3, 4] that proton acceleration came
from the back of the target.

Heavier ions are more likely to be accelerated at the
back of the target [22] because of high losses within the
foil. We found that the C5+ trace was very weak, com-
pared to the C4+ and C3+ traces. This means that a very
small number of C5+ ions were created at the back of the
target. The ionization at the back of the target was
caused by the electrostatic field created by high-energy
electrons penetratingthrough it. This field not only ion-
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
izes atoms but accelerates ions to high energies. In a
similar experiment on a 6-µm Mylar target without a
deuterated layer, no trace of C6+ ions was observed.
From the fact that C4+ ions are produced in abundance
and C5+ generation is very weak, one may find the
strength of the electrostatic field at the back of the target
using the Ammosov–Delone–Krainov model [23]

(1)

where Ea = 0.51 × 1010 V/cm is the atomic electric field,
and UN (N = 1, 2, …) and UH are the ionization poten-
tials of the ionized species and hydrogen, respectively.
From Eq. (1) we find E ≈ (3–4) × 1010 V/cm.

4. NUCLEAR ACTIVATION WITH DEUTERONS 
AND PROTONS

In our experiments at the fundamental frequency
[10] with a maximum intensity of ≈6 × 1018 W/cm2 and
an intensity contrast of 5 × 105 : 1, we carried out the
activation of a sample of boron isotope 10B. The high-
intensity laser beam was focused on a Mylar target cov-
ered by a deuterated polystyrene layer. The resultant
ion beam (protons and deuterons) was used to irradiate
an enriched sample of 10B (enrichment 90%). A cylin-
drically-shaped sample 10 mm in diameter and 5 mm in
thickness was positioned on the CR–39 detector with a
few steps of Mylar filters to monitor the energy of the
ion beam and its alignment. The deuterated polystyrene
layer, ≥1 µm thick, was deposited on the front side of
the 6-µm Mylar film. The experimental setup is shown
in Fig. 7a.

E 2/3( ) U4/UH( )3/2
Ea,≥
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Fig. 7. Schematic diagram of boron sample activation with high-energy deuterons (a). Experimental yield of 11C versus the laser
intensity for the 10B(d, n)11C reaction (b). The inset shows calculated yield of 11C per one deuteron as a function of the energy cutoff
for a uniform energy distribution of deuterons.
The concentration of boron isotope 10B in natural
boron is about 20%. Therefore, in the enriched boron
sample used, the yield of isotope 11C in the reaction
10B(d, n)11C must be enhanced approximately by a fac-
tor of 4.5, as compared with the (p, n) reaction. The
yield of the β+-active 11C was measured by counting the
number of positrons emitted. The coincidence measure-
ments require a low background count rate in order to
obtain a decent signal to noise ratio. Two 3-inch NaI
detectors placed opposite one another were used to
detect the coincidence signal resulting from the annihi-
lation of electrons and positrons and the production of
two gamma photons with an energy of 0.511 MeV. The
detection efficiency was measured as being in the range
of 0.05–0.10 using a 22Na radioactive source with a pre-
cisely known activity of positron emission. The back-
ground noise was found to be 1–5 count/min, while the
radioactivity detection threshold was ~10 pCi.

We identified the source of this coincidence signal
as the positron decay of the carbon isotope 11C, which
has a half-life of 20.4 min. We measured a maximum of
≈300 counts/min at 330 s after the laser shot. The max-
imum total yield of 11C is estimated to be ~105; this cor-
responds to ≈2 nCi of radioactivity immediately after
the shot. The laser was able to deliver shots with a time
interval of approximately 7 min. Therefore, the accu-
mulated effect of several shots will increase radioactiv-
ity only by a factor of 3. If a similar laser could operate
with a 10-Hz repetition rate, a positron source with an
activity of ≈20 µCi could be built up if the irradiation
time were equal to the half-life of 11C.

We observed a very sharp power dependence of the
11C yield as a function of laser intensity (Fig. 7b), indi-
cating that deuteron energies are near the threshold for
the 10B(d, n)11C reaction, .2 MeV. In the same set of
experiments, we measured the maximum proton energy
at about 5 MeV at the highest laser intensity. The much
lower deuteron energies confirm the electrostatic mech-
anism of ion acceleration. Deuterons are accelerated
less because they are two times heavier than protons
and have less mobility and higher energy losses. Since
they follow behind the proton bunch, they experience a
significantly smaller accelerating electric field. Conse-
quently, they would be expected to have a lower energy
than protons.

To verify that deuteron acceleration is more efficient
from the front side of the target, we irradiated a 6-µm-
thick Mylar target with a layer of a deuterated plastic on
its back side, and performed the same 10B activation
experiment described above. In this case, the activation
signal was not above the background level. These
results indicate unequivocally that, for a dielectric tar-
get at the laser intensity and intensity contrast ratio
used, deuterons are either accelerated mainly from the
front side of the foil, or they acquire higher energy
there, compared with that from the rear side. We relate
both cases to front side ion generation.

High-energy protons may participate in the
11B(p, n)11C reaction, with the cross section of this
reaction [24] having a higher threshold (above 3 MeV).
Taking into account that the amount of 11B in boron
sample was only 10%, we may expect the 11C yield for
this reaction to be much less than that for deuterons. To
verify that the (p, n) reaction does not contribute sub-
stantially to the 11C yield, we focused the laser at its
highest intensity on a bare Mylar film, behind which
was a boron sample. In this case, no activation signal
was observed.

Our experiments with aluminum targets showed
that the maximum proton energy (Fig. 3) can exceed
severalfold the threshold for some (p, n) reactions.
Guided by this, we performed an experiment on the
nuclear activation of 11B and 63Cu samples. The thresh-
olds for these reactions were 3 and 4 MeV, while the
maxima of the reaction cross-sections were relatively
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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Fig. 8. Setup for activation with protons. Collimator and shield were introduced to prevent saturation of the detection system due
to high-energy electrons and gamma photons during the laser shot (a). Spectrum of proton irradiated 11B sample (b). Radioactive
decay signals (c and d) of proton irradiated 11B and 63Cu samples (dots). Solid lines correspond to the decay of 11C and 63Zn with
half-life of 20 and 38 min, respectively.
high: .400 and 500 mb, respectively. The products of
these reactions were 11C and 63Zn, which are positron
emitters with half-lives of 20 and 38 min, respectively.
A schematic of the experimental setup is shown in
Fig. 8a. Measurements of the induced radioactivity
were performed in situ in the interaction chamber. A
laser-triggered, high-energy proton beam irradiated a
sample placed a few centimeters behind the target. The
emission spectrum of the sample was monitored by a
NaI detector coupled to a photomultiplier tube (PMT),
with readout performed by a multi-channel analyzer
(MCA). Figure 8b shows the most significant part of
the 11C spectrum, plotted on a vertical linear scale. A
peak is clearly seen between spectral channels 180 to
220; this corresponds to the annihilation of positrons
and electrons and the production of gamma photons
with an energy of 0.511 MeV. The points at the lowest
channel numbers are zero because the NaI signal was
below the discriminator value set on the analog-to-dig-
ital converter. The broad peak well below 0.511 MeV is
due to Compton scattered electrons. The gated region in
Fig. 8b defines the counts that were included in the
resorted signal as a function of time, thus yielding the
half-life for 11C. Figures 8c and 8d present experimen-
tal radioactive decay signals for proton irradiated 11B
and 63Cu samples; the signals show the production of
~105 atoms of 11C and 63Zn.
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
5. PROTON BEAM CHARACTERISTICS 
AND MANIPULATION

The manipulation of the ion beam characteristics is
an important part of the problem under discussion.
From the theoretical point of view, some ideas for the
manipulation of ion beams have already been proposed,
e.g., in [8, 25–28]. However, these methods require
great precision in the manufacturing and control of tar-
gets (features on the order of a micron, positioned with
submicron accuracy at the laser focus), which is far
from trivial. We carried out experiments on beam pro-
file manipulation by modest modification of the target
geometry, thereby extending the concept first proposed
in [8] of tailoring a target foil and demonstrating the
promise of this method.

At multi-MeV energies, the protons originating in
laser-irradiated thin foils are formed into a well-colli-
mated beam. Even at an energy of ~1 MeV, they can be
confined in a quite narrow cone. Figure 9 shows a typi-
cal image of the proton beam in the forward direction
(behind the target) observed in our experiment with 2ω0

irradiation of a thin aluminum foil. A collimated beam
of fast protons is observed, with energies as high as
1.5 MeV and total number of ≥109, confined in a cone
angle of 40° ± 10°.
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Using an aluminum half-wire target profile between
100–120 µm, we observed an effect analogous to that
of an electrostatic cylindrical lens. The laser was
focused onto either the flat or rounded surface of the
half-wire, and the beam image was recorded. A CR-39
detector was used to record the protons. It was placed
approximately 2 cm from the target (Fig. 10). The irra-
diation of the flat surface of a target having a cylindrical
rear surface and vice versa is shown in Fig. 10a and
Fig. 10b, respectively. A target with a flat front side sur-
face of the half-wire produces a proton beam similar to
that of an ordinary film target. When a round surface is

10°

Fig. 9. Typical image of a proton beam observed traveling
in the forward direction from the interaction of a high-inten-
sity laser with a 1.8-µm-thick aluminum foil. The proton
beam passed through a 25-µm Mylar filter, corresponding to
an energy above 1.2 MeV. The laser intensity on the target
is 2 × 1018 W/cm2 at 2ω0 illumination normal to the target.

Laser
Laser

CR-39

Protons

Protons

Protons

Half-wire

840 841

(‡) Flat (b) Round

Fig. 10. Scheme of the irradiation of a 100- to 120-µm-
diameter aluminum half-wire target. The protons from the
flat (a) and round (b) sides of the irradiated target are
recorded using the CR-39 detector. The wires were oriented
approximately 45° to the vertical, as shown by dashed lines.
irradiated, an uncollimated spray of protons from the
flat side of the half-wire appears, such as one might
expect from a cylindrical lens. The results of these
experiments may support studies showing front side
proton acceleration.

An important question which must addressed for the
future application of laser-triggered protons is the pos-
sibility of focusing the proton beam. To investigate this,
we performed experiments with shaped (concave)
25-µm aluminum foil targets. The CR-39 detector was
placed 3 cm behind the target. We observed an oversat-
urated region in the center of the proton beam. This
region appeared brighter due to a large number of over-
lapping tracks scattering more light. Physical inspec-
tion of this region under a microscope revealed the
higher track density, differentiating it from regions of
similar opacity but with lower track density. One might
think that the ballistic focusing of a proton beam can be
achieved only at the plane passing through the center of
the target curvature. Indeed, this would be true if the
proton beam emerging from a flat target were colli-
mated. In reality, a laser-triggered proton beam has
quite a large divergence; moreover, protons of different
energies have different divergences. Typically, the
higher energy proton component has a narrower cone.
This may explain our observation of the focused part of
the beam seen in Fig. 11 at distances much greater than
the radius of curvature of the shaped target. According
to our estimates, this focused region may correspond to
the high-energy proton beam component, which would
have a divergence of about 5° if a flat target were used.

Along with the difference in proton energies (Sec-
tion 3), we observed a significant difference in the pro-
ton beam quality for metal (Al) and dielectric (Mylar)
targets. In Figs. 12 and 13, the proton beam quality is
illustrated for different proton energies. Generally, alu-
minum targets produce higher quality beams with more
uniform proton beam profiles. In contrast, the proton
beams from Mylar show significant inhomogeneity. We
also found that, for both types of targets, the lower
energy component of the proton beam is more struc-
tured then the higher energy component. One may
imagine that the electric field that accelerates ions is
more homogeneous in a conductive media, because of
the presence of free electrons that provide a return cur-
rent inside the target, which produces a more uniform
proton beam.

Coating the front surface of a target with materials
that provide a high absorption of laser light can signifi-
cantly enhance the generation of hot electrons.In turn,
this should lead to an increase in the efficiency of high-
energy ion generation. We performed such an experi-
ment with a so-called “laser black” target (a foil coated
by soot-like substance) by coating 10 µm-thick Cu tar-
get with 5–10 µm-thick laser black, structured with a
characteristic scale of 1–2 µm. The absorption in such
a target is practically ideal (>96%). When laser light
was focused into a spot 6-µm in diameter, we observed
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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a doubling of the maximum ion energy (8.2 MeV),
compared to a target without coating (4 MeV). The
increase in ion energy was not followed by a reduction
in proton beam quality (Fig. 14).

Borghesi et al. showed that point projection proton
imaging [29] appears to be a powerful technique for
electric field detection in laser-irradiated targets and
plasmas [30, 31]. This technique was further developed
by Mackinnon and coworkers [32, 33] to produce
Moire fringes in a proton beam. We performed a pre-
liminary experiment on imaging with high-energy pro-
ton beams. A free-standing copper mesh with a wire
diameter of 10 µm and a period of 30 µm was illumi-
nated by a proton beam produced in the interaction of
the high-intensity laser with a thin film target. The mesh
was parallel to the thin film target (Fig. 15a). The dis-
tance between the proton source and the mesh was
5 mm, while the radiochromic film was positioned at
50 mm from the source, thus providing a tenfold mag-
nification. A shadow of the mesh was observed on the
radiochromic film, as shown in Fig. 15b. The optical
density modulation on the film was of the order of 0.2.
It must be noted that the stopping range of 10-MeV pro-

807

Target

Laser

Target

Protons

holder

CR-39

Fig. 11. Scheme of the irradiation of a curved target. Inset
presents the proton beam image on the CR-39 for an energy
greater than 2 MeV.
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tons in Cu is about 400 µm. Such energetic protons will
lose only 0.1% of their energy in 10 µm of Cu. Such
variation in energy loss across the wire was too small to
produce any visible effect using our diagnostics. The
current explanation of the observed phenomena is
based on the assumption of a point-like proton source
with very low transverse emittance, which leads to the
possibility of detecting the small angle scattering expe-
rienced by protons inside a thin wire. Proton imaging
can be very useful for the diagnostics of dense plasmas,
and may be used to study the distribution of electric and
magnetic fields in plasmas of laser-irradiated targets
with high temporal and spatial resolution [29]. Unique
advantages of a laser-triggered proton source are ultra-
short pulse duration and absolute synchronization for
use in pump-probe experiments; in addition, the point-
like source provides a spatial resolution of several
microns for imaging applications. Other advantages are
the directionality and high brightness of proton beams,
while the long stopping range of 10- to 15-MeV protons
allows them to penetrate ~1-mm-thick objects.

6. ION ACCELERATION 
BY HOT ELECTRONS

A brief picture of ion acceleration in short-laser-
pulse interaction with foils was proposed in [3, 4, 10,
34]. Electrons, accelerated in an underdense plasma
(with density less than critical, ncr), penetrate deep
inside the target or even through it, setting up a strong
electrostatic field (a Debye sheath) which accelerates
ions forward and decelerates the electrons. Thus, dur-
ing plasma expansion, the kinetic energy of the fast
electrons is transformed into the energy of the electro-
static field, which accelerates the ions; their energy is
expected to be on the level of the hot-electron energy.
Similar physics were been explored in ICF studies of
plasma expansion [35–42] with cold background elec-
trons and laser heated electrons, which accelerate ions
[5]. Though the key idea of using a two-electron-tem-
perature model is the same, the typical hot-to-cold-tem-
perature ratio is very different for the values of ICF and
short laser-pulse produced plasmas. In an ICF plasma,
(‡) (b) (c) (d)

Fig. 12. Beam images on the CR-39 from a 12.5-µm-thick aluminum target showing the beam energy increase along the axis. Each
image was taken from separate shots of similar energies with filters aimed to block protons below (a) 2.5, (b) 3, (c) 4.8, and
(d) 7.9 MeV.
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(‡) (b) (c)

Fig. 13. Beam images on the CR-39 from a 13-µm-thick Mylar target corresponding to proton energies above (a) 1.4, (b) 2, and
(c) 2.7 MeV.

100 µm 2 µm(b)(‡) (c)

Fig. 14. (a) Low and (b) high magnification image of the surface of a “laser-black” copper target; (c) proton beam image on the
CR-39 from “laser black” copper target.

Laser

Mesh

Protons

Thin film (target) Radiochromic film

(‡) (b)

Fig. 15. (a) Setup for proton imaging of a mesh; (b) image of a mesh with 30-µm period (10-µm Cu wires) obtained with high-
energy protons.
this ratio is usually less than 102, while it is ≥103 for
current experiments on short laser-pulse interaction
with a plasma. Given that most theoretical works on ion
generation include numerical calculations, such a dra-
matic gap between hot and cold electron temperatures
requires more accurate modeling to quantify this effect.

Using certain simplified theoretical models, plasma
expansion into a vacuum has long been extensively
studied, ever since the work by Gurevich et al. [43].
Until the last decade, however, this problem was treated
using hydrodynamic models only [44]. By the 1990s,
the kinetic aspects of plasma expansion had already
prevailed. The latest developments in the kinetic theory
of plasma expansion have brought analytical results
from ionacceleration [45–47]. Certainly, PIC simula-
tions are free from such simplification and constitute a
powerful tool for studying ion acceleration in short
laser-pulse interactions with plasmas starting from the
basic principles. Nevertheless, PIC models are quite
demanding, and some physical aspects are often hidden
among the numerous interfering effects included in
such cumbersome simulations. This is why it is also
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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useful to explore simpler models which are still able to
qualitatively describe the main features of ion acceler-
ation and its characteristics in terms of plasma and laser
parameters. This may provide an easy-to-use tool for
the analysis of experimental data.

Considerable progress in the analytical description
of ion acceleration by hot electrons has been achieved
using the model of quasineutral plasma expansion. One
may find this model to be oversimplified for interpret-
ing the experiments on ion acceleration in expanding
plasmas heated by ultra short laser pulses. However, it
is definitely useful at long time scales (which are inac-
cessible to full-scale PIC simulations), when the laser
pulse terminates and the plasma trends toward
quasineutrality but acceleration continues. We start
here from this model [46, 47].

Using the renormalization group symmetry (RGS)
method in [48], it is now possible to apply the quasineu-
tral plasma expansion model to ion acceleration. As an
example, we consider a symmetrical plasma slab con-
sisting of two ion (C and H) and two electron (cold and
hot) species with density profiles following the
quasineutrality condition, and use the RGS method to
solve the Cauchy problem for the Vlasov equations:

(2)

Particle distribution functions f α(t, x, v ) for the elec-
trons (α = c and h for cold and hot electrons, respec-
tively) and ions (α = 1 and 2 for heavy and light ions,
respectively) are assumed to satisfy the quasineutrality
condition:

(3)

The electric potential is expressed in terms of the
moments of the distribution functions:

(4)

The key is to find the RGS that provides an invari-
ance for the solution to the initial value problem for

t  0: f α = ^α(t, x, v ) ≡ (x, v ) + O(t) and to for-
mulate the finite transformations that extend this solu-
tion to the solution for t > 0. Correspondingly, the RGS
can be found as a subgroup of the group of point Lie
transformations described by Eqs. (2) and (3). For the
spatially symmetric initial distribution functions, the
RGS generator appears as a linear combination of gen-
erators of projective transformations and translations
along t. The finite RGS transformation defines a trans-
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formation of the phase space (x', v ') at t = 0 to the phase
space (x, v ) at t > 0 as follows

(5)

where the characteristic time scale Ω–1 = L0/cs can be
treated physically as the ratio of the plasma slab half-
thickness L0 to the characteristic ion acoustic velocity,
defined by the main ion component, cs =

.

The distribution functions are invariants of the
group transformations (5),

(6)

so that the distribution functions at the given time, t ≠ 0,
can be expressed in terms of their initial values. Here,
the dependence of Φ0 on self-similar variable x ' =

 is defined by the quasineutrality condi-
tion (3), and the electric potential is given by

(7)

We assume that initially (t = 0), the ion species have
Maxwellian distribution functions with densities n10,
n20 and temperatures T1, T2, and the electrons obey a
two-temperature Maxwellian distribution function with
densities and temperatures of the cold and hot compo-
nents nc0 and nh0 (nc0 + nh0 = Z1n10 + Z2n20) and Tc and
Th, respectively. The corresponding solution of the ini-
tial value problem reads

(8)
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(9)

Here, u = xtΩ2/(1 + Ω2t2) is the local plasma velocity;

U = xΩ/ . The potential Φ is defined in the
implicit form via the function %,

(10)

which obeys the transcendental equation,

(11)

The solution to this equation allows one to define the
dependences of the particle distribution functions on
velocity, coordinate and time.

Equations (8)–(11) give exhaustive information on
the kinetics of plasma foil expansion. However, rough
integral characteristics might be more useful for practi-
cal applications. Two integral characteristics (such as
partial ion density, nq(t, x), and ion energy spectra,
dNq/de) can be calculated from the ion distribution
functions:

(12)

When integrated over the energy, e = mqv 2/2, the
value dNq/de defines the total number of ions of the
given species in a plasma slab per unit square. 
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The ion density is defined by the universal function
1q as follows:

(13)

The general form of dNq/de given by Eqs. (8) and (12)
is rather complicated, but its asymptotic behavior at
Ωt  ∞ is described by the simple expression

(14)

Here, the functions 1q(U) are also given by Eq. (13),
provided the ion energy e is not very small, viz, 2e/Tq @
(Ωt)–2. The asymptotical spectrum of accelerated ions
is similar to a Maxwellian spectrum, ∝ exp(–v 2), rather
than to the spectrum ∝ exp(–v ) corresponding to the
theory of isothermal plasma expansion [43], which
does take account of particle cooling during plasma
expansion. The latter is an important effect, since the
physics of plasma foil expansion differ from the phys-
ics of semi-infinite plasma expansion, where the iso-
thermal regime is permitted because of the infinite
source of plasma energy.

To illustrate the aforesaid, we present in Fig. 16 the
dimensionless carbon and proton densities n1/nc0 (C)
and n2/nc0 (H) as functions of the dimensionless coordi-

nate x2/  for different times. This example corre-
sponds to CH plasma expansion with H+1 and C+4 ions.
We assume all ions have the same initial temperature
T1, 2/Tc = 0.1 and that the hot to cold electron tempera-
ture ratio is Th/Tc = 1000. The concentration of hot elec-
trons is ρh = 5 × 10–4. The left-hand panel shows the ion
densities for t = 0.5(L0/cs); the right-hand panel, for t =
2(L0/cs). The dashed lines present the benchmarks
related to the densities of cold electrons, nc/nc0 (short
dashes), and hot electrons, nh/nc0 (long dashes), respec-
tively.

Figure 17 shows the evolution of the dimensionless
ion energy spectra, (m1Z1Tc/2)1/2(Ω/n10)(dNq/de), for
the same parameters as in Fig. 16. According to Fig. 17,

the distribution (dNq/de)  definitely takes the form
1q(e) for Ωt @ 1. The left-hand panel corresponds to
Ωt = 0.5 and the right-hand panel to Ωt = 2, respec-
tively. Both energy spectra for light and heavy ions
experience a cutoff on the high-energy side of the spec-
tra. Note that the heavy ion component affects the
energy spectrum of the light ions by means of a self-
consistent electric field, so that the proton spectrum has
a maximum at the energy cutoff in the spectrum of car-
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Fig. 16. Dimensionless densities of carbon ions (C) and protons (H) calculated by formulas (13) for (a) t = 0.5(L0/cs) and (b) t =
2(L0/cs).
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Fig. 17. Energy spectra dNq/de of carbon ions (C) and protons (H) calculated by formulas (8) and (12) for (a) t = 0.5(L0/cs) and
(b) t = 2(L0/cs).
bon ions. The proton energy cutoff settles at the level of
the hot electron temperature, emax ~ Th.

Going beyond the model of quasineutral plasma
expansion (which often cannot be used to interpret
experiments on ion acceleration in expanding plasmas
heated by ultra short laser pulses), we turn to the
numeric Vlasov–Poisson model [49]. It uses the kinetic
description of ions in a self-consistent electric field; this
satisfies the Poisson equation, unlike the hydrodynamic
model of [50]. Our Vlasov–Poisson model is well
suited for modeling plasmas with many ion species.

As above, we include in this model two electron spe-
cies: cold and hot. Arguing in favor of electron equili-
bration with the electrostatic potential on a time scale
that is short compared to the plasma expansion time,
most theoretical models assume that each electron spe-
cies follows the Boltzmann distribution [36–38, 40–
42]. We also follow this assumption, although (as was
shown before) the deviations from the equilibrium elec-
tron distributions may have some quantitative effect on
the parameters of the accelerated ions.

As mentioned above, we now consider both electron
components (cold and hot) to be in a quasi-equilibrium
state following Boltzmann distribution with tempera-
tures Tc and Th. Given the experimental data, one may
refer to Tc ~ 1–2 keV and Th ~ 1–10 MeV as the typical
values. For short laser pulses of relativistic intensity,
the hot electron temperature scales with a laser inten-
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sity quite close to the  dependence [51–53], so that
the parameter Th in our approach can serve as a con-
necting link to the laser, together with the number of
hot electrons, nh, which depends on the laser pulse
energy rather than its intensity. Considering Th and nh as
the controlling laser parameters, we aim to characterize
the ion acceleration that depends on them and on the
parameters of a plasma such as its thickness, tempera-
ture, and ion composition.

We consider a symmetrical plasma slab (–L < x < L)
with an initially stepped ion density profile (at x = ±L)
that expands in the x-direction into the vacuum. Plasma
expansion in a self-consistent electric field, –∂xΦ, is
described by the Vlasov equations for ions (2); the elec-
trons follow Boltzmann distributions

(15)

where nc0, h0 are the electron densities in the unper-
turbed plasma, and, instead of Eq. (3), the electric
potential Φ satisfies the Poisson equation

(16)
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Fig. 18. Dimensionless densities of (a) carbon ions and (b) protons calculated by the Vlasov–Poisson model at ωp2t = 1 (solid lines)
and ωp2t = 10 (dashed lines).
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Fig. 19. Energy spectra dNq/de of (a) carbon ions and (b) protons calculated by the Vlasov–Poisson model at ωp2t = 1 (solid lines)
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Fig. 20. The normalized space charge ρ/nc0 = (Z1n10 + Z2n20 – nc0 – nh0)/nc0 calculated by the Vlasov–Poisson model at (a) ωp2t = 1
and (b) ωp2t = 10, where 0.013 indicates the maximum of ρ/nc0.
The results of the numerical solutions of Eqs. (2),
(15), and (16) are shown in Figs. 18, 19, and 20 for a
thin CH plasma slab of a half-thickness equal to the
Debye length of the hot electrons (L = λDh). All initial
plasma parameters were the same as in above example
of RGS theory, except for the hot electron density,
which was ρh = 2 × 10–3. Figures 18 and 19 show,
respectively, the densities and energy spectra of heavy
(C4+) and light (H+) ions. As should be, the protons that
are accelerated by hot electrons form a halo in front of
expanding plasma. At times ωp2t @ 1, where ωp2 is the
light ion plasma frequency, a band structure appears in
the proton energy spectrum (Fig. 19) as in the analytical
theory of quasineutral plasma (Fig. 17). At these times,
the plasma is already close to a quasineutral state,
although it is violated at the ion fronts of the fast pro-
tons, fast carbon ions, and bulk ions (Fig. 20). It is
important to note that the maximum that precedes the
cutoff in the proton energy spectrum (Fig. 19) is formed
by protons that acquire additional acceleration at the
heavy ion front, where the electric field has a maxi-
mum. This is entirely an effect of multi-species ion
composition that can not appear in single-species
plasma [50].

Unlike the theory of quasineutral plasma expansion,
the high-energy part of the proton spectrum is more
extended, exhibiting a proton tail with e @ Th. We
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believe there are two reasons for this. First, the charge
separation field, which is not included in the RGS
model, increases the efficiency of ion acceleration. The
charge-separation electric field peaks at the heavy ion
front and effectively accelerates the light ions. Second,
in contrast, the electron cooling that is allowed for in
the analytic theory is not included in the numeric Vla-
sov–Poisson model and may result in the overestima-
tion of the maximum proton energy. Such cooling is
expected to be important if the laser pulse-duration is
shorter than the typical acceleration time, which is sev-

eral .

As a final note in this section, we mention that hot
electrons control the ion acceleration if nh0Th > nc0Tc. In
this case the accelerating electrostatic field can be esti-
mated from Eq. (16) as follows:

(17)

For hot electron temperature ~1 MeV, this corresponds
to Eq. (1) if the hot electron density is about the
1020 cm–3 that is typical for our experiments. As times
goes by, the accelerating electric field (17) forms peaks
at the ion fronts where the field amplitudes decrease
over time as t–1, similar to the results in [50].

7. PARTICLE ACCELERATION 
IN PIC SIMULATIONS

The models presented above suggest that the gener-
ation of high-energy electrons is crucial to ion acceler-
ation. To self-consistently describe electron generation,
2D PIC simulations were performed by using the code
in [54]. In this section, we present the results of such
simulations for a 140-fs (FWHM) linearly polarized
laser pulse with a wavelength λ = 1 µm, normally inci-
dent onto an underdense plasma slab having an expo-
nential density profile with a spatial scale length L =
5 µm [52]. Behind this was a thin dense plasma slab
with a density forty times higher than critical and thick-
ness d = 0.25 µm. This thickness was ten times greater
than the skin depth, so the plasma slab was not transpar-
ent to the laser pulse. We used such a preplasma to
model the blow-off plasma created by the laser
prepulse, which interacts with the foil before the main
pulse reaches the target. A laser pulse with vacuum
electric field amplitude Ey0 propagates in the x direction
of an (x, y) simulation plane and has a 3-µm focal size.
The normalized amplitude of the laser vector potential,
a = eEy0/mcω0, was in the range 0.5 ≤ a ≤ 13.8, corre-
sponding to laser intensities Iλ2 of 3.3 × 1017 to 2.5 ×
1020 W/cm2 µm2. The total simulation box was 50 ×
10 µm, and the dense plasma target was at x = 10 µm.
A long vacuum region was situated behind the target to
reduce boundary effects. We performed simulations at
different preplasma scale lengths (0 < L/λ < 10) and
plasma target thicknesses (0.1 < d/λ < 8) for a laser

ωp2
1–

E . 8πnh0Th.
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intensity of a = 2. A hydrogen-deuterium plasma was
chosen with 20% H and 80% D.

Our choice of a relatively thin dense plasma slab
was motivated mainly by the TW scale experiments
with dielectric targets [10] to model front side ion gen-
eration. According to [16], the temperature of the bulk
electrons in the solid dense plasma is around 1 keV for
such an experiment. Initially, only a thin skin layer less
than 0.1 µm in width is heated to this temperature. Dur-
ing heating, the size of the hot dense plasma increases
due to the energy transport of the bulk electrons inside
the target. However, the heat transport velocity, ~fvTe,
where vTe is the electron thermal velocity and f is the
heat flux inhibition factor, is rather low; with a sub-
picosecond laser pulse, a hot dense plasma cannot
expand to greater than a micron in size. For example, at
a pulse duration of 400 fs [10] and the commonly used
value of f ~ 0.1, one may estimate d . 1 µm. For the
laser intensities considered here, the main laser energy
is converted to hot electrons, which may penetrate at
least to their Debye length. For instance, for a hot elec-
tron density of about ncr and a temperature ~1 MeV, the
Debye length is ~0.3λ. We follow Scenario 1 for the hot
electron penetration of a highly resistive material,
where the right plasma boundary is representative of
the hot plasma–cold solid interface. This is likely to be
relevant to the experiments in [10] with insulators.
Measurements of the hot electron penetration depth
[16] for the same parameters typical of the experiments
in [10] have shown a rather short penetration depth of
<3 µm. In order to model deeper energy deposition
(due, for example, to a prepulse), we changed d in our
simulations by as much as 8λ.

Thus, ion acceleration is governed entirely by the
high-energy electrons generated in the preplasma. At
the same time, electron motion is very complicated
because of the combined effect of the pump, the
reflected and self-generated fields, and the plasma inho-
mogeneity. In Fig. 21, we show a 2D-distribution of the
electromagnetic energy and quasistatic fields (the fields
averaged over the laser period): the magnetic field (Bz)
and the longitudinal electrostatic field (Ex) for a subrel-
ativistic laser intensity, a = 1. The reflection of laser
light produces a standing wave, which is seen in Fig. 21
to be a modulation of the laser intensity on the scale of
λ/2. While the laser beam forms a well-pronounced
channel in the corona, the self-focusing was insignifi-
cant for the given parameters. Surface currents and the
electrons expelled backwards cause a magnetic field
generated by the so-called “fountain effect,” with a
maximum of up to 40% of the laser field (Fig. 21b).

The good correlation between the laser intensity and
the modulations of the longitudinal electric field in the
preplasma can be seen clearly in Fig. 21c. We have con-
cluded that the latter is due to the ponderomotive effect
at each maximum of the laser intensity. However, in an
arbitrary y-slice, the electrostatic field exhibits chaotic
behavior (Fig. 21d) that cannot be seen in Fig. 21c
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because of the rather small scale of the electrostatic
fluctuations across the laser beam. On the other hand,
averaged over the laser focal size (in order to filter out
noise), this electrostatic field shows a well defined peri-
odic structure in the x direction with a spatial scale of
λ/2. The electron density has similarly strong modula-
tions. Hence, the acceleration of electrons occurs in
preplasma with a very complicated electromagnetic
field structure and density. Propagating through the tar-
get, these electrons produce a strong charge separation
field which reaches 40% of the laser field behind the
target and smoothly decreases with distance, as shown
in Fig. 21d.

The PIC model gives details of the electron energy
distribution, as is shown in Fig. 22 for a = 1. The phase
space plots (Figs. 22a, 22b) show space modulations on
the scale of λ/2 due to the formation of a standing elec-
tromagnetic wave; this plays an important role in elec-
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x/λ
tron heating. On this run, 60% of the laser energy was
reflected; i.e., the reflectivity coefficient related to the
field amplitude was r ~ 0.8. For a ~ 1, the amplitude of
the longitudinal momentum oscillations due to the for-
mation of the standing electromagnetic wave can be
estimated at px /mc ~ (1 + r)2a2 ~ 3, (cf. Fig. 22b). Over
several laser cycles, the electron motion becomes sto-
chastic. Thus, we conclude that for our simulations
with a rather extended preplasma, stochastic electron
heating is the dominant process for electron energy
gain. Stochastic heating originates from the standing
wave formation due to the reflection of laser light. This
was proved by the simple numeric model presented in
[52], where it was shown that stochastic electron heat-
ing occurs when r > 0.2.

The PIC simulations suggest that the preplasma,
which can be attributed to the finite intensity contrast
ratio of the laser pulse, makes the laser capable of pro-
ducing ions in the MeV range at I > 5 × 1017 W/cm2. In
Figs. 23a and 23b, the longitudinal and transverse pro-
ton momenta are shown versus distance x. Comparison
between 23a and 23b demonstrates that the high-energy
protons are expelled as two beams, one in the forward
direction and one in the backward direction, and the
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
energy of the forward accelerated ions is higher. The
energy of the deuterons is four to five times lower than
that of the protons (Fig. 23c). Deuterons are two times
heavier than protons and have less mobility; following
behind the protons, they experience a significantly
lower accelerating electric field and therefore gain less
energy.

Figure 23d shows the ion energy spectrum for a = 1.
It exhibits a low energy (100–200 keV) ion bulk and a
hot ion tail (1.0–1.5 MeV) that transitions smoothly to
a flat distribution with a sharp energy cutoff (4 MeV).
Such a flat distribution with an energy cutoff is typical
for an electrostatic mechanism of ion acceleration [2–4,
6, 55–57]. It corresponds to the maximum electric
potential produced by the hot electrons. One more
piece of evidence for the electrostatic nature of ion
acceleration is provided by the peak in the proton dis-
tribution at an energy of ~1 MeV; this corresponds to
the deuteron front and defines in turn the self-consistent
accelerating field.

From our study of ion trajectories, we conclude that
the maximum energy gain is obtained when the protons
are accelerated from the back of an overdense plasma,
in accordance with the spatial distribution of the elec-
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trostatic field (Fig. 21d). Indeed, the electric field is
maximum behind the dense plasma slab so that the rear
side protons respond first and the others that follow
behind them are accelerated by a screened potential.
However, this result needs to be reconciled with the
contradictory experimental observations of ion acceler-
ation from either the front [2, 6] or the rear surfaces [3,
4]. In experiments with a high intensity contrast ratio
[2, 10], the rear surface of a solid dense plasma is in fact
the front surface of a foil, because the thickness of the
highly ionized region is negligible compared to the foil
thickness. This is likely not the case for the experiments
in which a rear-surface origin was found [3, 4], where a
very intense prepulse preceded the main laser pulse.

8. COMPARISON WITH EXPERIMENTS

The PIC simulations agree with the features of high-
energy ion emission observed in our experiments. By
studying the dependence of the maximum ion energy
emax on the laser intensity I (3.3 × 1017 ≤ I ≤ 2.5 ×
1020 W/cm2), we found emax ∝  I and emax ∝   depen-
dences [52] for two regimes with a ≤ 1 and a > 1,
respectively. The physical picture behind these I and

 dependences is quite simple and is based on the
generation of hot electrons in the preformed plasma.
The electrons interacting with an electromagnetic wave
of ω0 > ck0 acquire an energy mc2(γ – 1), where γ is the
relativistic factor. This gives the scalings mc2a2 and
mc2a for subrelativistic and ultrarelativistic laser intensi-
ties, respectively. During stochastic heating (Section 7),
a quasi-thermal electron energy distribution forms with
an effective temperature Th, which scales as mc2(γ – 1) ∝
min{a2, a}mc2. Hence, the electrostatic potential of the
charge-separation field and the ion energy both have the
same dependences on the laser intensity. The latter
agrees qualitatively with Fig. 3, with the dependence

quite close to the  dependence for high intensities
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Fig. 24. The yields N/(dNp/de) of 11B(p, n)11C and
63Cu(p, n)63Zn reactions versus laser intensity.
suggested in [57]. Given our simulation and experimen-
tal results and the experimental results for higher inten-
sities in [3, 57], one finds that the maximum proton
energy for the relativistic laser intensity is well approx-
imated as [58]

emax [MeV] ≈ 3.6λ , (18)

where the laser intensity is in 1018 W/cm2 units and the
laser wavelength is in µm.

The plateau-like energy distribution of fast ions
(Figs. 2, 5) agrees with both theory and our simulations
(Sections 6, 7). Along with this, Fig. 2 demonstrates a
Maxwellian-like distribution of the bulk protons, simi-
lar to Eq. (14), indicating an adiabatic regime of plasma
expansion [46, 47, 59] rather than an isothermal one
[43]. Note that proton spectra with band structures, as
shown in Fig. 34, are also tolerated by theoretical mod-
els (Fig. 17, 19). Similar band structures of the proton
energy spectra were also observed in the experiments in
[61, 62]. That the production of protons is more effi-
cient than that of heavy ions (Figs. 17, 19, 23c) is con-
firmed by the (d, n) activation experiment. Our simula-
tions quantify the inhibition of deuteron energy when
they are accelerated along with protons [10], as
described in Section 4. The experimental data on the
activation of a boron sample with deuterons at I = 6 ×
1018 W/cm2 suggest that their energy was .2 MeV,
while the proton energy was as high as 8 MeV. This is
close to the simulation result that yields a deuteron
energy four times lower than the proton energy.

Because of the plateau-like energy distribution of
fast protons, the reaction yield can be easily estimated
by using the so-called overlap integral [62]

(19)

where one may use Eq. (18) for the proton energy cut-
off. This expression quantifies the number of reactions
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versus the laser field intensity in a nuclear target with
atoms of mass M, where laser accelerated protons react
with target nuclei in a layer of thickness equal to their
stopping length S [MeV cm2/g] with the efficiency
defined by their cross section σ. In Eq. (19) the value
dNp/de is the number of high-energy (multi-MeV) pro-
tons per 1 MeV range. Figure 24 shows the nuclear
yield (19), normalized to the number of fast protons in
the 1 MeV range as a function of laser intensity. The
thresholds at 1018 and 2 × 1018 W/cm2 for 11B(p, n)11C
and 63Cu(p, n)63Zn reactions are clearly seen in this fig-
ure. Because the measured number of protons with
energy >(3–4) MeV was ~107–108 per 1 MeV range,
the production of ~105 atoms of 11C and 63Zn follows
from Eq. (19); this accords with the results of our acti-
vation experiments (Section 4).

In Section 2, the existence of an optimum in the
laser prepulse intensity was demonstrated for the max-
imum ion energy gain. The maximum proton energy
shown by the experimental points in Fig. 1b increases
with the prepulse intensity for a contrast ratio >103 and
then decreases. This is in qualitative agreement with the
simulation results demonstrated in Fig. 25. It is likely
that at the rather low intensity I ~ 1018 W/cm2, the scale
length of the preformed underdense plasma grows with
the intensity of the prepulse without a significant
increase in the volume of the overdense plasma if the
prepulse intensity remains sufficiently low. Accord-
ingly, the maximum ion energy should increase and
then saturate (Fig. 25a). However, at higher prepulse
intensities, one might expect enhanced solid-density
plasma production before the main laser pulse reaches
the target. As a result, the efficiency of the ion acceler-
ation decreases (Fig. 25b) due to the reduction in the
average density of the hot electrons that participate in
ion acceleration. We predict the saturation of ion energy
when the solid plasma thickness exceeds the laser pulse
length (if hot electron losses in the target are small).

The interplay between these two effects should
result in a dependence similar to the experimental one
shown in Fig. 1b, with the maximum at some moderate
contrast ratio. An ion energy decrease and saturation
with the target thickness was recently observed in an
experiment [13] with a high energy laser.

9. NEAR FUTURE REGIMES 
OF PARTICLE ACCELERATION

As powerful short-pulse laser installations tend
toward the multi-PW level and tabletop lasers continue
to reach record levels of peak intensity, we look for-
ward to the next physical regimes of ion acceleration.
The first regime, which is expected for quite high-
power lasers of ultra-relativistic intensities, might be
called the nuclear regime of laser-plasma interactions
[63], because of the generation of such elementary par-
ticles as mesons and baryons that should occur as nuclei
collide in such energetic plasmas. The second regime
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
deals with compact and ultrashort pulse-duration (sev-
eral optical cycles) lasers, which are focused in a sin-
gle-wavelength spot size to operate at relativistic inten-
sities. The great advantage of these lasers is that they
work at high repetition rates. One prototype of such a
device is the CPA laser at CUOS [53]. This indirectly
diode-pumped Ti:sapphire laser works at a 1-kHz repe-
tition rate and has the advantage of being stable (1%
variation), compact (it fits on a single 8' × 10' table),
highly-intense (with an energy several times greater
than 1018 W/cm2) at a rather low level of energy (≤3 mJ)
and a relatively low cost. Further improvement of this
apparatus will provide a strongly relativistic intensity,
I = 1019 W/cm2.

We have demonstrated for the first time the nuclear
regime of laser-plasma interactions by pion production
from accelerated protons [62]. Using 2D PIC simula-
tions, we modeled the interaction of a short 300-fs lin-
early polarized pulse with a solid 5-µm-thick foil repre-
senting a uniform plasma layer with a density forty
times higher than its critical value. Laser radiation with
a wavelength of 1 µm was incident normally on the foil
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surface. The focused spot size was 3 µm, while laser
intensity varied in the range of 2 × 1020 to 5 ×
1021 W/cm2. To model a preplasma from a prepulse, a
30-µm-thick layer of rarefied plasma was placed in
front of the foil. These simulations revealed plateau-
like proton distributions with energy cutoffs similar to
those presented in Section 7, but at much higher ener-
gies. Evidently, once the cutoff in the proton spectrum
exceeds 140 MeV, protons can produce π+ in the mate-
rial behind the foil.

In Fig. 26, the energy spectra of the forward accel-
erated protons, the number of accelerated protons Np

with energy higher than 140 MeV, and the pion yield
from a carbon target placed behind the foil are shown.

The number of high-energy protons that may pro-
duce π+ increases in almost direct proportion to the
laser intensity. Our calculations can be used to predict
the laser intensity threshold for pion production. This
threshold is clearly seen in Fig. 26 at Ith ~ 1021 W/cm2.
At I = 5 × 1021 W/cm2, the pion production yield is 10–3.
For 4 × 1011 accelerated protons, this provides a value
of 4 × 108 particles per shot for the total π+ yield, which
is five orders of magnitude higher than the photopion
yield obtained under similar conditions in [64]. Pions
can be identified most simply from the πµ decay using
the standard method, because the lifetime of a π+ is
short, τπ = 26 ns. At a pulse repetition rate of 1 kHz,
laser muon production will offer advantages over con-
ventional accelerator methods and provide a muon flux
of 1014–1015 s–1.

In current laser techniques, the pion production
threshold intensity of 1021 W/cm2 can certainly be
reached using low-energy lasers, provided that the
pulse duration equals several femtoseconds. However,
there is a fundamental limitation that requires a consid-
erably long pulse duration: during the proton accelera-

tion time τi ~ , the laser must provide a per-
manent source of hot electrons. Otherwise, they cool
down and are not able to accelerate ions efficiently
(Section 6). Estimating the density of the hot electrons
as the critical density, one obtains τi ~ 100 fs for 1-µm
laser. On the other hand, the smallest attainable focal
spot size for high-power lasers is equal to several
microns. Hence, it follows that, to produce pions, the
laser output should be as high as several tens of joules.

mp/e
2
nh
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In the above example of pion production in proton col-
lisions with nuclei, the pion distribution is nearly iso-
tropic. At the same time, for hydrogen-containing
nuclear targets where pions may be produced in p–p
collisions, one can expect the generation of pion and
neutrino beams, provided that the proton energy far
exceeds 1 GeV, i.e., at I > 1023 W/cm2. The lifetime of
pions with energies of up to several GeV is consider-
ably longer than τπ = 26 ns. This opens the way to their
subsequent acceleration by the laser plasma method of
particle acceleration in an underdense plasma [65] in
order to produce ultrahigh-energy pions, which are as
yet present only in cosmic rays. However, in contrast to
the latter, the laser generation of ultrahigh energy pions
is predictable. Note that one may consider laser-trig-
gered muon production as a potential source for the so-
called Muon Spin Rotation/Relaxation/Resonance
(µSR) technique [66]. The µSR technique is now used
to tackle on an atomic scale fundamental problems in
condensed matter physics and chemistry that cannot be
investigated by other means.

Finally, we turn to ion acceleration by ultra-short
laser pulses, only one order of magnitude longer than
the laser period, focused into very small spots with
sizes comparable to the laser wavelength. A prototype
of such a table top laser is now in operation at CUOS
within the limits of a pulse duration of only a few cycles
and a single-wavelength spot size. Our 2D PIC simula-
tions using the UMKA code developed by the Institute
of Computational Technologies [67, 68] were per-
formed for a linearly polarized laser pulse propagating
normally to a plasma target (hydrogen) in the x direc-
tion of an (x, y) simulation plane. This target models a
solid dense plasma slab of thickness 3λ, with a rare
plasma in front of it to simulate the blow-off plasma
created by the laser prepulse that interacts with the foil
before the main pulse reaches the target. The dense
plasma slab has an electron density forty times higher
than critical. The total simulation box is 40λ × 10λ. The
preplasma is at x > 2λ with an electron density that
grows from 0.25ncr to 4ncr. The laser pulse propagates
in the x direction from left to right with a vacuum elec-
tric field dimensional amplitude a = 7. It has the small
focal size 2λ and length 12λ. The position of the laser
beam axis corresponds to y = 5λ. There is a 2λ vacuum
layer before the plasma target and a significantly longer
vacuum region behind it to reduce boundary effects.
Our PIC model used 50 particles per cell.

The short laser pulse effectively generates electrons
in the preplasma. The plasma density profile, which is
shown in Fig. 27a, is not extraordinary and has a char-
acteristic size of 10λ. However, it calls for about 50%
of the laser energy to be transformed into electrons with
an energy ≥3 MeV; these penetrate through the target
and accelerate ions up to 18 MeV. This is demonstrated
in Figs. 27b and 27c, in which the ion phase space plot
and distribution function are shown. The ions escape
from the rear side of the foil as a well collimated jet
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(Fig. 27d). The total numbers of fast electrons and pro-
tons with an energy ≥3 MeV are ~1011 and ~1010,
respectively. Although lasers with a pulse duration
≤100 fs are not optimal for high-energy ion generation
[63], this provides hope that a laser with an energy of
100–200 mJ can be used to initiate most conventional
nuclear reactions through the practical use of fast pro-
tons. For instance, the simulation performed allows us
to predict that a radioactive 11C source can gain around
1 Ci by using Ti:sapphire laser with an energy of
~100 mJ and a 100-Hz repetition rate.

10. SUMMARY

We have presented here the results from our experi-
mental advances in the generation of high-energy ions
in the interaction of a high-intensity short pulse laser
with thin film targets. The characteristics of high-
energy ions were measured and their correlation with
laser intensity, wavelength, intensity contrast ratio, and
the material and shape of the target were found. High-
energy deuterons and protons were used to perform
experiments on nuclear transformations 10B(d, n)11C,
11B(p, n)11C, and 63Cu(p, n)63Zn. Using shaped targets,
we observed proton beam focusing and found that the
target conductivity has a considerable impact on the
quality of the generated proton beams. The experiments
performed shed light on the means intended for the
optimization of laser-based ion sources.

Either because of imperfect laser compression or
amplified spontaneous emission, background light
accompanies a short intense pulse and arrives at the
focus first. For the current laser intensities 1019–
1021 W/cm2 and typical contrast ratios 105–106 the cor-
responding prepulse intensity is as high as 1014–
1016 W/cm2, which is more than enough for plasma cre-
ation. Typically, such a prepulse lasts from several hun-
dreds of picoseconds to a few nanoseconds. Hence, the
peak of a high intensity laser pulse arrives after the
onset of plasma creation and expansion, and deposits its
energy in an underdense long-density-scalelength
plasma, rather than directly at the solid density. Numer-
ous mechanisms of hot electron generation take place
in such an underdense plasma; these are crucial for
high-energy ion generation. We believe that preplasma
formation should be taken into account in experimental
and theoretical studies of ion acceleration. The manip-
ulation of the preplasma in terms of its size and density
profile, as well as arranging for optimum laser–plasma
matching (including self-focusing in a preplasma), are
important factors in creating a high-energy ion source
with desirable properties.

The physical models of ion acceleration by fast elec-
trons presented here provide an easy-to-use tool for
estimating ion characteristics by means of their elec-
tron parameters. The corresponding correlation mea-
surements might be an interesting subject for experi-
ments on laser triggered ions. The 2D PIC simulations
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performed qualitatively agree with the experiments.
Using PIC simulations, we obtained scalings for ion

energy with laser intensities I and  for the sub- and
relativistic regimes, and described the dependences of
ion generation on both the preformed and overdense
plasma sizes. The observed increase of the maximum
ion energy with greater preplasma thickness and its sat-
uration demonstrates that an ideal laser pulse with a
very high contrast ratio is not optimal for effective
high-energy ion generation. The latter appears to be a
result of the suppression of hot electron generation in a
short-density scalelength underdense plasma. Finally,
our PIC simulations predict the threshold of pion pro-
duction for a Petawatt-class laser and the threshold
of MeV ion generation for a table-top laser with a pulse
duration of several cycles and a single-wavelength spot
size.

One may expect that the development of laser-
driven ion acceleration will result in several important
applications. If protons were laser accelerated to 100–
150 MeV energies, they could be useful for proton ther-
apy, which is now limited to cyclotrons and the associ-
ated large magnets required to transport the proton
beams to the patient. Protons are superior to other
forms of ionizing radiation for cancer treatment due to
their lower straggling and their ability to precisely
deposit their energy in tissue. Protons and deuterons
with energies of several MeV could be useful for iso-
tope production. The production of short-lived isotopes
in micro-samples using a high repetition rate laser
might be promising for medicine, biology, and educa-
tional purposes. Laser-accelerated proton beams could
be used as a tool for radiography and imaging in mate-
rial science and for fundamental nuclear research on the
picosecond time scale. A laser-based meson factory is
also seen as one future application of laser- accelerated
proton beams with energy above 150 MeV.
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Abstract—A review is given of the developments and theoretical investigations of a fundamentally new class
of microwave devices, namely, hybrid microwave oscillators with a virtual cathode, which combine the useful
properties of virtual cathodes with the advantages of those traditional microwave oscillators that operate with
subcritical-current beams and have a high efficiency in generating ultrarelativistic electron beams. Among such
devices are the following: a hybrid diffractional microwave oscillator with a virtual cathode, a hybrid gyro-
device with a virtual cathode, a hybrid beam–plasma vircator, a hybrid gyrocon with a virtual cathode, a hybrid
Cherenkov oscillator with a virtual cathode, a hybrid microwave oscillator of the “vircator + traveling-wave
tube” type, an original two-beam tube with a virtual cathode, and a klystron-like vircator. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Microwave oscillators with a virtual cathode (VC),
such as vircators, reflex triodes, and reditrons [1–3],
constitute a special class of devices whose operation
requires that the electron beam current be higher than
the vacuum limiting current. Unlike this class of
devices, the oscillators of other classes are capable of
operating only with electron beam currents below the
vacuum limit. That is why only microwave oscillators
with a VC can be regarded as truly high-current
devices: it is in these oscillators that a power level of
several tens of gigawatts (22 GW [4]) has been
achieved.

However, in a recent paper [5], Selemir et al. ana-
lyzed their own experimental results and a great deal of
data from the literature. On the basis of this analysis,
they found that, at ultrarelativistic electron energies
(the relativistic factor being γ @ 1), the operation effi-
ciency of a microwave oscillator with a VC becomes
low (less than 1%).

In this connection, it seems worthwhile to combine
the useful properties of VCs with the advantages of
those traditional microwave oscillators that operate
with subcritical-current beams and have a high effi-
ciency in generating microwaves with ultrarelativistic
electron beams. About three years ago, this idea led us
to recognize that it is necessary to design and develop a
fundamentally new class of microwave devices—
hybrid microwave oscillators with a VC. In recent
years, more than ten types of hybrid oscillators have
been developed in which a vircator is combined with
such traditional devices as a traveling-wave tube
(TWT), a klystron, a beam–plasma oscillator, a diffrac-
tional oscillator, a two-beam tube, and others. Here, we
1063-780X/04/3006- $26.00 © 0496
review the ideas and results of theoretical studies of
most of the viable oscillator schemes, some of which
have already been successfully tested in experiments.

Before proceeding to a description of particular
schemes, let us consider the general principles of devel-
oping hybrid microwave oscillators with a VC in the
context of the useful properties of VCs:

(i) The electron density in a VC is, as a rule, higher
than that in other beam cross sections by one order of
magnitude or more.

(ii) The position of the VC oscillates in time with a
frequency of about ~2ωρ.

(iii) The potential of the VC also oscillates in time
with a frequency of about ~2ωρ, which leads to a deep
modulation of the transmitted electron beam.

(iv) The VC reflects some of the beam electrons,
thereby giving rise to an additional two-beam interac-
tion.1 

Note that, in a klystron buncher, the beam is first
modulated in velocity and then (after passing through
the drift tube) in density. In contrast, the VC immedi-
ately results in the density modulation of both the trans-
mitted and reflected electron beams [7, 8]. It is prefera-
ble to modulate an ultrarelativistic beam by a VC
because modulation by a klystron can only be provided
with very long drift tubes or else laborious efforts are
required to shorten them [9].

1 It should be noted that, at present, considerable research is being
carried out in the new field of microwave electronics—vacuum–
solid-state microwave electronics, which is predominantly based
on the ideas and methods of traditional vacuum microwave elec-
tronics [6]. An important point is that the principles of operation
of this new generation of devices are supposed to have much in
common with those of hybrid microwave oscillators with a VC.
2004 MAIK “Nauka/Interperiodica”
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Properties (i) and (ii) can be used to excite open and
closed cavities. Hybrid devices in which the cavity is
excited by a VC oscillating about a fixed position are
the subject of Section 2. Along with a conventional vir-
cator and a conventional reflex triode, this class of
devices, in our opinion, includes a hybrid diffractional
microwave oscillator with a VC (Section 2.1), hybrid
gyro-devices with a VC (Section 2.2), and a hybrid
beam–plasma vircator (Section 2.3).

If a VC were set into translational motion, it would
be capable of exciting electrodynamic structures and
cavities. Devices in which a VC executes translational
motion are dealt with in Section 3. This principle of
operation may underlie the performance of a hybrid
gyrocon with a VC (Section 3.1), which makes use only
of property (i). If a VC were set into superluminal
motion, it, being an extremely dense electron forma-
tion, could be used to achieve Cherenkov generation.
This principle may underlie the operation of a hybrid
Cherenkov oscillator with a VC (Section 3.2).

In traditional schemes, use is often made of the two-
section structure of a microwave oscillator, in which the
first section plays the role of a modulator or a buncher
of the beam, while the second section plays the role of
a shaper of radiation (Section 4). In hybrid microwave
oscillators with a VC, the function of the vircator may
be twofold. In a hybrid microwave oscillator of the “vir-
cator + TWT” type (Section 4.1) and in an original two-
beam tube (Section 4.2), property (iii) of the VC allows
it to function as a modulator of the beam. In a klystron
vircator (Section 4.3), property (iv) enables the VC to
act as a shaper of radiation.

Almost all of the hybrid microwave oscillators con-
sidered in the present review were developed and
designed at the Russian Federal Nuclear Center All-
Russia Research Institute of Experimental Physics
(RFNC-ARRIEP). The oscillators reviewed here were
analyzed theoretically using the KARAT code (a fully
self-consistent, relativistic electromagnetic computer
code) [10].

Since hybrid microwave oscillators with a VC have
only recently been recognized as providing a new direc-
tion in microwave electronics, they have received little
experimental study. The first such hybrid device—a vir-
tod, or a hybrid of a vircator and a backward-wave tube
(BWT)—went into operation at the Kharkov Institute
for Physics and Technology (KIPT) [11], and was fol-
lowed by a hybrid device (klystron + vircator) at the
Moscow Engineering Physics Institute (MEPI) [12]
and a virtod (vircator + TWT) at the RFNC-ARRIEP
[13].
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
2. HYBRID MICROWAVE OSCILLATORS BASED 
ON THE EXCITATION OF THE CAVITY 

BY AN OSCILLATING VIRTUAL CATHODE

2.1. Hybrid Diffractional Microwave Oscillator 
with a Virtual Cathode

At present, diffractional microwave oscillators
(DMOs) serve as the main tool for generating centime-
ter and millimeter radiation [14]. The principle of oper-
ation of such oscillators is based on the passage of an
electron beam along a diffraction grating placed in a
multimode cavity and on the interaction of the beam
with a diffracted field, with the result that the beam is
modulated and the radiation is amplified. A particularly
important point here is that the radiative instability can
only be achieved by modulating an electron beam and
by passing its denser parts through the decelerating
phases of the electromagnetic field. It should be noted
that, in quite a number of operating regimes, a DMO
cannot be tuned to achieve the radiative instability.

In some cases, this drawback can be overcome by
using self-modulating beams, in which case the direct
transfer of energy from the beam to the field can be
realized by proper phasing. Under certain conditions,
the role of such beams may be played by drifting elec-
tron beams with a VC.

Now we return briefly to the mechanism for self-
modulation of an electron beam: because of the peri-
odic variations in the height of the potential barrier near
a VC, the VC alternately transmits and reflects the beam
electrons; as a result, the transmitted beam is fully mod-
ulated at the frequency of VC oscillations, and the
reflected beam is modulated in the same manner but is
in antiphase with the transmitted beam.

Oscillators whose operation is based on the extrac-
tion of energy from a modulated transmitted beam (e.g.,
during the excitation of klystron cavities) are well
known in microwave technology. Electron beams with
a VC also seem to be a promising means of exciting
DMO cavities.

There are several versions of the design and manu-
facture of DMOs based on beams with a VC:

(i) the VC is formed in an individual equipotential
cavity and a modulated transmitted beam is injected
into the DMO cavity through a grid;

(ii) the VC is formed after the beam has left the
DMO cavity, in which case the cavity is excited by the
modulated beam reflected from the VC; and

(iii) the VC is formed immediately inside the DMO
cavity.

Let us briefly discuss these versions. The first one is
of interest because the VC can be formed in a small
high-quality cavity, thereby providing a monochro-
matic modulation of the transmitted beam current. This
circumstance is important for the fine tuning of the
DMO. However, the limiting current for the formation
of a VC in the DMO cavity can turn out to be much
lower than that required to form a VC in a small cavity.
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As a result, in the DMO cavity, an additional “parasitic”
VC may form that executes asynchronous oscillations
and thereby destroys the monochromatic regime of
microwave generation.

The second possible version of the implementation
of DMOs is similar in design to the reflex DMOs
known in the literature [14]. A particularly important
point in this version is that the VC should be formed
after the injected beam has passed through the cavity;
this, in turn, requires that the limiting current for the
cavity be higher than the current of the injected beam.
The limiting current in the DMO cavity is usually low
because of its large size; this is why it is fairly difficult
to form a VC behind the DMO cavity. This difficulty
can be overcome by installing an electrostatic reflector
behind the DMO cavity, just as is done in reflex DMOs.
However, the VC formed in such a decelerating electro-
static field [3] does not oscillate and the reflected elec-
tron beam is unmodulated. In addition, if the current of
the injected beam in the DMO cavity is close to the lim-
iting current, then the reflected beam gives rise to a VC
immediately inside the cavity.

Hence, a serious shortcoming of the first two ver-
sions is that, at high beam currents, parasitic VCs have
a high probability of being formed in an uncontrolled
manner within the DMO cavity. As a result, we arrive at
the third version, i.e., at the idea of the intentional for-
mation of a VC inside the DMO cavity.

We carried out computer simulations of the opera-
tion of the first and third versions of a DMO excited by
a beam with a VC (there was no need to simulate the
second version because the results of thorough numer-
ical investigations of reflex DMOs have already been
presented in the literature).

The geometric representations of the first and third
versions of a DMO with a VC are shown, respectively,
in Fig. 1a and Fig. 2a, in which all dimensions used in
our computations are indicated. Both versions were
simulated in the (x, z) coordinates under the assump-
tions that the system is uniform in the y direction and
that the cavities are affected by a strong magnetic field
of 50 kG directed along the z axis.

DMO cavities were modeled in the form of a closed
cavity bounded by conducting walls. One of the walls
is a diffraction grating in the form of a periodic struc-
ture of ripples with square shape that are capable of
reradiating a substantial amount of microwave energy
in the vertical direction. The parameters of the structure
are as follows: the height of the ripples is 0.5 cm, the
width of the ripples is 1 cm, and the ripple period is
2 cm. The opposite wall is a focusing mirror. The side
walls of the cavity are plane grids that are transparent to
electrons and act as a mirror-reflecting surface for an
electromagnetic wave. In the first version of a DMO
with a VC, a small cavity in which an additional VC
forms is adjacent to the left wall of the main cavity
(Fig. 1a). The calculations were carried out on a 51 ×
101 mesh, with 10 mesh points on the period of the dif-
fraction grating.

An electron beam begins to be injected into the
small cavity of a DMO (in the first version) or into the
DMO cavity (in the second version) at the time t = 0.
The linear beam current density (along the Û axis) has a
magnitude of 2.5 kA/cm and is constant in time, the
beam energy is 100 eV, and the beam width is 1 cm.

The accuracy of the computations described below
was monitored by checking the energy balance: the
error did not exceed 2%.

An instantaneous phase diagram of an electron
beam in the system with an additional small cavity is
presented in Fig. 1b, which shows that, as we feared,
two VCs do indeed form in the beam (one in the small
cavity of the DMO and the other in the main cavity).

Figure 2b displays the phase diagram of an unmod-
ulated electron beam some time after it has been
injected into the DMO cavity. The structure of the
phase diagram allows us to conclude that the VC in the
DMO cavity has been formed in the desired fashion.

In our simulations, we investigated the modulation
of the transmitted electron beam in the cross section
shown by the light dashed line in Fig. 2a. The calcu-
lated time evolution of the beam current is given in
Fig. 3.

The dynamics of accumulation of the electromag-
netic energy (or, more precisely, of the electric and
magnetic energies) in the DMO cavity is shown in
Fig. 4, from which we can see that, over a long time, the
total energy density (uniform in the Û direction)
increases substantially, reaching a value of more than
10 J/cm.

The curious spatiotemporal dynamics of the electro-
magnetic energy in the cavity is illustrated in Fig. 5,
which displays the instantaneous distributions of the
electromagnetic energy density, calculated for times
separated by an interval of 0.1 ns. The unsteady pattern
of the distributions provides evidence of the stochastic
(turbulent) nature of the interaction of the electron
beam with a VC and with the field in the cavity. Against
the background of the turbulence, however, solitary
waves of the electromagnetic energy density are
observed that run along the cavity toward the circular
mirror and back from it; these waves can be utilized by
correctly choosing the position of the energy extraction
unit.

In simulations, we varied the parameters of the elec-
tron beam and of the diffraction grating, with the result
that the total electromagnetic energy in the cavity was
proportional to the beam energy.

Hence, our model simulations of a DMO with a VC
have demonstrated that the third version of the oscilla-
tor is workable and holds promise for operating with
moderately relativistic electron beams.

The concept of a DMO with a VC above the diffrac-
tion grating was first proposed by Dubinov and
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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Fig. 1. Simulation of the first version of a DMO: (a) geometry of the device (the symbols VC1,2 refer to the virtual cathodes, and
the arrows indicate the electron trajectories), and (b) phase portrait of the beam.
Mikheev [15], who also presented the results of the
irrelevant simulations.

2.2. Hybrid Gyro-Devices with a Virtual Cathode

Here, we discuss the following idea: if the electrons
in the output cavity of a microwave oscillator were set
in rotational motion, then it might be expected that the
efficiency of energy transfer from the beam to the radi-
ation would increase substantially, provided that the
rotation rate of the electrons coincides with their
bounce frequency in the potential well between the
emitting cathode and the VC.

In the context of the implementation of this idea, we
considered two schemes based on the formation of a
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
nonuniform axisymmetric magnetic field within the
region where the beam interacts with the electrody-
namic structure.

The first scheme—a hybrid cusptron with a VC—
assumes the formation of a magnetic cusp in the region
behind the VC, in which case the cusp changes the lon-
gitudinal motion of the transmitted beam into rotational
motion [16].

We studied the hybrid cusptron by simulating its
operation and searching for the optimum distance
between the VC and the magnetic cusp at which the
radiation power is maximum.

The geometric representation of the first scheme of
a cusptron is shown in Fig. 6, in which all the dimen-
sions used in our computations are indicated.
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Fig. 2. Simulation of the third version of a DMO: (a) geometry of the device (the symbol VC1 refers to the virtual cathodes, the
arrows indicate the electron trajectories, and the light dashed line shows the cross section for which the time evolution of the current
was calculated), and (b) phase portrait of the beam.
The simulations were carried out under the follow-
ing assumptions. The system is influenced by an axial
magnetic field with a strength of 5 kG, which decreases
linearly within the cusp to a strength of –5 kG on a spa-
tial scale of 1 cm. Near the output window (34 cm < z <
40 cm), the magnetic field also varies linearly: it
increases from –5 kG to zero, thereby ensuring that the
transmitted electrons are lost at the wall of the drift tube
of the device in order to close the reverse-current con-
ductor and to prevent the electrostatic charging of the
exit window and its damage. In the first step of the cal-
culations, the code evaluated the magnetic field distri-
bution over the entire length of the system from a given
on-axis magnetic field configuration by numerically
solving the equation ∇ H = 0. The geometry of the mag-
netic field lines is also presented in Fig. 6.

It is assumed that a rectangular high-voltage pulse
of amplitude 1.5 MV is applied to the cathode and
causes it to emit an electron current of 10 kA, which is
high enough for the formation of a VC.

The evolution of the power of the generated micro-
wave radiation was followed within a time interval of
10 ns by calculating the flux of the Poynting vector field
in a cross section lying between the window for extract-
ing radiation and the place where the transmitted elec-
trons are lost at the wall of the drift tube (in Fig. 6, this
cross section is indicated by the dashed vertical line at
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z = 39 cm). A typical calculated time evolution of the
radiation power is demonstrated in Fig. 7.

The generated microwave power was calculated for
different distances between the VC and the cusp (the
longitudinal coordinate of the cusp was varied from
10.5 cm to 30.5 cm with a spatial step of 0.5 cm). Fig-
ure 8 shows the averaged (over a time of 10 ns) output
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Iz, 102 Ä/cm

Fig. 3. Time evolution of the current in a DMO.
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power calculated as a function of the coordinate of the
cusp center. For comparison, the dashed line shows the
power generated in a conventional vircator without a
cusp. From Fig. 8, we can see that a hybrid cusptron is
less efficient than a vircator. Simulations carried out for
other values of the parameters of the problem (the var-
ied parameters being the accelerating voltage, the beam
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Fig. 4. Dynamics of the electromagnetic energy accumula-
tion in a DMO cavity: (1) the energy of the electric compo-
nent of the electromagnetic field WE and (2) the energy of
the magnetic component WB.
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Fig. 5. Instantaneous distributions of the electromagnetic energy density in a DMO cavity, calculated for times separated by an inter-
val of 0.1 ns. The energy density is higher in the lighter regions. The time increases from left to right and from top to bottom.
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current, and the magnetic field gradient in the cusp)
produced a similar result.

The second scheme assumes the formation of a non-
uniform magnetic field in the potential well between
the emitting cathode and the VC, in which case the
magnetic cusp acts to change the longitudinal motion of
both the injected and reflected beams into rotational
motion. This scheme, which was proposed ten years
ago by Selemir et al. [17], was also mentioned in [18,
19] and was investigated in [20]. Recall that the original
idea of this scheme was based on other assumptions.

Kwan and Snell [21] proposed a novel concept for a
vircator—a reditron (a term derived from the words
“reflex electron discrimination tube,” which is based
essentially on the discrimination of the electrons
reflected from the VC so that the diode is left unper-
turbed. Kwan and Snell thought that this discrimination
should increase the generation efficiency. However, in
[22, 23], it was shown that this way does not provide
feedback in the microwave oscillator and leads to the
disruption of the radiative instability. That is why, in
developing the reditron concept, Selemir et al. [17] pro-
posed a reditron in which not all of the reflected elec-
trons are discriminated but only the ones of lower
energy, which have already transferred their energy to
radiation and lost their synchronous nature. The
required sorting of electrons in the “emitting cathode–
anode grid–VC” region can be provided by a potential
well created in this region by an externally applied lon-
gitudinal magnetic field with a minimum at the anode
grid.

However, the objective of our simulations was to
investigate a broader problem, namely, how the gener-
ation characteristics of the vircator depend on the pres-
ence of a magnetic field minimum and of a magnetic
field maximum in the interaction region. It was found
that the change of the translational motion of the beam
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Fig. 6. Calculated configuration of a hybrid cusptron with
a VC.
electrons into rotational motion has a greater effect than
does the discrimination of the lower energy electrons.

The geometric representation of a vircator with a
nonuniform magnetic field is shown in Fig. 9, in which
all dimensions used in our computations are indicated.

The simulations were carried out under the follow-
ing assumptions. The system is in an axial magnetic
field with a strength of 5 kG, which decreases linearly
to zero near the exit window (25 < z < 27 cm) to ensure
that the transmitted electrons are lost at the wall of the
drift tube. By using an additional solenoid (or by other
means), it is possible to create a magnetic field nonuni-
formity in the interaction region between the emitting
cathode and the VC. The configuration of the nonuni-
form magnetic field in this region was chosen as fol-
lows: the field increases linearly along the system axis
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Fig. 7. Typical example of the time evolution of the micro-
wave power generated by a hybrid cusptron with a VC, cal-
culated for the cross section shown by the light vertical
dashed line in Fig. 6. The average output power is equal to
〈P〉 = 18.717 MW.
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Fig. 8. Average microwave power generated by a hybrid
cusptron with a VC as a function of the coordinate of the
cusp center (the dashed line shows the averaged power in a
conventional vircator without a cusp).
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from the emitting cathode to the anode grid and then it
decreases linearly from the anode grid to the VC, at
which it takes on the same value as at the emitting cath-
ode. The geometry of the lines of a nonuniform mag-
netic field with a maximum at the anode grid is also pre-
sented in Fig. 9.

It is assumed that the cathode emits an electron cur-
rent of 15 kA under the action of a 200-kV rectangular
high-voltage pulse.

The evolution of the power of the generated micro-
wave radiation was followed within a time interval of
5 ns by calculating the flux of the Poynting vector field
in a cross section lying between the window for extract-
ing radiation and the place where the transmitted elec-
trons are lost at the wall of the drift tube (in Fig. 9, this
cross section is indicated by the light dashed vertical
line at z = 29 cm). A typical calculated time evolution
of the radiation power is demonstrated in Fig. 10.

The generated microwave power was calculated for
different magnetic fields at the anode grid (the field
strength was varied over the range 2–11 kG). Figure 11
shows the averaged (over a time of 5 ns) output power
computed as a function of the magnetic field strength at
the anode grid.

It follows from this figure that, when the magnetic
field has a minimum in the range of 2–4 kG, the gener-
ated microwave power is almost five times higher than
that in a conventional vircator with a uniform magnetic
field. In this case, we are actually dealing with the loss
of lower energy electrons at the anode tube (i.e., with
the regime of a reditron with the discrimination of the
lower energy electrons). Moreover, it was found that
fast electrons in this nonuniform magnetic field acquire
a significant rotational motion in the transverse direc-
tion, which favors the generation of the TE mode by the
electron cyclotron motion, as in the case considered in
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Fig. 9. Configuration of a vircator with a nonuniform mag-
netic field in the potential well between the cathode and
the VC.
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[24]. For a weaker magnetic field at the anode (from 0
to 2 kG), all electrons escape from the interaction
region before reaching the anode grid and, conse-
quently, do not generate microwaves.

When the magnetic field has a maximum in the
range of 6–8 kG, the generated microwave power is
nearly three times higher than the power generated in a
conventional vircator with a uniform magnetic field. In
this case, as expected, the only effect is that associated
with the electron cyclotron motion, while the escape of
the lower energy electrons has no effect. For maximum
magnetic field strengths above 8 kG, the VC does not
form and the oscillator operates as a gyro-device at a
power level about two times higher than that in a virca-
tor with a uniform magnetic field.
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Fig. 10. Typical example of the time evolution of the micro-
wave power generated by a vircator with a nonuniform
magnetic field. The average output power is equal to 〈P〉  =
10.942 MW.
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Fig. 11. Average microwave power generated by a vircator
with a nonuniform magnetic field as a function of the mag-
netic field strength at the anode grid (the dashed line refers
to the case of a uniform magnetic field).
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e6

Fig. 12. Schematic of a beam–plasma vircator: (1) cathode, (2) anode, (3) plasma, (4) magnetic-field solenoid, (5) collector, and
(6) virtual cathode. The right arrows indicate the electron trajectories, and the wavy arrows show the direction in which the gener-
ated radiation is extracted.
Hence, we have shown that, by applying a nonuni-
form magnetic field to the interaction region, it is pos-
sible to increase both the generated microwave power
and the generation efficiency, regardless of whether the
nonuniform magnetic field has a minimum or a maxi-
mum.

2.3. Beam–Plasma Vircator

Beam–plasma oscillators occupy an important place
in relativistic microwave electronics [25]. The main
advantage of this type of oscillator is that it provides
continuous electronic control of the generated power
spectrum by changing the electron plasma density
and/or the plasma geometry, in contrast to the mechan-
ical control in vacuum oscillators. Up to now, however,
a study has been made only of low-current beam–
plasma oscillators operating with electron beam cur-
rents far below the vacuum limiting current.

At the same time, as was mentioned in the Introduc-
tion, vacuum vircators capable of generating micro-
wave power at a very high level have found widespread
application in high-power microwave electronics.

Based on an analysis of the above advantages of the
beam–plasma oscillators and vircators, we arrived at
the idea of combining an overcritical-current electron
beam and an electrodynamic plasma structure in one
device—a beam–plasma vircator [26]—in order to pro-
vide electronic control of the generated power spectrum
over a wide parameter range while simultaneously
achieving the highest possible generation efficiency.
We carried out computer simulations of the operat-
ing regimes of a beam–plasma vircator. A geometric
representation of the vircator, similar to that of a low-
current beam–plasma oscillator [27], is shown in
Fig. 12. The vircator was modeled as a “cathode–
anode–collector” coaxial system under the following
assumptions. The cathode emits an annular electron
beam with a diameter of 2 cm, the wall thickness being
0.5 cm. The anode is composed of two adjacent tubular
sections: the diameter of the diode section is 3 cm, and
the diameter of the beam drift section is 14 cm. The
anode grid installed at the contact between the anode
sections is transparent to electrons. The distance
between the cathode edge and the anode grid is 0.5 cm.
At the exit side of the vircator, there is a collector 10 cm
in diameter, which, together with the anode, form an
output feeder with a wave impedance of 20 Ω. The
length of the drift region is 10 cm. The entire system is
in a strong external longitudinal (directed along the
z axis) magnetic field of 50 kG.

In the drift region, a magnetized electron beam
propagates within a preformed collisionless electron–
ion plasma. The outer diameter of the annular plasma
cylinder is 10 cm, the thickness of the cylinder wall
being 2 cm. The beam and the plasma were both mod-
eled by a particle-in-cell method.

A rectangular high-voltage pulse with an amplitude
of –100 kV and a duration of 10 ns is applied to the
cathode. The anode and the collector are both held at a
zero potential. Under these conditions, the cathode
emits an electron beam with a current of 10 kA.
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The output power of the vircator was evaluated from
the flux of the Poynting vector field in the output feeder,
where there are no beam electrons and plasma particles.
A typical calculated time evolution of the radiation
power in the feeder is given in Fig. 13.

In order to compare a beam–plasma vircator with a
conventional vacuum vircator, we calculated the aver-
aged (over a time of 10 ns) output power as a function
of the plasma density in the range from 0 to 1013 cm–3.
The results of these calculations are illustrated in
Fig. 14.

An analysis of the dependence displayed in this fig-
ure shows that there are three characteristic regions:
region I (from about 0 to 109 cm–3), which corresponds
to the operation of a vacuum vircator at a moderate
mean power of 9 MW; region II (from 109 to 1011 cm–3),
which corresponds to the operation of a beam–plasma
vircator at an elevated power level of 17 MW; and
region III (above 1011 cm–3), in which the leading-out
feeder is screened from the VC by the plasma and
which thus corresponds to the cutoff regime.

Hence, we can conclude that the use of an annular
plasma waveguide in the beam drift region in a vircator
promotes a substantial increase (up to a factor of 2) in
the output microwave power. We emphasize that, in a
beam–plasma vircator, a very important role is played
by the annular plasma geometry. In this connection, we
can mention a plasma vircator that was proposed in [28]
and in which the drift region is entirely filled with a
homogeneous plasma. Although in such a vircator, as in
the vircator under analysis here, the plasma favors an
increase in the limiting beam current, filling the entire
drift region with an inhomogeneous plasma can lead to
the difficulties that are commonly encountered in
extracting microwave radiation.
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Fig. 13. Typical example of the calculated time evolution of
the output power of a beam–plasma vircator. The average
output power is equal to 〈P〉  = 15.93 MW.
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3. HYBRID MICROWAVE OSCILLATORS
WITH A VIRTUAL CATHODE

IN TRANSLATIONAL MOTION

3.1. Gyrocon with a Virtual Cathode

Gyrocons have found wide applications as power
supplies for linear accelerators of charged particles.
Gyrocons are microwave oscillators consisting of the
following units connected in series: a unit for forming
an electron beam (an electron gun), a unit for accelerat-
ing the electron beam (an accelerating tube with a
power supply), a circular beam deflection cavity with a
master microwave oscillator as a power supply, a drift
tube, a ring cavity connected to the drift tube through a
ring slit, and an electron collector [29]. Gyrocons can
also contain electrostatic deflection systems placed
within the drift tube and magnets installed near the ring
cavity.

The basic principle of operation of a gyrocon can be
described as follows. An accelerated electron beam is
passed through a circular deflection cavity with an
external master power-supply microwave oscillator.
The cavity deflects the beam electrons in such a way
that they remain on a conical surface and move along its
straight generatrices while forming a helix that is
wound around the cone and whose end describes a cir-
cle coincident with the ring slit of the cavity. As a result,
the point at which the beam enters the ring cavity runs
along the entire ring slit over and over again, so that the
entering beam electrons excite a running wave within
the cavity. The electric field of the running wave decel-
erates the electrons and acts to convert their kinetic
energy into the wave energy. The remaining energy of
the electrons is dissipated in the collector.

The gyrocons described in [29] are disadvantageous
in that they have a low generation efficiency. The tech-
nical problem is thus to increase the efficiency of con-
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Fig. 14. Averaged (over a time of 10 ns) output power as a
function of the plasma density (I) in the regime of a vacuum
vircator, (II) in the regime of a beam–plasma vircator, and
(III) in the cutoff regime.
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Fig. 15. Schematic of a gyrocon with a VC in which the beam is injected through the end wall of the cavity: (1) electron gun,
(2) power source for the accelerating tube, (3) master microwave oscillator for supplying the circular beam deflection cavity,
(4) additional voltage source, (5) accelerating tube, (6) deflector plates of the circular beam deflection cavity, (7) feeders, (8) drift
tube, (9) electrostatic deflecting system, (10) output waveguide, (11) ring cavity, (12) additional electrode, (13) magnet core, and
(14) magnet solenoid.
version of the kinetic energy of the electrons into the
wave energy in a gyrocon.

In order to solve this problem, Dubinov et al. [30]
proposed a new gyrocon with an additional electrode
installed inside the ring cavity and connected electri-
cally to an additional voltage source. The electric
potential ϕ produced by this source at this electrode,
relative to the wall of the ring cavity, satisfies the con-
dition ϕ < –W/e, where W is the energy of the electrons
at the exit from the accelerating tube and –|e | is the
charge of an electron.

The principle of operation of such a gyrocon is
based on the fact that, in the ring cavity, the additional
electrode produces a decelerating electrostatic field
strong enough to stop the electrons that have entered
the cavity and to reflect them back toward the entrance.
This indicates the formation of a VC. As a result, within
the ring cavity of the gyrocon, the formed VC runs
along a circular path and excites a microwave. The gen-
eration efficiency of the gyrocon in question is higher
than that of the gyrocons described in [29] because the
electron density in the VC is several orders of magni-
tude higher than that in a conventional gyrocon.

Two design schemes of a gyrocon are shown in
Figs. 15 and 16, in which we see all of the component
elements of familiar gyrocons, namely: (1) an electron
gun, (2) a power source for an accelerating tube, (3) a
master microwave oscillator feeding the circular beam
deflection cavity, (5) an accelerating tube, (6) deflector
plates of the circular beam deflection cavity, (7) feed-
ers, (8) a drift tube, (9) an electrostatic deflecting sys-
tem, (10) an output waveguide, (13) the magnet core,
and (14) the magnet solenoid. All these elements of the
new gyrocon can be of the same dimensions as in con-
ventional gyrocons, can have the same technical struc-
ture and the same physical parameters, and can be made
of the same materials.

However, in the ring cavity (11) of the new gyrocon,
there is a hermetically sealed insulated entry for apply-
ing a negative potential to an additional electrode (12),
which can have, e.g., the form of a thin ring-shaped
metal disk (Fig. 17). The role of the additional voltage
source (4) can be played by a Marx pulsed-voltage gen-
erator. The potential applied by the voltage source (4)
to the additional electrode (12) should satisfy the con-
dition ϕ < –W/e, which can easily be achieved by
proper control of the voltage source operation.

Since the trajectories of the electrons reflected from
the VC differ from those of the electrons approaching
the VC, the role of the electron collector can be played
by the wall of the ring cavity (11), which has a ring slit.
In order for this wall to be capable of functioning as a
collector, it should be sufficiently massive.
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Fig. 16. Schematic of a gyrocon with a VC in which the beam is injected through the inner side wall of the cavity. The notation is
the same as in Fig. 15.
The principles of operation of the new gyrocon have
much in common with those of conventional ones, so
that, in all gyrocons, the beam behaves in the same
manner before it enters the ring cavity (11). However,
in the new gyrocon, the beam electrons that have
entered the ring cavity (11) experience a decelerating
force in the field of the additional electrode (12); as a
result, they come to a stop and start to move backward,
forming a VC. They then reach the wall of the ring cav-
ity (11) and are absorbed there.

Hence, a VC runs along the ring cavity (11) and
excites a microwave, which is extracted from the cavity
through the output waveguide (10). The high electron
density in the VC makes it possible to solve the above
technical problem.

In order to check whether or not the new idea is cor-
rect, we carried out numerical simulations of the exci-
tation of a ring cavity in a conventional and a new gyro-
con. This was done using the KARAT code under the
following assumptions.

In both cases, the outer and inner radii of the ring
cavity are equal to 6 and 3.5 cm, respectively. An elec-
tron beam produced by the internal electrode is injected
radially, as is shown in Fig. 16. The beam parameters
are as follows: the line current density is 5 A/cm, the
electron energy is 511 keV, and the linear velocity of
the injection spot along the surface of the internal elec-
trode of the cavity is 2 × 1010 cm/s. In the cavity, the
external magnetic field is absent.
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
Figures 18a and 18b show instantaneous phase dia-
grams of a beam in a conventional and a new gyrocon,
respectively.

Instantaneous distributions of the squared azimuthal
microwave electric field (which is proportional to the
generation efficiency) in a conventional and a new
gyrocon are shown in Figs. 19a and 19b, respectively.
The microwave field strength and generation efficiency
in the new gyrocon are clearly seen to be appreciably

VC

e

1 2 3

Fig. 17. Schematic of the inner part of the gyrocon cavity
into which the beam is injected through the end wall: (1) the
side wall of the ring cavity, (2) the cavity wall having a slit
and operating as a collector, and (3) an additional electrode.
The electron trajectories are shown by arrows.
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Fig. 18. Instantaneous phase portraits of an electron beam in the ring cavity into which the beam is injected through the inner side
wall in (a) a conventional gyrocon and in (b) a gyrocon proposed here. The arrows indicate the direction of rotation of the beam
electrons.
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Fig. 19. Instantaneous distributions of the squared azimuthal microwave electric field (which is proportional to the generation effi-
ciency) at the same instant as in Fig. 18 in (a) a conventional gyrocon and in (b) a gyrocon proposed here.
higher than those in the conventional gyrocon. This
result confirms the correctness of the idea proposed in
[30].

3.2. Simulations of a Cherenkov Oscillator 
with a Superluminous Virtual Cathode

Carron and Longmire (United States) [31] and Laz-
arev and Petrov (RFNC-ARRIEP) [32] proposed a new
type of microwave oscillator supplied by a high-power
flux of X radiation or γ radiation. Let us briefly explain
the essence of their proposal.

When a plane wave of γ photons is incident on a
plane surface such that the wave vector k of the incident
wave makes an angle ϕ0 with the normal to the surface,
the “speckle” moves along the surface at a speed v  =
c/sinϕ0 greater than the speed of light in free space (see
Fig. 20).

The electrons that are knocked out of the surface of
the plane screen by γ photons propagate predominantly
in the direction of the vector k. The moving superlumi-
nous photoemission front can serve as a source of Cher-
enkov radiation.

However, for a photoemission current of high den-
sity, it is incorrect to ignore the space-charge effects
because, within the flow of photoelectrons, a VC can
develop, the front of which, under certain conditions,
propagates along the photoemitter surface at a speed
greater than Ò.
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The kinematics of a superluminous VC was ana-
lyzed in [33], in which a microwave oscillator with
such a VC was for the first time simulated self-consis-
tently with allowance for the space charge of an elec-
tron flux.

In this section, we present the results of numerical
calculations of the electron dynamics in a situation in
which the plane front of a flux of γ photons is incident
onto a plane photoemitter, serving as the plane wall of
a semi-infinite plane vacuum waveguide. The computa-
tions were carried out using the KARAT code.

Figures 21–23 demonstrate the numerical results
calculated for the following parameter values: the
transverse dimension of the waveguide is 5 cm, the
angle of incidence of γ photons to the photoemitter is
ϕ0 = 30° (which corresponds to an electron emission

ν

ϕ0

ϕ0

k

Fig. 20. Plane pulse of γ photons incident on a plane photo-
emitter.
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front moving with the velocity v  = 2c), and the longitu-
dinal dimension of the emission spot is 7 cm (which
corresponds to a pulse of γ photons with a duration of
slightly more than 1 ns). For these parameter values, the
energy of the emitted electrons is 1 MeV. The direction
of emission coincides with the direction of the wave
vector k of the front of the flux of γ photons (in the
coordinate system used in calculations, the x axis points
along the emitter and the z axis is perpendicular to it).
The emission current density per unit length in the y
direction is equal to 103 A/cm.

Different stages of the formation of the electron
configuration in the (x, z) plane are illustrated in
Fig. 21, in which we can see a superluminous hollow
electron semi-cylinder (with its axis pointing in a direc-
tion perpendicular to the plane of the figure), which
moves along the x axis and is surrounded by a halo of
the transmitted electrons. As for the electrons reflected
from the VC, their dynamics is observed to be as fol-
lows. In the laboratory frame of reference, they all have
v x > 0 and follow nearly cycloidal paths while moving
along the surface of the semi-cylinder from its front
toward its trailing edge. This dynamics of the reflected
electrons is confirmed by Fig. 22, which shows their
calculated phase diagrams at a time of 0.6 ns.

Figure 23 displays the calculated instantaneous spa-
tial distributions of the potential Φ(x, z) and of the field
component Ez(x, z) at a time of 0.8 ns. It can be seen that
the electromagnetic field detaches from the semi-cylin-
der and form a cone similar to the Cherenkov cone, so
that the system as a whole radiates analogously to a
source of Cherenkov light.
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Fig. 21. Electron distributions in the (x, z) plane at different times.
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One interesting result deserves mention here. It is
well known that, in conventional vircators, the electric
potential near the VC oscillates about a mean value
approximately equal to the cathode potential. This indi-
cates that, in the rest frame of the VC, the potential near
the VC during the injection of 1-MeV electrons should
be about 1 MV. In the laboratory frame, in which the
VC is superluminous, this potential is about 150 kV. In

0

0

2 4

0

Px/mc

Py/mc

z, cm

Fig. 22. Instantaneous phase portraits of the beam electrons
at the time t = 0.6 ns: (a) –Px/mc vs. z and (b) –Pz/mc vs. z.
order to construct a mathematical description of the
transition from the VC rest frame to the laboratory
frame, it is necessary to generalize Lorentz transforma-
tions to superluminous relative velocities [34]. For the
4-potential (Ax , Ay , Az, Φ), these transformations were
derived in [33]:

(1)

Here, we have introduced the notation ε =  and
the Lorentz factor for relative superluminal motions has
the form

. (2)

In order to calculate the potential correctly, transfor-
mations (1) should be used with the vector potential
component Ax associated with the longitudinal (along
the photoemitter) electron current component. Esti-
mates from formulas (1) show that the value of the
potential Φ near the VC corresponds approximately to
the value obtained in numerical simulations.

Physically, the fact that the VC potential in the lab-
oratory frame is lower than that in the VC frame indi-
cates that, at the reflection point (at which v z = 0), the
longitudinal velocity component v x is nonzero; i.e., the
total kinetic energy of the electron is positive, so that its
motion can be reversed by a lower potential barrier.
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Fig. 23. Instantaneous distributions of the potential Φ(x, z) and of the field component Ez(x, z) at the time t = 0.8 ns.
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In addition, note that Bessarab et al. [35] proposed
an oscillator with a superluminous VC moving along a
parabolic surface.

4. TWO-SECTION HYBRID MICROWAVE 
OSCILLATORS WITH A VC

4.1. “Vircator + TW” Hybrid Oscillator (Virtod)

It is well known that an oscillating VC modulates
the electron beam current passing through it [7, 8]. This
circumstance allows the use of electron beams with a
VC for both microwave generation and collective ion
acceleration.

One of the interesting ideas in the development of
microwave oscillators with a VC is that of a hybrid
oscillator in which the transmitted electron current
modulated by the VC is passed through a slowing-down
structure designed to operate as a BWT [11]. A micro-
wave excited in the BWT returns to the VC, thereby
providing feedback in the oscillator, and the microwave
radiation is extracted from a region near the VC. Thus,
such a hybrid oscillator, which has been called a virtod,
is a combination of a vircator and a BWT.

A virtod—a hybrid microwave oscillator of the “vir-
cator + TWT” type—was implemented practically at
the RFNC-ARRIEP. As compared to a conventional
TWT, the principle of operation of this virtod scheme is
based on the passage of a modulated electron beam
through the slowing-down structure, which is thus
excited by both the beam and the microwave radiation
from the vircator containing a high-quality cavity.

The electrodynamic structure of a TWT was mod-
eled as an open cavity in the form of a part of a rippled
waveguide of circular cross section in an external uni-
form magnetic field.

Figure 24 shows a virtod configuration that differs
from a relativistic TWT in having an anode grid and
from a conventional vircator in having a slowing-down
structure within the drift tube.

Theoretical analysis of the operation of the virtod
clearly shows that placing the anode grid in an arbitrary
position within the virtod does not always increase its
generation efficiency above that of the underlying
TWT. In order to increase the generation efficiency, it is
necessary to choose the position of the grid in such a
way that, on the one hand, a VC could form in the drift
tube and, on the other hand, the frequency of oscilla-
tions of the VC would be a multiple of the eigenfre-
quency in the TWT (i.e., the frequency at which the
TWT generates microwaves).

Numerical simulations of the virtod that were car-
ried out with this objective showed that, for an underly-
ing TWT based on an I-3000 linear induction accelera-
tor with a 2.4-MeV electron beam, the optimum dis-
tance between the cathode and the anode is equal to
6 cm.
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The underlying TWT was capable of generating
microwave radiation pulses with a peak power of 3 GW
[36]. In the virtod experiments of [13], the microwave
generation efficiency was increased by a factor of 1.6.

Hence, our simulations made it possible to increase
the generation efficiency of a virtod and the microwave
power generated in it as compared to those of a TWT.
Note that, in [37], another scheme of a hybrid oscilla-
tor—a combination of a TWT and a vircator—was pro-
posed and substantiated (it should be stressed that, in
this scheme, the role of the modulator is played by the
TWT).

4.2. Two-Beam Tube with a Virtual Cathode

In [38, 39], a new principle for constructing micro-
wave tubes with long-term interaction was proposed.
The idea is to create a space-charge wave with a phase
velocity higher than the speed of light in vacuum or in
a waveguide without using any slowing-down struc-
tures. This is achieved by simultaneously forming two
monoenergetic density-modulated electron beams with
different velocities and by passing them through the
same channel in the same direction. The modulation
frequencies of the beams, ω1 and ω2, should satisfy the

condition  > v ph, where v 1 and v 2 are

the electron velocities in the beams and v ph is the phase
velocity of the microwave generated in the channel at
the frequency ω = |ω1 – ω2|/2. Under this condition, the
phase velocity of the space-charge beat wave is higher
than v ph, and, moreover, the system can operate in the
TWT regime and in the BWT regime.

Let us explain why the above condition provides the
possibility of microwave generation.

We consider two collisionlessly interpenetrating,
partially overlapping, density-modulated, monoener-
getic beams moving with different velocities v 1 and v 2

v 1v 2 ω1 ω2–( )
ω1v 2 ω2v 1–

-----------------------------------

VC
e

1 2 3 4 5

Fig. 24. Schematic of a virtod: (1) cathode, (2) anode grid,
(3) magnetic-field solenoid, (4) electrodynamic structure,
and (5) horn antenna.
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in the same direction. This is illustrated in Fig. 25,
which schematically shows the instantaneous positions
of the density maxima in the form of two sets of lines
with the same width but with different spatial periods.
We see that the sets partially overlap one another, form-
ing a low-frequency space-charge beat wave.

In the case at hand, the beat wave is one of the sev-
eral space-charge waves that can be excited in the
beams. To avoid misunderstanding, we assume that the
phase velocity of this beat wave is equal to v b = v sc. Let
us estimate the frequency ωb and phase velocity v b of
the beat wave.

We represent the current density of each beam in the
form

(3)

where z is the coordinate in the propagation direction of
the beams.

The total current density can then be expressed as

 (4)

.

The last factor on the right-hand side of this expres-
sion describes the beat wave. The frequency ωb and
phase velocity v b of this wave can be found by simple
mathematical manipulations:

(5)

(6)

Analyzing these expressions, we readily see that, by
adjusting the velocities v 1 and v 2 and the frequencies
ω1 and ω2, the absolute value of the beat wave phase
velocity v b can be made greater than any velocity value
specified in advance, e.g., the speed of light c in free
space or even the phase velocity v ph of the longitudinal
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Fig. 25. Schematic diagram of the formation of a beat wave
(for the sake of definiteness, the case of the BWT regime is
presented).
wave in a smooth waveguide or in an isotropic plasma
(recall that, in the last two cases, we have v ph > c).

In the channel, the beat wave with such phase veloc-
ity generates a longitudinal microwave with the fre-
quency ω = ωb by the Cherenkov mechanism for the
generation of longitudinal waves.

It is, of course, always possible to choose the
required values of the parameters v 1, v 2, ω1, and ω2.
Two examples of such a choice are as follows (the cor-
responding electron kinetic energies T1 and T2 are given
in parentheses):

(i) For v 1 = 2.5 × 108 m/s (T1 = 413.4 keV),
v 2 = 2.7 × 108 m/s (T2 = 661.2 keV), ω1/2π = 10 GHz,
and ω2/2π = 12 GHz, the beat wave parameters are
v b = 4.5 × 108 m/s and ωb/2π = 1 GHz.

(ii) For v 1 = 2 × 108 m/s (T1 = 174.8 keV), v 2 =
2.9 × 108 m/s (T2 = 1484.9 keV), ω1/2π = 9.5 GHz, and
ω2/2π = 12 GHz, the beat wave parameters are v b =
−4.085 × 108 m/s and ωb/2π = 1.25 GHz.

The positive value of the phase velocity of the beat
wave indicates that the beat wave propagates in the
same direction as the beams; in this case, the micro-
wave is generated in the TWT regime.

The minus sign in front of the phase velocity of the
beat wave in the second example indicates that the beat
wave propagates in the direction opposite to the propa-
gation direction of the beams; in this case, the micro-
wave is generated in the BWT regime.

The parameter ranges in which microwaves are gen-
erated in free space (|v b | > c) in the TWT regime and in
the BWT regime are demonstrated in Fig. 26 in the
coordinate plane (µ, ξ) (where µ = v 1/v 2 and ξ = ω1/ω2).
Figure 26 also applies to cases in which the role of the
channel is played by a smooth waveguide or by an iso-
tropic plasma, the only difference is that the corner
angles α of the hatched sectors corresponding to the
TWT and BWT regimes are smaller. These angles are
equal to (see Fig. 26)

(7)

(8)

Hence, in cases in which the role of the channel is
played by a smooth waveguide or by an isotropic
plasma, microwave Cherenkov radiation in free space
can be generated in both the TWT and BWT regimes,
in contrast to the conclusions traditionally presented in
manuals on physics [40].

As for the two-beam electron microwave tube that
was proposed in [38, 39] and is capable of operating in
the TWT regime and in the BWT regime, it generates
an electromagnetic wave with the phase velocity char-
acteristic of the channel. It is this feature that ensures
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the emission of the generated wave into free space
without losses and reflections, thereby providing a
higher generation efficiency of the tube.

The above generation condition can be satisfied by
choosing the type of electromagnetic wave and its fre-
quency and by calculating its phase velocity. Thus, if,
in example (i), we choose a íå11 wave and consider a
channel in the form of a rectangular waveguide with a
cross-sectional area of a × b, then we obtain the follow-
ing expression for the wave phase velocity:

(9)

where the critical frequency of the waveguide is equal
to

(10)

In fact, the problem of satisfying the generation con-
dition reduces to that of correctly choosing the trans-
verse dimensions of the waveguide.

Note also that the microwave tube in question can
operate with both partially and completely overlapping
modulated beams and even with beams separated by a
small distance.

It is easy to understand that the modulating section
of the klystron cavity type or in the form of a part of
helix is unsuitable for the practical implementation of
the proposed scheme. The reason is that such a section
modulates the electron beams not only in density but
also in velocity, so that the beams cease to produce a
beat wave.

This problem can be overcome by applying other
types of beam modulators whose operation is based on
the gating principle, e.g., by using the following two
modulators, in which the beam is modulated only in
density:

(i) A photocathode controlled by a repetitive pulsed
laser, in which case the beam modulation frequency is
specified by the repetition rate of the laser pulses and
the beam electron velocity is determined by the voltage
across the cathode–anode gap (a modulator of the laser-
tron type [41]).

(ii) An oscillating VC that is produced within the
beam by its space charge and periodically transmits and
reflects the beam electrons, in which case the beam
modulation frequency is set by the beam density (or by
the beam current) and the electron velocity is deter-
mined by the voltage across the cathode–anode gap (a
modulator of the vircator type [7]).

Of course, other types of modulators can also be
used.

Schematic representations of a tube with a modula-
tor of the vircator type operating in the TWT regime
and in the BWT regime are given in Figs. 27 and 28,
respectively.
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In the tubes shown in Figs. 27 and 28, the beams are
formed as a result of explosive emission at the cath-
odes, are accelerated, and pass through the anode dia-
phragm openings. Further, the space charge of the
beams produces oscillating VCs within them. The
oscillations of the VCs, which transmit the beam elec-
trons, modulate the beams in density without modulat-
ing them in velocity. Then, the process proceeds in a
manner analogous to that described above. The
required oscillation frequency of the VCs and, accord-
ingly, the modulation frequency of the beam can be set
by varying the distance between the cathode and the
anode diaphragm.

In all cases, the required beam velocities are set by
choosing the accelerating voltage across the cathode–
anode diaphragm gap.

The operation of the tube was simulated numeri-
cally by the particle method using the KARAT code. It
was shown that, in example (i), the direction of the
Poynting vector coincides with the propagation direc-
tion of the beams and, in example (ii), the direction of
the Poynting vector is opposite to the propagation
direction of the beams.

4.3. The Magnetically Insulated Klystron-like Vircator

As was mentioned above, among vircators, there is
a separate group of magnetically insulated vircators
(MIVs) in which the VC can form at a large distance
from the emitting cathode. The distinctive feature of
such vircators is the presence of an externally applied
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Fig. 26. Plot in the (µ, ξ) plane, showing the parameter
ranges in which microwaves can be generated in different
regimes: (1) TWT regime and (2) BWT regime.
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strong longitudinal magnetic field, which, on the one
hand, allows operation without anode grids and, on the
other, provides the possibility of increasing the time
during which the cathode plasma bridges the diode gap.

1

2

3 4 5 6

78

Fig. 27. Schematic of a two-beam tube with a VC operating
in the TWT regime: (1) cathode, (2) anode diaphragm open-
ings, (3) channel, (4) magnetic-field solenoid, (5) horn
antenna, (6) window for extracting radiation, (7) electron
beam, and (8) virtual cathode.
As a result, it becomes possible to generate microwave
pulses of microsecond duration.

However, it was shown in [42] that the beams in
such vircators may be subject to specific instabilities
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Fig. 28. Schematic of a two-beam tube with a VC operating
in the BWT regime: (1) cathode, (2) anode diaphragm open-
ings, (3) channel, (4) magnetic-field solenoid, (5) horn
antenna, (6) window for extracting radiation, (7) electron
beam, and (8) virtual cathode.
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Fig. 29. Schematic of a magnetically insulated klystron vircator: (1) power source, (2) insulator, (3) cathode, (4) anode, (5) solenoid,
(6) drift tube, (7) horn antenna, (8) window for extracting microwave radiation, and (9) grids (the arrows indicate the directions in
which the grids can be moved to control the widths of the gaps).
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that force them to evolve to a strongly turbulent state. It
was also shown that the absence of an anode grid
reduces the efficiency of the beam bunching [43].

At this point, we mention a new field of research that
has recently appeared in the development of MIV tech-
nology: in order to increase the beam bunching effi-
ciency, the diode region is equipped with various reso-
nant electrodynamic structures. Thus, in an MIV pro-
posed and designed at the MEPI [12, 44], the resonant
structure consists of two cavities of the klystron type,
and, in the MIV proposed in [37], the resonant structure
has the form of a periodic rippled waveguide.

In our opinion, however, the most efficient MIV is
the klystron-like MIV proposed in [45], in which a
sequence of anode grids (or foils) forms a chain of side-
coupled cavities (Fig. 29). Let us list the advantages of
this vircator:

(i) the chain of coupled cavities makes it possible to
modulate an electron beam in the same way as does a
drift-tube klystron;

(ii) the sequence of gaps between the anode grids
and the waveguide wall provides a distributed feedback
between the VC and the emitting cathode, in which case
the phase of the feedback wave can be controlled by
varying the width of the gaps; and

(iii) the sequence of grids held at the anode potential
prevents a dangerous effect—the relaxation of the beam
to a compressed state.

We carried out self-consistent full-scale computer
simulations of the proposed vircator in order to confirm
the ideas underlying its operation. The calculations
were performed using the KARAT code.

The geometric representation of the computation
region is shown in Fig. 30a, in which all the dimensions
used in our computations are indicated. The system was
assumed to be uniform in the y direction.

The geometric dimensions of the component ele-
ments of the vircator were chosen to be as follows: the
width of the waveguide (held at the anode potential)
was 7 cm, the cathode width was 5 cm, and the beam
width was 3 cm.

The anode grids were assumed to be equidistant,
and the width δ of the gaps between the ends of the
grids and the waveguide wall (Fig. 30a) was varied
from δ = 0 cm to δ = 7 cm with the spatial step ∆δ =
0.2 cm. The two limiting cases, δ = 0 cm and δ = 7 cm,
correspond, respectively, to a regime without a VC and
to a purely klystron regime of the electron beam modu-
lation.

The external longitudinal magnetic field was
assumed to have a strength of 50 kG in the modulating
section and to decrease to zero outside it. Also, the
magnetic field was assumed to begin to decrease at a
certain distance from the VC in order for the electric
circuit containing the reverse-current conductor to be
closed.
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Fig. 30. (a) Geometry of the computation region with an
instantaneous configuration of the electron beam and
(b) instantaneous phase portrait of the beam.
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Fig. 31. (1) The peak value of the product jzEz and (2) its
value averaged over a time of 10 ns, calculated as functions
of the gap width δ. The braces indicate different regimes of
operation: (I) klystron modulation regime, (II) klystron-like
vircator regime, and (III) TWT generation regime.
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The cathode potential relative to the anode was set
at –500 kV. The calculations were carried out on a 43 ×
121 mesh.

Figure 30a also shows the instantaneous distribution
of the electrons in the beam in the klystron-like vircator
regime. Figure 30b presents a typical calculated phase
diagram of the beam electrons in this regime. It can be
seen that the beam does not evolve to a compressed
state and that pronounced electron bunches form, con-
sisting of the electrons that are more energetic than
those in the injected beam.

We calculated the energy characteristics of the gen-
erated microwave radiation—the maximum and aver-
aged values of the product jzEz (where jz is the current
density in the z direction and Ez is the z component of
the electric field) at the location of the probe (shown by
an asterisk in Fig. 30a). In Fig. 31, we plot the depen-
dence of jzEz as a function of the gap width δ.

An analysis of this dependence shows that, in the
range of δ values from 0 to 2 cm, the generation regime
corresponds to the klystron modulation regime (see
region I in Fig. 31). In this range, the product jzEz

reaches its maximum value.

In the range of δ values from 2 to 5 cm, the genera-
tion is most efficient in the regime of the proposed
klystron-like vircator (see region II). The spectrum of
the microwaves generated in this regime was computed
using fast Fourier transforms (Fig. 32). It can be seen
that the microwaves are generated at the fundamental
frequency f = 7 GHz. We also readily observe the gen-
eration at the second harmonic of the fundamental fre-
quency.

In the range of δ values from 5 to 7 cm, it was found
that the VC does not form (region III in Fig. 31). In this
range, the microwaves are generated in the TWT
regime.
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Fig. 32. Typical spectrum of microwave radiation generated
in the klystron-like vircator regime.
The main results of these investigations, which were
published in [46], can be summarized as follows:

(i) The above ideas about the behavior of an electron
beam in the proposed klystron-like MIV have been con-
firmed.

(ii) The dependence of the maximum and averaged
values of the energy characteristic jzEz on the gap width
δ has been calculated. This dependence shows that
there are three different possible regimes of operation:
the klystron modulation regime, the klystron-like virca-
tor regime proposed here, and the generation regime in
which the VC does not form.

(iii) The spectrum of the generated microwaves has
been obtained, the fundamental generation frequency
being f = 7 GHz.

5. CONCLUSIONS

We have considered for the first time a new direction
in the technology of microwave oscillators with a VC—
the development of hybrid microwave oscillators with a
VC. We have classified them and presented the results
from simulating their operation. In the Introduction, the
main features and principles of operation of such
devices have been formulated.

It has been proposed to excite the cavity of a diffrac-
tional microwave oscillator by an electron beam with a
VC. We have considered the advantages and disadvan-
tages of three versions of such an oscillator: in the first
version, the VC is formed in the beam before the beam
enters the cavity; in the second version, the VC is
formed in the beam after the beam has left the cavity;
and, in the third version, the VC is formed immediately
inside the cavity. We have carried out computer simula-
tions of the first and third versions.

We have analyzed characteristic features of the
microwave generation in vircators with a nonuniform
magnetic field and have shown that the generation can
be substantially enhanced by the electron cyclotron
effects.

We have substantiated the idea of a beam–plasma
vircator and have carried computer simulations of its
operation. We have determined that, under the same
supply conditions, such a vircator is capable of gener-
ating a microwave power two times higher than that
generated in a conventional vacuum vircator.

We have described a new gyrocon with a VC and
have computationally substantiated its high generation
efficiency in comparison to conventional gyrocons.

We have presented the results from simulating a
microwave oscillator based on a superluminous VC.
Such oscillators are supplied by fluxes of X radiation or
γ radiation. Simulations show that microwave radiation
is generated by the Cherenkov mechanism. We have
revealed and explained a substantial decrease in the VC
potential.
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We have presented the results of investigating a vir-
tod—a hybrid microwave oscillator of the “vircator +
TWT” type. Virtod experiments and simulations of its
operation show that the virtod provides a generation
efficiency higher than the total efficiency of its compo-
nent elements—a vircator and a TWT.

We have substantiated the principle of the genera-
tion of electromagnetic waves in a two-beam electron
microwave tube. This principle implies that two elec-
tron beams with different velocities (energies) are
formed simultaneously, are modulated in density with-
out being modulated in velocity, and then are passed
through the same channel in the same direction. The
modulation frequencies of the beams, ω1 and ω2, must
satisfy a certain condition under which the phase veloc-
ity of the space-charge beat wave is higher than v ph; in
this case, the system can operate in the TWT regime
and in the BWT regime. Such modulation of the beams
can be provided by a VC.

The results of simulating a magnetically insulated
klystron-like vircator with a distributed feedback show
that it can generate microwaves very efficiently.

The investigations reviewed in the present paper
show that it is possible to speak of a new direction in
relativistic microwave electronics—the technology of
microwave oscillators with a VC, which may in a num-
ber of cases prove to be more efficient than traditional
vircators and reflex triodes.
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Abstract—The generation of transition radiation in the form of electromagnetic surface waves by a nonrela-
tivistic electron bunch as it crosses the vacuum–semiconductor interface or a thin semiconductor plate in vac-
uum is investigated. A study is made of a bunch that has the shape of an ellipsoid of revolution, with a uniform
charge density distribution over its volume, and moves along the normal to the interface. When the energy dis-
sipation in the semiconductor is taken into account, the spectrum of the transition radiation emitted in the form
of surface waves comprises a peak whose width is comparable to its mean frequency. It is shown that, in each
of the two cases under consideration, the generation efficiency, defined as the ratio of the radiated energy to the
kinetic energy of the bunch electrons, is maximum for a bunch of certain dimensions. The dependence of the
radiated energy and of the generation efficiency on the thickness of a thin semiconductor plate is investigated
for given bunch dimensions. It is found that the corresponding dependences have a maximum, which can be
explained as being due the competition between the two effects: as the plate thickness increases, on the one
hand, the region where the radiation is generated becomes larger, so that the radiation power increases, and, on
the other hand, the dissipative energy losses become higher. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that, as a linearly and uniformly
moving charged particle crosses the boundary between
two media of different refractive indices, it emits elec-
tromagnetic waves. The properties of these waves have
been studied quite well [1, 2]. The radiation emitted by
a charged particle bunch can differ substantially from
that emitted by an individual charged particle. In partic-
ular, the charged bunch can emit transition radiation in
the form of broadband electromagnetic pulses. In
recent years, the problem of the generation of such
pulses has received much attention [3–5], because it is
important from both a scientific and a practical point of
view (e.g., for creating new models of pulsed radars).
Thus, Balakirev and Sidel’nikov [3] showed that a tran-
sition radiation pulse generated by an electron bunch as
it crosses a conducting screen coincides exactly in
shape with the bunch current pulse. In this case, the effi-
ciency of conversion of the bunch kinetic energy into
the electromagnetic pulse energy can be fairly high (up
to several tens of percent). A detailed spectral analysis
of transition radiation pulses generated during the
injection of charged particle bunches through the end
metal wall into a semi-infinite cylindrical waveguide
was performed by Balakirev and Onishchenko [4].
They showed that the signal spectrum is fairly broad. It
is produced by oscillations at all natural frequencies
and all natural wavenumbers of a given waveguide. The
spectrum is peaked at approximately the critical fre-
quencies of the waveguide. They also showed that, as
the bunch length increases, the number of the spectral
1063-780X/04/3006- $26.00 © 20519
harmonics becomes smaller and the generation effi-
ciency decreases sharply. The features of the spectral
and angular characteristics of the transition radiation
generated by a spherical charged particle bunch as it
crosses the boundary between two media were studied
by Bolotovskiœ and Serov [5], who showed that addi-
tional peaks appear in the angular spectrum of the radi-
ation when the bunch radius is greater than the wave-
length of the emitted wave, i.e., when the condition for
the emission of coherent radiation fails to hold.

In the papers cited above, a study was made of the
transition radiation in the form of electromagnetic
waves emitted in arbitrary directions. Here, we show
that transition radiation in the form of electromagnetic
surface waves can be generated by an electron bunch as
it crosses the vacuum–semiconductor interface or
passes through a thin semiconductor plate in vacuum.
We also investigate how the radiated energy and gener-
ation efficiency depend on the bunch dimensions and
on the plate thickness.

2. GENERATION OF PULSES 
OF SURFACE WAVES PROPAGATING 

ALONG THE BOUNDARY
BETWEEN TWO MEDIA

We consider a semiconductor that occupies the
upper half-space z > 0 and has the plane z = 0 as a
boundary. An electron bunch moves along the z axis
with the velocity v  ! c (where c is the speed of light in
a vacuum) and crosses the semiconductor surface from
004 MAIK “Nauka/Interperiodica”
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the vacuum side. We consider a bunch having the shape
of an ellipsoid of revolution about the z axis and denote
the semiaxes of the ellipsoid by b (along the axis of rev-
olution) and by a (in the perpendicular direction). The
bunch current density is determined by the formula

(1)

where δ(x) is the Dirac delta function, n is the bunch
density, r0 is the position vector of an individual bunch

electron, and Vb =  is the bunch volume. The

electromagnetic fields are represented in terms of Fou-
rier integrals as follows:

(2)

where k and r are the components of the wave vector
and position vector in the xy plane, kz = ω/v  for the field
of a bunch electron, kz = λl for the radiation field, and

 = (ω/c)2εl – κ2 (l = 1, 2). The subscripts 1 and 2 refer
to the vacuum and semiconductor, respectively. In
order for the radiation fields to decrease within each of
the media away from the interface between them, it is
necessary that the conditions Im{λ1} =  < 0 and

Im{λ2} =  > 0 be satisfied. The wave equation for the
Fourier component E(ω, r) has the form

(3)

where ρ(ω, r) = en/(2π)3 k · (r – r0)]dkdr0 is the

Fourier component of the bunch density and ε1 = 1. The
dielectric permittivity of the semiconductor, ε2(ω), is
given by the expression

(4)

where Ω0 = , N is the electron density in
a semiconductor, ε0 is the dielectric constant of the
crystal lattice of the semiconductor, m is the effective
mass of an electron in a semiconductor, and ν is the
relaxation rate of the momentum of the semiconductor-
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plasma electrons. The Fourier components of the bunch
fields have the form

(5)

where the spatiotemporal Fourier component of the
bunch density, F(k) = F(ω, k), results from the inte-
gration of expression (1) for the beam current density
over r0:

(6)

(7)

Under the condition | f(ω, k)| ≈ 1, the transition radi-
ation from all of the bunch electrons can be considered
coherent. In this case, the effective bunch charge qeff =
enVb|f(ω, k)| is equal to qeff ≈ enVb [1]. For a = b, nVb = 1,

and  ! 1, we obtain F(ω, k) = f(ω,
k) = 1, so that expressions (5) go over to the corre-
sponding expressions derived in [6] for the fields of one

electron. The components (ω, k) and (ω, k) of
the radiation fields can be found from the continuity
conditions for the tangential field components El(ω, k) =

(ω, k) + (ω, k) and for the normal component of
the electric induction vector, Dl(ω, k) = εlEl(ω, k) at
the boundary between the two media:

(8)

(9)

where

(10)

The radiation fields in the second medium are given by
the same formulas (8)–(10) but with subscript 1
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replaced by subscript 2. When account is taken of the
radiation energy dissipation, the wave vector κ acquires
an imaginary part; i.e., we have κ = κ' + iκ''.

The dispersion relation for surface waves is deter-
mined from the condition ς = 0 and has the form

(11)

where ε = ε2. When the radiation energy dissipation in
a semiconductor is taken into account, the dispersion
curve has a turning point, at which it turns back and
then enters the region where ε' > –1 [7–9].

In what follows, we will consider the surface waves
satisfying the conditions ε' < –1 and |ε' | @ ε'' (| | > ,

| | > ). Such surface waves are called Fano modes
[9, 10]. The amplitudes of the fields of the Fano modes
remain nonoscillating (owing to the conditions in
parentheses) and decrease exponentially away from the
interface between two media. By virtue of the condition
|ε' | @ ε'', the flux of the energy carried by the modes is
mostly confined to the interface. That is why, in calcu-
lating the energy characteristics, we assume that the
normal component of the energy flux is much less than
its tangential component and thus can be ignored.

In order to determine the energy expended by the
bunch to generate a surface wave, it is necessary to
determine the energy flux carried by the wave through
the side surface of a circular cylinder with its axis point-
ing along the direction of the bunch trajectory. Taking
into account the pole ς(ω, k) = 0 and going through the
standard manipulations [6], we obtain the following
expression for the energy of the surface wave emitted
by the bunch along its trajectory in vacuum:

(12)

where ρ = ,  = , λ1 =

, λ2 = ,  = ( ) = – [(1 + ε')2 +

ε''2]−1/4cos(ψλ /2) < 0, and ψλ = .
Figure 1 shows the spectral energy density of the

transition radiation W1(ω) = dS1(ω)/dω (curve 1) and
the quantity | f(ω)| (curve 2) calculated as functions of
frequency in the case of a semi-infinite gallium ars-
enide (GaAs) semiconductor for the following parame-
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ter values: ε0 = 12.53, m = 0.067m0 (where m0 is the
mass of a free electron), N = 1016 cm–3, ν = 1011 s–1, v  =
0.1c, n = 1012 cm–3, a = 10–2 cm, b = 5 × 10–3 cm, and
|r | = 1 cm. The dotted line 3 refers to the frequency

Ωsp = , at which ε' = –1. For these
parameter values, the number of electrons in the bunch
is nVb ≈ 2 × 106 and the maximum bunch current Ibmax =
enVbv  is equal to Ibmax ≈ 3 × 109 esu ≈ 1 mA. In what fol-
lows, the above values of the semiconductor and bunch
parameters will be assumed to be fixed, except for the
bunch radius and the length |r | of the position vector.
Figure 1 implies that the spectral energy density W1(ω)
has a pronounced first peak at a frequency of ωmax ≈
0.15Ω0 and that, at higher frequencies, it exhibits small-
amplitude oscillations. The full width at half-maximum
of the first peak is approximately equal to ∆ωmax ≈
0.27Ω0 ≈ 2ωmax. The frequency at which the first peak

occurs satisfies the condition κ'(ωmax)|r | = |r | ~
10 @ 1, under which expression (12) was derived. Note
that the leftmost point of the dependence W1(ω) corre-
sponds to the frequency ω = ω* (shown by the dotted
line 4), at which the equality |ε'| = ε'' is valid. This equal-
ity indicates that, at frequencies ω ≤ ω*, the normal
component of the radiation energy flux can no longer be
assumed to be less than its tangential component, so
that, in this frequency range, expression (12) fails to
hold. For the dependence W1(ω) given in Fig. 1, the
imaginary part of the dielectric permittivity at ω = ωmax
can be considered small because |ε'(ωmax)/ε''(ωmax)| ≈ 9.

From Fig. 1, we can see that, at ω = 0, the function
| f(ω)| has a maximum value of unity, | f(ω)| = 1, and, at
ω = ωmax, it is close to unity, | f(ωmax)| ≈ 0.8. The latter
circumstance indicates that the emitted radiation is
almost perfectly coherent: all bunch electrons emit radi-

ε0Ω0
2
/ ε0 1+( ) ν2

–
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Fig. 1. Plots of W1(ω) and | f(ω)| for a = 10–2 cm, b = 5 ×
10–3 cm, and |r | = 1 cm in the case of a semi-infinite semi-
conductor.
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ation coherently, so that the total radiation coming from
the bunch is far more intense than the sum of the waves
emitted by individual electrons. In fact, in the case at
hand, we have qeff = enVb| f(ωmax)| ≈ 1.5 × 10–3 esu ~
enVb ≈ 2 × 10–3 esu, so that the bunch radiates as a
coherent entity, and we can write W1 ∝ (nVb)2.

For a/b ~ 1 and v  ! c, the inequality (ωb/v )2 @ |aκ|2

is satisfied and the expression  can
be replaced by its approximation ωb/v  = 2πb/λVK,
where λVK = 2πv /ω is the Van Kampen wavelength
[11]. The first (main) maximum in the function | f(ω)|
occurs at ω = 0, i.e., at ωb/v  ! 1 (b ! λVK/2), in which
case the bunch length 2b is shorter than the wavelength
of the Van Kampen wave. For ωb/v  @ 1, the function
| f(ω)| has maxima at ωb/v  ≈ πk (b ≈ kλVK/2), where k
is an integer much larger than unity. This indicates that
such maxima occur when the bunch length 2b is much
longer than the Van Kampen wavelength. Numerical
estimates show that the first peak in the dependence
W1(ω) occurs under the condition ωb/v  ≈ π/2 (or,
equivalently, 2b ≈ λVK/2), in which case the bunch is as
long as one-half of the Van Kampen wave. The posi-
tions of the second and subsequent peaks in the depen-
dence W1(ω) almost exactly coincide with those of the
corresponding maxima in the function | f(ω)|. At the
frequency corresponding to the first peak in the spectral
energy density, the function | f(ω)| is close to unity,
| f(ωmax)| ≈ 0.8, so that the transition radiation at this fre-
quency can be considered almost coherent. The above
analysis allows us to draw the following conclusions:
First, the transition radiation emitted in the form of sur-
face waves by an electron bunch comprises a pulse
whose spectral energy density comprises a sequence of
oscillations with sharply decreasing amplitudes. Sec-

ωb/v( )2
aκ( )2

+

ω/Ω0

0.2 0.4 0.6 0.8
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1.00

W1, 10–9 eV s

Fig. 2. Plots of W1(ω) for a = 10–2 cm; |r | = 1 cm; and b =

(1) 5 × 10–3, (2) 2 × 10–3, and (3) 10–3 cm in the case of a
semi-infinite semiconductor.
ond, for nonrelativistic ellipsoidal bunches with nearly
the same semiaxes a and b (i.e., for a/b ~ 1), the peaks
in the radiation spectral energy density occur when the
bunch length and the Van Kampen wavelength satisfy
certain resonance conditions. Note that, in the general
case (e.g., in the case of bunches such that a @ b), and
even for v  ! c, these resonance conditions contain the
bunch semiaxes, the Van Kampen wavelength, and the
wavelength 2π/κ' of the emitted radiation. Thus, for
ωb/v  ~ aκ' and κ' @ κ'', the first peak in the spectral
energy density occurs under the condition

 ≈  ≈ π/2,
and, for ωb/v  @ 1, the peaks in W1(ω) occur under the

conditions  ≈ πk, where k is an
integer much larger than unity.

Figure 2 shows the plots of W1(ω) for |r | = 1 cm and
for bunches with a = 10–2 cm and with b = (1) 5 × 10–3,
(2) 3 × 10–3, and (3) 10–3 cm. From this figure, we see
that, as the longitudinal bunch dimension decreases, the
first peak in the spectral energy density is displaced
toward higher frequencies and its amplitude becomes
smaller. The change in the transverse bunch dimension
leads merely to a change in the heights of the peaks
(because W1 ∝ a4) but does not significantly affect their
positions. This latter circumstance stems from the ine-
quality ωmaxb/v  @ , which is satisfied for nonrel-
ativistic bunches such that a/b ~ 1. For a @ b, we have
ωmaxb/v  ~  (which holds for v  ! c), so that the
increase in the transverse bunch dimension a leads not
only to an increase in the height of the first peak in the
spectral energy density but also to its displacement
toward lower frequencies. In this connection, we note
that the displacement reduces the ratio
|ε'(ωmax)/ε''(ωmax)|. Numerical estimates show that, for
ν = 1011 s–1 and for bunches with a ≈ 10–2 cm and
b ≤ 5 × 10–3 cm, this ratio is |ε'(ωmax)/ε''(ωmax)| ~ 10.
Consequently, the slower the electron momentum
relaxation rate in the semiconductor, the larger the
dimensions of the bunches that can be used to generate
high-intensity pulses of transition radiation in the form
of surface waves.

Numerical analysis of expression (12) for the transi-
tion radiation energy shows that, with increasing bunch
length, the radiation energy S1 increases monotonically
in the range of b values satisfying the condition

|r | @ 1. In this range of b values, the generation
efficiency θ, defined as the ratio of the transition radia-
tion energy to the kinetic energy of the bunch electrons,
has a maximum. Figure 3 shows the plots of S1(b) and
θ(b) for a = 10–2 cm and |r | = 1 cm. The presence of a
maximum in the dependence θ(b) can be explained as
being due to the fact that, as the bunch length increases
above a certain value, the transition radiation becomes

ωb/v( )2
aκ( )2

+ ωb/v( )2
aκ '( )2

+

ωb/v( )2
aκ '( )2

+

aκmax'

aκmax'

κmax'
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less coherent and the kinetic energy of the bunch elec-
trons increases faster than does the radiation energy.

3. GENERATION OF PULSES OF SURFACE 
WAVES PROPAGATING 

ALONG A SEMICONDUCTOR PLATE

Here, we consider a semiconductor plate in vacuum.
The plate is bounded by the planes z = –d and z = 0. An
electron bunch moves along the normal to the plate. We
assume that the energy lost by the bunch is small in
comparison to its kinetic energy, so that its velocity can
be considered constant. For the semiconductor plate,
we adopt the same parameter values as those for the
semi-infinite semiconductor. As in the previous section,
the radiation fields can be found from the continuity
conditions for the tangential field components E(ω, k) =
Eb(ω, k) + Er(ω, k) and for the normal component of
the electric induction vector, D(ω, k) = ε(ω)E(ω, k), at
the boundaries z = –d and z = 0 [12]:

(13)

(14)

where J0(x) and J1(x) are zero- and first-order Bessel
functions, respectively, and

(15)

(16)

(17)

(18)

(19)
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(20)

(21)

The dispersion relation for surface waves is determined
from the condition ∆0 = 0:

(22)

As in the case of a semi-infinite semiconductor, we con-
sider the Fano modes, for which ε'(ω) < –1 and, by vir-
tue of the condition |ε'(ω)| @ ε''(ω), the Poynting vector
lies almost entirely in the plane of the boundary. The
solutions to dispersion relation (22) have the form

(23)

These solutions were investigated in detail in [13, 14].
Let us determine the energy expended by a charged

bunch to emit a surface wave along the plate surface in
the region z > 0 in vacuum. Taking into account the
poles in the integrands in expressions (13) and (14) that
correspond to the roots of the equation ∆0 = 0, we
obtain the following expression for the electromagnetic
energy flux through the side surface of a circular cyl-
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Fig. 3. Plots of (1) S1(b) and (2) θ(b) for a = 10–2 cm and
|r | = 1 cm in the case of a semi-infinite semiconductor.
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inder with its axis pointing in the direction of the
velocity v:

(24)

where l is the index of the root of dispersion relation

(22),  = Re{ξ1l} > 0, and  = Im{κl} > 0. Numeri-
cal analysis of expression (24) shows that, in the fre-
quency range in which ε(ω) < –1, the largest contribu-
tion to the radiation energy comes from the low-fre-
quency branch of the spectrum [13, 14]. In the
frequency range in which –1 < ε(ω) < 0, the wave
damping is so strong that the radiation energy is negli-
gibly low in comparison with that in the frequency
range in which ε(ω) < –1.

In Fig. 4, curve 1 shows the plot of W1(ω) calculated
for d = 10–4 cm, |r | = 0.1 cm, a = 10–2 cm, and b = 5 ×
10–3 cm in the case of a semiconductor plate (left coor-
dinate axis) and curve 2 shows an analogous plot calcu-
lated for the same values of a, b, and |r | in the case of a
semi-infinite semiconductor (right coordinate axis). We
see that, in the case of a plate, the first peak in the spec-
tral energy density is more than one order of magnitude
higher than that in the case of a semi-infinite semicon-
ductor and, moreover, is more highly localized in fre-
quency than the latter. In the case of a plate, the peaks
in the spectral energy density become lower and are
displaced toward higher frequencies as the bunch
length increases, just as in the case of a semi-infinite
semiconductor. Note that the leftmost points in the

S1 r ∞( )

=  e
2 κ l' κ l

3 χ1 ω κl,( ) 2
F ω κl,( ) 2

ωξ1l' ∂∆0/∂κ( )l
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-----------------------------------------------------------------------------------------
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Fig. 4. Plots of W1(ω) for a = 10–2 cm, b = 5 × 10–3 cm, and
|r | = 0.1 cm in the case of (1) a semiconductor plate and of
(2) a semi-infinite semiconductor.
plots of W1(ω) correspond to the frequency ω = ωmin,
below which the inequality |ε'(ω)| @ ε''(ω) fails to hold
and radiative modes are generated. The analysis dealing
with the presence of peaks in the dependence W1(ω) in
the case of a semi-infinite semiconductor is also valid
for a semiconductor plate. In addition, the behavior of
the spectral energy density as a function of the trans-
verse bunch dimension does not differ qualitatively
between the two cases. It should be noted, however, that
the displacement of the peak in the spectral energy den-
sity toward lower frequencies with increasing a (for
bunches such that a @ b) can result in a situation when,
in the range ω > ωmin, there will be only the descending
part of the first peak in the dependence W1(ω) and its
oscillating tail. For the above parameters of the semi-
conductor, and for bunches with b ≤ 10–2 cm (at ρ ~
0.1 cm), this situation arises when the transverse bunch
dimension lies in the range a ≥ 10–2. An increase in |r |
also causes the first peak in the dependence W1(ω) to be
displaced toward the radiative range. Thus, for a, b ≤
10–2 cm and d = 10–4 cm, the first peak in the depen-
dence W1(ω) falls in this range at |r | ~ 1 cm.

Figure 5 shows the plots of the radiation energy
S1(b) (curves 1, 3) and the generation efficiency θ(b)
(curves 2, 4) for d = 10–4 cm and a = 10–2 cm and for |r| =
0.1 cm (curves 1, 2) and |r| = 0.12 cm (curves 3, 4). The
plots are calculated for the range of b values such that

|r | @ 1 (for |r | = 0.12 cm, this range is to the left
of the vertical dashed line). From Fig. 5, we can see that
the radiation energy increases monotonically as the lon-
gitudinal bunch dimension b increases and there are
peaks in the dependence θ(b). In the case at hand, we
have bmax @ d. The value of bmax increases with increas-
ing |r | (i.e., with increasing distance from the point at

κmax'
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Fig. 5. Plots of (1, 3) S1(b) and (2, 4) θ(b) for a = 10–2 cm
and |r | = (1, 2) 0.1 and (3, 4) 0.12 cm in the case of a semi-
conductor plate.
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which the bunch flies into the plate to the point of
observation of the pulse).

We now examine how the dependence W1(ω) and
the radiation energy change with plate thickness. Fig-
ure 6 shows the plots of W1(ω) calculated for |r| =
0.1 cm, a = 10–2 cm, and b = 5 × 10–3 cm and for d =
(1) 10–5, (2) 5 × 10–5, and (3) 2 × 10–4 cm. We can see
that, as the plate thickness decreases, the peak increases
in height, becomes narrower, and is displaced toward
lower frequencies. In turn, as the plate thickness
decreases within the range indicated above, the radia-
tion energy first increases, reaches its maximum value,
and then decreases. Figure 7 shows the plots of S1(d)
calculated for a = 10–2 cm and b = 5 × 10–3 cm and also
for ν = 1011 s–1 and |r | = (1) 0.1 and (2) 0.15 cm and for
ν = 8 × 1010 s–1 and |r | = (3) 0.1 and (4) 0.15 cm. We
can see that there are peaks in the radiation energy. The
appearance of these peaks can probably be explained
by the fact that, as d increases, the region where the
transition radiation is generated becomes larger and,
consequently, the radiation energy S1 becomes higher.
On the other hand, an increase in d is accompanied by
an increase in the energy losses within the plate, so that
the radiation energy S1 decreases. The thickness dmax =
d(S1max) can be regarded as the plate thickness for
which the contributions from these two effects are
equal. From Fig. 7, we can also see that, as |r | increases
(ν being constant) and as ν increases (|r | being con-
stant), the peaks in the radiation energy decrease in
height and are displaced toward larger values of d. A
decrease in the heights of the peaks in the radiation
energy with increasing |r| at a fixed value of ν (curves 1,
2 and curves 3, 4) and with increasing ν at a fixed value
of |r | (curves 3, 1 and curves 4, 2) is directly associated
with an increase in the dissipative energy losses within
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Fig. 6. Plots of W1(ω) in the case of a semiconductor plate

for a = 10–2 cm; b = 5 × 10–3 cm; |r | = 0.1 cm; and d =
(1) 10–5, (2) 5 × 10–5, and (3) 2 × 10–4 cm.
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the plate. In both cases, the displacement of the peaks
toward larger values of d can be explained as being due
to the increase in the size of the region where the tran-
sition radiation is generated. For ν = 1011 cm, the plots
of the generation efficiency θ(d) are qualitatively simi-
lar in shape to the plots of the radiation energy S1(d), in
which case the generation efficiency is on the order of
θ ~ 10–5–10–4. The peaks in the dependence θ(d)
increase in height with decreasing |r | and ν, as is the
case with the dependence S1(d).

Numerical calculations show that, at fixed values of
|r | and ν, the heights and positions of the peaks in S1(d)
and θ(d) also change with changing a and b. Thus, an
increase in the bunch dimensions leads to an increase in
the heights of the peaks in S1 and θ and to a displace-
ment of the peaks toward smaller values of d. In this
case, the heights of the peaks are more sensitive to the
transverse bunch dimension, while the positions of the
peaks are more sensitive to the longitudinal bunch
dimension. The latter circumstance stems from the non-
relativistic nature of the bunch motion. The displace-
ment of the peaks in S1(d) and θ(d) toward smaller val-
ues of d can be explained by the fact that, for a suffi-
ciently large bunch, the thinner the plate, the more
coherent the transition radiation. On the other hand, as
d  0, the peaks in the spectral energy density of the
transition radiation are displaced toward the radiative
spectral range (ωmax < ωmim), while, in the nonradiative
range (ω > ωmin), there remains only the oscillating tail
of the dependence W1(ω). Consequently, although the
transition radiation becomes more coherent as d  0,
the radiation energy begins to decrease for d values
smaller than a certain critical value below which ωmax <
ωmin.
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Fig. 7. Plots of S1(d) for a = 10–2 cm, b = 5 × 10–3 cm, and

different values of |r | and ν: (1) ν = 1011 s–1 and |r | =
0.1 cm, (2) ν = 1011 s–1 and |r | = 0.15 cm, (3) 8 × 1010 s–1

and |r | = 0.1 cm, and (4) ν = 8 × 1010 s–1 and |r | = 0.15 cm.
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4. CONCLUSIONS
Hence, we have theoretically investigated the transi-

tion radiation generated in the form of electromagnetic
surface waves by a nonrelativistic electron bunch as it
crosses the vacuum–semiconductor interface or passes
through a thin semiconductor plate in vacuum.

The bunch is assumed to have the shape of an ellip-
soid of revolution, with a uniform charge density distri-
bution over its volume, and to move along the normal
to the interface between the two media. The energy
characteristics of the transition radiation were calcu-
lated with allowance for dissipative energy losses
within the semiconductor. It has been shown that the
spectrum of the transition radiation generated in the
form of surface waves comprises a sequence of oscilla-
tions with sharply decreasing amplitudes and a pro-
nounced first peak, whose width is comparable to its
mean frequency. It has been established that, in order
for the peaks to appear in the radiation spectrum, the
bunch dimensions, the radiation wavelength, and the
wavelength of the Van Kampen wave should satisfy
certain resonance conditions. It has been found that, in
each of the two cases under consideration, the genera-
tion efficiency, which is equal to the ratio of the radia-
tion energy to the kinetic energy of the bunch electrons,
is maximum for a bunch of certain dimensions. That
this maximum does indeed exist is attributed to the fact
that, as the bunch length increases above a certain
value, the transition radiation becomes less coherent
and the total kinetic energy of the bunch electrons
increases faster than does the radiation energy. For a
semiconductor plate, we have also investigated how the
radiation energy and generation efficiency depend on
the plate thickness at prescribed bunch dimensions. It
has been demonstrated that each dependence has a
maximum, which can be explained as being due the
competition between the two effects: as the plate thick-
ness increases, on the one hand, the region where the
radiation is generated becomes larger, so that the radi-
ated energy increases, and, on the other hand, the dissi-
pative energy losses within the plate become higher.

It has also been concluded that, when the dissipation
of radiation energy in the semiconductor is taken into
account, the requirement for the Poynting vector
(which describes the energy flux of the transition radi-
ation pulses) to lie almost entirely in the plane of the
interface between the two media imposes restrictions
on the maximum bunch dimensions.
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Abstract—It is proposed to measure plasma densities in the range of 105–109 cm–3 by a high-frequency reso-
nator with a periodic structure consisting of annual high-frequency electrodes mounted on oppositely directed
racks. The method proposed substantially increases the proportionality factor between the electron density and
the shift of the resonator eigenfrequency. This factor is determined by the calibration method using an electron
beam with given parameters. The calibration ensures an accuracy of about 10% for density measurements in a
plasma produced by a 5-MeV proton beam propagating in air at pressures of 10–2–10–5 torr. © 2004 MAIK
“Nauka/Interperiodica”.
The resonator method for measuring the plasma
density is widely used in plasma diagnostics in the den-
sity range of n ~108–1014 cm–3 [1, 2]. Unfortunately, the
high-frequency hollow cylindrical resonators that are
usually used for this purpose cannot be employed at
n ! 108 cm–3. However, nonintrusive electron density
measurements in tenuous plasmas are of primary
importance, e.g., in space research, beam physics, elec-
tronics, etc. Thus, in [3], it was shown that probe mea-
surements in space plasma (which are traditionally
used to determine the plasma density in this case) often
give erroneous results. For this reason, it is desirable to
verify probe measurements in space plasma by the non-
intrusive resonator method. This, however, requires that
the sensitivity of the method be substantially increased.

In the absence of an external magnetic field or when
this field is present but the longitudinal (magnetic field–
aligned) component of the high-frequency electric field

is much larger than its transverse component (  @

), the plasma permittivity is described by the well-

known expression ε = 1 – /ω2. In this case, the elec-
tron density measured by the resonator method is deter-
mined as

(1)

where

is the form factor, f is the resonator eigenfrequency, ∆f
is the shift of the eigenfrequency in the presence of
plasma, E is the high-frequency electric field, VP is the
plasma volume, and VR is the resonator volume.
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It follows from Eq. (1) that the minimum electron
density that can be measured by this method is equal to

(2)

where, as usual, it is assumed that ∆fmin ≅  f/(10Q) and Q
is the resonator Q factor.

The plasma is usually located at the resonator axis,
the plasma radius being much smaller than the resona-

tor radius. In this case, we have  @  inside the
plasma. For typical diagnostic parameters (f ≈ 3 GHz,
Q ≈ 3000, and F ≈ 0.03), the minimum measurable
plasma density is nmin ~ 108 cm–3. To decrease the min-
imum measurable plasma density, it is necessary to
decrease the resonator eigenfrequency and increase the
resonator Q factor and form factor.

Our experiments have shown that a high-frequency
resonator with a specific periodic structure meets these
conditions. When the fundamental mode of the resona-
tor is excited, the high-frequency currents flowing
along the inner surface of the cylindrical wall corre-
spond to the ç111 oscillation mode and the internal res-
onator structure produces a longitudinal spatially peri-
odic high-frequency electric field on the resonator axis.
This periodic structure consists of annual high-fre-
quency electrodes mounted on oppositely directed
comb- or pin-type racks (see Fig. 1). These slow-wave
structures, which were first proposed at the Kharkov
Institute of Physics and Technology, are now being
used in linear ion accelerators [4]. Due to such geome-
try, the fundamental frequency of a resonator with the
same dimensions is substantially reduced because of
the additional capacitance and inductance of the peri-
odic structure, whereas the form factor substantially
increases because the longitudinal high-frequency field
is concentrated near the resonator axis. For this type of
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resonators, the problems of a decrease in the fundamen-
tal frequency and an increase in the high-frequency lon-
gitudinal field inside the annual high-frequency elec-
trodes are discussed in [4].

A drawback of the method is that the form factor is
rather difficult to calculate. To overcome this drawback,
we used a specific calibration method. The method is
based on the fact that, in a certain (rather wide) param-
eter range, an electron beam has the same high-fre-
quency characteristics as the plasma (in particular,
when the beam velocity is much smaller than the wave
phase velocity, the Doppler shift of the probing fre-
quency can be ignored). To find the form factor, a
pulsed electron beam with known parameters (and,
therefore, with a known electron density) was passed
along the resonator axis at a residual gas pressure of 5 ×
10–7 torr. The shift of the resonator eigenfrequency was
measured for different modes at different electron beam
densities, while the form factor F was calculated by for-
mula (1). It should be noted that the increase in the gas
pressure from 5 × 10–7 to 3 × 10–6 torr had no effect on
the measurement results; hence, the density of the
plasma produced through the ionization of the residual
gas by the electron beam was negligibly small. Esti-
mates performed with account taken of the ionization
cross sections and the escape of secondary electrons
from the plasma show that the plasma density is one to
two orders of magnitude lower than the electron beam
density. The calibration with an electron beam was per-
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Fig. 1. Schematic of the resonator: (1) resonator housing,
(2) annual high-frequency electrodes, (3) oppositely
directed electrode racks, (4) high-frequency coupling loops,
and (5) plasma column or electron beam.
formed for the fundamental mode of the resonator with
a periodic structure and for several modes of the hollow
resonator. The parameters of the resonator with a peri-
odic structure were as follows: the length was 30 cm;
the diameter was 10 cm; the diameter and length of the
annual high-frequency electrodes were 3 cm and
1.8 cm, respectively; the distance between the elec-
trodes was 1.7 cm; and the structure period was 7 cm.
In our experiments, oppositely directed comb-type
electrode racks were used. The frequency of the funda-
mental resonator mode was 628 MHz, the Q factor was
Q = 4500, and the wave phase velocity was 4.4 ×
109 cm/s. The parameters of the calibration beam were
as follows: the energy was 100 eV, the current was 1–
10 mA, the duration of the flat top of the current pulse
was up to 25 µs, the diameter was 1 cm; and the elec-
tron density was n ~107–108 cm–3. Similar measure-
ments were performed for a hollow resonator in the
absence of a periodic structure. In this case, the resona-
tor eigenfrequency was in the range 1700–3800 MHz,
the Q factor was 3000–6000, the electron beam energy
was 10 keV, the current was 0.1–1 A, the duration of the
flat top of the current pulse was up to 20 µs, the beam
diameter was 1  cm; and the electron beam density was
n ~ 108–109 cm–3. In both cases, the electron beam
propagated in a uniform magnetic field of Hz ≈ 500 Oe.

The condition  !  was satisfied for the longitudi-
nal modes of the hollow resonator (E modes) and for
the fundamental mode of the resonator with a periodic
structure. It should be noted that, at low electron densi-
ties and temperatures (n < 3 × 107 cm–3, Te ~ 0.1 eV), the
calibration can be performed at rather low magnetic

fields such that  !  ! f 2, where f0 = ω0/2π is the
plasma frequency and fc = 2.8 H [Oe] MHz is the elec-
tron cyclotron frequency (H ≈ 70 Oe). Plasma density
measurements can be performed in the absence of a
magnetic field, because the plasma permittivity for the
transverse component of the high-frequency electric
field is almost the same as for the longitudinal compo-

nent (in this case, one can assume that  ~  and the
plasma radius can be relatively large). For a hollow res-
onator, the calibration was also performed for the trans-
verse high-frequency modes (H modes). If, in this case,

f 2 ~ , then the plasma density measurements must be
performed at the same magnetic field as that used for
calibration. As a result, we obtained a series of linear
dependences of the shift of the resonator eigenfre-
quency on the electron density. These dependences
were used to determine the form factors (see table). It
can be seen from the table that the measured eigenfre-
quencies of a hollow resonator are lower than the calcu-
lated ones by 5–10% because there were holes
(equipped by cutoff waveguides) at the resonator ends
that served for pumping-out and the injection of the
electron beam and plasma (see Fig. 1). In particular,
when the diameter and length of the hollow resonator
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Ez
2

f 0
2 f c

2

Er
2

Ez
2

f c
2
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Table

Oscillation mode
Frequency, MHz Form factor

(theory)
Form factor
(experiment)

Range of density 
measurements, cm–3

Hollow resonator

E010 2076 0.036 0.036 108–1010

E012 2314 0.030 0.033 108–1010

E013 2568 0.025 0.027 108–1010

E014 2887 0.020 0.023 108–1010

E015 3253 0.015 0.017 108–1010

E016 3634 0.0090 0.0012 108–1010

H011 3424 0.0011 0.0015 109–1010

H211 2863 – 0.0003 109–1010

H111 1750 – 0.03 108–1010

H113 2195 – 0.035 108–1010

H115 2898 – 0.025 108–1010

Resonator with a periodic structure 628 – 0.15 106–108
are respectively 10 and 30 cm, the calculated resonance
frequencies for the oscillation modes Ö010, Ö012, Ö015,
ç011, and ç111 are 2.30, 2.51, 3.40, 3.69, and 1.83 GHz,
respectively.

The measurement results allow us to draw the fol-
lowing conclusions:

(i) For the hollow resonator, the measured form fac-
tors agree with the calculated ones, which confirms the
validity of the calibration procedure.

(ii) The eigenfrequency of the resonator with a peri-
odic structure is three to four times lower than that of
the hollow resonator with the same size.

(iii) The form factor for the resonator with a periodic
structure is three to four times higher than that for the
hollow resonator.

(iv) At Q = 4500, according to the criterion ∆fmin ≅
f/10Q, the resonator with a periodic structure can be
used to measure plasma densities down to nmin ≅
106 cm–3.

(v) The accuracy of electron density measurements
is about 10%.

It should be noted that, with some special methods
for measuring small frequency shifts, such that ∆fmin ≅
f/(100Q) (see, e.g., [5]), the minimum measurable den-
sity at the given parameters can be reduced to nmin ≅
105 cm–3.

Let us discuss plasma density measurements in near
space. It is well known [3] that, at altitudes of 100–
800 km, the plasma density is 105–106 cm–3, the Debye
length is λD ≈ 0.3–1.0 cm, and the temperature onboard
a satellite is in the range 10–100 K. For comparison, in
the calibration electron beam, the temperature of which
is determined by the cathode and is about 1500 K and
the density is 105−106 cm–3, the Debye length λD is 0.5–
0.9 cm (which satisfactorily agrees with the space-
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
plasma Debye length). This fact can be taken into con-
sideration in calibrating the device for measurements in
a plasma column of radius ~λD. (We note that, when
investigating the propagation of electromagnetic waves
in thin electron and plasma columns, a situation can
occur in which the column length is much larger than
λD, while the plasma radius is ~λD [6].)

To make density measurements in the range of
n ~ 105 cm–3 more reliable and also to progress to the
range of n ~ 104 cm–3, it is necessary to increase the res-
onator sensitivity. This can be done by (i) doubling the
size of the resonator and the measured object (a beam
or plasma), in which case the form factor will remain
the same, the frequency of the fundamental mode will
decrease twice, and the minimum measurable electron
density will decrease fourfold; (ii) doubling the ratio of
the plasma (beam) radius to the radius of the annual
electrode (see Fig. 1; items 2, 5), in which case the form
factor will increase nearly fourfold; or (iii) decreasing
the resistivity of the resonator material, which takes
place in space or laboratory experiments at tempera-
tures of nearly 100 K, when, e.g., the resistivity of cop-
per decreases by a factor of 6 to 7 and the Q factor of
the high-frequency resonator (and consequently its sen-
sitivity) substantially increases in comparison with
those at normal conditions.

Based on the results of our experiments, we can con-
clude that the resonator proposed can be used for non-
intrusive measurements of the plasma density in near
space (in addition to conventional probe measure-
ments) and for calibrating plasma probes in laboratory
benches simulating space plasmas.

In conclusion, we note that a resonator with a peri-
odic structure was used to measure the density of a
plasma produced by a pulsed proton beam with an
energy of 5 MeV and a current of 30 mA. The beam
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propagated along the resonator axis at an air pressure of
10–5–10–2 torr. Figure 2 shows the plasma density mea-
sured during the beam propagation as a function of the
air pressure. In this case, the plasma density in the
range of 106–109 cm–3 was measured.

10–5 10–4 10–3 10–2

107

108

109

p, torr

n, cm–3

Fig. 2. Density of the plasma produced by a pulsed proton
beam with an energy of 5 MeV and a current of 30 mA as a
function of the air pressure.
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Abstract—The temperature of the neutral component in a repetitive microwave torch excited in an argon jet
injected into atmospheric air is measured using different optical methods. The microwave energy is efficiently
converted into the thermal energy of the argon jet. The gas temperature is maximum at the nozzle, where it
reaches 4.5–5.0 kK, and decreases to 2.5–3.0 kK along the jet. The torch plasma, which is not in thermal equi-
librium, drastically influences the working gas and the surrounding air. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Microwave discharges excited in coaxial
waveguides are widely used in physical experiments
and various technological applications (see, e.g., [1–
3]). Experiments carried out in recent years at the Insti-
tute of General Physics of the Russian Academy of Sci-
ences (see [4–6]) have made a substantial contribution
to the physics of coaxial microwave discharges. The
design of the microwave torch under study is shown
schematically in Fig. 1.

The central waveguide electrode, which is shorter
than the outer electrode, also serves as a gas pipeline
through which the working gas is supplied to the noz-
zle. The discharge is excited near the nozzle surface and
then forms a plasma jet extended along the z axis. The
microwave source is a conventional magnetron (with a
wavelength of λ f = 12 cm and an average power of P ≤
1 kW) used in domestic microwave ovens. The micro-
wave radiation is generated in the pulse-periodic mode.

Microwave torches were excited in atomic and
molecular gases and various gas mixtures. Most of the
studies were carried with an argon jet injected into
atmospheric air. The argon flow rate was 20–100 l/min.

In [6], the dynamics of the torch formation was
investigated and the electron density in the torch was
measured. The experiments showed a rather compli-
cated picture (which cannot be adequately described by
the surfatron discharge model [1]) of the formation and
maintenance of a microwave torch in each of the subse-
quent microwave pulses.

It was found that a microwave pulse passes through
the initial stage in which the magnetron radiation is
generated in the form of a sequence of short (with a
1063-780X/04/3006- $26.00 © 20531
duration of ≤1 µs) high-power spikes. After a relatively
short delay time (≥150 µs), the microwave pulses
become to be accompanied by the plasma bursts that
are localized near the nozzle of the central electrode.
The sequence of bursts is followed by the generation of
an ionization wave that propagates along the z axis and
forms the bulk of the torch. The first ionization wave is
followed by a train of waves that leave the nozzle and
overtake the first wave.

The plasma jet formed by the end of a microwave
pulse consists of a bright core adjacent to the nozzle
and extended along the z axis by 1.0–1.5 cm and a less
bright region with a substantially greater volume (the
bulk of the torch).

The electron density in the core is as high as ne .
1016 cm–3, while in the bulk of the torch, it is (1–3) ×
1014 cm–3.

The determination of the gas temperature in the
plasma jet is of interest from the standpoint of both
developing a physical and physicochemical model of a
microwave plasma torch and using such torches in var-
ious technological applications. The gas temperature Tg

and the degree to which the electron temperature Te is
higher than the gas temperature (the degree to which
the torch plasma is far from thermal equilibrium) deter-
mine the efficiency of the plasmochemical processes
occurring inside and outside the gas-discharge region.
The objective of our study was to measure the temper-
ature of the neutral component of an argon torch
injected into atmospheric air.
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Schematic of a coaxial microwave plasmatron with an ordinary design of a coaxial line, and (b) an outer coaxial electrode
that ends with a set of rods (basket): (1) magnetron, (2) loop for the output of microwaves from the rectangular cavity, (3) outer
electrode, (4) nozzle, (5) plasma jet, (6) inner electrode, (7) working gas, (8) rectangular cavity, and (9) copper rods.
2. EXPERIMENTAL LAYOUT 
AND DIAGNOSTIC TECHNIQUES

The experimental layout is shown in Fig. 2, and the
design of the microwave plasmatron generating a torch
in atmospheric air is depicted in Fig. 1. Distinguishing
features of the microwave plasmatron are, first, the
method of transferring the microwave energy from the
magnetron to a coaxial waveguide and, second, the
design of the outer electrode of the coaxial line, which
ends with a set of rods forming a basket surrounding the
nozzle and the torch (Fig. 1b). The rods act as a solid
screen for microwaves and, at the same time, allow free
access to the torch for various diagnostics and for
pieces to be processed.

The working gas (argon) was injected through the
central electrode. The argon flow rate was ≤20 l/min,
the average magnetron power was P . 800 W, and the
radiation frequency was f . 2.45 GHz. The magnetron
operated in the pulse-periodic mode (the pulse duration
was τi . 8 ms, and the interval between pulses was τd .
12 ms).

The gas temperature was measured by the following
diagnostics shown schematically in Fig. 2:

(i) Observations of the total spectrum with an S2000
Ocean Optics spectrometer with an operating spectral
interval of 200 ≤ λ ≤ 850 nm. The spectrum was aver-
aged over several magnetron pulses. The spectrum was
measured at different points along the z axis, starting
from the nozzle of the microwave torch. The spatial res-
olution was ∆z . 1 mm, and the spectral resolution was
∆λ . 1.2 nm. A distinctive feature of this method is that
it allows one to reliably measure the continuous spec-
trum of the torch within a wide wavelength range and
to determine the radiation temperature of the torch.

(ii) Measurements of the torch radiation in the short-
wavelength range (300 ≤ λ ≤ 395 nm) with an HR2000
Ocean Optics spectrograph, the operating spectral
interval of which includes the second positive system of
molecular nitrogen (the C3Πu  B3Πg transition).
The torch spectrum was measured in different regions
along the z axis. The spectral resolution was ∆λ ≅
0.05 nm. This method allowed us to determine the rota-
tional temperature of nitrogen molecules from the rela-
tive intensity of the lines of the nitrogen vibrational–
rotational spectrum.

(iii) Optical interferometry (a Mach–Zehnder inter-
ferometer), which allows measurements of the gas den-
sity perturbations in the torch and in the surrounding
air. The light source was an OGM-20 (λ = 0.66 µm)
laser. The exposure time was about 30 ns. For an iso-
baric process, variations in the gas density uniquely
determine variations in the gas temperature.
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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Fig. 2. Experimental layout: (1) microwave torch, (2) diagnostic microwave horn antennas and lenses, (3) microwave detector,
(4, 7) components of the interferometric system (photographic camera, OFGM-20 laser, etc.), (5) S2000 spectrograph, (6) diagnos-
tic microwave oscillator, (8) HR2000 spectrograph, and (9) collimated photodiode.
The total emission spectrum was measured when
the torch was excited in pure argon and in argon with an
admixture of metal (tungsten) grains with a size on the
order of 30 µm and when thin ceramic rods were
inserted into the argon torch.

3. MEASUREMENT RESULTS

Figure 3 shows characteristic torch spectra mea-
sured with the S2000 spectrograph at different dis-
tances from the nozzle. The spectra contain both the
continuous and line components. An analysis shows
that the line emission in the long-wavelength range of
700 ≤ λ ≤ 850 nm is related to argon atoms (except for
one line identified as an atomic oxygen line). In addi-
tion to the atomic lines, there are molecular bands that
can be identified as molecular nitrogen bands (in partic-
ular, the second positive system of N2). However, in
view of the objectives of this paper, the third compo-
nent of the spectrum, namely, continuum spectrum
(which can be compared to the spectrum of a Planckian
radiator) is of primary importance. If the continuum
spectrum is nearly Planckian, then it can be used to
determine the radiation temperature (and, probably, the
gas temperature) of the torch.

The spectral intensity of the equilibrium (Planckian)
radiator Iλ is given by the expression [7]

(1)Iλ const/λ( )4
hc/λkT( )exp 1–[ ] 1–

.=
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In the spectral range where the inequality
exp(hc/λkT) @ 1 holds, expression (1) can be reduced
to the form

1.4388 × 108/λ = B – Tln(Iλλ4), (2)

where λ is expressed in Å, T is the radiator temperature
in K, Iλ is in arbitrary units, and B is a constant that is
independent of λ.

In the coordinates x  = ln(Iλλ4) and y = 1.4388 ×
108/λ, the spectrum of a Planckian radiator is described
by a linear function, whose slope gives the radiator tem-
perature.

The above procedure was applied to spectra similar
to those illustrated in Fig. 3. Drawing a fitting straight
line through the measured curve as is shown in Fig. 4,
we determine the torch radiation temperature T, which
is identified with the gas temperature Tg.

The question as to whether the radiation tempera-
ture of the argon torch may be identified with the gas
temperature will be discussed below. Here, we note
only that an advantage of the method described above
is that we need no information on the emissivity of the
radiation source, so that absolute measurements of the
radiation intensity are unnecessary.

The temperature Tg determined by the above method
is shown in Fig. 5 as a function of the axial distance
from the plasmatron nozzle.

The above nonintrusive method of determining the
gas temperature from the continuum spectrum of the
torch radiation with the help of the S2000 spectrograph
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Fig. 4. Continuum emission spectrum of an argon torch and
its fit by a straight line according to formula (2).
can be supplemented with diagnostics of the optical
emission from solid bodies introduced into the torch
and heated by the plasma and the hot gas. An obvious
disadvantage of these diagnostics is that the torch is
perturbed by the introduced bodies. On the other hand,
their advantage is that they allow one to avoid uncer-
tainty in identifying the radiation temperature with the
temperature of the solid probe and, apparently, the gas
temperature.

In one of the contact diagnostics, tungsten grains
(30–40 µm in size) were injected into the working gas
(argon) with the use of a specially developed dispenser.
The number density of grains was no higher than
10 cm–3. The injection of grains was accompanied by a
sharp increase in the intensity of the torch radiation (see
Fig. 6a). At the same time, the spectral distribution of
the intensity Iλ in the wavelength range of 450 ≤ λ ≤
650 nm was very similar to a Planckian spectrum
(Fig. 6b). Since the radiating tungsten grains were
small in size, it was reasonable to assume that their tem-
perature was equal to the gas temperature: T ≅ Tg.

The axial profile of the temperature T measured dur-
ing the injection of grains into the torch is shown in
Fig. 7.

Let us also consider the results of measurements of
the temperature of a 0.5-mm-diameter ceramic pipe
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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inserted into the torch. The measurements were per-
formed with the S2000 spectrograph. A typical emis-
sion spectrum of the probe is shown in Fig. 8a. This
spectrum is close to a Planckian spectrum, except for a
well-pronounced potassium doublet superimposed on
the continuum (Fig. 8b). Figure 9 shows the tempera-
ture of a pipe positioned at different distances from the
nozzle. It can be seen from the figure that this tempera-
ture does not exceed 2300 K (which is somewhat higher
than the melting temperature of ceramics). Optical
measurements performed with the use of a solid probe
allow us to conclude that the gas temperature through-
out the entire torch volume is no lower than 2300 K:
Tg ≥ 2300 K.

From the torch emission spectra recorded with the
help of the HR2000 spectrograph, we were able to
determine the rotational temperature of molecular
nitrogen. Under our experimental conditions, this tem-
perature was close to the gas temperature. Figure 10
illustrates typical spectra observed at different dis-
tances from the nozzle. An analysis shows that, imme-
diately near the nozzle, the emission spectrum in the
range of 300 ≤ λ ≤ 395 nm is dominated by the bands
of neutral molecular nitrogen. As the distance from the
nozzle increases, the bands of molecular nitrogen ions
become dominating.

From the relative intensity of the vibrational–rota-
tional spectral lines of the second positive system of
nitrogen, we estimated the rotational temperature Tr of
nitrogen molecules in the plasma region lying immedi-
ately near the nozzle. In this plasma region, the spec-
trum of the second positive system is not superimposed
by the lines of molecular nitrogen ions.

The integral intensity Iν of a rotational line in the
emission spectrum is determined by the expression [8]

(3)

where νJ', J'' is the frequency of the rotational transition;
J' and J'' are the rotational quantum numbers of the
upper and lower levels, respectively; C is a factor inde-
pendent of J' and J'';  is the density of nitrogen mol-
ecules; SJ’, J'' is the Henly–London factor; BC is the rota-
tional constant of the term C3Πu; and k is the Boltzmann
constant. Assuming that the frequency νJ', J'' depends
only slightly on J and BC = 1.815 cm–1, expression (3)
can be reduced to the form

0.88ln(Iν/SJ', J'') = –J'(J' + 1)/Tr + const. (4)

Plotting the dependence of the logarithm of the
reduced intensity on J'(J' + 1) and approximating it by
a straight line (i.e., assuming a Boltzmann distribution
over rotational levels), we can determine the rotational
temperature (and, consequently, the gas temperature)
from the slope of this straight line. Figure 11 shows the
dependence of this kind at z = 1 cm. The temperature
determined from the slope of the fitting line is Tr ≈ Tg ≈
2100 K.

Iν CνJ' J'',
4

nN2
SJ' J'', BCJ' J' 1+( )/kTr–{ } ,exp=

nN2
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Finally, we consider the results of laser interferom-
etry. Interferograms of the microwave torch were
recorded at different times td (counted from the leading
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Fig. 8. Typical emission spectrum of a probe (a ceramic
pipe) inserted into the torch: (a) the total emission spectrum
of the probe and (b) the probe emission spectrum and its fit
by a straight line according to formula (2).
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Fig. 7. Longitudinal temperature profile in a microwave
torch generated in a mixture of Ar with tungsten grains.
edge of a microwave pulse), so that the density distribu-
tion of the working gas ρAr was measured during a
pulse and also between successive pulses. Figure 12
demonstrates typical interferograms of an argon torch
(at a gas flow rate of ≈20 l/min). Straight lines emerging
from the nozzle along the z axis are shadows of the bas-
ket rods. The nozzle itself produces a shadow at the top
of the figure. The nozzle diameter (.6 mm) can be used
as a spatial scale. The laser beam passed through the
torch in the direction orthogonal to the z axis.

A qualitative analysis of interferograms shows that
the gas flow near the nozzle is laminar. Fringe shifts are
clearly defined, so that the interferogram can be pro-
cessed in a standard manner (see [9]) to recover the spa-
tial distribution of the working gas density ρAr(r, z).

As the distance from the core along the z axis
increases, the flow becomes turbulent; hence, the
recovery of the spatial distribution of ρAr is region is
hardly possible. Thus, laser interferometry allows us to
determine the gas temperature (assuming that the pro-
cess is isobaric) only immediately near the nozzle
(inside the core).

The relative change in the gas density is determined
by the relation

∆ρAr/(ρAr)0 ≈ ∆Kλl/l(NAr – 1), (5)

where ∆ρAr = (ρAr)0 – ρAr is the change in the working
gas density averaged over a segment l of the laser beam,
which is perpendicular to the z axis; ∆K is the fringe
shift; λl is the diagnostic laser wavelength (λl . 7 ×
10−5 cm); NAr is the refractive index of the working gas
(under our experimental conditions, neutral Ar atoms in
the ground state make a major contribution to NAr).

Under our experimental conditions, formula (5) can
be reduced to the form

∆ρAr/(ρAr)0 ≈ 0.23∆K/l, (6)

where l is in cm. 
Substituting the size l of the gas region perturbed by

the torch and the value of ∆K in the core, we find

∆ρAr/(ρAr)0 ≥ 0.9. (7)

This means that the gas temperature in the core is

Tg1 ≥ 10Tg0 ≈ 3000 K. 

Unfortunately, the insufficient accuracy of the
method (the fringe shift can be measured with an accu-
racy no better than 0.1 of the fringe width) does not
allow us to correctly determine the temperature in the
core when this temperature is higher 3000 K.

4. DISCUSSION OF RESULTS

The determination of the gas temperature in an
argon plasma jet generated by a microwave plasmatron
turned out to be a rather complicated problem, because
the torch is difficult to investigate using the diagnostics
commonly employed in gas-discharge experiments.
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
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Thus, laser interferometry failed to operate outside the
core because of the strong gas-flow turbulence. Inside
the core, where it is impossible to measure the fringe
shifts smaller than 0.1 of the fringe width, the interfer-
ometry gives only a lower estimate of Tg: Tg ≥ 3000 K.

The rotational temperature Tr is also very difficult to
determine from the vibrational–rotational bands of
nitrogen molecules. Outside the core, at large distances
from the nozzle, the neutral molecular nitrogen bands
are superimposed by the bands of molecular nitrogen
ions. At the same time, in the core itself, nitrogen is
replaced with argon ejected from the nozzle of the cen-
tral electrode of the coaxial line. As to the temperature
Tr . Tg ≅  2100 K measured near the nozzle, it seems
that this temperature characterizes the state of air
weakly heated in the radial direction by the argon
plasma.

The only workable diagnostics that allowed us to
determine the gas temperature along the entire torch
was the method based on the measurements of the con-
tinuum spectrum in the long-wavelength range. It
appeared that this spectrum was Planckian with a radi-
ation temperature T. The fact that the radiation temper-
ature T can be identified with the gas temperature fol-
lows from a comparison of the measured radiation tem-
perature of a pure argon torch with the results of
measurements of the radiation temperature of the gas
with injected tungsten grains, as well as from the data
of laser interferometry of the gas heated by the torch.
Laser interferometry gives a rather high gas tempera-
ture in side the core (Tg ≥ 3000 K). This fact confirms
the assumption that radiation is in equilibrium with the
gas, i.e., that the equality Tg . T is satisfied (T . 4000–
5000 K).

The tungsten grain temperature, which was deter-
mined from the Planckian emission spectrum of the
grains, rapidly reaches the temperature of the ambient
gas because of the small grain size. However, the grains
themselves substantially influence the torch thermody-
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1900

Fig. 9. Temperature of a ceramic probe at different distances
of the torch nozzle.
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namics. As a result, the torch temperature increases due
to the intensified deexcitation of electronically excited
argon atoms, as well as due to exothermal oxidation
reactions of tungsten with air oxygen. The latter pro-
cesses are seemingly responsible for an increase in the
gas temperature with increasing distance from the plas-
matron along the z axis (see Fig. 7). However, immedi-
ately near the nozzle, where the oxidation processes do
not manifest themselves, the grain temperature is close
to the gas temperature and is determined by the radia-
tion temperature of the argon torch (Tg ≅ 4000 K) (cf.
Figs. 7 and 5).
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The measurements of the radiation temperature of a
ceramic pipe inserted into the torch may be regarded as
a test method for measuring the temperature from the
continuum spectrum (Fig. 9). The result obtained, i.e.,
the fact that the temperature throughout the entire
plasma jet is close to the ceramics melting temperature,
testifies that the calibration of the spectral measure-
ments is correct and the method is workable (a ceramics
temperature close to 2300 K was also independently
determined by a Raynger MX4 standard pyrometer).

The above arguments in support of the equality Tg ≅  T
are based on the data obtained by different experimen-
tal methods. Below, we will consider a kinetic scheme
that shows that, under the given conditions, the optical
continuum can be in equilibrium with the gas. A start-
ing point for the formulation of the kinetic scheme is a
reasonable assumption that the source of continuum
radiation that is in equilibrium with the gas is an air
layer adjacent to the torch, so that the temperature of
this layer is close to the torch temperature. In fact, in the
air layer adjacent to the argon core (where ne ≈ 1016 cm–3,
Te > Tg), as well as in the argon–air mixture behind the
core (where ne ≥ 1014 cm–3, Te > T), the excitation of the

electronic term  of nitrogen molecules must pro-
ceed very efficiently, so that the population of this term
becomes higher than the equilibrium population, e.g.,
due to the intense processes

(8)

or
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Fig. 11. Measured mission intensity of the second positive
system of molecular nitrogen at a distance of z ≤ 0.1 cm
from the nozzle (symbols) and its fit by a straight line
according to formula (4).
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Fig. 12. Typical interferograms of an argon torch observed
at different times td: (a) 0.34, (b) 1.38, and (c) 2.6 ms.
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When the state N2(A) in a strongly heated gas is
highly populated via mechanisms (8)–(11),1 the popu-
lations of the vibrational–rotational levels of the term

 and the levels B3Πg, vB, ; W3∆u, vW , and 
will obey a Boltzmann law for thermodynamic equilib-
rium:

(12)

Here, gΛ is the statistical weight of the electronic state

Λ of a N2 molecule (Λ  ; B3Πg, and W2∆u) and

 is the excitation energy of the level Λ, vΛ,

. According to Boltzmann distribution (12), the dis-
tribution of the energy supplied by electrons and/or
excited argon atoms to this system of terms of the N2
molecule is governed by the fast processes of RT, VT,
and ET relaxation, and also by the processes of VV '
exchange of vibrational photons between electronically
excited molecules N2(A, B, W) and molecules N2(X, v x)
and O2(X, v x). As a result, we arrive at a realistic mech-
anism for the formation of continuum in the spectrum
of optical radiation that is in equilibrium with the gas
and is associated with the first positive system of nitro-
gen molecules (the transitions B3Πg, vB,  

1 Data on the integral rate constants of the processes involved and
also information on the channels of the deexcitation of electroni-
cally excited nitrogen molecules in nitrogen–oxygen mixtures are
presented in [10]. The rate constants of processes (9)–(11) can be

taken from [11, 12]:  = 3.6 × 10–11 cm3/s,  =

0.9 × 10–11 cm3/s,  = 1.6 × 10–11 cm3/s,  = 4.7 ×

10–11 cm3/s,  ≈ 1.5 × 105 s–1,  = 2.72 × 107 s–1,

 = 2.74 × 107 s–1,  = 2.71 × 107 s–1,

 = 2.65 × 107 s–1, and  = 2.54 × 107 s–1.
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, vA, , at which excited N2 molecules emit
photons with wavelengths λ ∈ (4500 Å, 10500 Å))
[13]. The continuum spectrum of the torch in the wave-
length range under study (4500 Å ≤ λ ≤ 6500 Å) may
be explained by the overlapping of bands inside the first
positive system and, what is more important, by the fact
that the gas is strongly heated and the molecular lines
overlap because of their substantial broadening [7].
Indeed, under our experimental conditions, when the
air molecular density is in the range of 0.5 × 1019 ≤ nair ≤
2.5 × 1019 cm–3, the broadening of the spectral lines at a

gas temperature of 5000 K is (∆k  ≥ (∆k  . 0.1–
0.5 cm–1 (the lower estimate for the line half-width was
calculated based on the theory of the Van der Waals
interaction of colliding particles (see [14, 15]).2 An
analysis also shows that, under our experimental condi-
tions, the Stark broadening of the torch emission lines
can play a significant (probably, even decisive) role in
the formation of the continuum spectrum.

The continuum spectrum of the torch emission can
also be attributed to microscopic grains of the material
of the central electrode (or metal plasmoids produced
by microexplosions at the nozzle edge) that are intro-
duced into the gas in the stage of the torch ignition and
are then entrained by the gas flow along the z axis,
being in thermal equilibrium with the gas.

Thus, based on the results of all the diagnostics
applied, we can conclude that the gas temperature in the
torch is maximum in the core (Tg ≅ 4000–5000 K) and
gradually decreases (down to Tg ≅ 2500–3000 K) along
the jet.

The electron density in the core (nec . 1016 cm–3) and
in the bulk of the torch (net . (1–3) × 1014 cm–3) sub-
stantially exceeds the density corresponding to the ther-
mal equilibrium conditions. This means that the torch
plasma is not in thermal equilibrium and the electron
temperature is substantially higher than the neutral-gas
temperature.

The problem of the heating of the molecular and
atomic components of the plasma in the microwave
torch under study is of particular interest and must be
solved self-consistently, taking into consideration the
electrodynamic, kinetic, and gasdynamic phenomena.
Here, we restrict ourselves to simple estimates that con-

2 An analysis of the λ = 4800–6500 Å emission of molecular nitro-
gen with allowance for the data on the Frank–Condon factors in
[16] shows that the average distance between the fine-structure
spectral lines at T = 5000 K is about 0.3 cm–1.
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+
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firm the possibility of efficiently heating the torch gen-
erated by a microwave coaxial plasmatron.

The high density of electrons and their relatively
high temperature (according to [17], it attains 2–3 eV)
can result in the fast heating of the neutral component
to temperatures observed experimentally in the core.
Thus, the characteristic heating time of the neutral
component (τn) by the plasma electrons can be esti-
mated from the expression

τn ≈ δ–1nm/ne, (13)

where νeff . 4 × 109p (p being the pressure expressed in
torr) [18], δ is the fraction of the electron energy trans-
ferred to neutrals in one collision event, and nm is the
density of the neutral component.

The propagation time of the working gas through
the core of length Lc is

τfl ≈ Lc/v g, (14)

where v g is the longitudinal velocity of the gas flow. For
argon at ne = 1016 cm–3, nm . (1–2) × 1019 cm–3, and
v g . 20 m/s, we have

τn ! τfl (15)

even we assume that the energy is transferred from
electrons to argon atoms in elastic collisions only.

Therefore, we can expect that the neutral component
inside the core will be rapidly heated to a temperature
of Tg . (4–5) kK < Te . (20–30) kK.

Outside the core, the process of gas heating by the
plasma electrons is no longer dominant because the
density ne is more than two orders of magnitude lower
than the electron density in the core. However, in this
case, such mechanisms as the deexcitation of electron-
ically excited argon atoms by the gas molecules may
come into play. Moreover, a substantial contribution to
gas heating can be made by the mechanism suggested
in [17]: the charge exchange of argon ions with air mol-
ecules incoming in the torch and the subsequent recom-

bination of , and  molecular ions.

An analysis shows that the energy expended on the
gas heating in the torch is nearly equal to the energy of
a microwave pulse:

Vcεc + Vtεt ≈ Piτi , (16)

where Pi and τi are the peak power and duration of a
microwave pulse; Vc and Vt are the volumes of the core
and bulk of the torch; and εc and εt are the energy den-
sities required to heat the gas in the core and bulk of the
torch to temperatures of (Tg)c and (Tg)t, respectively.
This equality demonstrates the high absorption effi-
ciency of the pumping wave, whose energy is finally
converted into gas heating.

νeff
1–

N2
+

O2
+

5. CONCLUSIONS

The measurements performed have shown that the
microwave energy supplied to a repetitive torch gener-
ated in an argon jet injected into atmospheric air in a
coaxial waveguide is efficiently converted into the ther-
mal energy of the gas jet. The gas temperature is maxi-
mum in the core, located near the plasmatron nozzle
(4.5–5.0 kK), and decreases gradually to 2.5–3.0 kK in
the axial direction. The torch plasma, which is not in
thermal equilibrium (Te @ Tg), can drastically influence
the working gas and the surrounding air.

The area of possible applications of the device under
study is rather wide. Thus, it is expedient to study the
possibility of employing a coaxial microwave plasma-
tron to generate hydrogen (via the decomposition of
natural water-containing gases and water vapor), to
decompose chlorofluorocarbons and poison gases, to
neutralize the harmful components of industrial
exhausts, to weld metals in a chemically inactive atmo-
sphere without using combustible gases, etc.
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Abstract—The effect of the nonlocal nature of the electron distribution function on the dissociation rate of oxy-
gen molecules in a dc glow discharge is studied. The concentration of oxygen atoms and the probability of their
loss at the discharge tube wall are measured as functions of the discharge parameters by means of the time-
resolved actinometric method involving argon atoms. An analysis of the measurement data in terms of both a
discharge model in which the effect of the nonlocal nature of the electron energy spectrum is taken into account
and a model in which this effect is ignored makes it possible to thoroughly investigate the balance of oxygen
atoms in the discharge. The production rate of é(3ê) atoms and their concentration in the plasma are calculated
with allowance for the nonlocal nature of the electron energy distribution function. The calculated values agree
well with the experimental data and differ substantially from those obtained using a spatially homogeneous dis-
tribution function. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Plasma technologies are now widely employed in
many sectors of industry, in particular, in micro- and
nanoelectronics. As a rule, such technologies are based
on low-pressure discharges, which provide the possibil-
ity of creating highly nonequilibrium and chemically
active media. It is well known that such nonequilibrium
conditions in the medium are associated primarily with
the nonequilibrium character of the plasma particles:
the electron temperature is much higher than the ion
and gas temperatures. The nonequilibrium character of
the electrons causes neutral active particles (atoms, rad-
icals, and excited neutrals) to become chemically non-
equilibrium; in this situation, the concentrations of such
particles are determined by the electron temperature
and exceed their equilibrium values by many orders of
magnitude. In most cases, a decrease in pressure (or,
more precisely, in the parameter pd, where p is the gas
pressure and d is the characteristic plasma dimension)
is accompanied by a marked increase in the reduced
electric field in the discharge plasma; as a result, the
electron energy spectrum becomes nonlocal and aniso-
tropic [1–10]. At moderate pressures, the main mecha-
nism by which radicals are produced is the electron-
impact dissociation of molecules. The threshold energy
for this process is fairly high; as a rule, it appreciably
exceeds the electron temperature. Consequently, the
nonlocal nature of the electron spectrum can be
expected to have a fairly large effect on the molecular
dissociation.

In this work, we present the results of investigations
of the kinetics of oxygen atoms in the ground state
O(3ê) in dc glow discharges initiated in a long cylindri-
cal tube. In such experimental geometry, the electric
1063-780X/04/3006- $26.00 © 20542
field in the positive discharge column is uniform along
the tube axis but it is highly nonuniform in the radial
direction. This discharge structure provides correct
measurements of both the concentration of O(3ê) atoms
and the rate of their production, because, at pd < 10 torr
cm (here, d is the tube diameter), heterogeneous recom-
bination proceeds in the kinetic regime and is the main
loss mechanism for oxygen atoms. In [9–12], it was
shown that, in pure é2, the nonlocal nature of the elec-
tron energy distribution over the discharge tube cross
section is important only at pd < 1 torr cm. Hence, by
investigating the dynamics of the production of O(3ê)
atoms in a glow discharge in oxygen over a wide range
of pd values (from 0.1 to 10 torr cm), in which the elec-
tron energy spectrum changes from being strongly non-
local to very weakly nonlocal, it is possible to test the
correctness of the nonlocal kinetic scheme against a
simpler local model applicable for high pd values in
order to correctly compare the experimental data
obtained for lower pd values with the results calculated
with allowance for the nonlocal nature of the electron
energy distribution function (EEDF).

2. EXPERIMENT

It is known that, at low pressures, the heterogeneous
recombination of oxygen atoms is the main mechanism
by which they are lost. Since the probability for O(3ê)
atoms to be lost at a quartz glass surface is fairly low
(~10–3), the range of pd values at which oxygen atoms
are lost in the kinetic regime (when the characteristic
time required for the particles to diffuse to the surface
is much shorter than their lifetime) extends up to about
6–8 torr cm. In this case, from the kinetic equation for
the concentration of O(3ê) atoms averaged over the dis-
004 MAIK “Nauka/Interperiodica”
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charge tube cross section, we see that the steady-state
concentration of these atoms is determined by the bal-
ance between their production within the plasma vol-
ume and their loss at the tube wall:

. (1)

Here, νq =  is the loss rate of O(3ê) atoms at the

tube surface, γ0 is the probability of the heterogeneous
recombination of the atoms, d is the tube diameter, and
vT is the thermal velocity of the atoms near the tube sur-
face. The sum of the rate constants of the processes of
production of oxygen atoms is denoted by Diss. In a
glow discharge plasma, the main production processes
are those of electron-impact dissociation of O2 mole-
cules:

(2)

(3)

 (4)

Therefore, by measuring the quantities on the right-
hand side of Eq. (1), it is possible to experimentally
determine the averaged (over the discharge tube cross
section) rate constants of processes (2)–(4). In turn, by
comparing the experimentally obtained rate constants
with the calculated ones, it is possible to investigate the
effect of the nonlocal nature of the electron energy
spectrum on the dissociation of oxygen molecules. It is
these measurements that were carried out in our exper-
iments by the time-resolved actinometric method.

A schematic of the experiment is illustrated in
Fig. 1. The discharges were initiated in two molybde-
num glass tubes with an inner diameter of 12 mm, fab-
ricated at different times. The distance between the
electrodes was 49 cm. The pressure was varied in the
range 0.1–3 torr and the current density was varied in
the range 1–40 mA/cm2. The concentration of oxygen
atoms was measured by the actinometric method
involving argon atoms. In our previous experiments
[12], the atomic oxygen concentration was measured
from the O(3p3P  3p3S) and Ar(2p9–1s2) transitions
at wavelengths of 844.6 nm and 811.5 nm, respectively.
In the experiments described here, we also used these
transitions, keeping in mind the fact that, according to
the calculations of [13], the contribution of the disso-
ciative excitation of O2 molecules to the emission inten-
sity at a wavelength of 844.6 nm is minimal. However,
the results of measuring the concentration of é(3ê)
atoms from the O(3p5P   3p5S) transition at λ =

Diss νq O P3( )[ ]≈

γ0

v T

d
------

e O2 O2 Π3
g( ) O P3( ) O P3( )++

(6.1-eV threshold),

e O2 O2 B3Σu
–( ) O P3( ) O D1( )++

(7.34-eV threshold),

e O2 O2 Π1
g( ) O P3( ) O S1( )++

(9.1-eV threshold).
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771.1 nm and Ar(2p1–1s5) transition at λ = 750.3 nm,
which are often used in the actinometry of oxygen
atoms, showed that, at reduced pressures (such that
pd < 1 torr cm), actinometric measurements of the con-
centration of O(3ê) atoms from the ratio of the 844-nm
and 811-nm spectral line intensities are subject to large
systematic errors. That is why we also carried out test
measurements of the concentration of oxygen atoms
from resonant vacuum ultraviolet (VUV) absorption in
the O(2p3P  3p3S) transition at λ = 130 nm. As a
source of VUV radiation, we used surface-wave dis-
charges in an Ar : O2 or a He : O2 mixture with a small
(~1%) amount of oxygen. Surface-wave discharges
with a power of 30–100 W were excited in a quartz tube
with an inner diameter of 15 mm by a microwave oscil-
lator (f = 2.45 GHz) with the help of a surfatron-type
cavity. The discharge tube was connected to the VUV
source and VUV monochromator through the MgF2

windows. The oxygen line emission from the resonant
transition at λ = 130 nm was recorded at the exit from
the vacuum monochromator by a FÉU-142 sun-blind
photomultiplier. Unfortunately, because of the low res-
olution of the VUV monochromator, we were unable to
achieve good resolution of the profiles of the fine struc-
ture of the resonant emission lines of atomic oxygen in
the VUV source; as a consequence, we failed to per-
form precise absolute calibration of the results of mea-
suring the resonant absorption by é(3ê) atoms from
their concentration. As for the estimates of the concen-
tration of é(3ê) atoms from the absorption at the wings
of the spectral lines of the fine structure at λ = 130 nm,
they were found to essentially coincide with the results
of actinometric measurements using the 777-nm oxy-
gen emission line and 750-nm argon emission line and

1

2

3 4

5

6

78

Fig. 1. Experimental layout: (1) discharge tube, (2) two-
probe system for measuring the electric field dynamics,
(3) high-voltage power supply, (4) discharge-current modu-
lation circuit, (5) monochromator, (6) photomultiplier,
(7) digital oscilloscope, and (8) computer.
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also with the data known from the literature [13, 14]. A
more important point is, however, that the relative mea-
surements of the concentration of é(3ê) atoms by the
resonant VUV absorption method and by the actino-
metric method yielded the same dependence of the con-
centration on the discharge parameters. This indicates
that, on the one hand, actinometric measurements of the
concentration of é(3ê) atoms from the ratio of the O
777-nm and Ar 750-nm spectral line intensities produce
correct results and, on the other hand, there may be a
systematic error in analogous actinometric measure-
ments using the O 844-nm spectral line and Ar 811-nm
spectral line. Our analysis shows that the systematic
error observed in the latter case is apparently associated
with the measurement inaccuracies near the threshold
cross section for the excitation of the 2p9 radiating level
of an argon atom. Hence, the results of actinometric
measurements of the concentration of O(3ê) atoms
from the ratio of the O 777.1-nm and Ar 750.3-nm
spectral line intensities are more reliable; it is for this
reason that they were used in our work.

The results of actinometric measurements of the

concentration of O(3ê) atoms from the ratio of the 

and  spectral line intensities are illustrated in Fig. 2,
which shows the degree of dissociation [O(3ê)]/[O2]
measured as a function of the discharge current at dif-
ferent gas pressures. In our opinion, such representa-
tion of the experimental data is more correct and illus-
trative: it is independent of the radial profile of the gas
pressure because the radial profiles of the concentra-
tions of O(3ê) atoms and of é2 atoms are determined
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Fig. 2. Ratio [O(3P)]/[O2] versus discharge current density
at different oxygen pressures ([N] denotes the concentration
of the particles of species N). The data are provided by act-
inometric measurements of the concentration of O(3ê)

atoms from the ratio of the  and  spectral line

intensities.
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O
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by the gas temperature by virtue of the fact that the oxy-
gen atoms have a low probability of being lost at the
tube wall. The gas temperature Tg at the discharge axis
was measured from the resolved structure of the P

branch of the O2( , v  = 0)  O2( , v  = 0)
band of the oxygen molecule. However, we failed to
completely resolve the fine structure of the P branch
(the QP and PP branches). However, as was shown in
[15], this circumstance does not introduce errors in the
results of measuring the gas temperature Tg, provided
that the measurement accuracy is up to 5–7%. From
Fig. 2, we can readily see that the degree of dissociation
of oxygen molecules, [O(3ê)]/[O2], is a linear function
of the discharge current and is essentially independent
of the gas pressure over the entire pressure range under
investigation (in our experiments, the maximum and
minimum gas pressures differed by a factor of about 20,
in which case the reduced electric field changed by a
factor of approximately 3, from about 80 Td at 3 torr to
about 250 Td at 0.15). In [12], it was shown that taking
into account the nonlocal nature of the EEDF apprecia-
bly changes the values of the rate constants for the elec-
tron impact excitation of the atomic levels and, conse-
quently, the intensities of the spectral lines. In this case,
however, the ratios of the rate constants for the excita-
tion of states with nearly the same energy thresholds, as
well as the ratios of the spectral line intensities, essen-
tially coincide with those calculated from the local
approximation. Hence, we have

(5)

where  and  are the averaged (over the discharge
tube cross section) rate constants for the excitation of
oxygen and argon atoms calculated from the local

EEDF and  and  are the averaged (over the
discharge tube cross section) excitation rate constants
calculated with allowance for the nonlocal nature of the
EEDF. Relationship (5) yields

(6)

which indicates that the actinometric method can be
used to investigate the rate of dissociation of oxygen
molecules in a plasma with a nonlocal electron energy
distribution.

In order to measure the probabilities of surface
recombination of O(3ê) atoms, we used the following
approach. If an equilibrium state of a steady discharge
plasma is disturbed sufficiently rapidly by one or
another means, then different plasma components will
relax on markedly different time scales. It is well
known that these time scales are governed by the corre-
sponding particle-loss processes. Since, at reduced
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pressure, the chemical kinetic processes are slower, the
concentration of O(3ê) atoms will relax in the back-
ground of the plasma electrons, which have already
relaxed to an equilibrium distribution and whose den-
sity has already reached its equilibrium value. Under
the assumption that the main loss mechanism for oxy-
gen atoms is heterogeneous recombination, an analysis
of the curves describing the change δ[O(3P)](t) in the
density of oxygen atoms in kinetic processes in a mod-
ulated discharge makes it possible to obtain the proba-
bilities of the surface recombination of atomic oxygen
under specific discharge conditions. In our experi-
ments, the discharge plasma equilibrium was disturbed
by slightly modulating the discharge current by rectan-
gular pulses with a modulation depth of 5–20%. Since
the ratios of the rate constants for the excitation of radi-
ating atomic states depend very slightly on the reduced
electric field E/N [12, 13], the use of the actinometric
method makes it possible to eliminate an experimental
error resulting from the possible nonlocal nature of
both the EEDF and electron density after the current
changes stepwise. The fact that the electron density ne

in an oxygen-containing plasma relaxes on a long time
scale is attributed to the processes of associative elec-
tron detachment from negative ions in their collisions
with oxygen atoms and metastable singlet oxygen mol-
ecules [9].

Figure 3a shows representative waveforms of the
discharge current (Jd) and of the intensities of the

777.1-nm spectral line of oxygen atoms ( ) and the

750.3-nm spectral line of argon atoms ( ) in a mod-
ulated discharge. In this figure, the intensities are
reduced to a common scale, i.e., the intensity of the
emission line of argon atoms is normalized to that for

oxygen atoms,  = . The reason is that, in
order to provide a correct description of the time evolu-
tion of the concentration of oxygen atoms δ[O(3P)] in a
modulated discharge, it is necessary only to know the
behavior of the relative intensities of the spectral lines.
Figure 3b shows the time evolution of the intensity ratio
IO/IAr and also the exponential fittings of this ratio in the
stages in which it increases and decreases. We can see
that the exponents describing the behavior of ratio IO/IAr
in the stages of its increase and its decrease coincide
with good accuracy. This indicates that the method pro-
posed here is applicable to the study of the heteroge-
neous recombination of atoms and, accordingly, the
approach based on the balance equation (1) can legiti-
mately be used to investigate dissociation of oxygen
molecules in a discharge.

Figure 4 shows the probability γO of loss of oxygen
atoms at the tube wall as a function of oxygen pressure
p for different discharge currents Jd. The probabilities
of loss in heterogeneous recombination are known to
depend not only on the discharge conditions but also on
the material of the tube and the state of its surface. That
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O
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Ar

I777
O CAr

O I750
Ar
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is why, in order to provide a correct comparison
between the probabilities obtained experimentally and
those calculated numerically, we carried out experi-
ments with two tubes of molybdenum glass of the same
grade, one fabricated ten years later than the other. In
experiments with each of these tubes, we carried out a
full cycle of actinometric measurements of the concen-
tration of oxygen atoms and the rates of their loss in the
positive discharge column. From Fig. 4, we can readily
see that, although the probabilities γé(p, Jd) obtained in
experiments with each of the tubes are similar in shape,
they nonetheless differ in absolute value. This differ-
ence can stem from different structures of the surfaces
of the tubes. Since the probabilities γé(p, Jd) are similar
in shape in both series of experiments, the active sur-
face centers at which the atoms are absorbed and lost
are presumably of the same physical nature. However,
the number of such centers at the surfaces of the tubes
can be different (recall that the surface loss probability
is directly proportional to the number of these centers)
because it depends more on the method and conditions
of fabrication of the tube material than on the material
itself. Hence, in comparing the calculated values of γé
with the experimentally obtained values, the absolute
measurements can be regarded as having an accuracy of
±50%. As for the shape of the probability γé(p, Jd), it is
derived from the relative measurements and is thus
reproducible with an accuracy of better than 10%. That
is why the correctness of the calculations of the disso-
ciation rates of oxygen molecules and, accordingly, of
the probabilities of the heterogeneous recombination of
é(3ê) atoms were primarily checked against the shapes
of the probability γé(p, Jd) that were obtained from the
relative measurements.

3. NUMERICAL MODEL

Numerical simulations were carried out with a self-
consistent computer model of a dc glow discharge in
pure é2. This model was developed in our earlier
papers [9, 11, 12] in studying the nonlocal nature of the
EEDF, the spatial distributions of negative ions, and
their kinetics. The model was described in detail in
[16]. To proceed further, we should make the following
brief remarks.

In [9, 11, 12], based on a comparison of the results
from different approaches to solving the Boltzmann
equation with the results from exact calculations of the
electron distribution function by a particle-in-cell–
Monte Carlo (PIC–MC) method, it was shown that, for
pd ≤ 0.5 torr cm, the well-known and most widely used
local approach, in which the EEDF at a given point in
space is a function of the local value of the electric field,
does not adequately describe both the electron kinetics
and discharge structure. It was also shown that, by
using different simple approaches in which the nonlo-
cal nature of the EEDF is taken into account, it is pos-
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atoms ( ) and the 750.3-nm spectral line of argon atoms ( ) in a modulated discharge at an oxygen pressure of  = 0.4 torr.

(b) Temporal dynamics of the ratio of the intensities of the spectral lines of oxygen atoms ( ) and argon atoms ( ) in a mod-

ulated discharge at an oxygen pressure of  = 0.4 torr (see Fig. 3a). The heavy curves are for the exponential fittings of the ratio

/  in the stages of its increase and its decrease. Also shown are the characteristic loss times for oxygen atoms obtained from
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sible to correctly describe the structure of the discharge
in a slightly nonuniform field.

It is known [14] that, in discharges in é2, the con-
centrations of metastable oxygen molecules O2(a1∆g)
and of metastable oxygen atoms can be fairly high, so
that collisions of electrons with such molecules and
atoms may have an effect on the EEDF. Our calcula-
tions of the EEDF for é(3ê) and O2(a1∆g) concentra-
tions above those observed experimentally showed that
collisions of electrons with these metastable particles
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can be ignored. That is why, in our work, we did not
solve a general set of equations consisting of the Boltz-
mann equation and chemical kinetic equations for
plasma particles of all species. The rate constants of the
processes involving the electrons were calculated inde-
pendently of the already calculated EEDF.

The radial profiles of the concentrations of different
plasma components were calculated from the solutions
to the continuity equations under the assumptions that
the rate constants of the reactions involving the elec-
trons and the electron diffusion coefficient are deter-
mined only by the local value of the axial electric-field
component Ez in a plasma and that the drift velocities in
the r and z directions are determined, respectively, by
the radial and axial components of the electric field. In
[7, 9, 17, 18], it was shown that ion heating in the lon-
gitudinal electric field Ez can substantially increase the
rate of ion diffusion in the radial direction, thereby
changing the radial profiles of the concentrations of
ions of different species. In our simulations, the effect
of the ion heating by the axial electric field on both the
ion diffusion coefficient and ion–molecule reactions
was taken into account in essentially the same manner
as was done in [9].

The set of continuity equations was closed by Pois-
son’s equation for the radial electric-field component. It
was assumed that the longitudinal component Ez is
independent of r, so that it could be determined from a
given value of the total current in the axial direction.

The probabilities γé(p, Jd) were calculated accord-
ing to Eq. (1) with the dissociation rate averaged over
the discharge tube cross section. The concentration of
é(3ê) atoms was set equal to the experimentally mea-
sured concentration.

4. DISCUSSION OF THE RESULTS

Preliminary calculations showed that, in accordance
with the results of [11, 12], the nonlocal nature of the
electron kinetics is actually important in the range pd ≤
0.5 torr cm: the local and nonlocal models yield mark-
edly different values of the rate constants for exciting
the high-lying states and of the dissociation and ioniza-
tion rate constants. Thus, the averaged (over the dis-
charge tube cross section) dissociation rate constants
calculated in the local and nonlocal approximations for
a pressure of 0.1 torr differ by a factor of almost 2.
However, the ratios of the rate constants for the excita-
tion of atomic levels calculated from the two models
coincide within an accuracy of 1–2%, in complete
agreement with relationship (6). This indicates that the
nonlocal EEDF can also be correctly described by a
local discharge model, provided that the coefficients
accounting for the nonlocal effects in a well-studied
process (e.g., ionization) are known or are calculated in
advance. This conclusion can easily be confirmed by
comparing the numerical results with the results of
measuring the discharge current and electric field in a
PLASMA PHYSICS REPORTS      Vol. 30      No. 6      2004
plasma. We made such a comparison for the ionization
rate constant and convinced ourselves that relationship
(6) is correct. Then, we used this relationship to deter-
mine the ratios of the ionization rate constants averaged

over the discharge tube cross section, / , and
the same ratios of the dissociation rate constants,

/ , in the exact numerical discharge model,
whereas the electron spectrum was calculated using the
combined PIC–MC method in a local discharge model
in which the EEDF was determined by solving the
homogeneous Boltzmann equation. Since the calcula-
tions based on the combined PIC–MC method required
a larger amount of computer time, we were able to sim-
ulate only a limited number of discharge regimes.
Using the results of these simulations, we determined

how the ratio /  depends on the discharge
conditions, namely, on the gas pressure and discharge
current. In order to carry out simulations for a wide
range of discharge parameters, the effect of the nonlo-
cal nature of the electron spectrum on the dissociation
of oxygen molecules was also investigated by using the
local model and the already computed ratios

/ .

The probabilities of the heterogeneous recombina-
tion of oxygen atoms were calculated according to
Eq. (1) in the local and nonlocal discharge models. The
results of these calculations are illustrated in Fig. 4. We
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Fig. 4. Probability of loss of oxygen atoms at the wall of the
molybdenum tube, γé, vs. oxygen pressure at different dis-
charge current densities: 10 (circles), 20 (squares), and 30
(triangles) mA/cm2. The open symbols show the experi-
mental data obtained with the “older” molybdenum tube
(fabricated in 1987), and the closed symbols show the data
obtained with the “newer” molybdenum tube (fabricated in
1997). The dashed curves illustrate the results of calculating
γé by the local discharge model (see text), and the heavy
solid curves illustrate the results of calculating γé by the
nonlocal discharge model (see text).
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can see that, in the range pd > 1 torr, in which the elec-
tron spectrum is only slightly nonlocal, the models
yield the same results and, moreover, the calculated
probabilities γé(p, Jd) are similar to the experimentally
measured ones not only in shape but also in absolute
value. However, for lower gas pressures such that pd <
1 torr cm, the difference between the results calculated
in the local model and the experimental data becomes
considerable and goes far beyond the limits of experi-
mental error, while the nonlocal model, as before, cor-
relates well with the experiment. This indicates that it is
important to take into account the nonlocal nature of the
electron spectrum in studying various plasmochemical
processes in low-pressure discharges. Thus, most of the
present-day plasmochemical reactors for surface treat-
ments (such as those for plasma etching and for gas-
phase deposition of films in microelectronics) operate
in the range pd < 0.2–0.5 torr cm. Very often, however,
plasmochemical processes in such reactors are modeled
without allowance for the nonlocal electron kinetics.
This, of course, significantly reduces the predictive
capability of computer models that are being developed
for the reactors and can even be a source of erroneous
conclusions that may be drawn from the results of an
analysis of experiments on the basis of these models.

From the experimental results illustrated in Fig. 4, it
can easily be seen that the probability of the heteroge-
neous recombination of oxygen atoms is not constant
but varies with the discharge conditions. For discharges
in molybdenum glass tubes, it increases with increasing
discharge current and decreasing gas pressure. This
means that the probability of surface losses of é(3P)
atoms does indeed depend on many factors and pro-
cesses (the nature of the active surface centers, the
occupation degree, the surface diffusion of the
adsorbed particles, the ion bombardment of the surface,
etc.) and thereby should be interpreted as a mechanism
for surface recombination of the atoms. Such a depen-
dence can provide a key to studying the mechanisms by
which active plasma particles interact with the surfaces.
This issue requires a separate investigation and will be
addressed in the near future.

5. CONCLUSIONS
Using a dc glow discharge in pure oxygen as an

example, we have investigated the effect of the nonlocal
nature of the EEDF on the dissociation of oxygen mol-
ecules. To do this, we experimentally measured the
concentrations of oxygen atoms and the rates of their
loss as functions of the discharge parameters. An anal-
ysis of the experimental results by the nonlocal and
local models (i.e., with and without allowance for the
nonlocal nature of the electron energy spectrum) shows
that the nonlocal nature of the EEDF has a significant
effect on the concentration of oxygen atoms. Hence, in
investigating plasmochemical processes in low-pres-
sure discharges and in developing reactors that operate
at low pressures, a correct interpretation of the results
obtained is possible only when the nonlocal electron
kinetics is taken into account.
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