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Abstract—It has been established with the aid of a double-crystal X-ray diffractometer that the nonuniform
curvature of cylindrically, spherically, or thoroidally bent silicon and quartz crystalsis of a periodic character.
It isshown that this periodicity influencesthe spectral (energy) resolution of afocusing crystal, which becomes

noticeable at the Bragg angle 0 obeying the condition tan’® > 1.© 2001 MAIK *“ Nauka/| nterperiodica” .

INTRODUCTION

Bent crystals are widely used as focusing optical
elements in X-ray spectroscopy [1-3] and microdif-
fraction [4, 5].

The main parameters characterizing abent crystal as
an element of X-ray optics are the integrated intensity,
the energy (spectral) resolution, and the dimension of
the formed focus. The first parameter can be deter-
mined theoretically [4, 6]. Asis shown in the next sec-
tion, the second and the third parameters are essentially
dependent on the width of the intrinsic rocking curve
and the adjustment conditions, i.e., the deviation of the
local curvature from the set value.

The present study is aimed at the experimental
determination of the curvature nonuniformity of the
crystal subjected to forced bending (a crystal rigidly
fixed on the substrate and thus acquiring the substrate
shape).

OPTICS OF A BENT CRYSTAL

The conditionsfor acrystal bending to the curvature
p is given by the expression
2p = Yo/p+yn/a, ()
where p is the distance between the source of the poly-
chromatic X-ray radiation and the crystal (segment SO
in Fig. 1); qisthe crystal—focus distance (OF); and y,
and y;, arethe directional cosines of theincident and the
diffracted X-ray beams, respectively.
For the spectral band AA/A of such acrystal, the fol-
lowing formulaisvalid [4]:
ANN = (L/2)(yo/ p—Y4/q)cotB, 2)

where L isthe illuminated region of the focusing crys-
tal, A is the radiation wavelength, and 6 is the Bragg
angle. In this case, the angular sweep of the spectra
transmission band is used for recording emission [1]
and absorption (EXAFS) [2, 3] spectra.

If a point radiation source and a bent crystal are
located on the Rowland circle of radius R = 1/2p, the
focus should also lie on the Rowland circle, so that the
following conditions are fulfilled:

Po = Yo/P. To = YilP. 3

Then, as follows from formulas (2) and (3), we
obtain achromatic focusing. Then, for an extended radi-
ation source S, it is necessary to place the recording
device M;M, (a photographic film, one-dimensional
positional detector, etc.) also onto the Rowland circle,
where p, = N,O and g, = OM, (Fig. 1).

The spectral resolution dA/A of the focusing crystal
is limited by several parameters such as the halfwidth
of itsrocking curve, w, thetransverse sizew of theradi-

Fig. 1. Johann focusing scheme; K is a bent crystal, Sisa
source of X-ray radiation, PisaRowland circle, and 8 isthe
Bragg angle.
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ation source, and also the inaccurate fulfillment of the
following conditions for achromatic focusing [5, 6]:

OANA = d6cot B, (4a)

56 = ((W/p)’+w>+B)", (4b)

where B is the divergence of the diffracted X-rays
caused by the violation of conditions (3) because of the
change in the source—crystal distance p, (thepoint N, in
Fig. 1isan imaginary point source) and the change in
the curvature along the surface of a bent crystal. It
should also be noted that, in fact, the “aberration size’
of the focus depends on the same parameters as its
spectral resolution [4, 5] and is defined as qd6.

The conditions for achromatic focusing for the
Johann optical scheme (Fig. 1) [4, 5] arerigorously ful-
filled only for point O of the crystal surface, which lies
on the Rowland circle. Since the radius of the Rowland
circleistwice as small asthe curvature radius, the rela-
tionship (3) becomes invalid for the periphera regions
of the crystal. In turn, this results in the appearance of
the so-called defocusing parameter [3,, whose value for
the symmetric diffraction (where y, = y,, = sin0) is
determined by the following formula [6]:

B, = (pL/m)|6m*—8m+ 1/(cosd)/8, )

wherem= p/p, and 1/2 < m< co.

There are two efficient methods for reducing defo-
cusing: (1) the use of the Johannson defocusing scheme
[4, 5] for which the working surface of the crystal
ispreliminarily given the shape of a circular cylinder,
so that upon its bending, the whole surface would
be located on the Rowland circle and (2) the use of
the focusing crystal in the shape of an dlliptical cylin-
der [3].

The other difficulty that can be encountered is the
local deviation of the curvature from the set value. Such
deviations can be caused by shortcomings inherent in
the device used for bending of a crystal or preparation
(in the case of a focusing crystal of a varying curva
ture), the poor contact of the crystal with the substrate,
and the insufficient quality of the surface (in “forced”
bending). It follows from Fig. 1 and formulas (1) and
(2) that for the symmetric diffraction, the following
condition should be fulfilled:

B, = Apw/[m-1], (62)
where Ap isthe deviation of the crystal curvature from

its set value.
For the achromatic focusing (m = 1), we have

B, = ApL. (6b)

A special attention should be given to the halfwidth
of theintrinsic rocking curve of abent crystal. Itiswell
known [4, 7] that the rocking-curve shape and, there-
fore, also the FWHM depend on the “force” B [see (7)]
changing the trajectory of an X-ray beam propagating
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in acrystal with adeformation gradient. For a constant
deformation gradient (it should be remembered that
such a deformation is caused by elastic bending) and
the symmetric Bragg diffraction, we have

B = (A2m)°H|(pycot’ 0 —K(py+py)),  (7)

where A isthe extinction length of an ideal crystal [4],
H isthe diffraction vector, p, is the bending curvature
in the meridian (diffraction) plane, and p, is the curva-
ture of the sagittal bending [4, 8]. (The orthogonal ref-
erence system is chosen in such away that the z-axisis
normal to the crystal surface and the x-axis lies in the
diffraction plane, Fig. 1.) The sagittal bending is used
to focus an X-ray beam along the y-axis. To focus an
X-ray beam into a point, it is necessary that the condi-
tion p, = pysin”0 should be met [8]. It was shown [1]
that toroidal and spherical bending provide a suffi-
ciently good focusing at moderate (0 > 45°) and large
(6 > 85°) Bragg angles, respectively.

It has also been established [7] that at forced bend-
ing, the coefficient K in Eq. (7), dependent on the elas-
tic constants of the crystal, has alow anisotropy for the
(10.0)-oriented quartz. For the (10.1)-oriented quartz,
the maximum K-value (0.289) is observed along the
[1-2.0] direction, whereas the minimum value (0.072),
along the normal direction. In the isotropic approxima-
tion, we have K = v/(1 — v), where v is Poisson’s ratio.

The above stated allows us to assume that the fol-
lowing relationship isvalid:

W= 6y +Aw(B), ®)

where wy, isthe halfwidth of the intrinsic rocking curve
from an undeformed crystal and Awx(B) isanincreasein
the FWHM due to elastic bending. Usualy, Aw(B) >
w, & B> 1. However, asfollows from Eqg. (7), the gra-
dient parameter B at large Bragg angles can have such
alow value that AcxB) = 0.

It should be noted that with an increase of the
parameter B, the integrated intensity of the focused
beam also increases although at a lower rate than the
halfwidth of the rocking curve[4, 9].

SPECIMENS STUDIED

The specimens studied were plane-paralléel crystal-
line silicon wafers and quartz plates of various thick-
nesses and orientations, which were either rigidly glued
to the substrate surface or were brought in the optical
contact with it in such away that the working surface
of thewafer or plate would inherite the substrate shape.

Single crystal silicon wafers 100 mm in diameter
and ~150 pm in thickness had the (110)-oriented sur-
faces and were glued onto aluminum substrates with a
specially made polished spherical deepening with a
radius of 85 cm. Prior to experiments, both wafer sur-
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Fig. 2. Variation in the curvature of aspherically bent silicon
wafer (specimen no. 1) along its radius determined by (—A-)
method 1, and (-A-) method 2.

faces were thoroughly ground. The damaged layer thus
formed was removed away from the working surface by
chemical—mechanical polishing.

The quartz specimens were 80- to 100-pm-thick
crystalline plates in the optical contact [10] with the
spherical, toroidal, or cylindrical fused-quartz sub-
strates. The accuracy of substrate preparation along the
radius was 0.1 mm. The optical contact is a junction of
two surfaces without any intermediate layer of a vary-
ing thickness (glue) which provides a high quality of
the surface thus obtained. In our case, the quality of the
substrates and the crystal surfacesin contact with these
substrates were checked by optical methods. The
results obtained showed that the substrate surfaces and
the surfaces of bent crystals participating in the an opti-
cal contact matched with a high accuracy.

Theinitial quartz crystalswere plane parallel within
10", the deviation of the reflecting planes from the
mechanically treated crystal surface did not exceed
1.5 min. In order to improve the reflectivity character-
istics, the crystals were also chemically polished.

The crystals thus prepared are widdly used in X-ray
spectrometry. They are also used for focusing an X-ray
beam in two mutually perpendicular planes, including
the case of the successive diffraction from two bent
crystals[11].

EXPERIMENTAL METHODS

The curvature of nonuniform bending of crystals
was studied on a double-crystal diffractometer by two
methods.

Method 1isbased on recording the spectral K, dou-
blet in the nonparallel diffraction scheme (n, —m) [5].
The bending curvature was determined from the mea-
sured angular spacing between the doublets, A8,

p = AB/AX, (9a)
AB = ABy—AB, (9b)
CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3
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Fig. 3. The variation in the curvature along the diameter of
spherically bent quartz specimensnos. 5 and 7.

AB, = (AN/A)[tanB, —tanBy|, (9¢)
AX = (ANA) ptanB,,/sing,, (9d)

where A8, are the angular distances between the dou-
bletsat p=0and AA/A =2(A, —A)/(A, + A)), Ay, A, cor-
responding to the wavelengths of the spectral lines a,,
a,; 8, and 6,, are the Bragg angles of the specimen and
the monochromator; and Ax is the spacing between the
points of beam intersections corresponding to the spec-
tral lines of the doublet with the crystal surface.

However, this method has several drawbacks. First,
the dispersive diffraction geometry makes the method
sensitivity to small changes in the hafwidth of the
rocking curves very low. Second, the method locality,
set by the parameter Ax [formula (9d)], islimited by the
geometry of the experiment.

Method 2 is based on recording a number of rock-
ing curves from a continuously and automatically
rotated bent crystal and simultaneously displaced, for
discrete steps Ax. Thus, we have

p = AY/AX, (10a)

(10b)

where AY is the angular spacing between two neigh-
boring rocking curves. The use of the quasiparallel dif-
fraction geometry (n, —n), Eqg. (5), provides a higher
accuracy of the determination of Ay and the curve sm-
ilar to the intrinsic rocking curve, i.e., improves the
locality characteristics of the method.

In order to obtain the correct experimental data by
method (2), the diffractometer should meet the follow-
ing requirements:

(i) the mechanism of the linear trandation of the
specimen should not introduce any noticeable error into
the measured Ay values;

(ii) in order to exclude the systematic error in the
determined Ax values, the diffractometer should be pre-
liminarily adjusted in such away that an incident X-ray

AX > wlp,
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Fig. 4. (a d) Variationsin the curvature, (b, €) the rocking-curve halfwidth and (c, f) the surface-relief profile calculated by Eq. (14)
at (c) k=-0.51and (f) k=-0.35for spherically and toroidally bent (a, b, ¢) quartz specimen no. 4 and (d, e, f) quartz specimen no. 6.
Thin lines (a, b, d, €) correspond to the approximation by a spline, solid lines correspond to the calculation by Egs. (13) and (14)
with the use of the experimental data and the least squares method.

beam and the specimen surface should lie on the dif-
fractometer axis, normal to the diffraction plane.

RESULTS AND DISCUSSION

Figure 2 shows the curvature of silicon specimen
no. 1 on the coordinate of its surface (the coordinate
x = 0 corresponds to the specimen center) obtained by
the above two methods. It is seen that both methods
yield practically the same results. Because of the
reasons considered in the previous section, we use
method 2 in what follows.

The curves similar to those shown in Fig. 2 were
also obtained for all the other six specimens. The rela-
tive measurement error did not exceed 3%. For all the
specimens, the dependence p(x) is of aperiodic charac-
ter (Figs. 3, 4a, and 4d). The dependence wx(X) is aso
periodic (the average measurement error is 0.5" and
usually correlates with p(x) (Figs. 4b, 4€), which con-
firms the validity of Eq. (8). The characteristic feature
here is the formation of a period not by one but by two
maxima (minima). This can be explained either by the
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presence of the second mode or the existence of a cer-
tain mathematical law governing this periodicity.

Assuming the existence of such a mathematical law
and taking into account the analogy with the crystals
with the epitaxial film of a variable composition sub-
jected to forced bending [12], we can state that the lat-
tices of the bent crystal and the heterolayer should
accommodate themselves to the substrate lattice. As a
result, the “latent” bending moments arise [7]. Using
thisanal ogy, the angular spacing between the neighbor-
ing rocking curves obtained in symmetric diffraction
can be written in the form [13]

AP = AYy+0u,/ox—(0u,/dz)tanB + oy, (11)

where u, isthe displacement along the z-axis, Ay, isthe
angular spacing determining the average curvature p,,
and dy isthe correction for the angular displacement of
the rocking curve caused by the deformation gradient
[12]. The estimation of this correction is given in
Appendix.

Using the experimental results obtained, we can
represent the displacement u, as a product of the peri-
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Experimental conditions and characterization of bent crystals
.| Materia, |Thick-| Reflec-
Srggf: surface | ness, | tion, ra- chl\r/locr)rrgor eod’ o po M Ap, ™ | T,mm| h,pm |Q,x10%/Q, x 10* g(lr%x—lgl
shape | pm | diation =Y -
1 |Si, sphere | 150 | (440) (440) 533 | 111 | 042 9.8 1.0 4.1 0.7 10.1
Cuyq S 53.3
(100)
2 |Si,sphere | 150 | (440) (440) 533 (121 | 011 9.3 0.25 11 0.7 2.16
Cukq Si 53.3
(1200)
3  |Quartz, 100 | (10.1) (112) 133 | 21 0.07 0.80 [1.2x 107 0.06 0.11 0
cylinder i
Cuq S 14.2
(112)
4 | Quartz, 100 | (24.0) | (331) | 46.7 | 0.29 |1.7x107 104 |43x102 0.17 | 0.10 0.42
sphere !
Coyq S 459
(112)
5 |Quartz, 100 | (10.1) (112) 133 | 24 0.26 151 |1.5x107 0.39 1.22 0.98
sphere !
Cukq Si 14.2
(112)
6 | Quartz, 80 | (10.1) (112) 155 | 3.0 0.17 40 0.07 0.69 2.77 172
toroid )
Cokq S 16.9
(112)
7 |Quartz, 100 | (20.0) (112) 212 | 556 | 127 0.40 [52x 1079 0.52 0.64 1.78
sphere !
Cukq Si 14.2
(112)

odic function F(x) and the function f(zZ) monotonically
decreasing with the argument, so that f(0) = 1. Then, it
follows from Eq. (11) that

AW = AP, + F(2)(AF (x)/9%)

(12)
—(0f (2)/02) F(x)tan®.
Since p = 0(A)/0x, we obtain
p=py+Ap(x)—f'(t)(aF(x)/0x)tanB, (13a)
Ap(x) = f(t)(8°F(x)/9%%). (13b)

Here, f(t) and f'(t) are the function f(z) and its first
derivative with respect to z averaged over the depth t of
X-ray penetration into the crystal. Since the penetration
depth of the radiation into a bent crystal is limited by
the linear absorption coefficient i [4, 7], we have t =
sin©/2.
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L et us choose as a periodic function in the form
F(x) = hsn(2rx/T)(1 + ksin(21x/T)),
(-1<ks<1),

where T is the period and h is the amplitude. This
choice isjustified by the fact that the first and the sec-
ond derivatives of thisfunctioninformulas (13) include
the trigonometric function of a doubled argument. This
can explain the experimentally observed frequency of
the periodic dependence p(x).

Choosing the function f(z) asthe exponentia depen-
dence exp(-z/1); taking into account that under the
specified experimental  conditions (see table)
sinB/2ut < 1; and using the experimental data, formu-
las (13) and (14), and the least squares procedure, one
can determine the parameters h, T, and Ap = f(t), F"(T)
(where F"(T) is the second derivative of the function
F(x) averaged over the half-period calculated for each

(14)
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Fig. 5. (a) Periodic structural parameters (1) amplitude h
(nm), (2) period T (mm), (3) averaged relative change in
curvature Ap/p, as functions of crystal curvature and (b)
dependence of parameters determining the spectral resolu-
tion of afocusing crystal (1) w + dw (B) halfwidth of the
rocking curve and its mean-square deviation dw over the
specimen, (2) mosaicity Q, and (3) mosaicity (Qy),, on
crystal curvature.
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Fig. 6. Periodicity in dispersion variation dA/dl (wherel is
the detector coordinate) for specimens(a) no. 1 and (b) no. 5
calculated by Egs. (17) and (13) at (@) k = — 0.24, 2d =
1.92 A and (b) k=-0.95, 2d = 6.68 A and other parameters
listed in table.
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specimen). Theresults obtained are tabulated. We made
an attempt to establish the laws governing the variation
of these parameters depending on the function of the
curvature for spherically bent quartz specimens of
equal thicknesses (nos. 4, 5, and 7) (Fig. 5a).

We a so determined the values of the parameter kin
Eqg. (14), but it produces an effect at the surface profile
alone (Figs. 4c, 4f), which is reflected in the function
F(x) under the assumption that the surface has the zero
roughness (is smooth). The minimum value of the
parameter T characterizing the “ superlattice thickness’
is~55 pm, which is consistent with the above approxi-
mation t/1 < 1.

If the condition
T<AL (15)

is fulfilled, where AL = w/|m — 1] is the bent-crystal
region focusing the X-ray beam achromatically into a
point on the Rowland circle without chromatic aberra-
tion (the points M, and M, in Fig. 1), then an observer
would “see” such a periodic variation in the bending
curvature as certain mosaicity Q. Using formula (12),
one can assume that

Q% = Q2+ Q%tan’9, (16a)
Q, = f(OF(T), (16b)
Q, = f'()F(T), (16¢)

where F(T) and F'(T) are the function F(x) and its first
derivative averaged over the half-period T/2, respec-
tively. Thevalues of Q, and Q, calculated by Egs. (16b)
to (16c) are given in the table.

One can obtain the formulas relating the spatial dis-
persion dA/0l and the bending curvature of the crystal
by considering Fig. 1 and using formula (2):

oA/0l = 2p(x)dcos8, 17)

where p(x) = py + Ap(X) [see formulas (13)], | is the
coordinate along the detector (recording device, Fig. 1),
and d is the interplanar spacing. If the “transfer func-
tion” p(x) is periodic, the detector records the spectral
distribution dA(I) with a certain distortion characterized
by the function 0F*(x)/0x* [see formulas (13a) and
(13b)]. Figure 6 shows the dispersion (0A/0l )secB as a
function of the coordinate | for specimens nos. 1 and 5.

In the case of sagittal X-ray focusing onto the Row-
land circle used to increase the sensitivity of the spec-
tral analysis [8], the detector records X-rays reflected
from the regions of the crystal lying on both sides of the
meridian line formed by intersecting diffraction plane
and the crystal surface. The period of the curvature
variation in these regions does not necessarily coincide
with the analogous period along the meridian line;
therefore, the detector can record the regions where the
dependences (OM1)(l) corresponding to the meridian
and sagittal focusing are in antiphase. Thisresultsin a
new source of deterioration of the spectral resol ution—

CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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(AN/N),. 1t follows from Eq. (17) and the relationship
dL/al = ny|m — 1] obtained from the optical-scheme
geometry (Fig. 1) that

(8MA/N), = Q,cotb, (18a)
Q, = (Im=1//m)(T/2)Ap, 0<|m-1|/m<1.(18b)

The values (Q,),, caculated for the averaged value
(Im-1}/m),, = 0.5 are also indicated in the table.

With due regard for formulas (3) and (6a), formu-
las (4a) and (4b) acquire the form

OMNA (19)
= ((W/p)X(1+(BD)) + B2+ w*+ Q%+ Qi)ﬂzcote,

where * = 3,p/w = (Ap/py)MsinB/|m— 1| isthe correc-
tion to the contribution of the transverse dimension of
the radiation source, which is associated with the non-
uniformity of the bending curvature, to the spectral res-
olution of thecrystal. It isseen from Fig. Saand the tab-
ulated data that the Ap/p, value has the tendency to
increase with an increase of the bending curvature and
can attain a value of several dozen percent. However,
the use of the optimum experimental conditions allows
one to attain the situation where (*) < 1.

It seemsthat, in the first approximation, the mosaic-
ity Q and Q, can also be considered as the corrections
to the contribution of the halfwidth of the rocking curve
to the spectral resolution of the focusing crystal, which
isconfirmed, e.g., by theplot in Fig. 5b for aspherically
bent quartz crystals of the same thickness (see table).
The only exception is the case of large Bragg angles,

i.e, tan’® > 1.Asfollowsfrom Egs. (7), (8), and (16a),
the spectral resolution is determined here not by the hal -
width of the rocking curve but by its mosaicity Q.

The periadicity of the dependence of crystal curva-
ture on the surface coordinate is beyond the scope of
the present study. Nevertheless, in view of the analogy
between the forced crystal bending and the heteroepi-
taxial film, it is worth mentioning the data obtained in
[14]. It was shown that the sinusoidal changein the dis-
placements u, and u, along the surface for some epitax-
ial films reduces the elastic energy of the heterostruc-
ture.

The question whether the periodic displacement u,
along the surface normal is the key factor of the giving
rise to the periodicity in crystal curvature or whether it
is simply deformation relaxation caused by the dis-
placement u, along the surface cannot be answered
using the experimental data obtained on the symmetric
reflections alone [13].

CONCLUSIONS
It has been shown that a bent crystal can be charac-
terized as an element of X-ray optics using the data of
the double-crystal X-ray diffractometry.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001

347

It has been proved experimentally that the change of
the crystal curvature irrespectively of the method of the
crystal fixation on the substrate (glue or optical contact)
and the bending shape (a cylinder, a sphere, atoroid) is
of a periodic character.

The variation in the rocking-curve halfwidth along
the bent crystal is also of a periodic character and usu-
ally correlates with the variation in the crystal curva-
ture. This confirms the dependence of the rocking-
curve halfwidth on the deformation gradient.

The periodicity observed seems to be explained by
relaxation of elastic stresses caused by the specific fea
tures of crystal bending. It manifests itself in the peri-
odic displacement along the surface normal, which is
satisfactorily described by the function represented asa
sum of sines and squared sines. It is shown that the dis-
placement amplitudes and the periods, with the other
conditions (crystal thickness, shape of its bending)
being the same, decrease with an increase of the crystal
curvature, whereas the values of the parameters deter-
mining the optical characteristics of the focusing crys-
tal increase.

The effect of the periodicity of the crystal curvature
on its spectral (energy) resolution becomes noticeable

at tan’0 > 1.

APPENDIX

It was shown [12] that the displacement of the max-
imum of the rocking-curve of the crystal caused by a
constant deformation gradient can be estimated by ana-
Iytical expressions. Using Eq. (7) and Egs. (9) and (10)
from[12], wefind that the displacement of the rocking-
curve maximum O caused by the curvature variation
opis

S = 0.615p(d/py)2((L=v)/v —2tan’8) > (A.1)

The relative error in the determination of the local
bending curvature can be evaluated from the expression
2(0W),,.x/AB(T), where (O),,,.« IS determined from for-
mula(A.1) at dp = 2Ap, and AB(T) isthe angle of crys-
tal rotation necessary for providing X-ray diffraction
upon the beam displacement by the period T: AB(T) =
p,T. Thus, the relative error for specimen no. 7 evalu-
ated from the parameters indicated in the table and in
[7] amounts to 2.6%. For other specimens studied, the
relative error is even less.

It should also be noted that the relative error is sys-

tematic. The allowance for this error only dlightly
changes the parameters p,, Ap listed in the table.
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Abstract—An analytical theory for interpreting the suppression of the Borrmann effect in the Laue diffraction
from thick crystals with the deformation superlattice with the period exceeding the extinction length has been
developed. The theory has been used to describe the diffraction from hematite crystals in which the domain
structure is rearranged in an applied magnetic field. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Dynamical diffraction of X-rays and neutrons from
perfect crystals with superlattices have repeatedly been
studied both theoretically and experimentally [1-7].
The constant interest in such studies is associated with
the effective control over the X-ray and synchrotron-
radiation beams provided by time-periodic distortion of
the reflecting planesin crystals. Depending on the ratio
of the extinction length A to the ultrasonic wavelength
A, one distinguishes the high-frequency ultrasound
with A > A, [2, 8], X-ray acoustic resonance with A = A
[3, 4], and low-frequency ultrasound with A << A [5].
In the first case (high-frequency ultrasound), the rock-
ing curves are characterized by the presence of the so-
called satellites (independent reflections corresponding
to diffraction with the participation of one or several
coherent phonons). Inthe X-ray acoustic resonance, the
position of thefirst satellite coincideswith or iscloseto
the position of the main reflection, which resultsin the
rearrangement of the structure of Bloch waves[9]. One
of the most obvious manifestations of the X-ray acous-
tic resonance isthe suppression of anomal ous transmis-
sion of X-raysinthick crystalsin Laue diffraction (ut =
10, where p is the linear absorption coefficient and t is
the crystal thickness) [10, 11].

As is well known, anomalous X-ray transmission
(the so-called Borrmann effect) is associated with the
formation of two Bloch wavesin the dynamical diffrac-
tion—one with the antinodes lying in the crystallo-
graphic planes (astrongly absorbed wave) and the other
with antinodes lying between these planes (a weakly
absorbed wave). The ultrasonic vibrations efficiently
mix these Bloch states.

According to the existing concepts [5, 12], the low-
frequency ultrasound should not influence the diffrac-
tion intensities, because the X-ray wave field has
enough time to “accommodate” to the changed posi-
tions of the reflecting planes.

Recently, new results on the suppression of anoma-
lous X-ray transmission have been obtained in diffrac-
tion from hematite (a-Fe,0;) crystals possessing areg-
ular domain structure in the absence of an externa
magnetic field [13]. The strong magnetoel astic interac-
tionsinthe (111) plane of hematite result in the forma-
tion of 180°-domains separated by Neél-type domain
walls [14] accompanied by the magnetic moment rotat-
ing in the (111) plane. The domains are grouped into
rather large systemsforming layers parallel to the (111)
plane and separated by Bloch walls. According to the
X-ray topography data, the characteristic domain size
is about 40 um and the size of the Bloch- and the Neél-
type domain walls, on the order of 100 um [15]. Hema-
tite crystalsin aweak ferromagnetic state are character-
ized by magnetostriction deformations caused by the
rotation of a magnetic moment (and the antiferromag-
netic vector normal to it) and displacement of domain
boundaries. The bands observed on the corresponding
X-ray topographs lead to the conclusion that deforma-
tions observed between individual domains do not
change the X-ray image since they are averaged over a
large crystal volume. Therefore, one has to take into
account only the deformations between the layers. In
this case, the interlayer deformations resemble a peri-
odic stress wave analogous to the wave arising in the
excitation of ultrasonic vibrationswith aperiod of 180—
200 um considerably exceeding the extinction length
for the given reflection (A = 22 pm).

An increase of the intensity of an applied constant
magnetic field up to the saturation vaue H > H,
resulted in the transition of the crystal to the single-
domain state and complete disappearance of magne-
toelastic deformations.

Figure 1 shows the experimenta diffraction inten-
sity I4[13] as afunction of the magnetic-field intensity
H for the MoK, radiation diffracted by a 1-cm?-large
and 1.36-mm-thick hematite plate cut out in such away
that its surface coincides with the crystallographic
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Fig. 1. Experimental diffraction intensity I [13] as afunc-
tion of the magnetic-field strength H; MoK, radiation, the

110 reflection. In the inset: a microphotograph obtained
from the topograph of ahematite crystal [15] used for deter-
mining the deformation period.

(111) plane, the 110 reflection. The periodic deforma-
tion of the crystal varies aong the surface normal. For
the comparative analysis of deformation, the inset in
Fig. 1 showsthe microphotograph made from the X-ray
topograph of ahematite plate[15] cut out in such away
that its[111]-direction liesin the plane of the plate sur-
face. It is seen that the saturation field intensity attains
avalue of 1 kOe, whereas magnetic domains (or, more
exactly, magnetostriction deformations) provide almost
complete suppression of the Borrmann effect. Below,
we shall try to interpret the phenomenon theoretically.

DYNAMICAL WAVE FIELDS IN HEMATITE
CRYSTAL

In order to describe the propagation of awave field
in crystals with the large-scale distortions, one has to
invoke the Takagi—Taupin equations (see, e.g., [12]).

Let the z-axis be directed aong the surface normal
of acrystalline plate of thickness T. Consider scattering
of the radiation transmitted by a monochromator,
which can be approximated by a plane wave deviating
by the angle 66 from the exact Bragg angle. We assume
that the incident-wave amplitude at the entrance surface
of the crystal (z= 0) equals E,(0). In the dynamical dif-
fraction, the total wave field in a the crystal with the
given polarization can be represented by the sum

E(r) = Eq(r)exp(ikor) + Eg(r)exp(ikyr), (1)

where E, 4 isthe amplitude of the transmitted wave with
the wave vector k, and the diffracted wave with the
wave vector kq = k, + g (Where g is the diffraction vec-
tor). If deformations in the crystal vary only along the
surface normal z, the propagation of the transmitted and
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diffracted waves is described by the following system
of equations:

% = 100E, + 100 Egexp(-iguy),
e 2
—d_z—g = (03 + No) Eg +i0yEgexp(iguy,),
where
5 _TX _ TCxX4
00,11 — )Tog' 01~ Ay’
_ TICX, _ 2msin(26,)(6 - 6;)
O = Ayg T AYq -
u, = wcos(Kz). “)

Here, X, 4 are the Fourier-components of polarizability;
Yo ¢ @€ the cosines of the angles formed by the internal
surface normal e, and the beams; C is the polarization
factor equal to unity; and cos26 for the o- and Tepolar-
izations, respectively. For the Laue diffraction, y, > 0,
A isthe wavelength of the incident radiation; u, are the
displacements of the crystallographic planes caused by
deformations, wisthe amplitude, and K = 217\, where
A are the deformation periods.

As is well known, the general equations for the
polarizability component have the form

)\2
Xg = —ro—ﬁF(g),

where the structure factor for the unit-cell with a vol-
ume of V, = 100.5 A3 is expressed in terms of the
atomic structure factors f;

F(o) = o 3 fiexplian).

For the 110 reflection of ahematite crystal (u = 0.355),
we obtain

F(0) = \%(4fFe+ 6f,) = 153.3+i14.83,
C

F(g) = \%(4fpe—2fo(1 +28in(2mu))) = 72 +13.2,
Cc

then
Xo = (6.85,021) x10°°, X, = (3.1,0.14) x 10°°,

For the given reflection, a crystal with a set thick-
ness can be considered as a“thick” one (LT = 26). The
ratio of the ultrasound wavelength to the extinction

. Ag
lengthis N 9.1.
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In the Laue diffraction, the substitution
Eog = € ¢&Xp[i(0g FN/2)z+ gu,/2] ®)

results in the following form of the system of Takagi—
Taupin equations:

%ﬂz—in/%eo = 10y €&,
g (0)
%j—zﬂr]/%eg = 1040€,
where
du,
n-= r]o"'ga- (7

Wefailed to obtain an analytical solution to system (6)
in the general case; therefore, we constructed the solu-
tion based on the quasiclassical approximation, which
provided the adequate description of the propagation of
the X-ray wave field at low values of the deformation
gradient [16].

In our case, the constant deformation gradient
2

d
B = g—F = gwK:cos(K.2)
dz
islimited by its maximum value
B = gWK?. ®)

Asiswell known [16], the applicability range of the
quasiclassical solution in crystals with constant defor-
mation gradient is determined by the condition

Y2 +av| > 1, 9)

where the variable Y depends on the distance between
the entrance surface and the “turning point” z*, where
the deviation n equals zero

Y = .[iB(z-7*),
whereas v takes the form
7 A\

Ymn = B A AZ2gwW (10

In our case, estimate (9) alows the use of the quas-
iclassical approximation up to very high values of the
deformation amplitude,

)\2
gw < Z/TSZ = 165.

In the quasiclassical approximation [17], the solu-
tion to system of equations (6) should be sought for in
the form

2

€42 = Y exn(is)Fig, (11)
j=1
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where the elkonal coefficients § are determined, upon
the substitution of Eq. (11) into Eqg. (6), by the Hamil-
ton—Jacobi-type equations

dS j+
= = (D@, Q2 =.nY4+ 000, (12)

whence the elkonal functions are obtained in the form

S(2 = (-1)"'S(2), S(z) = [Q@)dz.  (13)

In the first approximation, the orthonormalized

amplitudes F; ° are determined as the solutions of the
homogeneous transfer equation [17] in the form

Fl(2) = WN;(2), F¥2) =W¥,N;(29b(2),
1
J1+Db7
where the initial excitation amplitudes of each of the

Bloch waves ¥; are determined from the boundary con-
ditions.
It follows from system of equations (6) that the

parameter describing the deviation of theincident plane
wave is a periodic function of the coordinate z,

b,(2) = Oim((—l)“lq—nm)?”)

N;(2) =

n = no—gKwsin(Kz). (15)

In terms of physics, this signifies that a plane wave
penetrated into the crystal is scattered by spatially mod-
ulated crystallographic planes.

Since the deformation is periodic, the crystal can be
divided into a number of thin plates and diffraction is
considered only from one of these plates. Taking into
account the crystal thickness and the average layer
thickness A = 200 pm, the total number of such layers
ranges from six to seven. Let a plate be limited by the
planes z= nA, and z= (n + 1)A,. Then the transforma-
tion of the system of the wave fields

(16)

upon the passage of the wave for one period can be
described with the aid of the matrix a,

A(n+1) _ (n+1) _(n+1)
e T =(eg ey )

"D = 38, (17)

At the interface, the deviation of each plane wave
coincides with the initial deviation n = n,. Then the
incident wave field and the field inside the plate are
related by the equations

Fo+Fo, €)= Fib, + Fab,.
Thefield at the exit from the layer has the form
e = Flexp(iS) + Foexp(dSy),
e = Fib,exp(iS;) + Fb,exp(—iSy),

eV =
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Fig. 2. Caculated imaginary part of the phase §, of the
wave which has passed one period as afunction of the devi-
ation angle d06. The upper curves represent the rigorous cal-
culation; the lower curves represent AS 103; gw = (1) 4,
(2) 8, and (3) 20.

where
S = S(A).

Then the elements of the matrix & in Eq. (17) have the
form

. . 1
Q1,22 = (bzeXp(ﬂSo)—bleXp(""SJ))m,
(18)
Fl . .
812 = T (XP(iS) - Xp(-i %)),
b, —b,
whereas the determinant of this matrix equals unity

(which can readily be verified). Using the well-known
Abeles theorem (see also [18, 19]), we can write the

transformation matrix for awave passed N layers a"in
terms of the second-order Chebyshev polynomials Uy

alN1, 22 = Agg, 2Un-1(X) =Uy_2(X),

. (19
A = A nUn_1(X),

where

X = 3(ay+a) = c08(S),

sin(Narccos(x)) _ SN(NS)

o sSn(S)

Uno1(X) =
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In the Laue diffraction, the boundary conditions
have the form
&9 = Ey(0)(1,0) (20)
and the amplitude of the diffracted wave at the exit
from the crystal is determined by the equation

€ = auUy_1(X)

b,b, . : 21
= 2% (op(Ng)-ep(NS).
2 1

An analogous formula is also obtained within the
accuracy up to the substitution NS, — Qt for diffrac-
tion from an undeformed crystal.

Thus, the possible effect of ultrasound is associated
with the difference of §, from QA (upper curves in
Fig. 2). Obviously, with an increase of the ultrasound
(or deformation) amplitude, the maximum absorption
coefficient decreases and the range of dynamical dif-
fraction increases.

In this case, the maximum change in the deviation
(~An = gwKy) is small in comparison with the rocking-
curve width (~20,, = TYN), i.e,

gwK, A
= — < 1.
204 gw)\s

Therefore, the analytical calculation of the quantity
S can be performed by expanding it in degrees of
gwK,

)\S "
Sozj'dzB;)o + %(An sin(K2))’ + .4

= A Qy+AS+ ..., (22)

_ 2010001
AS = )\S(gWKS) 4—(23

0

It isseen from thelower curvesin Fig. 2 that, similar
to the case of the X-ray acoustic resonance, the correc-
tion to the phase due to ultrasound rapidly decreases
with an increase of the deviation. However, the calcul a-
tion by the smplified formula results in the consider-
able overestimation of the ultrasound effect on the sup-
pression of the Borrmann effect; moreover, they aso
fail to describe the rocking-curve broadening.

The periodic variation in the deviation parameter
denotes that all the waves deviating from the exact
Bragg condition within the range

No U [-gwK, gwK ] (23)
propagate in the crystal depth, periodically leaving the
region of strong diffraction scattering (an increase of
the distance from the turning point). At first glance, it

No. 3 2001



SUPPRESSION OF ANOMALOUS X-RAY TRANSMISSION

-5
00, arcsec

Fig. 3. Diffracted-wave intensity as a function of the devia-
tion from the exact Bragg condition, 66; gw = (1) 0, (2) 2,
and (3) 4.

seems that the intensity of the diffracted wave should
increase proportionally to deformation € [13] as

Aly ge
—o0<L,
10 S

where §, is the area under the diffraction peak having
no ultrasonic deformation. Indeed, this is redly the
caseinthe Bragg diffraction (arelatively small depth of
X-ray penetration into the crystal). However, in the
transmission diffraction, the change in the phases for
waves with slight deviation from the Bragg conditionis
more important than the change of the rocking-curve
width.

Inathick crystal (LT = 26), the amplitude of the sec-
ond Bloch wave is rather small because its antinodes
are at the sites of the crystallographic planes and, there-
fore, its contribution can be ignored. The intensity of
the diffracted wave at the exit from the crystal (Fig. 3)
can be represented as

2

O
|, = ——=exp(2NImS, —ut).
Ry p( S —Ht)

0

£ = wkKq, 24)
g

When interpreting the experimental results (Figs. 1,
4), the emphasisis made on the dependence of the mag-
netostriction deformation w on the magnetic-field
intensity H. The complicated character of this depen-
dence isindicated by a smoother attainment of the sat-
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Fig. 4. Integrated diffraction intensity as a function of the
ultrasound amplitude.

uration by the diffraction intensity with an increase of
the magnetic-field strength. Moreover, unlike the case
of diffraction from an “ ultrasonic superlattice,” the spa-
tial structure of magnetic domains changes—they
become larger and the number of the superlattice layers
can decrease at almost constant deformation (magnetic
moment). The analysis of the behavior of magnetic
domainsis of great interest but it is beyond the scope of
the present article and, therefore, is not considered.

CONCLUSION

Thus, we suggested the theoretical interpretation of
the suppression of the Borrmann effect (anomalous
X-ray transmission) under the effect of periodic (ultra-
sonic or magnetostriction) deformations with a period
considerably exceeding the extinction length. The
nature of this effect is associated with the periodic devi-
ations of the reflecting planes from their exact Bragg
positions, which results in the destruction of the
dynamical structure of Bloch X-ray waves. In this case,
the antinodes of aweakly absorbed Bloch wave are dis-
placed toward the atomic planes, thus increasing
absorption and suppressing the effect of anomalous
X-ray transmission.

In practice, thiseffect can be used in designing high-
speed X-ray choppers whose functioning, in fact, is
determined by the rate of magnetization reversal of
domains. It would be possible to use the experimental
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X-ray datato determine the specific features of magne-
toelastic deformations induced by the effect of an
applied magnetic field. The use of the synchrotron radi-
ation with a clearly pronounced tempora structure
opens new vistas for studying tempora evolution of
magnetic subsystems.

In the case of diffraction from vibrating crystals, the
suppression of the Borrmann effect by long-wave-
length ultrasonic vibrations also creates the conditions
for controlling the angular width and the intensity of
the diffracted beam. Unlike the case of X-ray acoustic
resonance, the ultrasonic wavelength does not exactly
coincide with the extinction length here. Moreover, the
waves with a large period are absorbed to a lesser
degree and, therefore, can be excited by simpler
methods.
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from Crystalswith Dislocations

N. M. Olekhnovich and A. V. Pushkarev

Ingtitute of Solid-State and Semiconductor Physics, Belarussian Academy of Sciences,
ul. Brovki 17, Minsk, 220072 Belarus

Received September 21, 2000

Abstract—The transformations of X-ray polarization with coherent o- and T-components have been studied
for the Laue diffraction from LiF crystals with a high dislocation density (10°-10° mm™). The dependence of
the parameter characterizing the diffraction-induced birefringence and the degree of coherence of the transmit-
ted beam on the squared reciprocal -l attice vector (H? = 4sin’6/A?) is determined. It is shown that the parameter
characterizing the diffraction-induced birefringence in crystals with dislocations is determined by the static
Debye-Waller factor (exp(—L)) and the effective thickness A of the crystal. The exponent L increases and the
parameter A decreases with the dislocation density. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The diffraction-induced transformations of X-ray
polarization (hereafter referred to as diffraction polar-
ization) are among the important phenomena in X-ray
diffraction optics. These phenomena underlay the
development of X-ray polarimetry, the diffraction—
polarization analysis of real crystals, and other research
fields[1-10].

In X-ray diffraction with coherent o- and T-compo-
nents of the electric vector of the incident wave (the
o-component is normal and the T-componentsis paral-
lel to the scattering plane), a perfect crystal demon-
strates the phenomenon of birefringence. If a linearly
polarized radiation with the electric-field vector
inclined to the scattering plane is incident onto a crys-
tal, the transmitted and diffracted beams, in the general
case, are elliptically polarized because the advanced
phase difference arising between the above compo-
nents. The diffraction-induced polarization transforma:
tions are associated with the dynamical scattering and,
thus, are not observed in the case of kinematica scat-
tering. The parameters characterizing such polarization
transformations in perfect crystals can be calculated
from the experimental data in the dynamical approxi-
mation [1-6].

In two- and multibeam Laue diffractioninreal crys-
tals, the birefringence and depolarization phenomena
were revealed in [11-13]. Their characteristic parame-
ters of these phenomena depend on the dislocation
density and the deviation of the scattering angle from
the exact Bragg angle. The phenomenon of X-ray bire-
fringence in crystals with dislocations with due regard
for its manifestation provided the construction of a

guarter-wave plate and perform the exhaustive polar-
ization analysis of X-ray beams with the angular diver-
gence characteristic of conventional diffraction experi-
ments [14].

The studies of diffraction polarization in rea crys
tals are important for getting a deeper insight into the
scattering mechanisms of the short-wave radiation in
crystals. The parameter K characterizing the diffrac-
tion-induced birefringence (or simply diffraction bire-
frigence) is determined by the phase difference 6 aris-
ing between the o- and T-components of the electric-
field vector related to the optical path length t, namely,
K= o/t.

It was found [6, 12] that in contrast to perfect crys-
tals, parameter K in crystalswith ahigh dislocation den-
sity gradually decreases with an increase of the devia-
tion of the crystal orientation from the exact Bragg
position, with the absolute value of this parameter
being many times lower than that in a perfect crystal.
Such abehavior of the diffraction-birefringence param-
eter in crystals with dislocations can be related to the
static Debye-Waller and other factors determining the
diffraction conditionsin such crystals. Therole of these
factors can be estimated by studying the diffraction-
induced polarization transformations for reflections of
different order. Bearing thisin mind, we undertook this
study with the aim to establish the characteristic fea-
tures of the diffraction transformations of the transmit-
ted-beam polarization under the conditions of the Laue
diffraction (the 002, 022, and 004 reflection) from LiF
crystals with dislocations.

1063-7745/01/4603-0355%$21.00 © 2001 MAIK “Nauka/Interperiodica’



Fig. 1. Schematic of a polarimeter [12]: S is a source of
X-ray radiation; Pisacrysta—polarizer; Q isaquarter-wave
plate; C is the crystal-specimen; A is a crystal-analyzer;
and D isan X-ray detector.

002
R
022

—200" 200"

0
-6,

Fig. 2. Scattering curves for the 020 and 022 reflection in a
LiF crystal with Ng=3 x 10’ mm™2.

EXPERIMENTAL. THE METHOD
OF DETERMINING THE POLARIZATION
PARAMETERS

The polarization characteristics of the X-ray beam
analyzed were studied with the use of an X-ray pola-
rimeter (CuK, radiation) (Fig. 1). Both the polarizer—
monochromator and the analyzer were germanium sin-
gle crystals (333 Bragg reflection). The unit consisting
of an X-ray tube and a crystal—-analyzer wasinstalled in
such away that the electric vector of the linearly polar-
ized beam would form an angle of 45° with the o-direc-
tion in the crystal-specimen and a quarter-wave plate.
The angular divergence of the incident linearly polar-
ized beam in the scattering plane of the crystal-speci-
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men was lower than the half-width of the obtained
curve. The quarter-wave plate was prepared from aLiF
single crystal with the dislocation density ~103 mm.
Its angular aperture corresponded to the divergence of
the incident linearly polarized beam in the scattering
plane. The the working beam of the quarter-wave plate
was the transmitted beam under the conditions of sym-
metric Laue diffraction (the 002 reflection).

The specimens had the shape of plane-parallél
plates prepared from LiF single crystals with the
entrance and exit surfaces being parallel to the (100)
plane. The dislocation density (Ny) was about 10%—

10° mm- for specimens prepared from crystalswith the
most homogeneous dislocation distribution. These
specimens were characterized by Gaussian-like curves
of Bragg scattering for al the reflections studies
(Fig. 2). The didocation density was determined from
the pits obtained upon selective etching. The disloca
tion distributions in the crystals with a high dislocation
density were slightly inhomogeneous. The polarization
analysis of the transmitted beam in the symmetric Laue
diffraction was made for the same region of the crystal
plate for al the reflections (002, 022, and 004). The
crystal was mounted in positions providing the maxi-
mum intensity of the diffracted beam.

To determine the polarization characteristics, we
measured the integral intensities | (W) of scattering from
the crystal—analyzer at different angles Y of its rotation
about the axis of the analyzed beam. Theangle ) varied
from 0° to 180°. The dependence I () was measured in
two schemes—with and without the quarter-wave
plate. In the scheme without the quarter-wave plate, the
angular dependence | () can bewrittenin theform [15]

() = %Icc(coszw +xsin° Y + P,/xcosdsin2y), (1)
where d is the phase difference between the o- and the

Tt components; X = |;/145 IS the dichroism parameter;

P. = |lgnl/ V156! o IS the degree of coherence of the o-

and the T-components of the analyzed beam, which is
related to the degree of polarization (P) as

— __4x P2
P—/\/l (1+X)2(1 P:),

where l 54, |11 @nd | 5, are the coherence matrix compo-
nents [12]. In the scheme with the quarter-wave plate,
the scattering intensity from the crystal—-analyzer I'({s)
is determined by the relationship

I"(W) 2
= %I;o(coszlp + XXoSIN P — PePy o./XXoSiN3SIN24),
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where P, and X, are the parameters polarization char-
acteristics of the quarter-wave plate [14]. It follows
from Egs. (1) and (2) that

[ P
x= -2 xx, = =, 3)
Iy lo
2«/;( 45— 1135
P = 4
c00551+x e 1 4)
L 2,/XX e —1;
PPy Sind——> = B2 —2% (5)
1+ XX las + 1135

Using Egs. (3)«(5) and the experimentally obtained
dependences |'(W) at P = 0°, 45°, 90°, and 135°, one
can determine the polarization characteristics 9, P, and
x of the analyzed beam.

RESULTS AND DISCUSSION

According to Egs. (4) and (5), we used the following
reduced intensity in the analysis of the experimental
data:

) =~

I 450 + 11550

The angular dependence of the reduced intensities
of the beam transmitted through a LiF crystal with the
thickness t, = 0.388 mm and the dislocation density

3.1 x 10* mm~2for the 002, 022, and 004 reflections are
presented in Fig. 3. For comparison, Figure 3 aso
shows the angular dependence of the reduced intensity
for the linearly polarized incident beam. It is seen that
the transmitted and the incident beam have different
polarizations for al the reflections studied. The quanti-
tative analysis of the observed J({) and J'({s) curves
based on Egs. (3)5) provided the determination of the
phase difference & and the degree of coherence P..
Using the & values determined, we calculated the bire-
fringence parameter K = o/t (t = t,/cos By, where t, isthe
thickness of the crystal—specimen) (table). These
parameters and the measured half-widths W of the scat-
tering curve with due regard for the of incident-beam
divergence areindicated inthetable. It isseen that, with
an increase of the reflection order (the squared recipro-
cal-lattice vector H?), the birefringence parameter con-
siderably decreases, whereas the coherence degree
increases.

Now, compare the measured birefringence parame-
ter kK with itsvalues calculated for aperfect crystal. The
calculation was performed for a spherical incident
wave with the limited wavefront corresponding to the
experimental conditions.
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Fig. 3. Angular dependence of the normalized intensity of
the transmitted beam scattered by the crystal—analyzer. The
curves are plotted for the 002, 022, and 004 reflections:
(2) with a quarter-wave plate; (2) without a quarter-wave
plate; (3) for the incident beam.

The phase difference & for the o- and the T-compo-
nents of the transmitted beam in Laue diffraction of a
spherical wave with the limited wavefront is given by
the following equation [6]:

int
5 = arctan—-. (6)

ReJgr

int int

Here, Im J,; and Re J,, aretheimaginary and the real

parts of the matrix element (integrated over the angle)
for the coherence matrix of the plane wave

Y1
I = 37 [ DIDRy, ™

Y1
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where D? and D2 are the - and the T-components of
the amplitude D° of the transmitted plane wave at the
diffraction angley = (8 — 6)sin28g/ /XX, 050 isthe
deviation from the Bragg angle, x, and X;, are the Fou-

rier components of polarizability, and k' =

2)\—T[z—:cot26B JXnXs- The amplitude D for the trans-

mitted wave is given by the equation

OLEKHNOVICH, PUSHKAREV

D° = Biexp[-iA(y + Ay’ +1)]
+ BYexp[-iA(y -y’ + 1)]
+ Blexp[-iA(y + Jy* + C?]
+ BJexp[-iA(y—y’ + )1,

where the o- and the T-components of the amplitude of
the transmitted plane wave are

gom = B8 (WY + Co n ¥ V) exp[—gA(L £ (&6Co, /Y + Co,))]
; .
2,y +Ca 1

Here, E;'" arethe o- and the Tecomponents of theinci-
dent-wave amplitude; j isequal eithertolor2; C,=1

and C,, = |cos20g[; A = Tix.to/(A YoV ); Ty isthe crystal
thickness; g = W/(21K,X;); M is the linear coefficient of
photoel ectric absorption; €, = [Xi/Xoi|; ad y, and y;, are
the directional cosines of the incident and the diffracted
wave, respectively. Theintegration limitsin Eq. (7) are
determined by the incident-beam divergence with
respect to the half-width of the scattering curve.

For athick crystal (ut > 1), the value of d varieslin-
early with the crystal thickness and is proportiona to
the Fourier component of polarizability. Using the
phase difference calculated by Eqg. (6) for the thickness
of the specimens studied, we determined the birefrin-
gence parameter K, for a perfect crystal (table). It is
seen from the table that the birefringence parameter for
acrystal with dislocationsis many times|ower than that
for a perfect crystal, with the difference between k and
K, increasing with H2.

Birefringence parameter K, degree of coherence P, for the
transmitted beam, and the half-width of the scattering curve
for the 002, 022, and 004 reflections for a crystal with
dislocations (W) and a perfect crystal (W)

hki radll(r’nm P. |W, acs ra;(/rr)ﬁm arvc\:lgéc Ng, mm~2
002 | 349 |0.39 58 3882 | 470 [3.1x10*
022 279 (044 61 80.35 2.22
004 | 051 |0.69 64 | 40.70 1.25
002 | 195 (048| 117 5426 | 4.70 3x10°
022 | 061 (058| 119 82.35 2.22
004 | 017 |(0.75| 129 68.20 125
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One of the factors providing a decrease in the bire-
fringence parameter for rea crystals is the Debye—
Waller factor exp(-L) = exp(-BH?), because the Fourier
component of polarizability for acrystal with defectsis
reduced just by this factor. Now, analyze the depen-
dence of In(k/k,) on H? (Fig. 4). The dependence
observed can be approximated by the following equa-
tion:

In(k/k,) = a—bH?, ®)

where a and b are the approximation parameters. The
scatter of the experimental points around the straight
line seems to be associated with the inhomogeneity of
the dislocation distribution. This assumption is con-
firmed by the observed difference in the half-width of
the scattering curves for the 002 and 020 or 022 and

020 reflections. This difference was the most pro-
nounced (about 15%) for the specimens with Ny = 3 x
10° mm2,

The straight line in Fig. 4 has the negative slope,
which agrees with the effect produced by the static
Debye-Waller factor. However, if a decrease in K in
comparison with a decrease in K, was determined only
by the static Debye-Waller factor, then the straight line
would have crossed the origin of the coordinate system
(i.e., parameter a would have had the zero value), but,
in fact, this parameter has a certain negative value
dependent on the dislocation density. Hence, in crystals
with dislocations, the birefringence parameter is deter-
mined not only by the static Debye-Waller factor but
also by other factors characterizing the specific features
of dynamical scattering in the crystals, which is associ-
ated with the fact that the effect of diffraction birefrin-
gence is observed within amost the entire angular
range of Bragg scattering [12] broadening with an
increase of the dislocation density. Thus, the angular
range of coherent scattering broadens with the intro-
duction of dislocations into crystals. This fact leads to
the assumption that at the given diffraction angle, some
crystal regions, in which the disocations distort the
crystal lattice, do not participate in coherent scattering
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determining the birefringence effect and, thus, cannot
make considerable contributions to the phase differ-
ence between the o- and the r-components of the radi-
ation. This fact can be taken into account with the aid
of the effective thickness t,; of the crystal. Obvioudly,
the less the effective thickness, the greater the half-
width of the scattering curve. Now, assume that

tr = t(W/W, exp(-L))°", ©9)

where W, is the half-width of the scattering curve for a
perfect crystal and B is a certain parameter dependent
on the degree of coherence between individual scatter-
ing regions and on the interband scattering from the
displacement fields of dislocations, which provides
mixing of the Bloch states of the upper and the lower
branches of the dispersion surface. With an increase of
the coherence between the individual scattering regions
B should decrease, whereas with an increase of the
interband scattering (resulting in a decrease of the
phase difference), B should increase. Taking into con-
sideration the effective thickness Eq. (9) of the crysta
and the static Debye-Waller factor, the birefringence
parameter for a crystal with dislocations can be evalu-
ated by the following equation:

2y B
Kq = erxp(—BHz)%w%% .
Thus, the diffraction-birefringence parameter for a
crystal with dislocations is determined by both static
Debye-Waller factor and factor associated with the
effective crystal thickness, A = W, exp(—BH?)/W. Equa-
tion (10) provides the description of the dependence of
K on H2. Obviously, Eq. (10) corresponds to approxi-
mation (8) and, as follows from the analysis of the data
in the table, In(W,/W) increases with a decrease in H?
approximately as

(10)

In(W,/W) = d—qH?, (11
where the approximation parameters d and g depend
on the didlocation density. Thus, Eg. (10) can be rewrit-
ten as

In(k/k,) = Bd—(Bq+(1+B)B)H,

which corresponds to Eq. (8). The values of B and 3
were determined using the parameters a, b, and g deter-
mined infitting of Egs. (8) and (11) to the experimental
data. It wasfound that B=0.54 A2and B = 0.86 for Ny =
3.1 x 10*mm2and B=0.84 A2and B = 0.96 for Ny =
3 x 10> mm=,

The B-values obtain correspond to the data deter-
mined in the analysis of the integrated scattering inten-
sities [16]. It should be indicated that similar to the
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Fig. 4. In(k/k,) versus H? for the crystals with dislocation

densities equal to (1) 3 x 10* and (2) 3 x 10° mm™. The
straight lines are constructed with the use of the parameters
determined and Eq. (8).

half-width of the scattering curve, the birefringence
parameter K issensitive to theinhomogeneity inthedis-
location distribution in crystals.

The effective-thickness factor for a crystal with dis-
locations decreases for higher dislocation densities and
the reflection orders. In turn, this results in a decrease
in the depolarization of the transmitted beam, i.e., to an
increase of its coherence degree (see table).

Thus, our studies demonstrate that the birefringence
parameter K for crystalswith dislocationsis determined
by both the static Debye-Waller and A factors charac-
terizing the effective thickness of the crystal, which is
also dependent on the haf-width of the scattering
curve.
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Optimization of the Calculation of a L ocal Electric Field
in Crystals by the Transient-Region Method
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Abstract—The specific features of using the method of transient-region for calculating local electric fieldsand
the corresponding potentials are considered on examples of the calculations for NaF, CsCl, and LiNbO; crys-
tals. It is shown that for crystals with a primitive cubic lattice, this method can provide any given accuracy of
the calculated Madelung constant; for displacive-type ferroelectrics (LiNbO3), the method allows the calcula-
tion of the local electric field with a very high accuracy. It is emphasized that for each specific object, one has
to carefully select the parameters of the convergence function. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Recently, computer simulations have been widely
used in the studies of the structural order in various
crystalline and amorphous materias, as well as com-
plex multiatomic macromolecules. Computer simula-
tion isbased on the cal cul ation of Coulomb interactions
in the object either in the approximation of the point
dipoles[1] or on thefirst principles with due regard for
the spatial electron-density distribution of ions in the
object [2]. The expressions for the local electric-field
and its potential created by theionsinthe crystal lattice
involve slowly convergent lattice sums, whose conver-
gence is usually improved by two main methods—the
Ewald method and the fast multipole method [3]. The
latter method is based on the expansion of the potential
into series in spherical harmonics. The classical Ewald
method requires analytical integration over the lattice,
but its modern computer-oriented modifications are
based on the algorithm of the fast Fourier transforma-
tion with the replacement of the continuous volume-
charge distribution by a discrete net [4, 5].

Both the Ewald and fast multipole methods are
designed for calculations of the potential at the points
of aperiodic crystal lattice, which hinders their use for
calculating potential reliefs, the analysis of objectswith
random spatial distributions of charged defects, and the
analysis of ferroelectrics because of the difficulties
encountered in the calculation of the polarization con-
tribution to the local electric field.

At the sametime, thereis afundamentally different
method for improving the convergence of the lattice
sumsfree of the above limitations [6]. It is based on the
consideration of the region which is transient between
the Lorentz sphere with discretely localized point
charges and the uniformly polarized medium and can
be called transient-region (TR) method. Below, we ana

lyze the specific features of the optimum use of this
method with the emphasis on the accuracy and conver-
gence of the results obtained.

OPTIMIZATION OF THE TRANSIENT
FUNCTION

The detailed substantiation of the TR method for
calculating the potential ¢,.. and the local electric field
E .. Was given elsewhere [6]. It was shown that, intro-
ducing into consideration the region transient from the
zone of localized point charges and point multipoles
(asphere of the radius R,) to the zone of a uniformly
polarized medium (the outer radius of the transient
regionisR, > R,), we can represent E,,. in the center of
anisotropic crystal of the spherical shapeinthe follow-
ing form:

EIoc = Ei' + Em + Edep1 (1)

where E,,, is the contribution of the multipole electrical
moments of ions located within a sphere of radius R,
and Egg, is the depolarization field. The contribution of

point charges of latticeions E; hasthe form

N Tk
1 aQ(Ry i)
E = — —— Roji (2)
4T[%kzl jZ]_ Rg jk a

where N is the number of different types of ionsin the
object; the subscripts k and j indicate the ion type
sequential and number of ions the given type, respec-
tively; | isthe number of ions of the kth type within the
sphere of radius Ry; R, is the radius-vector between
the point at which E, Is calculated and the jth ion of
the kth type; g, is the effective charge of ions of the kth
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Fig. 1. Relative root-mean-square error oL versus parameter
n for NaF (o) and CsCl (e) structures at several o values:
(1) 0.25; (2) 0.5; (3) 1.0; (4) 2; and (5) 4 nm.

type; and Q(Ry ;) is the transient function responsible
for the convergence such that

ORyj =1 at Ryjx<Ry,
0<QRyW<1 at R <Ry <R,
O(Ryji) =0 at Ryj>R,.
In the similar way, we can determine the contribution ¢;

of point charges to the potential of the local electric

OFE;,

\/
10-2F 2
3
4|
10 4
5
10-r

1 3 5 7 n

Fig. 2. OF; versus parameter n for the position of a Li*-ion
in an ideal LiNbO; structure at the following o values:
(1) 0.25; (2) 0.5; (3) 1.0; (4) 1.5; and (5) 2.0 nm.
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It can readily be seen that this approachisvalid not only
for an polarized isotropic spherical specimen but also
for an electrically anisotropic crystal of an arbitrary
shape. In the latter case, one has to introduce an addi-
tiona term, which describes the contribution to E;,.
from the specimen regions lying outside the sphere of
maximum radius inscribed into the specimen volume.

Two specific forms of the transient function were
considered in [6]; however, no function optimization
made. The variants of Q(R,;,) considered in [6] are the
particular cases of the following function:

_(Ro,-k—Rl)”}

Q(Ro ) = eXp[ = “)

20

where ¢ and n are positive numbers. The classica
object for checking the efficiency of any method used
for calculating the potential of thelocal electricfieldis
a primitive cubic structure of the NaF [2] or CsCl type.
Figure 1 shows the dependence of the relative root-
mean-square error o of the Madelung constant L in the
NaF and CsCl structures calculated by the transient-
region method on the parameter n at severd values of o.
The dp value was determined from seriesM (M = 10)
of computations of p at fixednand o and (R, - R)) =
10 nmand R, = (2.0 + 0.05k) nm. Thus, we have

11 2 v
-4 4 Y
du = H{M Z(uk u)} : &)
k=1
od;
\_/
2
102¢
3
4
10—4,
5
1076F
| 3 5 7

Fig. 3. &¢; versus parameter n for the position of aLi*-ion
in LiNbO5 at several o vaues: (1) 0.25; (2) 0.5; (3) 1.0;
(4) 2.0; and (5) 3.0 nm.
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where [ isthe arithmetical mean within the series M.
It is seen from Fig. 1 that, at the appropriate choice of
the parameters characterizing the transient function and
the dimensions of the summation region, the transient-
region method provides any specified accuracy in the
calculations of pin the structures of the NaF and CsCl
types. Note that the p-value for the NaF structure accu-
rate up to ninth decimal digit can be determined by the
transient-region method with the summation over 6 x
108 unit cells of the crystal (R, =0, R, =5.2nm, 0 =
3 nm, n = 7.125), whereas the modified Ewald method
uses the summation over 10° unit cells[2].

APPLICATION OF THE TRANSIENT-REGION
METHOD TO POLAR STRUCTURES

The main purpose of transient-region method is the
calculation of E. in structures with defects having and
in structures with the symmetry lower than cubic.
Following [6], we studied a stoichiometric rhombohe-
dral ferroelectric LiNbO; crystal (point group 3m,
sp. gr. R3c) asamodel object. In the hexagonal setting,
the lattice constants are ¢, = 1.3865 nm and ay =
0.5151 nm [7], the unit cell contains six formula units.
The convergence function was optimized separately for
the calculation of the ionic contributions to the local
field E/ and the potential ¢;. The values of the effective
ionic charges in the lattice were close to those used in
[6]. The root-mean-square errors OE; and d¢; were
determined in a way similar to that used for d, but at
the different series parameter M: R, = (6.0 + 0.1k) nm,
(R,—R,)) =10nm, and M =13, i.e,, for R, changing by
a value close to the maximum lattice constant. The
plots of Ej and ¢; versus n for the Li*-position in the
LiNbO; structure at different o values are presented in
Figs. 2 and 3, respectively. Comparing Figs. 2 and 3, we
see that at low o values the optimum values of n used
for calculating E; and ¢; are practically the same, but
with anincrease of ¢ there appears an obvious tendency
to the reduction of the ultimate accuracy of ¢; determi-
nation.

To find out the causes of such a difference, we ana-
lyzed the effect of interna radius R; of the transient
region on ¢; and &¢; . It was found that no such effect is
observed for the NaF and CsCl structures; the corre-
sponding dependence for the potential in the Li* posi-
tion in LiNbO; is shown in Fig. 4. The qualitatively
similar behavior of the difference Ad; = [$,(0) — §;(R,)]
(where d,(0) isthevalueof ¢; at R, = 0) wasalso found
for the Nb°*-position. The dependence of ¢; on R;
results from the fact that lithium niobate belongsto the
displacive-type ferroelectrics, and the Li* and Nb®*
positions cannot beidentified with the center of anideal
uniformly-polarized sphere. Thus, the existence of the
dependence ¢;(R,) leads to the systematic error in the
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Fig. 4. () ¢; versusR; for Li*-ion positionin LiNbOz at 0 =
0.5 (0), 1.0 (e), and 2.0 nm (solid line); (b) difference
AE] =[E{ (R)) — E; (Ry)] versus R for Li*-ion position at

Ro=4.0 nmand E; (Ry) =-2.51298 x 10°V m .

determined &¢; value, and the true relative accuracy of
the potential calculation is higher at high o values than
isshown in Fig. 2. The calculations of ¢; in the nonpo-
lar materials should not result in the ¢;(R,) dependence.

Figure 4 also shows the calculated z-component of
thefield E; at Li*-ions (E;,) in LiNbO; as a function of
R, & 0 =2.0nmand n=4.5. The calculations of E;, at
Nb®* and O%- ions confirmed the absence of divergence
and an improved accuracy for higher R; values. Note
also that the limiting R, values used in the calculations
are rather high and exceed the mean linear dimension
of real microscopic LiNbO; particles[§].

CONCLUSION

It has been shown that the transient-region method
can successively be used for calculating the absolute
value of theionic contribution to E,,. for awide class of
objects and, within an accuracy of a constant, also for
the calculation of the potential relief of the internal
electric field in crystals. There are grounds to believe
that, in the calculations of the ionic contribution to the
potential in nonpolar materials, the absolute accuracy
of the transient-region method is also rather high at the
sufficiently fast divergence. The main advantage of the
transient-region method in comparison with the Ewald
and the fast multipole methods is its smplicity and
applicability to any crystal structure.
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Abstract—The structure of a new representative of the labuntsovite family, which was found in the Khibiny
alkaline massif (the Kola Peninsula), was established by the method of X-ray diffraction analysis. The unit-cell
parameters are a = 14.365(7) A, b = 13.887(7) A, c = 7.814(2) A, B = 117.36(5)°, sp. gr. Cm, R,,,;;, = 0.058,
1385 F > 40(F). Themineral differsfrom other members of the family by the absence of Na-atoms and the high
Ca-content. The Ca-polyhedron is reduced to a seven-vertex polyhedron (the average Ca—O distanceis 2.48 A)
compared to the eight-vertex Na-polyhedron (the average Na—O distanceis 2.57 A). The structure channels are
orderly occupied, thus lowering the symmetry to Cm. © 2001 MAIK “ Nauka/Interperiodica” .

The minerals of the labuntsovite family are charac-
terized by a considerable heterovalent isomorphism,
which should be taken into account while predicting
ion-exchange properties of micro- and mesoporous
materials based on this structure type. Sodium-rich
orthorhombic representatives (nenadkevichite and
korobitsynite) contain up to nine Na atoms per eight Si
atoms. In the monoclinic minerals, the Na content can
be reduced by more than 50% because of the incorpo-
ration of larger K, Ba, H3O, or Sr cations. In kuzmen-
koite [1], sodium atoms are virtually absent
(0.35 atoms). A new sodium-depleted representative of
the family, which was found in the cavities of a pegma-
tite khibinite counterlode from the Malyi Mannepakhk
mountain of the Khibiny alkaline massif (the Kola Pen-
insula), differs from kuzmenkoite and other members
of the labuntsovite family by high Ca content.

The new mineral exists as prismatic pale pink crys-
tals up to 0.5 mm in length. Its chemical composition
was studied by the electron probe analysis at seven
points (no water-content determination was made). The
empirical formula (calculated for 16 Si-atoms) reflects
the intraphase inhomogeneity of the sample:

Nay 95-0.3Cag 67-2.71K1.91-3.765T0-0.0sB20.05-0.21M€0.05-0.11
Mn, 51 81F€0.08-028Z1000.12ZT0_0.04T16 57-7.78Nbg 441 51
Al 01651158416, With the inverse correlation for the
CalK ratio.

The parameters of the orthorhombic unit cell with a
fourfold period ¢ = 27.76 (7 x 4) A indicate crystal
twinning analogous to that observed in vuoriyarvite [2]
and oxonium labuntsovite [3] with the following matrix
of the transformation from the experimental ortho-
rhombic unit cell to the true monoclinic one: [-1 0 0/0
-1 0/0.25 0 0.25] + [1 0 0/0 1 0/-0.25 0 0.25]. The

Table 1. Crystallographic data and details of X-ray diffrac-

tion experiment

Characteristic cgr%?t?gr?s
Parameters of the orthorhombic a=14.365(7)
unit cell, A b= 13.887(7)
c=27.76(2)
Parameters of the monoclinic a=14.365(7)
unit cell, A, deg b= 13.887(7)
c=7.814(2)
B =117.36(5)
Volume of the monoclinic unit cell, A3 | 1384.4
Sp.or.,Z Cm; 1
Radiation, A, A CuK,; 1.5418
Ratio of the twin components 0.6/0.4
Density, g/cm?® 25
Crystal dimensions, mm 0.1 x 0.06 x 0.08
Diffractometer SYNTEX P2,
Range of indicesfor measured reflections | —16 < h < 16;
O0<k<14
0<1<32
STET <0.59
Total number of reflections 1551 1 > 20(l)
Number of independent reflections 1385 F > 40(F)
R factor for anisotropic refinement 0.058
Program used for calculations AREN [5]
Program used for absorption correction | DIFABS[6]

1063-7745/01/4603-0365%$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Table 2. Atomic coordinates, equivalent thermal parameters, multiplicities (Q), and occupancies (q) of the positions

Atom x/a ylb Zc Qq Beg: A2
Ti(1) —0.0002(2) 0.2316(1) 0.5002(1) 41 1.69(5)
Ti(2)* 0.2522(3) 0.2510(2) 0.4968(8) 41 1.79(4)
Si(1) 0.2112(2) 0.1081(2) 0.8019(4) 41 1.76(7)
Si(2) 0.7972(2) 0.1114(2) 0.1972(4) 41 1.16(7)
Si(3) 0.3225(2) 0.1108(2) 0.2435(4) 41 1.41(8)
Si(4) 0.6903(2) 0.1115(2) 0.7518(4) 41 1.46(7)
Mn 0.0031(4) 0 0.496(1) 20.89(1) 1.99(5)
Ca 0.919(1) 0.2325(8) 0.017(2) 40.30(1) 3903
K(1) 0.425(2) 0 0.709(3) 20.26(1) 4.6(3)
K(2) 0.5844(7) 0 0.294(1) 20.53(1) 37(2)
K(3) 0.5744(7) 0.0547(4) 0.275(1) 40.33(1) 2.3(2)
o(1) 0.2396(7) 0.1291(7) 0.026(1) 41 29(2)
0(2) 0.7750(6) 0.1304(6) 0.981(1) 41 21(2)
0(3) 0.2748(6) 0.1799(5) 0.734(1) 41 1.7(2)
o(4) 0.7323(6) 0.1824(6) 0.268(1) 41 23(2)
o(5) 0.1031(6) 0.2302(5) 0.387(1) 41 1.4(2)
o(6) 0.9064(7) 0.2275(6) 0.601(1) 41 2.0(2)
o) 0.2506(8) 0 0.794(2) 21 1.43)
o) 0.762(1) 0 0.212(2) 21 2.6(3)
0(9) 0.4253(6) 0.1778(6) 0.309(2) 41 2.2(2)
0(10) 0.5861(6) 0.1817(6) 0.696(1) 41 2.0(2)
o(11) 0.2702(6) 0.1273(6) 0.388(1) 41 2.0(2)
0(12) 0.7455(7) 0.1292(5) 0.619(1) 41 22(2)
0(13) 0.3675(9) 0 0.267(2) 21 1703)
0(14) 0.652(1) 0 0.737(2) 21 2.2(3)
0(15) 0.0874(6) 0.1174(6) 0.677(1) 41 21(2)
0(16) 0.9232(5) 0.1189(5) 0.333(1) 41 15(2)
H,O(1)* 0.106(1) 0 0.343(1) 21 5.9(1)
H,O(2)* 0.907(1) 0 0.655(2) 21 43(3)
H,0(3) 0.516(2) 0.128(1) 0.049(2) 40.67(2) 6.0(3)
H,O(4) 0.011(2) 0.150(1) 0.000(3) 40.88(2) 6.3(3)

* The compositions of the positions: Ti(2) = 0.95Ti + 0.05Nb; H,O(1) = 0.9H,0 + 0.1Ba; H,O(2) = 0.9H,0 + 0.1K.

refined weighting coefficients of the twin components
are 0.6 and 0.4.

The structure was studied within the centrosymmet-
ric sp. gr. C2/mtypical of labuntsovites with the use of
the coordinates of the framework atoms reported previ-
ously in [4]. The lowering of the symmetry (sp. gr. Cm)
made it possible to reveal a number of additional partly
occupied positions and to refine these positions with
the use of the mixed atomic scattering curves.

The main characteristics of the crysta and the
details of X-ray diffraction study are indicated in

Table 1. The coordinates of the basis atoms arelisted in
Table 2.

The crystallochemical formula of the mineral (Z=1)
can be written as K;,Ca,,Baj,[Mn, ;Fe;;(H,0);,]
[Ti4(Ti3 sNby ;) (O,0H)][Si40,14 - 6.1H,0.

The structure of the sample studied (figure) is char-
acterized by a mixed framework typical of labuntso-
vites. Thisframework consists of chains of vertex-shar-
ing (Ti,Nb) octahedra linked through four-membered
ringsof Si tetrahedra. The channels parall€ to the coor-
dinate axes are occupied by K, Ba, Ca, and Mn atoms

CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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to

)
)

(OH0@Ba)KeCa

Structure of the calcium-rich analogue of labuntsovite pro-
jected onto the (001) plane. The Mn octahedra are hatched.
Circles of different types represent large cations and water
molecules.

and water molecules. The Ca atoms occupy one of two
Na positions related by a pseudocenter of symmetry.
The Ca polyhedron is reduced to a seven-vertex poly-
hedron (with the average Ca—O distance 2.48 A) com-
pared to the eight-vertex Na polyhedron (with the aver-

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3
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age Na—O distance 2.57 A) [4]. Because of the consid-
erable mobility of a H,O(4) molecule, the distance
from this molecul e to the Ca position, similar to that in
the Na polyhedron, is somewhat shortened. The min-
eral is aso characterized by almost full occupancy of
the Mn position and by the ordered distribution of small
amounts (0.2 atoms) of potassium and barium over the
vertices of Mn octahedra statistically occupied mainly
by H,O(1, 2) molecules.
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Abstract—The structure of Cu,_,Fe,_,SnS,, the last member of the isomorphous series CusFeS,—
Cu,FesSnS,, was synthesized for the first time and solved by the Rietveld method (the WYRIET 3.3 version).

The compound occurs as a cubic phase (a, = 5.4179(5) A) crystallizing in the sp. gr. P43m. One-half of the
tetrahedral cavities in the close packing of sulfur atoms [4e (XxX), X = 0.2583(5)] are statistically filled with
metal atoms (Sn + Fe) and (Cu + Fe + Sn) [1a (0 0 0) and 3¢ (0 1/2 1/2), respectively]. The results of X-ray

study (R, =2.33,

Ryp = 3.00, s=1.20, D = 1.53, Rg = 2.52, and Re = 2.00) confirm the existence of the stannite

“prototype” with a“small” cubic unit cell. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

The Cu,FeSnS, compound, which isthe basic phase
of the Cu—Fe-Sn-S system, is an analogue of widely
occurring mineral stannite. The Cu,FeSnS, compound
has the sphal erite-type structure. However, the unit-cell

symmetry is lowered to tetragonal (sp. gr. 142m, a =
5.45A, c=10.76 A) [1] because of the ordered arrange-
ment of the metal atomsin the cubic cell. In spite of the
fact that compounds of this type often have high-tem-
perature cubic polymorphous modifications with disor-
dered sphalerite-like structures, no reliable indications
to the existence of this Cu,FeSnS, modification are
known. The mineral isostannite, Cu,FeSnS,, has been
studied insufficiently [2—4] and was considered as the
cubic modification of stannite (a=5.42 A) based on the
X-ray diffraction data. However, upon the refinement
of the compositions of several isostannite samples and
the discovery of the mineral kesterite Cu,(Zn,Fe)SnS,

(sp.gr.14,a=5.40A, c=10.80A, c/a=2)[1, 5], iso-
stannite was discredited by the Commission on New
Minerals and Mineral Names of the International Min-
eralogical Association (CNMMN IMA). Many
attempts were made to reveal the number of polymor-
phous madifications of Cu,FeSnS, and to study the
high-temperature modification [6-12]. However, the
available data are contradictory, the structures of the
phases and the phase ratios in the composition range
close to Cu,FeSnS, remain unclear, and the question
about the existence of the cubic modification of stannite
remains open.

The majority of researchersbelieved that the follow-
ing three phases exist in the temperature range of 420—
820°C:

(@ Cu,FeSnS;4s (sp. or. 143m, a = 10.837-
10.85 A), which is stable at T = 420-500°C; the com-
position ranges from CusFe, sSn, 5S,, (=Cu,FeSnS,) to
CussFe; 3Sm)4Ses  (=Cuy 6Fen0sSnoesSs) @ 500°C
[6, 8, 10];

(b) chalcopyrite-like tetragonal stannite with the
composition Cu,(Fe,Sn),S;, (@=5.42 A, c=10.70 A,
c/a=1.97), which was prepared at 600°C [6, 11]; and

(c) the intermediate phase of the composition
Cus ,Fe, 351, 5S,—Cus ¢Fe,Sn, 4Sg; with an unknown
symmetry, which was obtained by the slow reversible
(without the DTA effects) transformation of the cubic
phase in the temperature range of 580-600°C [10]. It
should also be noted that only two polymorphous mod-
ifications of Cu,FeSnS,, which undergo the phase tran-
sition at the temperature of 565°C, werereveadedin [7],
namely, cubic “low” stannite (a, = 10.838 A) and tet-
ragonal “high” stannite (a, = 5.454 A, ¢, = 10.735 A).

Below, we report the results of the structure deter-
mination of the cubic Cu, _,FeSnS, phase synthesized
in the course of our investigation of the isomorphous
series Cu;SnS,—Cu,FeSnS,.

EXPERIMENTAL

When studying the phase formation in the pseudobi-
nary Cu;SnS,—Cu,FeSnS, system, a number of phases
with the variable Cu : Fe ratio were synthesized. The
synthesis was performed in quartz tubes. Weighed sam-
ples of crushed and thoroughly mixed chemica ele-
ments (the total weight was 1 g) were placed into quartz
tubes, evacuated to 10 torr, and sealed. Then, the
tubes werefirst heated to 900°C (at a step of 200°C and
storage for 0.5 h at each step), kept at this temperature

1063-7745/01/4603-0368%$21.00 © 2001 MAIK “Nauka/Interperiodica’



CRYSTAL STRUCTURE OF THE CUBIC MODIFICATION

Table 1. Compositions of the phasesin the B11 sample
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Content
No.
of test Fe Cu Sn S total Formula
wt % at. % wt % a. % wt % at. % wt % at. % wt %
1 12.5 12.1 30.2 25.6 26.0 11.8 30.1 50.6 98.8 CU, 1oF€5.965N0.934
2 11.8 11.5 29.8 255 26.5 12.2 29.9 50.8 98.1 CU, 11F€9.01SN0.9654
3 12.15 11.8 30.0 25.55 26.25 12.0 30.0 50.7 98.45 | Cuy p1FeaaSno.asSs
4 28.6 24.7 28.7 21.8 6.6 2.7 33.8 50.9 97.7 Cug g6F€0.975N0.11S

Note: CAMEBAX (accelerating voltage 25 kV; probe current 10 nA; counting time5 s; metalliciron, CuFeS,, and SnO, standards; analytical
lines: FeKy, CuKy, SKq, and Snl; 30 < 0.71%); row 3 represents the data obtained by averaging the dataof rows 1 and 2; in 4, small
(<50 pm) single chalcopyrite grains form less than 0.5% of the sample volume.

for 6 h, and finally cooled to 400°C and annealed at this
temperature for 10 days. Upon annealing, the tubes
with the samples were cooled in the furnace to ~80°C,
taken away from the furnace, and opened. The products
obtained were ground, and the synthesis procedure was
repeated with a week-long annealing at 400°C.

The X-ray spectrum of the compounds thus
obtained was measured on an ADP-2 diffractometer
(CuK, radiation; Ni filter; the scanning range 13.5° <
20 < 155.0°; the scan step (20) was 0.02°; the expo-
sure time per step was 5 s). Calculations were per-
formed by of the WYRIET program (version 3.3) [13].
The peak profiles were approximated by the pseudo-
Voigt function (PV) with 6FWHM (the peak regions
was limited by six values of the full width at the maxi-
mum half-height). We used the asymmetry that was
refined at 20 < 60°. We used the scattering curves for
neutral atoms [14].

RESULTS AND DISCUSSION

We studied the B11 sample, which was the terminal
member of the Cu;SnS,—Cu,FeSnS, series and had the

composition close to that of stannite (Cu,_,FeSnS,)

the hkl set) by one of the following space groups:
P43m, F43m, P23, or P432.

We considered 12 sphalerite-based structural mod-
els of sphalerite taking into account the symmetry (tet-
ragona or cubic), the unit-cell dimensions, different
modes of centering, and the distribution of metal atoms
over the tetrahedral positions. Asregards the number of
reflections, which agree with the experimental data,
and the spectrum form, the best results were achieved
for the model whose structural parameters are given in

Table 3 (sp. gr. P43m, a, = 5.4179(3) A).

The “isostannite” structure is characterized by sta-
tistical filling of thetetrahedral positionswith the metal
atoms. The sulfur atoms (4e (xxx), X = 0.2583(5)) form
the cubic close packing. Thetin and iron atoms statisti-
cally occupy the tetrahedral positions in the vertices of
the cubic unit cell [1a (0 0 0)]. Thetetrahedral positions
of the second type located in the centers of the cube
faces[3c—(01/2 1/2)] aremixed (Cu + Fe+ Sn). It was
most reasonable to assume that the copper and (iron +

Table 2. Calculation of the X-ray diffraction pattern of B11
(“isostannite”), Cch,l

(Table 1). The X-ray diffraction pattern of this sample
(Table 2) was comparable with the X-ray diffraction ~ NN |[/lma|  hKl | 206 || NN [1/lra K| 286,
patterns of the stannite-type high-temperature phases
described earlier and those of the mineral isostannite. ! 3 001 le34) 111 1 222 | 904
Attemptsto index the X-ray pattern of B11 with the use 2 4 011 |2317|12 | 1 123 | 64.34
e e o s o e a8 | 10| 1t |52 13 | 4 | 004 | 6934
udi . ing -
from B11 with the use of the TREOR program [15] led 4 | 11 | 002 3304} 14 | 7 | 133 | 76.60
to atetragonal unit cell (a=3.8293(5) A, ¢ = 5:4204(5) A, 5 | 4 | 012 13708| 15| 1 | 024 | 7894
M(ZI(? = 64,a|F(20gt = sg_(Q-OdlS,_ 59))-,th_Sattl§fact%r,y 6 | 2 | 112 |4076| 16 | 5 | 224 | 88.29
results were also obtained in indexing within the cubic
unit cell (8, = 5.4787(3) A, M(20) = 65, F(20) = 22 ' | 4| 022 | 4745 17} 2 |115,333) 9524
(0.016, 59)). These two unit cells represent, in fact, the 8 003,122| 5048|| 18 | 1 044 |107.05
same lattice [a,,, = a,, X ~/2] described (according to 9 013 |5348| 19| 4 | 135 |11446
I 10 | 23 113 [ 56.30|| 20 | 2 026 (128.04
M(n) and F(n), where nisthe number of reflections used in index-
ing, are the criteria of the indexing reliability [16, 17]. 21| 1 335 |137.50
CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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Table 3. Atomic coordinates, interatomic distances, and bond anglesin the structures of B11 (isostannite) and stannite

B11 (“isostannite”) (Cuy gsFep 8oSNo.09S4.0; P 43m; a = 5.4179(5) A)

Me-S S-Me-S

Atom Position, coordinates Multiplicity distances, A angles, deg B, A2
Sn 1a (000) 0.64(1) 2.424(4) 109.5(1) 0.8()
Fe 1a (000) 0.36(2) 2.424(4) 109.5(1) 0.8()
Cu 3c (0 U2 1/2) 1.86(2) 2.321(4) 111.3(1) 2.3(1)
105.8(1)

Fe 3c(01/21/2) 0.44(2) 2.321(4) 111.3(2) 2.3(1)
105.8(1)

Sn 3¢ (01/2 1/2) 0.33(2) 2.321(4) 111.3(2) 2.3()
105.8(1)

s 4e (0.2583 0.2583 0.2583) (5) 4.00 1.7(2)

Stannite [1] (Cuy go(Fep 81ZNg 18C0.02)SN1 0Sa0; | 4 2m; a = 5.449, ¢ = 10.757(4) A)

(Fe+Zn) | 2a—000 2 2.348(2) 107.0(2) 0.93

Sn 2b—-1/21/20 2 2.411(2) 109.2(1) 0.78
109.6(2)

Cu 4d—01/2 14 4 2.320(2) 108.1(1) 1.55
112.3(1)

S 8i —xxz (x =0.7551 z=0.8702) 8 0.93

tin) atoms are distributed in an ordered fashion over
their positions: the centers of the lateral faces of the
cube with the coordinates (1/2 0 1/2) and (0 /2 1/2), by
Cu atoms and the centers of the cube bases with the
coordinates of (1/2 1/2 0), by (Fe + Sn) atoms. How-
ever, the structure solution did not confirm this assump-
tion. Thus, the R factor and the position occupancies
were worse than the corresponding data obtained for
disordered distribution. In the latter case, the calcul ated
X-ray spectrum agreed with the experimental data. The
refinement yielded R, = 2.33, R, = 3.00, s = 1.20, D-
WD = 1.53, Rg = 2.52, R = 2.00. According to the X-
ray data, the composition of the phase under study is
characterized by partial occupancy of the position 3c
resulting in the compound “nonstoichiometry”

(Cuy g6Fe( 44500 33)2.63(Sng 64F€ 36)1.0054.00-

Theinteratomic distancesin the structure of B11 are
in good agreement with the corresponding distancesin
the structures of analogous compounds [14]. The struc-
tures of B11 (“isostannite”) and stannite have close
characteristics of the coordination polyhedra of metal
atoms (Table 3). In B11, the coordination polyhedron
about (Sn + Fe) is aregular tetrahedron with the edge
(the Me-S distance, where Me is metal) of 2.424(4) A
and the S-Me-S bond angle of 109.5(1)°.2 In stannite
[1], the coordination tetrahedron of the Sn atom formed
by sulfur atoms is almost regular (Sn-Sis 2.411(2) A

2The position 1a (0 0 0) is occupied predominantly by Sn; Sn :
Fe=0.64:0.36.

and the S-Sn—-S bond angles are 109.4(1)° and
109.5(1)°). A similar Situation is also observed in kes-
terite [1] (Sn-S = 2.408(1) A and the S-Sn—S bond
angles are 109.4(1)° and 109.5(1)°). The Cu-S dis-
tances (in stannite) and (Cu + Fe + Sn)-S distances (in
“jsostannite”)® are almost identical (2.320(2) and
2.321(4) A, respectively). However, the bond anglesin
the polyhedra of “copper” atoms are somewhat differ-
ent: Cu—S—Cu in stannite are 108.1(1)° and 112.3(1)°,
and S-Me-S in “isostannite” are 105.8(1)° and
111.3(2)°.

The thermal parameters —B(A2) are 2.3(1) (Cu +
Fe + Sn in the position 3c), 0.8(1) (Sn + Fein the posi-
tion 1a), and 1.7(2) (Sin the position 4e). These values
are comparable with those in the analogous structures
[1, 14, 18].

The composition of the minerals of the stannite
group can be represented by the general formula
M1,M2M3S, (M1=Cu,Ag, or In; M2 =Fe, Cu, Zn, Cd,
Mn, or Hg; and M3 = Sn or Ge). The structures of all
the minerals of the stannite group and the related com-
pounds are based on the cubic sphalerite structure
(ZnS,,)- Threetypes of metal atoms (M1, M2, and M3)
occupy equally oriented tetrahedral positions in the
cubic close packing of sulfur atoms. Different order of
filled tetrahedra provides the formation of similar but
not identical structures, namely, stannite, kesterite, and

CRYSTALLOGRAPHY REPORTS Vol. 46

3 The position 3c (0 1/2 1/2) ismixed; Cu: Fe: Sn=1.86:0.44 :
0.33.
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velikite. The layers of tetrahedra perpendicular to the
threefold axis consist either of atoms of one kind (for
example, Cu in stannite and velikite) or atoms of two
kinds (Zn—-Sn and Cu-Sn in kesterite and Fe-Sn in
stannite). The composite of the layers of tetrahedra in
the B11 structure isintermediate between the composi-
tions of such layersin stannite and kesterite. The tetra-
hedralocated at z = 1/2 are occupied predominantly by
copper atoms, whereas the positions at z= 0 are mixed
(Sn + Feand Cu + Fe + Sn).% Thus, thereis partial dis-
order: the Fe and Sn atoms are distributed over the ver-
ticesof thecubeintheratio Sn: Fe=2: 1, whereasthe
positions in the centers of the faces are occupied by the
atoms of all thethree metalsintheratiosCu: Fe: Sn=
1.86: 0.44 : 0.33 (Table 3). Therefore, the positions at
the vertices and in the centers of the faces of the ele-
mentary cube are not identical—the former are occu-
pied by the Sn and Fe atoms, and the latter are mixed
(Cu + Fe + Sn). Aswas mentioned above, an attempt to
distribute the copper and (Sn + Fe) atoms over the tet-
ragonal positions orderly [to place Cu and (Sn + Fe) to
the positions (0 1/2 1/2) and (1/2 1/2 0), respectively]
reduced the reliability factor. Thus, the distribution of
metal atoms confirms the cubic and not the tetragonal
unit cell.

The results of structure solution obtained differ
from those known for stannite [12] annealed at 640°C.

Thelatter was characterized by the sp. gr. 14 (or 142m)
and had the following parameters of the tetragonal unit
cell: a=5.4194(5) A, ¢ = 10.851(2) A, c/a=1.988. In
the latter study, the absence of the statistical (disor-
dered) distribution of the cations (metal atoms) over the
tetrahedral positions was stated on the basis of *>’Fe and
11850 M Gsshauer spectroscopy data[10]. Today, similar
conclusions based only on the M&ssbauer spectra and
X-ray diffraction patterns (without the determination of
the composition and structure) do not seem to be suffi-
ciently justified. Moreover, it is quite obvious that the
objects studied were, in fact, different phases because
the annealing temperatures were different (400 and
640°C for the B11 phase and the phase prepared by
Pietzsch and Frietzsch [12], respectively) and the
phases had different compositions, namely,
Cu,FeSnS; 4,9 with the ratio Me : S > 1 [12] and
Cu, g6Fe( 50Sng 99S4 00 With Me : S < 1 (the present
study).

The question about the valences of the Fe, Cu, and
Sn atoms and their distribution over the positions in
stannite-like phases is rather intricate. To answer this
guestion, the compounds of the isomorphous series
Cu;SnS,—Cu,FeSnS, were studied by different meth-
ods, including the M dssbauer spectroscopy. According
to the preliminary results (V.S. Rusakov, the Faculty of
Physics of the Moscow State University, the private
communication), iron atoms in the compound under

4The height z = 1/2 corresponds to z = 1/4 in the tetragonal unit
cell of the stannite—kesterite type (c = 2a).
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study are in the divalent state. The available data with
due regard for the “size factor” (theionic radii) and the
well-known concepts, lead to the following general
crystallochemical  formula of the compound
Cul.lzscuoésFeo.zsosnoéoSzt-

The high-temperature sphalerite-type cubic modifi-
cation of Cu,GeS, (a = 5.247(3) A) [19] is structurally
similar to the phase considered inthe article. Asregards
“isostannite” [2] and other “stannite-like” compounds,
for example, a“ cubic phasewith alarge unit cell” [6-8,
10-12], they dl dradgticdly differ from
Cu1.86FCO.SUSHO.9gs4.OO b&au% Of the meta|-t0-SU|fUI’
ratio. For all the phases described earlier, this ratio
exceeds unity, whereas this ratio for B11 is less than
unity, which undoubtedly should be reflected in the
electron-density distributions.

CONCLUSIONS

The cubic modification of stannite with a “small”
Unlt Ce” Of the COI‘ﬂpOSltI on Cu1v86Fe0.808n0'99S4V00 haS
been synthesized for the first time.

Full-profile ~ analysis demonstrated that the
Cu, _,FeSnS, dructure (sp. gr. P43m, a, = 5.4179(5) A)
is characterized by the statistical distribution of the Cu,
Fe, and Sn atoms over the tetrahedral positions of the
cubic close packing of sulfur atoms. Asaresult, thelay-
ers of tetrahedra filled with the Sn and Fe atoms alter-
nate with the layers of “mixed” tetrahedra (Cu + Fe +
Sn).

Taking into account the atomic distributions and the
M 6sshauer-spectroscopy data, the crystallochemical
formula  Cu,_,FeSnS, can be written as

+1 +2 +2 +4
Cuy 25CU, 55F€0.80SN0.99S4 -

The existence of the “prototype” structure for the
stannite group at room temperature has been estab-
lished. This“prototype” structure is characterized by a

“small” unit cell and the disordered distribution of the
metal atoms.
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STRUCTURE OF INORGANIC COMPOUNDS

Crystal Structure of BaNbygS;
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Abstract—Single crystals of the composition BaNb, ¢S5 have been synthesized from the BaS, Nb, and S mix-
ture and the BaCl,, flux at 900°C. The BaNby ¢S5 structure was refined by X-ray single-crystal and electron dif-
fraction data. The compound is crystallized in the sp. gr. P6;/mmc (z = 2) with the unit-cell parameters a =
6.839(1) A and ¢ = 5.745(1) A. It was established that the cationic vacancies in the niobium positions are sta-
titically distributed over the structure. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Transition metals of group V of the Periodic Table
form sulfides of the compasition BaMS,. All these
compounds possess the hexagonal structure of the
BaNiO; type, sp. gr. P6;/mmc (Fig. 1). The structureis
formed by the hexagonal close packing of BaS; layers,
with one-fourth of the octahedral voids between these
layers being occupied by transition-metal atoms. Such
apacking provides the formation of the chains of MS,-
octahedra sharing the faces along the c-axis[1, 2].

Despite the simple structure, the data on the stoichi-
ometry of BaNbS; are inconsistent. Thus, it is stated
that single-phase specimens are formed only at the
Ba/Nb ratio equal to 1 : 0.8 3], which indicatesthat the
compound is nonstoichiometric (BaNbS;). However, it
was also shown [4] that such aBa/Nb ratio providesthe
formation of the BaNbS; and BaS mixture, whereasthe
single-phase BaNbS; specimen can be formed only at
the cationicratio equal to 1: 1. The data obtained in [5]
showed that both stoichiometric compound BaNbS;
and the compound with vacancies in the Nb and S sub-
lattices, BaNb, ¢;S, 5, can be formed. In the latter case,
the composition was cal culated from the X-ray powder
diffraction data (the refinement of the BaNb, _,S;_;
structure by the Rietveld method with the invocation of
the gravimetric data). Recent studies of these com-
pounds indicate the narrower range of anionic nonsto-
ichiometry for the compound BaNbS; 5 Wwhere
—0.07 < 5 < 0.06 [6]. However, no synthesis of BaNbS;
crystals appropriate for the X-ray diffraction analysis
was reported in the above studies. The elemental com-
position of the synthesized compounds has not been
determined either.

In the present study, we synthesized BaNbS; single
crystals and determined their crystal structure. We also
established cationic vacanciesin the niobium positions.

EXPERIMENTAL

The starting materials for the synthesis of BaNbS;
crystals were barium sulfide, extrapure-grade metallic
niobium, and extrapure-grade sulfur. Barium sulfide
BaS was obtained by annealing of analytic-grade
BaSO, in a hydrogen flow at 900°C for 48 h. The con-
tent of the BaCl, flux did not exceed 10% of the initial
mass of the mixture. The BaS, Nb, S, and BaCl, mix-
ture was placed into a quartz ampule, which was then
evacuated and sealed. The synthesis was performed for
72 h at 900°C. The cooling rate was 1°C/min.

The X-ray phase analysis of polycrystal specimens
was performed in an FR-552 Guinier-type focusing
camera with the effective diameter 228 mm (CuK_;-
radiation). The inner standard (germanium) was added
to the specimens.

The experiment was performed on afour-circle sin-
gle-crystal diffractometer CAD-4F (Enraf-Nonius).
The experimental conditions are indicated in Table 1.

Fig. 1. Structure of complex BaNbS; sulfide.

1063-7745/01/4603-0373%21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Crystallographic data and the parameters of the
diffraction experiment for BaNby ¢S5

Sp. gr. P6,/mmc

a A 6.839(1)

c, A 5.745(1)

vV, A3 232.7(1)

Z 2

Calculated density, g/lem® 4.658(2)

Absorption coefficient, cm™ 121.03

Absorption correction Proceeding from the
real shape of crystals

Scanning type w/1.330

Radiation MoK,

Wavelength, A 0.71069

Crystal dimensions, mm 0.06 x 0.07 x 0.19

Diffractometer Enraf-Nonius CAD-4F

Maximum, sin6/A 0.742

Weighting scheme 1Uo(F)?

Total number of measured 947

reflections

Number of independent 181

refections

Number of reflections used 143

in refinement

Significance criterion F = 60(F)

Number of refined parameters 10

Re; Ry 0.0240; 0.0238

The structure was solved with the use of the CSD com-
plex of programs[7].

The crystal composition was determined by the
energy-dispersive X-ray microanalysisin aJEOL JSM-
820 scanning transmission electron microscope with
the LINK AN10000 system for microanalysis at the
accelerating voltage 20 kV. Prior to the anaysis, the

GRIPPA et al.

specimens were placed onto the conductive carbon film
glued to an aluminum holder. The element content was
averaged over five to six measurements with the use of
the K -line of sulfur and the L ,-lines of barium and nio-
bium. The standards were the corresponding metalsand
sulfur.

Electron diffraction patterns from the BaNbS; spec-
imens were obtained in a JEOL 2000 FX |l transmis-
sion-electron microscope operating at an accelerating
voltage of 200 kV. Prior to the electron-microscopy
study, specimens were crushed in butanol in an agate
mortar and the drops of the obtained suspension were
applied to a copper grid with an amyl acetate glue.

RESULTS AND DISCUSSION

In the course of growth experiment, we synthesized
BaNbS; crystals from the BaCl, flux. The X-ray phase
analysis showed, in addition to the complex sulfide and
the flux, the presence of some amounts of BaNb,S; and
NbS,. The synthesized black single crystals had the
shape of rectangular parallelepipeds.

The X-ray diffraction analysis was performed on a
0.06 x 0.07 x 0.19-mm-large single crystal. The param-
eters of the diffraction experiment are listed in Table 1.

The analysis of reflections with F = 60(F) revealed

the hh2hl (I = 2n) extinctions characteristic of the
sp. gr. P6;/mmc. The unit-cell parameters were refined
over 24 reflections from the range 16° < 6 < 18°.

We used as the initial model for the refinement of
BaNbS; the structure of Bavs; crystals. The least
sguares refinement in the isotropic approximation of
atomic displacement parameters (ADP) was performed
under the assumption that all the positions are fully
(100%) occupied up to the value of thereliability factor
R: = 0.0775. The structure refinement with the aniso-
tropic ADP reduced this value to R = 0.0326.

The problem of the BaNbS; stoichiometry was till
open. At 100% occupancy of the niobium positions, the

Table 2. Positional and atomic-displacement parameters in the BaNby, ¢S5 structure

Atom Position X y z Beg: A2 Occupancy
Ba 2d 13 2/3 3/4 1.63(3) 1
Nb 2a 0 0 0 1.52(4) 0.892(8)
s 6h 0.1702(2) 2x U4 1.49(4) 1

Table 3. Anisotropic atomic-displacement parametersin the
BaNby ¢S5 structure (B3 = B3 =0)

Table 4. Selectedinteractomic distances(A) and valence ang-
les (deg) in the BaNb,, S5 structure

Bll BZZ B33 BlZ
Ba 1.493) | 149(3) | 1.91(5) | 2By,
Nb 1.03(5) | 1.03(5) | 2529) | 2By,
S 1.48(8) | 0799 | 1.99(10) | 2By,

Ba-S3.420(3) x 6 Nb-S 2.476(2) x 6 | S-Nb-S89.72(5) x 2

Ba-S53.462(1) x 6| Nb-Nb 2.873(1) x 2| S-Nb-S 90.28(5) x 2

S-Nb-S180.00(6) x 2

CRYSTALLOGRAPHY REPORTS Vol. 46
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isotropic ADP equals 1.99(6) A2. In the anaogous
BaV'S; structure, the ADP of vanadium atoms equals
0.5 A2, The refinement of the niobium-position occu-
pancy resulted in the value g = 0.892(8) with the simul-
taneous decrease of the ADP down to 1.52(4) A2 and
the reliability factor to 0.0240. In both cases, the refine-
ment of the occupancies of the barium and the sulfur posi-
tions yielded g = 1. Tables 2, 3, and 4 list the atomic
positions, ADP, and selected Table 4 interactomic dis-
tances.

The BaNbS; compound crystallizes in the BaNiOg
structure-type (Fig. 1). The structure of this complex
sulfide is built by sharing-faces NbS;-octahedra form-
ing infinite linear chains along the c-axis of the unit
cell, whereas the barium atoms are located between
these chains. Barium atomsin this structure are charac-
terized by the coordination number 12 (the coordina-
tion polyhedron is an hexagonal analogue of a cubocta-
hedron).

The analysis of the interatomic distances and the
valence angles in the BaNb,,S; structure shows that
they agree with the corresponding data for BaV'S; [1]
and BaTaS; [2]. The NbS;-octahedra are practically

undistorted. The Nb-S distances are equal to 2.476 A
and are sightly longer than the analogous distances in
the stoichiometric BaNbS; (2.455 A) but are shorter
than in BaNb,4S; (2.529 A) [5]. The existence of cat-
ionic vacancies in the niobium positions explains an
increase of the ADP B, of cations in comparison with
the ADP in the analogous BaVS; and BaTaS; struc-
tures. At the same time, the analysis of the ADP of Nb
atoms indicate the anisotropy of thermal vibrations.
Thus, the parameter B;; corresponding to thermal
vibrations along the c-axis of the unit cell (i.e., along
the chain of Nb-Nb atoms) exceeds B, = B,, by a
factor of aimost 2.4. The similar situation also takes
place in the BaTaS; structure (Bs; > B, by afactor of
2.7) [2] and in the structure-prototype of this row of
compounds, namely, BaNiO; (B;; > B, by a factor
of 2.5) [8].

The conclusion about the cationic vacancies in the
niobium positions was made from the X-ray single
crystal data and was confirmed by the energy-disper-
sive X-ray microanalysis, according to which the Ba:
Nb : Sratio equals 19.6(1) : 17.7(3) : 62.7(2) (for the
stoichiometric BaNbS;, Ba: Nb : S= 20 : 20 : 60,
which corresponds to the formula Bay g4;)Nbg gs(1,S3)-
Thus, the elemental analysis with due regard for its
accuracy confirms the Ba: Nb ratio obtained from the
occupancy refinement of cationic positions by the data
of the single-crystal diffraction experiment.

Figure 2 shows the electron diffraction patterns
from BaNb, S, taken along the [0001], [1120], and
[1010] directions.
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[1120]

[1010]

Fig. 2. Electron diffraction patterns from BaNg S com-

pound taken along the [0001], [1120], and [1010] direc-
tions.

In the [0001] zone, the location of reflections corre-
sponds to the hexagonal symmetry. In the electron dif-
fraction pattern from the [1010] zone, the hh2hl
reflections with odd | are systematically absent, which
indicates the most symmetric sp. gr. P6;/mmc. The
000I-typereflectionswith | =2n+ 1 inthe[1120 ] zone
areformed as aresult of double diffraction. Thisisalso
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confirmed by the fact that no such reflections were

observed in the [ 10101 zone.

The electron-diffraction study of BaNb, S, showed
that the formation of cationic vacancies did not give
rise to the formation of any superstructure, which indi-
cates the statistical character of the vacancy distribu-
tion.

CONCLUSIONS

Single crystals of complex sulfide of the composi-
tion BaNb,,S; have been synthesized and studied for
the first time. The structure of this sulfide was deter-
mined by the X-ray diffraction method. The X-ray dif-
fraction data and the local X-ray diffraction analysis
showed the existence of cationic vacancies in the nio-
bium positions. The electron diffraction study of
BaNb, ¢S, crystallites showed the absence of any super-
structure, which indicated the statistical distribution of
these vacancies over the structure.
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Abstract—The complex Sr[Co''Edta] - 5H,0 (1) (where Edta* is the ethylenediaminetetraacetate ion) has
been synthesized. The crystal structure of this compound is determined by X-ray diffraction. Crystals are mon-
oclinic, a=7.906(2) A, b =12.768(2) A, c = 18.254(3) A, B = 95.30(3)°, V = 1834.8 A3, space group P2,/n,
Z=4,and R=0.036. The structure is built ug of the binuclear complex fragments { Sr(H,0)5[ CoEdta(H,0)]},
which consist of the anionic [CoEdta(H,0)]% and cationic [Sr(H,0)4]?* units linked by the Sr—O bondsinto a
three-dimensional framework. The coordination polyhedraof the Co and Sr atoms are mono- and bicapped trig-
ona prisms. The coordination sphere of the Co atom (the coordination number is equal to 6 + 1) involves six
donor atoms (2N and 40) of the Edta* ligand and the O,, atom of water molecule. One of the Co—O distances
(2.718 A) is considerably longer than the other Co-Oy; distances (2.092-2.190 A) and the Co-O,(1) distance
(2.079 A). The Sr coordination polyhedron (the coordination number is eight) contains three water molecules,
three carbonyl O atoms of the three different anionic complexes, and two O atoms of one acetate group of the
fourth anionic complex. The Sr-O distancesfall in therange 2.535-2.674 A. The structural formulaof the com-

pound is { Sr(H,0);[CoEdta(H,0)]} 3., - H,O. © 2001 MAIK “ Nauka/I nterperiodica” .

INTRODUCTION

Unlike cobalt(l1) ethylenediaminetetraacetates,
which are characterized by the formation of octahedral
anionic complexes, the structure of cobalt(ll) com-
plexes can differ in various crystal structures. This
reflects the kinetic lability of complexes with a 3d’
high-spin configuration of complexing metal atom. For
example, in the chain structure of Mg[Co"Edta] - 6H,0
(where Edta* is the ethylenediaminetetraacetate ion),
the anionic chain fragments [Co''Edta]’>- exhibit an
octahedral structure [1]. The same structure was
observed for the [Co"'Edta]- anions in isand crystal
structures  of Mg[Co'"'Edta], 10H,O0 and
Ca[Co"'Edtal, - 7H,0 in our earlier work [2]. At the
same time, in the Ca[Co''Edta] - 5H,0 complex with a
framework structure [3], the Co(l1) coordination poly-
hedron is completed by water molecule, which leads to
the formation of the [Co''Edta(H,0)]* anionic frag-
ments with the Co polyhedron in the form of astrongly
distorted monocapped trigonal prism. It was of interest
to determine in more detail s the structure of complexes
with a similar composition involving other alkaline-
earth cations and to elucidate the role of these cations
in the formation of crystal structure. However, we suc-

ceeded in preparing crystals of only a strontium ana-
logue. The present paper reports the results of their
X-ray structure analysis.

EXPERIMENTAL

Crystals were prepared as follows. Equimolar
amounts of CoSO, - 7H,0 and H,Edta were dissolved
in a minimum volume of hot water. Then, strontium or
barium carbonate was added portionwise to the mixture
until the liberation of carbon dioxide ceased. After the
filtration, the solution was left to evaporate at room
temperature. In thefirst case, pink crystals of composi-
tion Sr[CoEdta] - 5H,0 (I) were formed within a few
days. In the second case, the evaporation of the solution
led to the formation of a powder precipitate. Attempts
at its recrystallization through the evaporation of an
agueous solution at room temperature or slow cooling
of a hot saturated solution resulted in the formation of
asimilar precipitate without crystals suitable for X-ray
diffraction analysis.

Crystals | are monoclinic, a = 7.906(2) A, b =
12.768(2) A, c = 18.254(3) A, B = 95.30(3)°, V =
1834.8 A3, Z = 4 (formula unit C,oH,,N,0,3C0Sr),
space group P2,/n, and d.yq = 1.900 g/cm®. The X-ray

1063-7745/01/4603-0377$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Atomic coordinates and thermal parameters in
structure |

Atom X y z Ueq;jiw’
Co(l) | 0.57680(7)| 0.15431(4)| 0.76076(3)| 0.0207(2)
S(1) | 0.24295(5)| 0.33464(3)| 0.94305(2) | 0.0220(1)
o) | 06952(4) | 0.2629(3) | 0.8320(2) | 0.027(1)
0@2) |09402(5) | 0.3204(3) | 0.8847(2) | 0.043(1)
0(3) | 06806(4) | 0.1849(3) | 0.6557(2) | 0.029(1)
o) |08280(5) | 0.1036(3) | 0.5747(2) | 0.035(1)
O(5) | 0.4354(5) | 0.0424(3) | 0.6948(2) | 0.035(1)
0(6) | 0.2662(4) |-0.0967(3) | 0.6946(2) | 0.035(1)
o(7) | 03617(5) | 0.1813(3) | 0.8671(2) | 0.035(1)
0@ | 0.4346(5) | 0.1735(3) | 0.9874(2) | 0.033(1)
0,(1) | 0.4001(5) | 0.2657(3) | 0.7206(2) | 0.036(2)
0,(2) | 0.5507(5) | 0.3940(3) | 0.9373(2) | 0.034(1)
0,(3) | 0.1356(6) | 0.5246(3) | 0.9533(2) | 0.047(1)
0,4 | 0.0522(7) | 0.2215(4) | 1.0273(3) | 0.051(2)
0,(5) | 0.1990(8) | 0.2360(5) | 0.5822(3) | 0.079(2)
N(1) | 0.8438(5) | 0.0954(3) | 0.7722(2) | 0.023(1)
N(2) | 05589(5) | 0.0187(3) | 0.8345(2) | 0.023(1)
C() | 08570(5) | 0.2624(4) | 0.8421(2) | 0.024(2)
C2 | 0.9487(5) | 0.1887(4) | 0.7931(3) | 0.029(1)
C(3) | 0.7892(6) | 0.1202(4) | 0.6384(2) | 0.024(1)
C) | 08803(6) | 0.0551(4) | 0.6995(3) | 0.029(1)
c(5) | 0.8654(6) | 0.0133(4) | 0.8287(3) | 0.030(1)
c6) | 0.7048(6) |-0.0509(4) | 0.8271(3) | 0.029(1)
C(7) | 0.3659(6) |-0.0314(3) | 0.7264(3) | 0.025(1)
C® | 0.4017(6) |-0.0370(4) | 0.8093(3) | 0.029(1)
C(O) | 0.4415(6) | 0.1418(3) | 0.9229(2) | 0.024(1)
C(10) | 0.5565(6) | 0.0500(4) | 0.9121(2) | 0.028(1)
H(2A) | 0.9501(5) | 0.2191(4) | 0.7465(3) | 0.05

H(2B) | 1.0640(5) | 0.1765(4) | 0.8124(3) | 0.05

H(4A) | 1.0044(6) | 0.0501(4) | 0.6928(3) | 0.05

H(4B) | 0.8011(6) |-0.0205(4) | 0.6954(3) | 0.05

H(5A) | 0.9158(6) | 0.0480(4) | 0.8741(3) | 0.05

H(SB) | 0.9505(6) |-0.0343(4) | 0.8243(3) | 0.05

H(6A) | 0.7208(6) |-0.0994(4) | 0.8713(3) | 0.05

H(6B) | 0.6819(6) |-0.0830(4) | 0.7792(3) | 0.05

H(8A) | 0.3170(6) | 0.0041(4) | 0.8211(3) | 0.05

H(8B) | 0.3976(6) |-0.1012(4) | 0.8221(3) | 0.05

H(10A) | 0.6484(6) | 0.0767(4) | 0.9386(2) | 0.05

H(10B) | 0.5261(6) |-0.0002(4) | 0.9384(2) | 0.05

H(L),, | 0.343©®) | 0.297(5) |0.748(4) | 0.05(2)
H2),. | 0316@) | 0.256(5) |0.677(4) | 0.06(2)
H(),, | 061(1) | 0.356(6) |0914(4) | 0.08(3)
HQ)., | 0597(8) | 0.447(5) |0943(3) | 0.05(2)
H(1),s | 0.100(8) | 0.542(5) | 0.908(3) | 0.05(2)
H(2),s | 0.115 0.568 0.979 0.05

H,, | 0091) | 0.242(7) |1072(5) | 0.09(3)
H2)4 |-0.046(9) | 0.233(6) |1.016(4) | 0.06(2)
H(D,s | 0.123@8) | 0.256(5) |0564(3) | 0.04(2)
H(2),s | 0.245 0172 |0553 0.05
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diffraction data were collected on an Enraf—Nonius
CADA4 diffractometer (MoK, radiation, graphite mono-
chromator, w scan mode, 6, = 27°). The structure was
solved by the direct method. The calcul ations were per-
formed according to the SHEL X 76 [4] and SHEL X S86
[5] software packages. The coordinates of hydrogen
atoms were determined from difference Fourier synthe-
ses. The positional and thermal parameterswererefined
by the least-squares procedure using 3232 reflections
with 1 > 30(l) to R = 0.036 (WR = 0.040, Goof =
1.9115) in the anisotropic approximation for al non-
hydrogen atoms and in the isotropic approximation for
the hydrogen atoms in water molecules [except for the
H(2),; and H(2),,s atoms, for which the positions and
thermal parameters were fixed]. The hydrogen atomsin
methylene groups were refined according to the riding-
atom model with the fixed value U, = 0.05 A2, Table 1
lists the atomic coordinates and thermal parameters U,

(Uiso)'

RESULTS AND DISCUSSION

The framework structure of Sr[CoEdta] - 5H,0 (1)
is built up of the binuclear complex fragments
{Sr(H,0);[CoEdta(H,0)]}, which consist of the
anionic [CoEdta(H,0)]>~ and cationic [Sr(H,0)3]%*
units linked by the Sr—O bonds (Fig. 1).

The nearest environment of the Co(ll) atom in the
anionic unitsinvolves six donor atoms (2N and 40) of
the Edta* ligand and the O,(1) atom of water mole-
cule. The coordination polyhedron can be represented
as a distorted monocapped trigonal prism. The prism
bases are formed by the O(1), O(3), N(1) and O(5),
O(7), N(2) donor atoms of the ligand. The O,(1) atom
(*cap”) is located above the O(1)O(3)O(5)O(7) face.
The distortions of the monocapped trigonal prism pre-
dominantly manifest themselves in the fact that its
edges are nonparallel: the N(1)-N(2) line forms an
angle of 11.6° with the O(1)-O(7) line and an angle of
20.7° with the O(3)-O(5) line.

Upon incorporation of an additional water molecule
into the coordination sphere of a metal, two situations
become possible. In the first case, one acetate group is
displaced from the coordination sphere of the metal,
which brings about a decrease in the dentate capacity of
the ligand. For example, in the framework structure of
Co,Edta [2H,0 [6], the coordination number of one of
three symmetrically independent Co(ll) atoms in the
[CoEdta(H,0)]? anionic complex remains equal to six.
In the other case, the introduction of a water molecule
does not affect the dentate capacity of theligand and an
increase in the coordination number to seven leadsto a
uniform elongation of the metal-igand distances. Spe-
cifically, in the structure of Cos(Edta),(CIO,), [ROH,O
[7], the coordination number of one of three symmetri-
caly independent Co(ll) atomsin the [ CoEdta(H,0)]*
anionic fragment is equal to seven and the coordination
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polyhedron is a monocapped trigonal prism. A certain
intermediate variant isrealized in the structures of com-
pound I, an anal ogous calcium complex of composition
Ca[CoEdta] [15H,0 [3], and Zn[CoCdta] [19H,0
(where Cdta* is the cyclohexanediaminetetraacetate
ion) [8]. The incorporation of awater moleculeinto the
coordination sphere of the Co(ll) atom results only in
an elongation of one Co-Oj;, bond (the coordination
number of cobalt is equal to 6 + 1) rather than in the
compl ete displacement of one acetate group. As a con-
sequence, a partly opened quasi-ring G, is formed in
the equatoria plane in these complexes in addition to
the normal E, two R, and one G metallocycles.

The specific structural feature of compound | and
the calcium complex is the concurrent participation of
both oxygen atoms [O(7) and O(8)] of one quasi-free
acetate group in the coordination of the Sr?* and Ca?*
cations, which brings about the formation of the four-

O
membered ring —C(O>M'. Moreover, the anionic and
cationic fragments are linked together by the elongated
bond Co-O(7). In this respect, the
{Sr(H,0),[CoEdta(H,0)]} binuclear fragment can be
formally treated as a structural unit of crystal |.

The mutual arrangement of metallocycles in struc-
ture |, as in other complexes with a polyhedron in the
form of a monocapped trigonal prism, can be desig-
nated asE, R/G [9]. All glycinate rings adopt adistorted
envel ope conformation, and the E ring has an asymmet-
ric gauche conformation. The deviations of the C(5)
and C(6) atomsfrom the N(1)CoN(2) plane are equal to
0.203 and —0.477 A, respectively.

Thefive-membered ringsin the complex are consid-
erably distorted, as evidenced by the sums of endocy-
clic angles. As could be expected, the differences
between these sums and the ideal value (538.4°) are the
largest in the G,(2) quasi-ring (512.5°) and the G(1)
ring (523.9°). The differences are smaller in the R(1)
and R(2) rings (529.0° and 528.9°) and also in the E
ring (516.4°) for which the ideal value is equal to
527.9°. The endocyclic angles at the Co atom varies
from 65.4(1)° in the G,(2) ring to 78.3(1)° in the R(1)
ring. Similar bond angles are observed in the Ca?* com-
plex [3], for which the minimum endocyclic angle in
the partly opened ring is al'so equal to 65.4(2)° and the
maximum endocyclic angle is 79.2(2)° (E ring).

The bond lengths in the Co(ll) complexes with the
Sr* and Ca?* cations are also close to each other
(Table 2). As mentioned above, the structure of the
anionic complexesis rather unusual. One Co-O(7) dis-
tance [2.718(3) and 2.743(5) A in the Sr and Ca com-
plexes, respectively] in the Gy(2) ring is substantialy
longer than the other Co-Oj;4 distances. The remaining
metal-igand bonds have normal lengths. The Co-Og

distances [with mean values of 2.092(3) and 2.107(5) A
in the Sr and Ca complexes, respectively] are less than
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Fig. 1. Binuclear fragment { Sr(H,O)5[ CoEdta(H,O)]} in
structure .

the Co-Og, [2.190(3) and 2.195(5) A] and Co-N
[2.220(4) and 2.207(4) A] distances. The Co-O,(1) dis-
tances in two complexes [2.079(4) and 2.059(5) A] are
close to the Co-Ok, distances.

Similar characteristics of the Co(Il) polyhedron in
theform of amonocapped trigonal prism were obtained
earlier for the [CoH,Edta(H,0)] complex with the pro-
tonated ligands [3]. However, in this case, the non-
equality of two Co-Og bonds [their difference A is
equal to 0.199(3) A] is less pronounced compared to
that in the complexes with the Sr?* and C&** cations

Table 2. Bondlengthsinthe Co and M' polyhedrain structu-
res of M'[CoEdta(H,0)] - 4H,0

d A
Bond
M' = Sr2¥(l) M' = Ca2'[3]
Co(1)-0(1) 2.065(3) 2.078(5)
Co(1)-0(3) 2.190(3) 2.195(5)
Co(1)-0(5) 2.119(3) 2.136(5)
Co(1)-0(7) 2.718(3) 2.743(5)
Co(1)-0,(1) 2.079(4) 2.059(5)
Co(1)-N(1) 2.233(4) 2.215(4)
Co(1)-N(2) 2.292(4) 2.199(4)
M'(1)-O(2) 2.535(4) 2.382(6)
M'(1)-O(4") 2.559(3) 2.416(6)
M'(1)-O(6'") 2.655(3) 2.538(6)
M'(1)-O(7) 2.622(3) 2.474(6)
M'(1)-O(8) 2.638(3) 2.536(6)
M'(1)-0,(2) 2.560(4) 2.414(7)
M'(1)-0,(3) 2.582(4) 2.427(7)
M'(1)-O,(4) 2.674(5) 2.628(7)

Note: Symmetry codes: (i) x—1, Y, z (ii)) x—0.5,—y + 0.5,z +
0.5; and (iii) x—0.5,y + 0.5, —z+ 1.5.
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Table 3. Characteristics of hydrogen bondsin structure |

ZASURSKAYA et al.

Distance, A DHA
D—H -- Abond " " S angle, deg Symmetry codes for A atom

O, (D)—H(1),, [mO(6) 0.80(6) 1.97(6) 2.755(5) 166(6) X+ 12,y+1/2,—z+3/2

O, ()—H(2),, D, (5) 0.99(7) 1.91(7) 2.884(7) 167(6) XY, Z

0,,(2—H(1),,, MMD(1) 0.81(8) 2.08(8) 2.865(5) 165(8) XY, Z

O,(2-H(2),,, TO(4) 0.78(7) 2.11(7) 2.859(6) 161(7) —X+3/2,y+1/2,—z+3/2
0,,(3)—H(1),,zMMO(5) 0.87(6) 1.88(6) 2.720(5) 162(6) X+ 12,y+1/2,—z+3/2
O,(4)—H(1),,,MMO(3) 0.88(9) 1.88(9) 2.741(6) 166(8) X—=1/2,~y+12,z+1/2
0,(5)-H(1),,50MD(8) 0.70(6) 2.15(6) 2.833(7) 165(7) X—12,~y+1/2 z-1/2
O,(5)-H(2),,510D,,(3) 1.06 211 3.094(7) 153 X+ 12,y-1/2 -z+3/2

[A = 0.527(3) and 0.548(5) A] and stems from the pro-
tonation of the acetate group in the G,(2) ring. The spe-
cific feature of this complex resides in the fact that the
protonated acetate group is not displaced from the
coordination of the Co(ll) atom, as is the case in six-
fold-coordinated complexes of transition metals [9].
Actualy, in the structure of the Co[CoHEdta], (11.0H,O
complex [10], the octahedral anionic complexes
[Co(H,0),]** areformed in addition to the agua cations

[CoHEdta(H,0)]%.

In structure I, the C—C and C—N bond lengths are
close to normal values and, on average, are equal to
1.516(6) and 1.474(6) A [1.503(8) and 1.479(8) A in
the Ca complex].

The C-O distances in two complexesvary in asim-
ilar way: the difference Ac o between the C-O, and
C-0, bond lengths (where O, and O, are the oxygen
atoms coordinated and uncoordinated by the Co atom,
respectively) in the Sr complex is maximum in the R(1)
ring [Ac_o = 0.055(6) A] and is identical and close to
zero inthe R(2), G(1), and G¢(2) rings [0.005(6) Al;in
the Ca complex, the difference A o is somewhat larger
in the R(1), R(2), and G(1) rings [0.071(8), 0.016(8),
and 0.011(8) A, respectively] and has a negative value
inthe G4(2) ring [-0.012(8) A]. Note that the maximum
values of Aq o are observed in the R(1) rings for the
groups in which the carbonyl O,(2) atoms form the
shortest bonds with the Sr>* and Ca?* cations. The
equalization of the C—O bonds in the other carboxylate
groups can be explained by the fact that these bonds are
involved in hydrogen bonding (Table 3) in addition to
the formation of bonds with the Co atom and the alka-
line-earth cations (Table 2).

The Sr?* cation is coordinated by the O(7) and O(8)
atoms of one quasi-free acetate group of the binuclear
complex; three water molecules W2, W3, and W4; and
the carbonyl O,(2"), O,4"), and O (6'") atoms of three
different anionic fragments. The coordination polyhe-

CRYSTALLOGRAPHY REPORTS Vol. 46

dron of the Sr atom (the coordination number is equal
to eight) isadistorted bicapped trigonal prism inwhich
the O,(2") and O,(8) atoms occupy the cap positions
(Fig. 1). The Sr—0O,, and Sr-O,, distances in the polyhe-
dron fal in different ranges. from 2.560(4) to
2.674(5) A and from 2.535(4) to 2.655(3) A, respec-
tively. However, their mean values [2.605(5) and
2.602(4) A] areidentical to within the error of determi-
nation in contrast to the similar distances Ca-O,, and
Ca-0, [2.490(7) and 2.469(8) A]. As can be seen from
the data presented in Table 2, all the Ca—O distancesare
less than the similar Sr—O distances, and the Co-O4
distances in the Sr?* complex under investigation are
shorter than the corresponding distances in the Ca?*
complex. Thisislikely due to the fact that Ca?* cations
whose ionic radius is smaller than that of Sr?* cations
possess a higher polarizing ability and, hence, affect the
Co(Il) polyhedron to a greater extent.

As noted above, structure | is built up of the binu-
clear complex fragments { Sr(H,O),[ CoEdta(H,O)]}.
In these fragments, al carbonyl oxygen atoms are
involved in the formation of the Sr—O, bonds, which
brings about the formation of a framework structure
(Fig. 2). The structural formula of the complex is

It can be seen from Fig. 2 that the anionic and cat-
ionic unitsin structure | are irregularly arranged in the
crystal and lie in the layers parallel to the xy plane.
Therefore, in structure |, we can conventionally sepa-
rate the layers composed of anionic complex fragments
(at z= 1/4 and 3/4) and cationic units (at z= 0 and 1/2).
The layers that consist of the anionic fragments related
by the 2,(y) axes aternate with the layers of cationic
units related by inversion centers. A similar “irregular”
arrangement of the anionic and cationic fragments in
the crystal is al'so observed in other complexes of the
given class.

The hydrogen bonds further strengthen the frame-
work structure | (Table 3). The anionic fragments are
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Fig. 2. Projection of structure | along the y-axis.

linked to each other and to the Sr?* cations through the
bonds formed by the W1 water molecule, which is
involved in the Co coordination, and the O(6) atom of
the other complex related to the initial complex by the
2,(y) axis. The W1 molecule aso forms the hydrogen
bond with the sole molecule of crystallization water
W5, which, in turn, is bonded to the O, (8) atom. The
W2, W3, and W4 water moleculesin the Sr environment
participate in the formation of hydrogen bondswith the
carboxyl O41), O,4), and O.(5) atoms, respectively,
which are involved in the Co coordination of different
anionic fragments. Furthermore, the cationic units are
joined by the W2---O (4) bonds.

Let us now consider the role of different metalsin
the structure formation by comparing the structures of
Co(ll) complexes of similar compositions containing
different alkaline-earth cations with one another and
also with other related structures. In all the structures
with akaline-earth cations, the latter are outer-sphere
cations; i.e., they do not coordinate the nitrogen atoms
of the ligand. For example, the isostructural crystals of
M'[Co'"Edta] - 6H,0 (whereM' =Mg[1], Mn[11], and
Co [12]) are built up of the polymeric zigzag chains
{M'(H,0),[CoEdta]},., in which the aternating
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anionic and tetrahydrate cationic units are linked
through the interaction between the M' atoms and car-
bonyl O, atoms of two anionic complex fragments
adjacent in the chain. In the aforementioned bimetallic
complex Zn[Co''Cdta] - 9H,0 [8], oligomers—the tet-
ranuclear complexes {Zn(H,0),[CoCdta(H,0)]}, in
which the atoms are related in pairs by an inversion
center—are formed through similar bridging bonds of
the Zn atoms.

The diversity of structural functions of the three
symmetrically independent Co(ll) atoms with different
coordinations are observed in the island structure of the
Cos(Edta),(ClO,), - 20H,0 complex [7]. One Co(ll)
atom that is located at the inversion center fulfills a
bridging function between two symmetricaly related
anionic fragments [CoEdta(H,0)]*-, which leads to the
formation of the {Co(H,0),[CoEdta(H,0)],} trinu-
clear complex. Likethe M' cation in the chain structure,
the bridging Co atom coordinates two carbonyl O,
atoms of two complexes and completes its own coordi-
nation number to six by four water molecules. Finally,
the third Co atom forms the [Co(H,0)¢]?* agua cations
and, hence, playsthe role of an actual outer-sphere cat-
ion. A different situation is observed in the studied
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structure | with the Sr?* (or Ca?*) cationinwhich all the
carbonyl O, atoms of the ligand and the O atoms of the
acetate group in the quasi-opened cycle form the bonds
with the alkaline-earth cations. An active interaction of
the Sr?* and Ca?* cations with the O atoms of the ligand
allows us to treat each of these cations as the second
complexing metal.

Complex | isidentical in composition to the com-
plex with the Ca?* cation whose structure was solved
earlier in the space group P2,/b. The crysta data
reported in [3] were recalculated for the space group
P2,/n. The parameters obtained are as follows: a =
7825 A, b=12.627 A, c=17.993 A, B = 95.59°, and
V=1768.4 A3. Thesevalues are closeto those for struc-
ture |. Furthermore, all the inferences drawn for struc-
turel arealsotruefor the structure of calcium complex.
The natural difference between these compounds pri-
marily lies in the shorter Ca—O distances, which is
responsible for the smaller volume of the unit cell (V =
1768.4 A3). Thus, the crystals of the Edta* complexes
of Co(Il) with the Sr?* and Ca?* cations are isostruc-
tural.
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Abstract—The crystal structure of the hexavalent neptunium complex NpO,CrO, - 2[OC(NH,),] is deter-
mined. The crystal dataarea=7.192(2) A, b=12.902(4) A, ¢ =11.226(3) A, B = 92.19(2)°, VV = 1040.9(4) A3,
space group P2,/n, Z = 4, dgyeq = 3.223 g/cm®, R = 0.045, and R,, = 0.130. The coordination polyhedron of the
Np atom is the pentagonal bipyramid whose equatorial plane is formed by the oxygen atoms of the chromate
ions and carbamide molecules. © 2001 MAIK “ Nauka/Interperiodica” .

The studies on chromate compounds of hexavalent
actinides are few in number and deal only with uranyl
complexes[1-3]. (No data on chromates of transuranic
elements in the +6 oxidation state are available in the
literature.) In this work, we report the results of our
X-ray diffraction study of acomplex between neptunyl
chromate and carbamide.

Compound NpO,CrO, - 2[0OC(NH,),] (I) was pre-
pared by isothermal evaporation at 20°C of a
NpO,CrO, solution (~0.05 mol/l) in the presence of
carbamide in equimolar amounts.

Table 1. Selected crystal data and parameters of structure

refinement

Crystal system Monaclinic
a A 7.192(2)

b, A 12.902(4)

c, A 11.226(3)

B, deg 92.19(2)
Space group P2;/n

Z 4

v, A3 1040.9(4)
Pealcgr /Cm3 3.223
Radiation (A, A) MoK, (0.71073)
Scan mode 6/26

20,11ax: deg 56

Number of reflections 2841
Number of unique reflections 2529

F(000) 2780
Number of parameters refined 145

R R, 0.045, 0.130
GooF 1.084

Table 2. Atomic coordinatesand equivalent thermal parameters

Atom X y z Ueq A2
Np | 0.23879(5)| 0.07395(3)| 0.29862(3)| 0.0129(2)
Cr  |-0.2580(2) | 0.0110(1) | 0.3706(1) | 0.0162(3)
C(1) | 00192) | 0.1614(9) | 0.056(1) | 0.032(3)
C2) | 0487(2) | 0.1562(8) | 0.063(1) | 0.027(2)
O(1) | 0.237(1) |-0.0621(5) | 0.2845(7) | 0.025(2)
0(2) | 0.2417(9) | 0.2117(6) | 0.3099(6) | 0.020(2)
O(3) |-0.267(1) |-0.0680(7) | 0.2624(8) | 0.037(2)
O(4) | 0.248(1) | 0.0601(6) | 0.5039(7) | 0.029(2)
O(5) | 0554(1) | 0.0869(7) | 0.3646(9) | 0.034(2)
O(6) |-0.066(1) | 0.0838(6) | 0.3667(8) | 0.029(2)
O(7) | 0.423(1) | 0.0866(6) | 0.1286(7) | 0.029(2)
08 | 0.036(1) | 0.0876(6) | 0.1289(7) | 0.030(2)
N(1) | 0.054(2) | 0.149(1) [-0.057(1) | 0.053(4)
N@) [-0.027(2) | 0257(1) | 0.093(2) | 0.068(5)
N(@3) | 0477(2) | 0.25748) | 0.089(1) | 0.051(4)
N(4) | 0572(2) | 0.1306(8) |-0.037(1) | 0.049(4)
H(1) | 0090(2) | 0.090(1) |-0.0831) | 0.064
HE) | 00412) | 0201(1) |-0.106(1) | 0.064
H(3) |-0.044(2) | 0.268(1) | 0.166(2) | 0.081
H(4) |-0.038(2) | 0.306(1) | 0.042(2) | 0.081
H(G) | 0424(2) | 02771(8) | 0.153(1) | 0.062
H(6) | 0523(2) | 0.3026(8) | 0.042(1) | 0.062
H(7) | 0583(2) | 0.0667(8) |-0.057(1) | 0.059
H8) | 0616(2) | 0.1784(8) |-0.082(1) | 0.059

1063-7745/01/4603-0383%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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A fragment of the NpO,CrOy - 2JOC(NH,),] crystal struc-
ture.

The experimental data were collected on a Siemens
P3/PC diffractometer. The structure was solved by the
direct method and refined by the full-matrix least-
sguares procedure in the anisotropic approximation for
al non-hydrogen atoms according to the SHELXTL
PLUS program. The data were not corrected for
absorption. Selected crystal data and parameters of
structure refinement are summarized in Table 1. Atomic
coordinates and equivalent thermal parameters are
listed in Table 2.

Crystal structure | is built of infinite [NpO,CrO, -
20C(NH,),]., ribbons running along the[100] direction
(figure).

The coordination polyhedron of the Np atom is the
pentagonal bipyramid. The NpO, group is nearly linear
and symmetric [the Np—O distances are 1.762(7) and
1.782(8) A and the O(1)-Np-O(2) angle is 178.9(3)°].
Itisinclined to the mean equatorial plane at an angle of
90.9°. The equatorial sites are occupied by two oxygen
atoms of two carbamide groups and three oxygen atoms

of three different chromateions Cr Oi_ . TheNp-O dis-

tances are 2.310(8)-2.366(8) A. The deviations of
atoms g\rom the mean equatoria plane do not exceed
0.125A.

CRYSTALLOGRAPHY REPORTS Vol. 46
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TheCr Of{ groups act as tridentate bridging ligands

and link the neighboring coordination polyhedra of
neptunium atoms. The shortest Np...Np distance is
6.075 A. The coordination polyhedron of the Cr atom
isthetetrahedron. Three of the four oxygen atomsat its
vertices are the bridging oxygen atoms and the remain-
ing atom is terminal. The Cr-O distances are equal to
1.667(9)—1.680(8) A for the bridging atoms, and the
length of theterminal Cr—O bond is 1.586(9) A. The O—
Cr-0O angles vary from 106.9(5)° to 111.4(5)°.

The geometry of the carbamide molecules in |
shows no significant linear or angular differences from
that of the free molecule [4]. Although the carbamide
oxygen atoms coordinate neptunium, the C-O bond
lengths in | and in the free molecule are aimost equal
[1.26(2) and 1.261 A, respectively].

A similar ribbon structure was found, for example,
inthe [UO,CrO, - 20C(CH3)(NH,)] complex of uranyl
chromate with acetamide [3]. The structure of
UO,CrO, - 5.5H,0 is aso built of infinite ribbons
(UO,CrQ, - 2H,0),,, which consist of the CrO, tetrahe-
dra and the UO,04(H,0), bipyramids. The remaining
water molecules intervene between the ribbons [2].

ACKNOWLEDGMENTS

Thiswork was supported by the Russian Foundation
for Basic Research, project nos. 00-15-97359 and
99-07-90133.

REFERENCES
1. Yu. N. Mikhailov, Yu. E. Gorbunova, E. A. Demchenko,
et al., Zh. Neorg. Khim. 43 (11), 1831 (1988).

2. V. N. Serezhkin and V. K. Trunov, Kristallografiya 26
(2), 301 (1981) [Sov. Phys. Crystallogr. 26, 169 (1981)].

3. V. N. Serezhkin, M. A. Soldatkina, V. A. Efremov, and
V. K. Trunov, Koord. Khim. 7, 629 (1981).

4. S. Swaminathan, B. M. Craven, and R. K. McMullan,
Acta Crystallogr., Sect. B: Struct. Sci. B40, 300 (1984).

Trandated by |. Polyakova

No. 3 2001



Crystallography Reports, Vol. 46, No. 3, 2001, pp. 385-388. Translated from Kristallografiya, Vol. 46, No. 3, 2001, pp. 435-438.
Original Russian Text Copyright © 2001 by Rybakov, Zhukov, Babaev, Sonneveld.

STRUCTURE OF ORGANIC COMPOUNDS

X-ray Mapping in Heterocyclic Design:
V. Crystal Structure Determination
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Abstract—The structure of 3-(p-nitrobenzoyl)-2-oxooxazolo[ 3,2-a]pyridine is determined by the powder dif-
fraction technique. The crystals are monoclinic, a = 13.642(2) A, b = 22.278(3) A, ¢ = 3.917(1) A, B =
90.63(2)°, Z = 4, and space group P2,/n. The structureis solved by amodified Monte Carlo method and refined
by the Reitveld method. The six-membered heterocycle is characterized by the alternation of partialy single
and partially double bonds. The system of two conjugated heterocycles is planar and forms a dihedral angle of
46.1(1)° with the plane of the phenyl ring. The nitro group is virtually coplanar with the phenyl fragment. An
extensive system of intramolecular and intermolecular contacts involving hydrogen, oxygen, and nitrogen
atomsis observed in the crystal. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

This paper continues a series of structural investiga-
tions of the heterocyclic compounds that are able to
enter readily into reactions of ring transformations and
various chemical rearrangements. Our previous studies
inthisfield werereported in [1-7]. The crystal structure
of the mesoionic compound 3-benzoyl-2-0x00x-
azol o[ 3,2-a] pyridine was determined by X-ray diffrac-
tionin [8]. In the present work, we concentrated on the
structural study of its analogue, nhamely, 3-(p-nitroben-

AN O HO (© ©
N N\iio_ x N
R ;
(@]
|

I R =aryl

Earlier [2, 3], we performed the X-ray structure
analysis of compounds Il and |1l (R = CgHy), that is,
both products of hydrolysis of the mesoionic system |
[2]. Thus, the crystal structure determination of com-
pound | with R = p-NO,-CgH, (Ia) as a precursor of
compounds Il and 111 provides one more example of
the principle of the X-ray mapping of reactions [5-7].

zoyl)-2-oxooxazol o[ 3,2-a] pyridine. There are no data
on its structure in the Cambridge Structural Database
[9]. The compound was prepared according to the pro-
cedure described earlier in [10].

Our interest in the structure and properties of this
subclass of mesoionic heterocycles is due to, first, the
unusual (ilide) structural type of these heterocycles[8]
and, second, the possibility of readily opening the
oxazolone ring and its transforming into the oxazolium
ring [11] according to the following scheme:

H* = ,O+
0 L Nt R

R

EXPERIMENTAL

The diffraction experiment was performed using an
evacuated Enraf—-Nonius Guinier—Johansson FR552
camera (ACuK,,, quartz monochromator). The intensi-
ties of the X-ray spectrum were measured with an LS18
densitometer in 0.01° steps in the 26 range 4°-86° and
thehkl range0<h<12;0<k<19,-3 <l <3. Theunit

1063-7745/01/4603-0385%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Atomic coordinates (x10% and isotropic thermal
parameters U;q, (A% x 10%)

Atom X y z Ui
C(2) 4146(10) | 3112(6) | 5472(15)| 49(6)
C(2) 4264(10) | 3699(6) | 4050(15) | 49(6)
Cc@3) 5684(10) | 4169(6) 999(17) | 49(6)
C(4) 6651(10) | 4060(6) -29(15) | 51(7)
C(5) 7074(10) | 3476(6) 731(15) | 51(7)
C(6) 6639(10) | 3018(6) | 2317(15)| 49(7)
C(7) 5644(10) | 3155(6) | 3446(15)| 49(7)
C(8) 3666(10) | 4217(6) | 3267(15) | 49(7)
C(9) 2604(10) | 4109(6) | 4369(15) | 49(7)
C(10) 2131(10) | 4565(6) | 6060(15) | 49(7)
C(11) 1106(10) | 4525(6) | 6786(15) | 49(7)
C(12) 648(10) | 4004(6) | 5890(15) | 49(7)
C(13) 1065(10) | 3515(6) | 4150(15) | 49(7)
N(1) 5251(8) | 3692(6) | 2745(12)| 49(7)
0o(1) 5084(10) | 2759(6) | 5105(15) | 49(7)
0o(2) 3575(10) | 2802(6) | 6992(15) | 49(7)
C(14) 2093(10) | 3577(6) | 3478(15)| 49(7)
N(12) —476(10) | 3949(6) | 6708(15)| 49(7)
0(3) 3904(6) | 4705(6) | 2475(11) | 49(7)
O(12A) | —767(6) | 4373(6) | 8055(11) | 109(11)
O(12B) | —782(6) | 3474(5) | 5695(15) | 67(11)
H(3) 5338 4585 525 51*
H(4) 7048 4405 -1328 51*
H(5) 7855 3421 -169 51*
H(6) 6908 2571 2980 51*
H(10) 2526 4971 6841 51*
H(11) 740 4897 8106 51*
H(13) 685 3107 3517 51*
H(14) 2457 3210 2242 51*

* The thermal parameter was fixed and not refined.

cell parameters were determined by the ITO indexing
program [13], and the space group was determined
from the systematic absences of reflections. Crystalsla
(C14HsN,O:) are monoclinic, a = 13.642(2) A, b =
22.278(3) A, ¢ = 3.917(1) A, B = 90.63(2)°, V =
1190.4(4) A3, de = 1.653 g/cmd, u(Cu) = 10.8 cm,
Z =4, and space group P2,/n.

CRYSTALLOGRAPHY REPORTS Vol. 46
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The structure was solved by the modified Monte
Carlo method [14, 15] with the use of the known molec-
ular fragments. The full-profile refinement of the struc-
ture was performed by the Rietveld method with the
MRIA program [16]. The reflection profiles were
described by the function proposed in[17], and the back-
ground was approximated by the Chebyshev polynomi-
alsof thefifth order. The texture parameterswererefined
within the March-Dollase model [18] in the [001] direc-
tion. The procedure of the structural investigation of lais
described in more detail in[19]. Thefinal Rfactors of the
full-matrix refinement were R, = 0.053, R, = 0.155, and

Re = 0024, where Ry = 3 [lgps—lcacd /3 1o, Ry =

||obs_ Icalodl/z ||obs_ BCkgrl , Re=
obs 1S the observed intensity, and | 4 IS the calculated
intensity; the x? criterion was equal to 6.9.

The atomic coordinates are listed in Table 1 (the
positions of the H atoms were cal culated from geomet-
ric considerations; in the course of the refinement, the
H atoms were rigidly bound to the corresponding car-
bon atoms). The schematic drawing of the molecule
(see figure) was obtained with the PLUTON96 pro-
gram [20]. The atomic numbering in la is the same as
that in [8] for convenient comparison of the geometric
parameters of the molecules.

ol obs/ I obs?

RESULTS AND DISCUSSION

The binuclear fragment of molecule la is planar,
and its structure is essentially the same as that of its
analogue Ib (R = CgzHs) [8]; specifically, the bond
lengths in the C(3)-C(4)—C(5)—C(6) fragment of the
six-membered heterocycle alternate, the lengths of the
C(1)-0O(2) endocyclic bonds in the two structures com-
pletely coincide, and the O(1)-C(7) bond in lais only

0.05 A longer than that in Ib. This structure suggests
that the six-membered fragment of the mesoionic bicy-
clic molecule can be represented by the pyridine-like
(butadiene) structure to a greater extent than by the
delocalized pyridine ring. From structural consider-
ations, it follows that the positive charge is distributed
over the N(1)-C(7)-O(1) bonds and the pyridine
fragment of the molecule is not involved in delocaliza-
tion.

According to the above scheme, the C(1)—C(2) bond
should be of the double type, but it is actually substan-
tially longer [1.43(2) A]. On the other hand, the length
of the C(1)-O(2) exocyclic bond [1.20(2) A] corre-
sponds to the double bond. Therefore, the geometry of
the O(2)—C(1)—-C(2)—-C(8)—0O(3) fragment corresponds
to a combination of two carbonyl groups connected
through the C(2) atom without significant delocaliza-
tion. Possibly, this indicates that the negative charge is
localized at the C(2) atom.

The molecular structures under comparison consid-
erably differ in the arrangement of the phenyl rings
with respect to the heterocyclic nucleus. The angles
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1
-57(2) o
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e \ N

0(124)

Structure of the molecule studied and the atomic numbering.

between the planes of the phenyl ring and the
oxazolo[3,2-a]pyridine bicyclic fragment are 66.8(2)°
and 46.1(2)° in molecules Ib [8] and la, respectively.
The pronounced decrease in the angle of ring rotation
in the molecule studied is most likely due to the pack-
ing effects caused by the nitro group in the para posi-
tion of the phenyl fragment. The nitro group itself is

Table 2. Parameters of the interatomic contacts* [19]

virtually coplanar with the phenyl ring: the rotation
angleis 1(1)°.

A system of intramolecular and intermolecular
C-H---O and C-H--N contactsis formed in the crysta
(Table 2). These contacts were calculated with the
PARST95 program [21].

D-H d(D-H) d(D--A) d(H---A) wDHA A (symmetry operation)
C(3)-H(3) 1.06(9) 2.77(2) 2.13(8) 117(6) o) (xvy; 2
C(13)-H(13) 1.07(9) 2.60(2) 2.33(8) 92(5) O(12B) (X, Y; 2)
C(11)-H(12) 1.10(8) 2.63(2) 2.36(8) 91(5) O(12A) (X, Y; 2)
C(10)-H(10) 1.10(9) 2.83(1) 2.62(7) 89(4) 0@Q) (X V; 2)
C(14)-H(14) 1.08(8) 2.98(2) 2.56(7) 103(5) 0Q) (X Y; 2)

C(3)-H((3) 1.06(9) 2.91(2) 2.23(8) 120(5) 0@3) (1-x1-y;-2)
C(4)-H(4) 1.07(8) 3.01(2) 2.41(9) 114(5) 0B) (1-x1-v; -2
C(11)-H(1) 1.10(8) 3.13(2) 2.91(7) 91(4) O(12A) (—x;1-y; 1-2)
C(11)-H(1) 1.10(8) 3.22(2) 2.22(7) 150(5) O(12A) (—x;1-y; 2-2)
C(10)-H(10) 1.10(9) 3.48(1) 2.94(7) 111(4) OoR)(xy,1+2
C(14)—H(14) 1.08(8) 3.69(2) 2.73(7) 149(4) 02 (xy;z-1)
C(4)—H(4) 1.07(8) 3.68(2) 2.99(8) 122(5) O(12A) (1 +x;y;z—1)
C(5)-H(5) 1.13(8) 3.86(2) 2.85(8) 148(5) N(12) (1+x;y, z—1)
C(5)-H(5) 1.13(8) 3.72(2) 2.92(9) 127(5) O(12A) (L +x; y; z—1)
C(5)-H(5) 1.13(8) 3.55(1) 2.48(7) 156(5) O(12B) (1 +x:y; z—1)
C(5)-H(5) 1.13(8) 3.49(1) 2.94(6) 110(4) O(12B) (1L + X Y; 2)

* D isadonor, Aisan acceptor, and H is a hydrogen atom (the d distances and w angles are given in A and degrees, respectively).

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001



388 RYBAKOV et al.

ACKNOWLEDGMENTS

This study was supported by the Netherlands Soci-
ety of Basic Research (NWO). The synthetic part of
this work was supported by the Russian Foundation for
Basic Research, project no. 99-03-33076. We aso
acknowledge the support of the RFBR in the payment
of the license for using the Cambridge Structural Data-
base, project no. 99-07-90133.

REFERENCES

1. E. V. Babaev, A. V. Efimov, S. G. Zhukov, and
V. B. Rybakov, Khim. Geterotsikl. Soedin., No. 7, 983
(1998).

2. E. V. Babaev, S. V. Bozhenko, D. A. Maiboroda, €t al.,
Bull. Soc. Chim. Belg. 106 (11), 631 (1997).

3. S. G. Zhukov, V. B. Rybakov, E. V. Babaev, €t al., Acta
Crystallogr., Sect. C: Cryst. Struct. Commun. C53, 1909
(1997).

4. E. V. Babaev, S. V. Bozhenko, S. G. Zhukov, and
V. B. Rybakov, Khim. Geterotsikl. Soedin., No. 8, 1105
(1997).

5. V. B. Rybakov, S. G. Zhukov, E. V. Babaev, et al., Kri-
stallografiya 44 (6), 1067 (1999) [Crystallogr. Rep. 44,
997 (1999)].

6. V. B. Rybakov, S. G. Zhukov, E. V. Babaev, et al., Kri-
stallografiya 45 (1), 108 (2000) [Crystallogr. Rep. 45,
103 (2000)].

7.

10.

11

12.

13.

14.

15.

16.

17.
18.
19.

20.

21

V. B. Rybakov, S. G. Zhukov, E. V. Babaev, et al., Kri-
stallografiya 45 (2), 292 (2000) [Crystallogr. Rep. 45,
261 (2000)].

S. G. Zhukov, E. V. Babaev, V. V. Chernyshev, et al., Z.
Kristallogr. 215, 306 (2000).

F. H. Allen and O. Kennard, Chem. Des. Autom. News 8
(2), 31 (1993).

G. V. Boyd and P. H. Wright, J. Chem. Soc. C, No. 10,
1486 (1970).

E. V. Babaev and |. A. Orlova, Khim. Geterotsikl. Soe-
din., No. 4, 569 (1997).

E. V. Babaev, V. B. Rybakov, S. G. Zhukov, and
I.A. Orlova, Khim. Geterotsikl. Soedin., No. 4, 542
(1999).

J. W. Visser, J. Appl. Crystallogr. 2, 89 (1969).

K. D. M. Harris, M. Tremayne, P. Lightfoot, and
P. G. Bruce, J. Am. Chem. Soc. 116, 3543 (1994).

Yu. G. Andreev, P. Lightfoot, and P. G. Bruce, J. Appl.
Crystallogr. 30, 294 (1997).

V. B. Zlokazov and V. V. Chernyshev, J. Appl. Crystal-
logr. 25, 447 (1992).

H. Toraya, J. Appl. Crystallogr. 19, 440 (1986).

W. A. Dollase, J. Appl. Crystallogr. 19, 267 (1986).

S. G. Zhukov, V. V. Chernyshev, E. V. Babaev, et al.,
Z. Kristallogr. 216 (1), 5 (2001).

A. L. Spek, PLUTON96: Molecular Graphics Program
(Univ. of Utrecht, Netherlands, 1996).

M. Nardelli, J. Appl. Crystallogr. 28, 659 (1995).

Trandated by |. Polyakova

CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001



Crystallography Reports, Vol. 46, No. 3, 2001, pp. 389-393. Trandlated from Kristallografiya, Vol. 46, No. 3, 2001, pp. 439-443.
Original Russian Text Copyright © 2001 by Prezhdo, Bykova, Glowiak, Daszkiewicz, Koll, Kyziol, Zhukhlistova.
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Abstract—The crystal structure of N-methyl-N-nitro-2-chloroaniline is determined by X-ray diffraction [a =
9.218(2) A, b = 12.593(3) A, ¢ = 14.510(2) A, space group Pbca, and Z = 8]. The structure is solved by the
direct method and refined in the anisotropic approximation to R = 0.0377. All hydrogen atoms are localized.
The structural parameters obtained agree with the data of the ab initio quantum-chemical B3LY P/6-31G** cal-
culations. The data obtained are compared with those for N-methyl-N-nitro-4-chloroaniline. Conclusions on the
interaction of the functional groupsin the molecule are drawn. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Due to the use of N-nitro compounds as explosives
and components of rocket fuels[1], their propertiesand
molecular structure currently receive much attention.
The properties of the N-N bond impart the molecules
of these compounds high photochemical reactivity [2].
The crystal and molecular structures of N,N-dimeth-
ylnitramine and some cyclic and aliphatic nitramines
were studied earlier in [3, 4]. Only two members of the
series of aromatic N-nitramines were characterized,
namely, 2,4,6-trinitro-N-methyl-N-nitroaniline (tetryl)
[5] and N-methyl-N-nitro-4-nitroaniline [6]. The com-
pounds of this series have attracted particular interest,
because the nitro group in N-methyl-N-nitroaniline and
its derivatives can undergo a rearrangement at el evated
temperatures, under acid conditions, or on photolysis
[7]. The products of rearrangement of N-methyl-N-
nitroaniline were identified only recently [8]. However,
its mechanismis till not completely understood. In the
present work, we performed X-ray diffraction analysis
and quantum-chemical calculations of the structure of
N-methyl-N-nitro-2-chloroaniline

CH; —N—NO,
cl

The molecular and crystal structures of N-methyl-N-
nitro-4-chloroaniline (1) were determined in the recent

work [9]. Inwas of interest to reveal how the structural
parameters of molecules depend on the position of the
chlorine atom in the molecule. In addition, investiga-
tion into the molecular structure of secondary arylnitra-
mines aids in the elucidation of the mechanism of the
nitramine rearrangement.

EXPERIMENTAL

Compound | was obtained by a reaction of n-butyl
nitrate with the Grignard reagent that was prepared
in situ from N-methyl-2-chloroaniline and ethylmagne-
sium bromide according to the procedure described in
[10]. The product obtained was recrystalized from
n-hexane. Single crystals were grown by slow cooling
a solution of | in methylene chloride. A single crystal
used for the X-ray data collection had a parall el epi ped-
like shape and was 0.20 x 0.25 x 0.25 mm in size. The
parameters of the monoclinic unit cell were determined
on a Kuma KM-4 diffractometer; a = 9.218(2) A, b =
12.593(3) A, ¢ = 14.510(2) A, space group Pbca, M =
186.60, V = 1684.4(6) A3, and Z = 8. The asymmetric
unit containsone moleculel, that is, twelve non-hydro-
gen and seven hydrogen atoms.

A three-dimensional set of 1828 unigue reflections
(6 = 2.4°-36°) was collected at 293(2) K on a Kuma
KM-4 diffractometer by the 6/26 technique. The col-
lection and processing of the experimental data were
performed with the Kuma KM-4 program [11]. The
structure was solved with the SHEL X TL Plus software
package [12]. The E synthesis revealed al non-hydro-
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Table 1. Atomic coordinates and equivalent isotropic
displacement parameters (U, A?) in structure |

Atom X y z Ug
Cl 0.1671(1) | 0.36881(4)| 0.14192(4)| 0.0654(2)
0O(1) |-0.2018(2) | 0.3543(1)| 0.1320(1) | 0.0630(4)
0O(2) |-0.1855(2) | 0.4335(1)|—0.0003(1) | 0.0782(5)
N(1) |-0.0682(2) | 0.2830(1)| 0.0213(1) | 0.0482(4)
N(2) |-0.1552(2) | 0.3624(1)| 0.0532(2) | 0.0503(4)
C(D —0.0117(3) | 0.2112(1)| 0.0882(1) | 0.0406(4)
C(2) 0.0984(2) | 0.2415(1)| 0.1482(1) | 0.0442(4)
C@3 0.1528(2) | 0.1706(2)| 0.2124(1) | 0.0528(5)
C4) 0.0970(3) | 0.0690(2)| 0.2155(2) | 0.0583(6)
C(5) —0.0104(2) | 0.0383(2)| 0.1560(2) | 0.0617(6)
C(6) —0.0654(2) | 0.1085(3)| 0.0921(2) | 0.0527(5)
C(7) 0.0018(3) | 0.2988(2)|-0.0675(2) | 0.0648(6)
H(3) 0.226 0.191 0.253 0.063
H(4) 0.133 0.021 0.258 0.070
H() |-0.047 -0.031 0.159 0.074
H(@®) |-0.138 0.087 0.052 0.063
H(7a) 0.053 0.245 —-0.085 0.097
H(7b) 0.069 0.357 —0.063 0.097
H(7c) |-0.070 0.315 -0.113 0.097

gen atoms. Their positional and thermal parameters
were refined (SHELXL93 [13]) first in the isotropic
approximation and then in the anisotropic approxima-
tion to R = 0.0624. At this stage, the positions of the
hydrogen atoms were calculated. The hydrogen atoms
were refined within the riding-atom model [13]. Their

PREZHDO et al.

thermal parameters were taken equal to 1.2 B, of the
non-hydrogen atoms to which they were attached. The
final R factor was 0.0377 for 1280 reflections with
| =20(l). The atomic coordinates and equivalent iso-
tropic displacement parameters are listed in Table 1.
The quantum-chemical ab initio calculations were per-
formed at the B3LYP/6-31G** level with a complete
geometry optimization using the Gaussian 94 program
package [14].

RESULTS AND DISCUSSION

The molecular structure of | isshown in Fig. 1. The
nitramine group is planar. The bond lengths and angles
in the nitramine group agree with the corresponding
values in N,N-dimethylnitramine [4] and N-methyl-N-
nitro-4-chloroaniline [9]. The differences do not exceed
0.03 A and 2°, respectively. The aromatic nucleus is
planar; the atomic deviations are within 0.006(2) A
(Table 2). The N(1) nitrogen atom virtually liesin the
plane of the benzene ring [its deviation is only
0.009(3) A]. Thisgeometry differsfrom that, for exam-
ple, in 11, in which the corresponding atomic deviation
150.065(6) A [9]. The N(1) atom isinvolved in astrong
interaction with the nitro group, which is evident from
the planarity of the nitramino group in | [the N(2) atom
deviates from this plane most of al, by 0.015(2) A].
The bond lengths and anglesin | agree with the corre-
sponding values in Il [9]; the differences in bond
lengths are no larger than 0.02 A. The largest angular
disagreement is observed for the C(1)-N(1)-C(7) angle
(1.4°), which is probably due to different positions of
the chlorine atom, namely, the 2-positionin | and the 4-
positionin I1. The N-N bond in N-nitramines (1.341 A
in (CH3),NNO, [4], 1.350 A in 11 [9], and 1.362(2) A

o) @ cl

0Q2)

H(7¢)

Fig. 1. Structure of molecule |. The atoms are shown by the thermal-vibration ellipsoids at the 50% probability level.
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in 1) issignificantly longer than that in the hyponitrous
acid esters or azo compounds (1.25 A [15]) but shorter
than the single N-N bond (1.48 A [16]). Thisindicates
that one pair out of the six Ttelectrons that occupy a set
of four-center 1t orbitals migrates to the antibonding
orbital [9].

In molecule 11, as well asin the molecules of other
4-substituted N-methyl-N-nitroanilines, no steric hin-
drances occur between the nitramine group and the
substituent in the aromatic nucleus. However, the value
of the N(2)-N(1)—C(1)—C(2) dihedral angle (66.5° [9])
indicates that, as in N-methyl-N-nitro-4-nitroaniline
(72.3°) [ 6], the conjugation between the two T-electron
systems is absent. This value corresponds to the first of
the two minima in the dependence of the potential
energy on the angle of rotation of the nitro group about
the N(1)-N(2) bond relative to the plane of the benzene
ring (Fig. 2a8). The dipole moment of compound I1,
which was calculated for this minimum (3.545 D),
agrees with the measured value (3.58 D [17]). In
arylnitramines that contain two nitro groups in the
ortho positions, the NNO, group is perpendicular to the
plane of the aromatic ring [9]. In molecule |, the steric
effect of the chlorine atom in the ortho position also
forces the nitramino group to be almost perpendicular
to the plane of the aromatic ring (73.5°). The calculated
value of the N(2)-N(1)-C(1)-C(2) dihedral angle
(80.8°) agrees closely with the rotation angle ¢ that
corresponds to the first minimum in the curve (Fig. 2b).
The caculated dipole moment (4.900 D) is consistent

391

Table 2. Atomic deviations (A) from the rmsplane of thering

Atom Deviation Atom Deviation
C()* 0.006(1) N(1) 0.009(3)
C(2)* —0.005(2) cl 0.024(3)
C(3)* 0.000(1) C() 1.287(5)
C(4)* 0.003(2) N(2) -1.012(4)
C(5)* —0.002(2) o) —2.044(4)
c(6)* 0.003(1) 0(2) —0.893(5)

* Atomsincluded in the plane definition.

with the measured value (4.73 D). Therelative position
of the molecular fragmentsin I, |1, and other 4-substi-
tuted N-methyl-N-nitroanilines explains why their
spectral and electrooptical characteristics are not
affected by the substituent in the aromatic ring [17].
The nitramine group is polar. Quantum-chemical calcu-
lations demonstrate that in molecules| and |1, the N(2)
atoms bear large positive charges (0.6570 and 0.6419,
respectively) and all the neighboring atoms are nega-
tively charged (Table 3). Interaction between the N-O
dipoles could affect the crystal structure; however, the
shortest intermolecular N---O distance (3.10 A) exceeds
the sum of the van der Waals atomic radii.

The dihedral and bond angle are listed in Table 4.
The bond lengths are presented in Table 5. The close
agreement between the experimental and calculated
values indicates that the molecule is only dightly dis-

E, kcal/mol E, kcal/mol
54, 62
(@) (b)
53
58}
52+
54
51+
50 1 1 1 1 1 1 1 50 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 O 50 100 150 200 250 300 350
¢, deg

Fig. 2. Dependences of the potential energy (E, kcal/mol) on the angle of rotation of the NO, group about the N(1)-N(2) bond rel-
ative to the plane of the benzenering (¢, deg) in molecules (a) I and (b) I.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001



392

Table 3. The Mulliken charges at the atoms of molecules |
and I1

Charge Charge
Atom Atom
| Il | I
C(3) |—0.0881 | -0.0837 || O(1) |-—0.4224 |-0.4179
C(2) |-0.0871|-0.0856|| O(2) |-—0.4264 | —0.4206
C() 0.2624 | 0.2647 || H(2) - 0.1186
C(6) |—0.0545 | —0.0461 || H(3) 0.1037 | 0.1208
C(5) |—0.1001 | —0.0865 || H(4) 0.1063 -
C(4) |—-0.0664 | —0.0873 || H(5) 0.1195| 0.1208
N(1) |-0.3888 | —0.3960 || H(6) 0.1046 | 0.1057
C(7) |-0.1680 | -0.1687 || H(7a) | 0.1335| 0.1374
N(2) | 0.6570| 0.6419| H(7b) | 0.1327 | 0.1333
H(7c) | 0.1600 | 0.1594

torted in the crystal field. The dihedral anglesinvolving
the N(1), N(2), C(1), C(2), and C(7) atoms show the
largest differences (up to 7°) between the experimental
and calculated values (Table 4). In molecule 11, the
closeness of the C(7)-N(1)-N(2)-O(1) and C(1)-
N(1)-N(2)-O(2) dihedral anglesto 180° and the C(1)—
N(1)-N(2)-0O(1) and C(7)-N(1)-N(2)-O(2) angles to
0° (the largest deviation of 6.7(6)° is observed for the
C(1)-N(1)-N(2-O(1) angle [9]) indicates that the
molecular fragments involving these atoms are almost
planar, asisthe case in other 4-substituted N-methyl-N-
nitroanilines [6]. In |, the substituent in the ortho posi-
tion distorts the structure of the aforementioned molec-
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ular fragments (Table 4): the torsion angles become
14.2° (instead of 0°) and 168.7° (instead of 180°).

Further comparison between the structural parame-
tersof molecules| and |1, which differ only in the posi-
tion of the substituent in the aromatic ring, shows that
the N(1)-N(2) bond in | (1.362 A) is Slightly longer
than that in 11 (1.350 A), whereas the C(1)-N(1) bond
lengths are virtually identical [1.424(4) = 1.425(2) A].
It is remarkable that the N(2)-N(1)—C(1), N(2)-N(1)—
C(7), and C(1)-N(1)—C(7) bond angles in | decrease
compared to those in Il [116.7(2)° < 118.4(2)°,
117.5° < 118.8(3)°, and 121.9(2)° < 123.3(3)°, respec-
tively]. Thisis aso attributed to the effect of the ortho
substituent, because the replacement of the substituent
in the para position (for example, of the NO, group [6]
by Cl [9]) does not affect the angles [N(2)-N(1)—C(2),
118.8(2)° = 118.4(3)°; N(2)-N(1)—C(7), 119.1(4)° =
118.8(3)°; and C(1)-N(1)-C(7), 121.9(2)° = 122.0(2)°].
Analysis of the charge distribution over the N(1), N(2),
0(2), O(2), C(1), and C(7) atoms of molecules| and 11
in comparison with that in N,N-dimethylnitramine
reveals that the aromatic ring produces some effect on
the NNO, group: when going from N,N-dimethylnitra-
mine to N-methyl-N-nitroaniline, |, and | I, the charges
at the N(1), N(2), and O atoms increase (-0.182 —~
-0.362, -0.389, —0.396; 0.452 — 0.640, 0.657, 0.642;
and -0.226 — —0.426, —0.426, —0.421, respectively)
and the charge at the C(7) atom (-0.426 —~ —0.2615,
—0.168, —0.169) decreases in magnitude. Replacement
of the CH; group in the (CH3),NNO, molecule by the
aromatic ring leads to a change in the charge at the aro-
matic carbon atom that is bound immediately with N(1)
(-0.426 — +0.2615). This charge at the C(1) atom
remains virtually unchanged upon introduction of a
substituent into the aromatic ring (0.2615 = 0.2624 =
0.2647). The above data indicate that the n electrons of

Table 4. Selected bond and torsion angles (a, deg) in molecule |

Angle Oexp Ocacd Angle Uexp O caled
N(2)-N(1)-C(1) 116.7(2) 117.56 C(4)-C(3)C(2 119.0(2) 119.25
N(2)-N(1)-C(7) 117.5(2) 116.60 C(3)-C(4)—C(5) 120.7(2) 120.38
C(1)-N(1)—C(7) 121.9(2) 122.56 C(6)-C(5)—C(4) 120.6(2) 119.66
0O(1)-N(2)-0(2) 125.1(2) 126.73 C(1)—C(6)—C(5) 119.7(2) 120.71
O(1)-N(2)-N(1) 117.5(2) 116.12 C(1)-N(1)-N(2-0(2) 168.7(2) 168.77
0O(2)-N(2-N(2) 117.3(2) 117.13 C(7)-N(1D)-N(2-0(2) 10.5(3) 10.06
C(6)-C(1)-C(2) 119.4(2) 119.04 C(1)-N(1)-N(2-0(2) -14.2(2) -13.05
C(6)-C(1)-N(1) 119.3(2) 120.05 C(7)-N(1)-N(2-0(2) -172.4(2) -171.76
C(2—C(1)-N(1) 121.2(2) 120.34 N(2)-N(1)—C(1)—C(6) 108.0(2) 101.36
C(1)—C(2-C(3) 120.6(2) 120.47 C(7)-N(1)—C(1)—C(6) -94.9(2) -101.32
C(3)-C(2—Cl 120.1(2) 120.28 N(2-N(1)-C(1)—C(2) -73.5(2) —-80.80
C(1)—-C(2-Cl 119.3(2) 120.49 C(7)-N(1)-C(1)-C(2) 83.6(2) 76.52
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Table 5. Selected bond lengths (L, A) in molecule |

Bond

Lexp

Lcalcd

Bond

I-exp Lcalcd

Cl-C(2)

O(D)-N@Q)
O(-N(2)
N(D)N(2)
N(D-C(2)
N(D)-C(7)

1.727(2)
1.226(2)
1.217(2)
1.362(2)
1.425(2)
1.455(3)

1.7477
1.2302
1.2270
1.3893
1.4259
1.4592

C(1)-C(6)
C(1)-CQ)
C(2-CE)
C(3)-C(4)
C(4)-C(5)
C(5)-C(6)

1.386(2) | 1.3986
1.390(3)| 1.4034
1.384(3) | 1.3942
1.380(3)| 1.3944
1.370(3) | 1.3927
1.377(3)| 1.3952

the imide nitrogen are involved in conjugation with the
Tt electrons of the nitro group to a larger extent than
with those of the aromatic ring. As a consegquence, the
NNO, functional group exhibits a low sensitivity to
various effects (including substitution of CgH; for CHy
and introduction of various substituents into the aro-
matic nucleus).
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Abstract—Crystals of (N'-furfurylidene)isonicotinoylhydrazide (1), which have been isolated from a water—
methanol solution of hydrochloric acid (1a) and an aqueous solution (~50%) of acetic acid (1b), are studied by
X-ray diffraction. In | a, the nitrogen atom of the pyridine ring is protonated. In the crystal, the intermolecular
C=0---HN(Py) hydrogen bonds link the | - H* cations into chains which are bound through centrosymmetric
NH---W---Cl~---W'---H'N' bridges. In molecule | b, no protonation occurs; however, itspyridine N atom is blocked
by the hydroxyl H atom of a solvate molecule of acetic acid. Crystals | b have a layered structure. The crystal-
lization water moleculeisinvolved in the formation of threeintermolecular hydrogen bonds, namely, those with
the H atom of the amide group and the carbonyl O atoms of molecule| and an acetic acid molecul e of the neigh-

boring layer. © 2001 MAIK “ Nauka/Interperiodica” .

Earlier [1, 2], we studied the effect of the nature and
composition of the solvent on the intermolecular
hydrogen bonds formed in crystals of [N'-(5-nitrofurfu-
rylidene)]isonicotinoylhydrazide. In the present work,
we carried out the X-ray diffraction study of the crys-
tals of the related compound (N'-furfurylidene)isonico-
tinoylhydrazide (1) which were obtained from aqueous
solutions of strong (HCI) and weak (CH;COOH) acids.

~ 0
NJYN\ _
~ TN
0] 0] /
|

Compound | precipitates from a water—methanol
solution of HCI as bright yellow monoclinic needle
crystalsla[3]. Thecrystalsare characterized by thefol-
lowing crystallographic parameters: C,HyN;O, - HCI -
H,0,a=7.307(1) A, b=17.976(4) A, c=9.687(2) A,
B =106.15(3)°, M = 269.69, V = 1222.2(2) A3, Z = 4,
deacg = 1.465(2) g/cm?, and space group P2,/c. The set
of experimental datawas collected from acrystal 0.6 x
0.03 x 0.05 mm in size on a DAR-UM three-circle dif-
fractometer (CuK, radiation). The number of reflec-
tionswith | >2a0(l) was 979.

Crystals Ib were isolated from an agueous solution
of acetic acid (~50%) asyellowish triclinic prisms. The
crystals are characterized by the following crystallo-
graphic parameters: C,;HyN;O, - CH;COOH - H,0, a=
13.327(3) A, b = 8565(2) A, ¢ = 6.646(1) A, a =
75.21(3)°, B = 91.88(3)°, y = 95.86(3)°, M = 293.28,

V=729.6(2) A3, Z = 2, dyey = 1.335(2) g/lcm?®, and

space group PLl. The set of experimental data was
obtained on an KM-4 four-circle diffractometer (MoK
radiation) from a crystal 0.2 x 0.05 x 0.5 mm in size.
The number of reflectionswith | > 20(l) was 2155. The
structures were solved by the direct method with the
SHEL XS86 program package [4] and refined in the
anisotropic approximation by the full-matrix least-
squares procedures with the SHELXL93 program
package [5]. The hydrogen atoms were revealed from
the difference Fourier synthesis and included in the
refinement in theisotropic approximation. The H atoms
of the crystallization water molecule in la were not
located. However, according to the data of IR spectros-
copy, these atoms are involved in rather strong intermo-
lecular hydrogen bonds of approximately equal energy.
The final R factors are 0.058 and 0.056 for la and 1D,
respectively. The atomic coordinates are listed in
Table 1.

Compound la is the I-H*CI- - H,O salt (Fig. 1),
whereas compound | b is the acetic acid—water solvate
| - CH;COOH - H,O (Fig. 2). In both compounds, the
central part of molecule | is essentialy planar and has
the syn orientation of the O(1), N(2), and O(2) heteroa-
toms. The deviation of the molecules from planarity is
due to the rotation of the pyridine fragment about the
C(1)—C(7) bond by 21.9° and 4.7° in laand I b, respec-
tively. In Ib, the furan fragment is rotated about the
C(2)—C(3) bond by 2.8°, whereas in la it is coplanar
with the ketohydrazone fragment.

1063-7745/01/4603-0394%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Atomic coordinates (x10* for non-hydrogen atoms and x10° for H atoms) and equivalent or isotropic thermal para-
meters Ug/Uig, (X 10%) in structures | b (the upper row) and | a (the lower row)

Atom X y z Ue‘jégiso’ Atom X y z Ue’jégiso’

cl 4122(2) | 5822(1) 1641(3) | 62(1) || C(12) | 8462(2) | —474(4) | 5726) | 94

o) | 63511 | 6922(2) 1138(2) | 72(1) || c@3) | 7770(2) 532(3) | 1271(4) | 68(1)

4399(3) | 2636(2) | 4465(3) | 43(1) || O@3) 7437(2) | 1686(3) | 126(3) | 111(1)

02 | 9401(1) | 3964(2) 2178(3) | 84(1) | 0@ 7536(1) 202) | 3238(3) | 76(0)

10239(2) | 39202) | 4603@3) | 46(1) || O, 7133(2) | 4991(3) | 8774(2) | 80()

N | 69541 | 5759(2) | 4331(3) | 50(1) 3051(2) | 4287(2) | 206(2) | 50(2)

4608(3) | 3379(1) 2626(2) | 42(2) || HN(QY 689(2) 554(2) | 569(4) | 57(5)
N@) | 77231 | 5176(2) 3471(2) | 51(1) 426(2) 3B7(1) | 1512) 2(11)
6487(3) | 3558(2) 3390(2) | 42(2) ||HNE) | -3102) 209(2) 541 | 62(36)

N@B) | 3889(1) | 8471(2) | 5551(3) | 68(1) || H() 808(2) 395(3) | 6134) | 78(7)
_1915(3) | 2293(2) 1076(2) | 32(2) 675(1) 428() | 196(2) | 20(14)

c(l) | 63031 | 66352 | 30343) | 51(1) || H4) 969(2) 26(4) | 6535) | 97(6)
12053(2) | 4228(1) | 4919(3) | 43(2) 966(2) 504(1) | 193(2) | 46(18)

C) | 8249(1) | 4236(2) 47783) | 52(0) || H5 1099(2) 162(3) | 438(5) | 92(6)
580(3) | 3121(2) | 1360(3) | 44(2) 315(1) 504(2) | 383(2) | 74(23)

C(3) | 90941 | 3552(2) | 41493) | 53(1) || He 1052(2) 337(4) | 069(5) | 99(6)
_1252(2) | 2902(2) 672(3) | 34(2) 1295(1) 3992 | 595(2) | 13(12)

c@ | 97112) | 2553(3) 5317(4) | 72(1) || H8 501(2) 850(3) | 135(5) | 86(5)
120013) | 4722(1) 3913(3) | 51(2) 165(1) 170(1) | 365(2) | 25(14)

C(5) | 10437(2) | 2276(3) | 3984(4) | 78(1) || HO 365(2) 946(3) | 2724) | 89(5)
1005(3) | 2064(1) 27771(2) | 51(2) ~126(2) 154(1) | 232(1) | 48(22)

C6) | 102392) | 3144(4) | 21535) | 87(1) || H10 434(2) 7273) | 829(5) | 87(6)
0182(2) | 4265(2) 3403(2) | 43(2) —208(2) 24(1) | —0002) | 12(12)

C7) | 5475(1) | 7244(2) | 40323) | 51(1) || H(1Y) 567(2) 619(3) | 710(4) | 85(6)
1715(3) | 2699(2) 2411(2) | 43(2) 99(2) 350(1) 93(1) | 17(13)

c@8) | 4843(2) | 8224(3) 2720(4) | 71D) || Hy(D) 704(2) 548(4) | 958(5) | 95(7)

7225(3) | 4041(2) 2785(2) | 51(2) || Hy(2 729(2) 412(4) | 935(5) | 89(7)

cO) | 40712) | 8815(3) 3557(5) | 77(1) || Ho(4) 706(3) 052(4) | 339(5) | 101(5)

37322) | 2899(2) | 3285(2) | 43(2) ||H(2L) | 850(2) | -155(4) | 147(5) | 102(7)

C(10) | 4490(2) | 7506(3) 6819(4) | 70(1) ||H@22) | 852(3) | —002(4) | —084(6) | 106(7)

_842(2) | 1875(2) | 2001(2) | 41(2) ||H(@123) | 905(3) | —004(4) | 090(6) | 112(7)

C(11) | 5296(2) | 6881(3) | 6130(3) | 60(1)
10270(3) | 4751(2) 2044(2) | 54(2)

Table 2. Selected geometric parameters of molecule | in structures 1a and I b in comparison with the corresponding values
for [N'-(5-nitrofurfurylidene)]isonicotinoylhydrazide [ 1]

CN(L)N(2), | N(ON(2)C,
deg deg

la | 1.205(7) 1.340(7) 1.405(8) 1.525(8) 1.253(7) 114.9(2) 113.1(2) 120.4(2)

b | 1.223(2) 1.346(2) 1.384(2) 1.508(2) 1.270(2) 118.2(2) 114.7(2) 117.4(2)

[1] | 1.244(8) 1.338(9) 1.364(8) 1.504(8) 1.300(8) 117.8(6) 116.5(4) 118.2(7)

Structure|C(1)-O(1), A|C(1)-N(1), AIN(1)N(2), A|C(1)-C(7), AIN(2-C(2), A CN(3)C, deg
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C(12)b
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Fig. 2. A fragment of crystal structure | b.

The protonation of the pyridine fragment in la is
accompanied by the increase in the bond angle at the
N(3) atomto 120.4(2)° relative to the standard value for
pyridine (118°) [6]. The geometric parameters of the
pyridine fragment in I b coincide within the experimen-
tal error with the standard values. The bond lengths in
the central ketohydrazone fragment of moleculel coin-
cide within the experimental error with the correspond-
ing values in the [N'-(5-nitrofurfurylidene)]isonicoti-
noylhydrazide complex studied earlier in [1] (Table 2).
Thereisatendency for changein the bond lengthsin la
with respect to those in 1b: the C(1)-C(7) and N(1)-
N(2) bondslengthen, and the C(1)-O(1) and C(2)-N(2)
bonds shorten. Thisis probably due to the weakening of

CRYSTALLOGRAPHY REPORTS Vol. 46

the conjugation in la upon protonation of the pyridine
ring. However, we cannot be sure in this conclusion
because of the large errorsin the determination of bond
lengths. Note a sdignificant decrease in the
C()N(2)N(2) bond anglein la (114.9°) in comparison
with its values (117°-121°) observed in I1b and all the
N'-substituted i soni cotinoyl hydrazi de compounds stud-
ied earlier [1, 2].

Protonation of molecule | in laresultsin the forma
tion of the additional HNp, proton-donating center. As
a consequence, two types of intermolecular hydrogen
bonds are formed inthe crystal: the Np, H*---O=C bonds
[O(1)--N@3), 2.714(3) A; H*+-O(1), 1.90(1) A;
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N(3)H*O(1), 143°; and C(1)O(1)H*, 119.5°] link mol-
ecules | into zigzag chains, and the centrosymmetric
N(DH-W--Cl--W'--H'N(1)' bridges {H[N(1)]---Oy
1.84(1) A; N(1)--Oy 2.824(3) A; N(1)H[N(1)]O
146.8°; Oy+-Cl-, 3.09 A; and O, Cl-O, 79°} connect
molecules | of adjacent chains. Note also a short inter-
molecular N(2)--N(3)' contact (2.960 A), which arises
from the formation of the intermolecular Np H*:--O=C
bond. A combination of intermolecular hydrogen bonds
in the crystal gives rise to a two-dimensional network
(Fig. 1). Molecules |, which are related by the c trans-
lation, are packed into stacks. The channels between
the stacks accommodate water molecules and chlorine
anions.

In crystal structure 1b, molecules of 1, CH;COOH,
and H,O form layers. The molecule of crystallization
water isinvolved in the formation of three intermolec-
ular hydrogen bonds (Fig. 2), namely, the hydrogen
bonds with the amide hydrogen atom [O,N(1),
2.864 A; O, ~H, 2.01 A; and O,HN(1), 165.1°], the
carbonyl oxygen atom of molecule | [Oy-O(1)a,
2842 A; Huy(D)--OD)a, 209 A; OHW1D)OD)a,
160.4°; and H(1)O(D)aC(1)a, 123.5°], and the carbo-
nyl group of the acetic acid molecule from the adjacent
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layer [OyO(3)a, 2.810 A; Hy(2)--O(3)a, 2.04 A;
OWHW2)0O(3)a, 164.6°; and H(2O(I)aC(13)a,
149.4°]. The angle between the plane of the water mol-
ecule and the mean plane of molecule | is 37.0°. The
N(3) nitrogen atom of the pyridine fragment forms the
intermolecular hydroxyl hydrogen bond with the
hydrogen atom of the acetic acid molecule from the
same layer [H(Ac)--N(3), 1.86 A; O)a-N(3),
2.657 A; and O(4)(Ac)N(3), 164.6°] (Fig. 2).
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Abstract—The crystal structure of N,N'-di(2-hydroxyethyl)-4,4'-dipyridylium diperchlorate C;4,HgCloN,O;4
is determined by X-ray diffraction at 293 K. The crystals are monoclinic, a = 6.446(1) A, b= 14.479(3) A, ¢ =
9.912(1) A, B =99.24(2)°, space group P2,/c, and Z = 2; 1562 refl ections measured; and wR2 = 0.086 and R1 =
0.033 for 1209 reflectionswith F > 4o(F). It isfound that, in the absence of charge transfer from the counterion
to the dication, the planarity of the dipyridylium skeleton of the molecule is primarily due to the conjugation
between the lone electron pairs of the hydroxyl groups and the 1t system of the dication. This inference is sup-
ported by the intramolecular O--N contact (2.847 A). © 2001 MAIK “ Nauka/ I nterperiodica” .

INTRODUCTION

Currently, a search for new materials exhibiting
combinations of useful propertiesis a principal trend.
In thisrespect, investigation into the structure and prop-
erties of photochromic and electrochromic compounds
based on the organic salts of the dipyridylium series
(viologens) is a topical problem. Complexes based on
viologens can serve as reduction—oxidation indicators,
electron phototransfer catalysts, and photosensitive
systems. Particular interest in viologens is also due to
their increasing applications in electrochromic dis-
plays, variable-density light filters [1-9], and detecting
mediafor optical datarecording [10].

Earlier [11-13], we studied the influence of the
structural properties on the photoinitiated electron
transfer from the counterion to the dication which
results in the formation of stable radical cations in the
crystal state. We also examined the dependence of the
molecular structure on electron-donating properties of
anions. In particular, it was shown that, in the crystal
state, the intramolecular charge-transfer complex con-
tributes to the stabilization of the planar structure of the
central dipyridylium fragment of the moleculesandisa
necessary condition for photochromism. In the ground
(nonexcited) state, the planar structure arises from the
shift of the electron density from the anion to the dica-
tion followed by its redistribution throughout the dipy-
ridylium fragment. The absence of the charge-transfer
interaction predetermines the twisted conformation of
the dipyridylium skeleton in these molecules, asis the
case in N,N'-dimethyl-4,4'-dipyridylium tetrachloro-

palladate (MD>*PdCI; ) [14] and N,N'-diheptyl-4,4'-
dipyridylium perchlorate (HD*2CIO,) [11]. This is
explained by the minor electron effect of the ClO,

Table 1. Crystallographic parameters and experimental data

for structurel|

Parameter

Empirical formula
M,

Crystal system
Space group

Z

a A

b, A

c, A

B, deg

v, A3

Deaed 9/CM®

g, mmt

F(000)
Diffractometer

A A

T,K

Ormax, deg

Number of reflections measured

Number of reflections with
F>40(F)

Refinement on
R1

wR2

S

C14H18CIN2050
445.20
Monoclinic
P2;/c
2
6.446(1)
14.479(2)
9.912(2)
99.24(2)
913.1(3)
1.619
0.415
460

Enraf-Nonius CAD-4

0.71073
293
24
1562

1209

F2
0.033
0.086
0.928

1063-7745/01/4603-0398%$21.00 © 2001 MAIK “Nauka/Interperiodica’



Table 2. Coordinates (x 10%) and thermal parameters (A2 x 10°) of non-hydrogen atoms in structure |
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Atom X y z Ugg
Cl 2721() 3468(1) 2275(1) 58(1)
N 1299(3) 6383(1) 2362(2) 45(1)
@] 4657(3) 5779(2) 1031(2) 72(1)
o) 762(18) 3328(7) 2783(14) 96(5)
0(2) 1880(3) 4201(9) 1562(16) 83(4)
0(3) 3126(36) 2778(18) 1482(30) 83(4)
04 4252(30) 3733(11) 3174(16) 161(6)
0O(1A) 2076(25) 3361(7) 3456(12) 110(4)
0O(2A) 1939(25) 4172(11) 1140(15) 86(4)
O(3A) 2632(42) 2595(14) 1468(33) 96(5)
O(4A) 4927(13) 3799(12) 2511(10) 78(2)
0O(1B) 3227(38) 3117(17) 3823(21) 115(8)
0(2B) 733(37) 3663(27) 2088(39) 203(17)
0(3B) 3587(57) 2684(26) 1892(40) 154(19)
0(4B) 3915(38) 4253(10) 2447(22) 114(6)
C» 261(3) 5302(1) 4447(2) 42(12)
C(2 2191(4) 5745(2) 4555(2) 54(1)
C@3 2665(4) 6272(2) 3517(2) 54(1)
C® -592(4) 5987(2) 2240(3) 55(2)
C(5) —1124(4) 5453(2) 3258(2) 54(1)
C(6) 1928(4) 6886(2) 1194(3) 56(1)
C( 2901(4) 6241(2) 296(3) 61(1)

anions because of their weakest electron-donating abil-
ity in the anion series |- > Br=> Cl-> Cl O, . However,
among the structurally characterized viologens, only
two aforementioned molecules adopt the twisted con-

formation of the dipyridylium nucleus. These mole-
cules have only alkyl substituents (R = CH; for

MD2PdCI5 and R = C,H,5 for HD2*2Cl O, ) without
any functional groups containing atomswith lone elec-
tron pairs. In this connection, it isimportant to investi-
gate the electron effects of the substituents containing
lone electron pairs on the structure of the dipyridylium
skeleton of viologens in the absence of charge transfer.
For this purpose, we performed the X-ray structure
analysis of N,N'-di(2-hydroxyethyl)-4,4"-dipyridylium
diperchlorate (1) [R= (CH,),OH and A= CI O, ], which
is characterized by the absence of the charge-transfer

interactions and contains the electron-donating OH
hydroxyl group.

EXPERIMENTAL

Compound | was synthesized according to the pro-
cedure described in [12]. Single-crystal samples were
grown by slow evaporation of an isopropyl solution. In
the course of crystallization, transparent single crystals

CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001

were obtained in the form of plates. The X-ray experi-
ment was carried out on an Enraf—-Nonius CAD4 four-
circle diffractometer (graphite monochromator, /206
scan mode).

The structure was solved by the direct method, and
the non-hydrogen atoms were refined in the anisotropic
approximation by the full-matrix least-squares proce-
dure. The refinement of the structure revealed the dis-

ordering of all four oxygen atoms of the CIO, anion
over three positions (each with the occupancy
G = 0.33). All hydrogen atoms in the structure studied
were located from the difference Fourier synthesis and
included in the refinement in the isotropic approxima-
tion. The calculations were performed on an IBM AT
personal computer with the SHELXS86 [15] and
SHEL XL 93 [16] software packages. The main crystal-
lographic parameters and experimental data at room
temperature are listed in Table 1. The atomic coordi-
nates, bond lengths, and bond angles are given in
Tables 24, respectively.

RESULTS AND DISCUSSION

In crystal I, the position of the dication at the center
of symmetry determines the exactly planar structure of
the dipyridylium skeleton. The dication as awhole has
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Table 3. Bond lengths () in structure |

Bond d Bond d
Cl-0(1) 1.447(8) Cl-0(4B) 1.368(13)
Cl-0(2) 1.341(11) N—-C(3) 1.337(3)
CI-0(3) 1.32(2) N-C(4) 1.335(3)
Cl-0(4) 1.278(9) N—C(6) 1.479(3)
CI-0(1A) 1.312(8) O-C(7) 1.412(3)
CI-0O(2A) 1.542(14) C(1)-C(1)* 1.483(4)
CI-0O(3A) 1.49(2) C(1)—C(2 1.388(3)
CI-0(4A) 1.484(8) C(1)-C(5) 1.377(3)
Cl-0O(1B) 1.60(2) C(2-C(3) 1.355(3)
Cl-0(2B) 1.30(2) C(5)-C(4) 1.358(3)
Cl-0(3B) 1.35(3) C(6)—C(7) 1.497(4)

Note: In Tables 3 and 4, the C(1)* atom is related to the reference
atom by the symmetry operation —x, -y + 1, -z + 1.

Table 4. Bond angles (deg) in structure I *

Angle ()

0O(2—Cl-0(1) 89.6(8)
O(3)-Cl-0(1) 111.6(9)
0O(3)—Cl-0(2) 113(2)
O(4)—Cl-0(1) 114.8(11)
O(4)—Cl-0(2) 109.3(10)
0O(4)—Cl-0(3) 116(2)
O(1A)—-CI-0O(2A)| 127.9(8)
O(1A)-CI-0O(3A)| 112.8(11)
O(1A)-CI-0O(4A)| 109.3(8)
O(3A)-CI-0O(2A)| 101(2)
O(4A)-CI-O(2A)| 95.4(9)
O(4A)-CI-0O(3A)| 108.2(11)
O(2B)—Cl-0(1B) | 105(2)
0O(2B)—CI-0(3B) | 126(2)
0O(2B)—Cl-0(4B) | 111(2)

* Seenoteto Table 3.

Angle W

0(3B)-CI-O(1B) | 89(2)

O(3B)-Cl-O(4B) | 119(2)

O(4B)-CI-O(1B) | 96.9(13)
C(3-N-C(6)  |120.3(2)
C(4)-N-C(3)  |119.5(2)
C(4)-N-C(6)  |120.1(2)
C(2)-C(1)-C(1)* | 121.5(2)
C(5)-C(1)-C(1)* |122.2(2)
C(5)-C(1)-C(2) |116.3(2)
C(3-C(2)-C(1) |120.7(2)
N-C(3)-C(2)  [121.4(2)
N-C(4)-C(5)  [120.9(2)
C(4)-C(5)-C(1) |121.3(2)
N-C(6)-C(7)  [110.6(2)
O-C(7)-C(6)  |111.5(2)

an Slike shape (figure), as judged from the C(3)-N—
C(6)-C(7), C(4)-N—C(6)—C(7), and N—C(6)—C(7)-O
torsion angles(88.3°, —87.5°, and —-57.4°, respectively).
The hydroxy! groups arelocated over the pyridinerings
and participate in the formation of the O---H-O hydro-

gen bonds with the oxygen atoms of the CIO, anions,

whose disordering is responsible for different lengths
of these bonds [O:O(4B), 2.69 A; O--O(2A), 2.92 A;
and O--0(2), 3.00 A].

The specific Slike shape of dication | resultsin the
intramolecular O---N contact (2.847 A), whoselengthis
closeto the sum of van der Waalsradii of the N (1.50 A

CRYSTALLOGRAPHY REPORTS Vol. 46
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[17]) and O (1.29 A [18]) atoms. A similar Slike
shape of the dication and a close value of the O--N
contact (2.966 A) were found in the earlier studied
N,N'-di(2-hydroxyethyl)-4,4'-dipyridylium dichloride
(HOEtD?*2CI") [12], which differs from | only in the

type of the counterion (CI- instead of CIO,) and, asa

conseguence, is characterized by the charge-transfer
interaction.

The absence of charge transfer in | predetermines

the minimal electron effect of the CIO, anions on the

stabilization of the planar structure of the dipyridylium
nucleus of the molecule. Note that, in addition to the
packing effects, whose role was discussed in [11], the
electron effects of the hydroxyl groups can also con-
tribute to the flattening of the central dipyridylium frag-
ment in |. This contribution is due to the ability of the
lone electron pairs of the oxygen atoms of the OH
groups to participate in the conjugation with the elec-
tron-deficient 1t system of the pyridine rings, as evi-
denced by the O---N contact (2.847 A). As aresult, the
electron density shifts from the electron-donating OH
groups to the electron-seeking dication and then is
redistributed throughout the 1t system. Asin the case of
charge-transfer complexes, this conjugation stabilizes
the planar structure of the dipyridylium nucleus.

Therefore, in the absence of charge transfer in |, the
el ectron effects of the hydroxyl groups contribute to the
flattening of the dipyridylium skeleton. At the same
time, in N,N'-diheptyl-4,4'-dipyridylium diiodide
(HD**21-) [19, 20], which contains akyl substituents
(R= C;H;5) producing a minor effect on the dication,
the flattening is associated with the charge transfer
from the counterions (21-) to the dication (D**). In the
charge-transfer complex (HOEtD?**2Cl-) [12], which
contains the same electron-donating substituentsasin |
[R = (CH,),0OH], both the charge transfer and the elec-
tron effects of the hydroxyl groups contributeto the sta-
bilization of the planar dipyridylium skeleton.

In [13], we investigated the physicochemical prop-
erties of the dipyridylium compounds which contain
the carboxy! groups (R= CH,COOH) and differ only in
the counterions. These were N,N'-di(carboxymethyl)-
4,4'-dipyridylium dichloride (COMD?*2Cl-), dibro-
mide (COMD?*2Br’), and diiodide (COMD?*2I). It
was emphasized that the planar structure of the dipy-
ridylium nucleus results from the charge transfer [13].
However, from the aforesaid, it is reasonable to assume
that the electron effects of the carboxyl COOH groups
containing lone electron pairs additionally contribute to
the flattening in these structures. It is notable that the
dications in the COMD?**2HIg compounds (Hlg = CI-,
Br, or I") aso have an Slike shape and contain the
intramolecular O--N contacts (2.739, 2.743, and
2.711 A, respectively).

Thus, the X-ray diffraction study of | and analysis of
the structure and properties of viologens that contain
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a C2)

() \O_ca(y( COL
C<4>
c( R

C(7)

-

0@3)

Structure of molecule| and atomic numbering. Dashed lines
indicate hydrogen bonds.

the hydroxyl and carboxyl groups allow usto conclude
that the O---N contacts, whose length lies in the range
2.711-2.966 A, can bring about the conjugation of the
lone electron pairs of the oxygen atoms with the Tt sys
tem of the dication. This conjugation can contribute to
the stabilization of the planar structure of the central
dipyridylium fragment of the molecule, asit takes place
inl, or serve as an additional factor enhancing the sta-
bilization in charge-transfer viologens.
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STRUCTURE OF ORGANIC COMPOUNDS

Formation of Crystal Structure of Cyanovinylbenzene
Derivatives. X-ray Structure Investigation of Ethyl Esters
of 3,4-Dimethoxy-, 3,4,5-Trimethoxy-,
and 4-Fluor obenzylidenecyanoacetic Acids
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Abstract—Ethyl esters of 3,4-dimethoxy-, 3,4,5-trimethoxy-, and 4-fluorobenzylidenecyanoacetic acids are
investigated by X-ray diffraction analysis with the aim of elucidating the factors responsible for the formation
of crystal structures of cyanovinylbenzene derivatives. The crystal datafor other known derivatives of thisseries
areanalyzed. It isrevealed that, in the absence of strong hydrogen bonding, the main structure-forming function
in crystalsisfulfilled by intermolecular contacts of two types, namely, staking contacts of parallel and antipar-
alel molecules. The staking contacts of antiparallel molecules are most frequently realized. It is assumed that
their presence in the structure determines the prevailing formation of centrosymmetric packings in the com-

pounds under consideration. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Organic compounds with a relatively long conju-
gated 11 electron system and donor—acceptor substitu-
ents (on opposite sides of a conjugated chain) are
promising materialsfor nonlinear optics[1, 2]. Organic
molecules readily undergo chemical modification and
can achieve maximum values of the molecular optical
nonlinear susceptibilities 3 and y, which is one of the
most important advantages of organic compounds
over inorganic substances. Nowadays, the design of
chromophores with high values of (3 (including the
synthesis of promising derivatives and the eval uation of
their molecular nonlinear susceptibilities) has become
asufficiently well developed procedure[3]. At the same
time, the formation of a noncentrosymmetric crystal
structure, which is necessary for further practica
applications of these compounds, presents considerable
difficulties. In this respect, the investigation into the
crystal structure of large series of related chro-
mophore compounds with nonlinear optical properties
is of particular importance. Analysis of their packings
can be helpful in the determination of the factors
responsible for the formation of crystal structures.
The aim of the present work was to perform the X-ray
structure investigation and detailed examination of the
packing in three cyanovinylbenzene derivatives: ethyl
esters of 3,4-dimethoxy-, 3,4,5-trimethoxy-, and
4-fluorobenzylidenecyanoacetic acids (I, 11, and 111,
respectively).

EXPERIMENTAL

Synthesis. Compounds |-l || were prepared accord-
ing to the Knoevenagel reaction by the condensation of
aromatic adehydes with ethyl cyanoacetic ester in
alcohoal in the presence of an organic base (morpholine)
in catalytic amounts. Theyield of the reaction products
was 78-85%.

Colorless crystals of compounds 11l were
obtained by slow isotherma evaporation of ethanol
solutions for three days.

X-ray structure analysis. Crystals | are mono-
clinic; at 25°C, the unit cell parameters are as follows:
a=13.0993) A, b=8.025(2) A, c=13.855(3) A, B =
114.24(2)°, V = 1328.0(6) A3, dyoq = 1.307 g/cm3, Z =
4, and space group P2,/n. Crystals || are monoclinic; at
25°C, the unit cell parametersarea = 12.549(5) A, b =
16.082(6) A, ¢ = 7.330(2) A, B = 90.43(3)°, V =
1479.2(9) A3, de = 1.308 g/cm3, Z = 4, and space
group P2,/c. Crystals |11 aretriclinic; at 25°C, the unit
cell parametersarea = 7.322(2) A, b=7511(3) A, c =
10.858(3) A, a = 90.22(3)°, B = 97.30(3)°, y =
109.22(2)°, V = 558.6(3) A3, dy = 1.303 g/om?,
Z =2, and space group P1.

The unit cell parameters and the intensities of 2414,
2988, and 2092 reflections (for structures|, 11, and 111,
respectively) were measured on a Siemens P3/PC four-
circle automated diffractometer (AMoK,, graphite
monochromator, 6/26 scan mode, 6., = 26°). The

structures were solved by the direct method for al the
non-hydrogen atoms. The refinement was performed

1063-7745/01/4603-0402%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Atomic coordinates (x10% for H atoms, x10%) and ~ Table 2. Atomic coordinates (x 10 for H atoms, x10%) and

isotropic equivalent (isotropic for H atoms) thermal para-
meters (A2, x10%) for structure |

isotropic equivalent (isotropic for H atoms) therma para-
meters (A2, x103) for structure 1

Atom X y z Ue/Uiso
0(1) —398(2) 4729(3) 7476(2) | 65(1)
0(2) —2053(2) 5075(3) 6105(1) | 51(2)
0](c)) 634(2) 374(3) 3002(1) | 52(1)
04 2575(2) —761(3) 4178(2) | 55(1)
N(1) -2142(2) 3583(4) 3858(2) | 65(1)
C@) 921(2) 2115(3) 5573(2) | 39(1)
C(2 445(3) 1739(4) 4476(2) | 38(1)
C(3) 1019(2) 795(4) 4043(2) | 39(1)
C4) 2093(2) 189(4) 4683(2) | 40(1)
C(5) 2573(3) 577(4) 5748(2) | 46(1)
C(6) 1985(3) 1529(4) 6179(2) | 47(1)
C(7) 362(3) 3038(4) 6104(2) | 42(1)
C(8) —667(2) 3707(4) 5773(2) | 39(1)
C(9) —1483(3) 3638(4) 4709(2) | 43(1)
C(10) | —1004(3) 4543(4) 6554(2) | 43(1)
C(11) | —2486(3) 5957(6) 6780(3) | 64(1)
C(12) | —3633(4) 6490(7) 6108(4) | 72(1)
C(13) —451(3) 953(6) 2313(3) | 60(1)
C(14) 3671(3) | —1419(6) 4790(3) | 63(1)
H(2) —25(3) 216(4) 406(2) | 64(10)
H(5) 327(3) 11(4) 618(2) | 69(10)
H(6) 231(2) 176(3) 693(2) | 34(7)
H(7) 81(2) 318(3) 684(2) | 40(7)
H(111) | -242(3) 523(5) 732(3) | 89(14)
H(112) | -200(3) 694(5) 710(3) | 88(13)
H(121) | -414(3) 548(5) 584(3) | 99(14)
H(122) | -370(4) 713(5) 556(3) | 114(19)
H(123) | —396(3) 711(5) 654(3) | 96(13)
H(131) —47(3) 214(4) 230(2) | 72(13)
H(132) —-58(3) 45(4) 166(3) | 77(11)
H(133) | -110(3) 59(4) 253(3) | 80(12)
H(141) 366(2) —221(4) 540(2) | 60(9)
H(142) 419(3) —54(4) 514(3) | 72(12)
H(143) 385(3) —203(4) 432(3) | 84(13)

Atom X y z Uet/Viso
0(1) —2549(1) =277(1) 3334(2) 68(1)
0O(2) —2918(1) 1051(1) 4353(2) 49(1)
(0/)] 2740(1) 2041(1) 1993(2) 61(1)
O(4) 3914(2) 655(1) 1435(2) 58(1)
o(5) 3015(1) —-808(1) 1018(2) 61(1)
N(1) —651(1) 2124(1) 5192(3) 66(1)
C@) 659(1) 434(1) 2222(2) 39(1)
C(2 1125(2) 1219(1) 2261(2) 43(1)
C(3) 2208(1) 1303(1) 1959(2) 43(1)
C4) 2828(1) 606(1) 1594(2) 44(1)
C(5) 2354(1) -174(2) 1466(2) 43(1)
C(6) 1268(1) —262(1) 1773(2) 41(1)
C(7) —455(1) 290(1) 2635(2) 41(2)
C(8) —1156(1) 769(2) 3536(2) 40(1)
C(9) —882(1) 1535(1) 4415(3) 46(1)
C(10) —2274(1) 463(1) 3727(2) 45(1)
C(11) —4036(1) 801(2) 4562(4) 58(1)
C(12 —4658(2) 1551(2) 5020(5) 75(1)
C(13) 2137(2) 2785(1) 2071(4) 62(1)
C(14) 4306(2) 1046(2) —158(4) 67(1)
C(15) 2555(2) | —1612(1) 816(4) 65(1)
H(2) 707(15)| 1711(12)| 2490(20)| 52(5)
H(6) 91(2) —77(2) 167(2) 42(4)
H(7) —74(1) -19(1) 222(2) 42(4)
H(111) -421(2) 59(1) 336(3) 70(7)
H(112) —400(2) 38(2) 565(4) 93(8)
H(121) -535(3) 139(2) 511(4) | 102(9)
H(122) —444(2) 188(2) 602(4) | 110(11)
H(123) —456(2) 197(2) 398(4) 88(8)
H(131) 182(2) 285(2) 324(4) 91(8)
H(132) 155(2) 278(2) 114(4) 95(8)
H(133) 261(2) 321(2) 180(3) 97(8)
H(141) 397(3) 79(2) -129(5) | 128(12)
H(142) 422(2) 168(2) 2(4) | 122(10)
H(143) 508(2) 94(2) -19(3) 95(8)
H(151) 194(2) -160(2) —6(4) 93(8)
H(152) 231(2) -178(1) 198(3) 70(7)
H(153) 312(2) -197(2) 42(3) 89(8)

according to the full-matrix |east-squares procedure in
the anisotropic approximation for the non-hydrogen
atoms by using 1296, 2043, and 1110 unique reflec-
tions. The hydrogen atoms in molecules | and || were
located independently from difference Fourier synthe-

CRYSTALLOGRAPHY REPORTS Vol. 46
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ses and were then refined in the isotropic approxima
tion. In molecule I 11, the positions of hydrogen atoms
were calculated geometrically and included in the
refinement within the riding-atom model. Thefinal dis-
crepancy factors were as follows: R, = 0.059 for 1296
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Table 3. Coordinates of non-hydrogen atoms g><104) and

isotropic equivalent thermal parameters (A2, x10°) for struc-

turelll
Atom X y z Ug
F(2) 7896(4) 6279(4) | —3793(2) | 112(1)
0(1) 604(3) 6791(4) 1358(2) 94(1)
0(2) 2886(3) 8305(3) 2921(2) 70(2)
N(D 7384(4) 9682(4) 2088(3) 79(2)
C(1) 4783(4) 6808(4) | —1002(3) 53(1)
C(2 6816(5) 7580(4) —-850(3) 65(1)
C(3) 7849(5) 7405(5) | —1794(4) 741
C4) 6864(5) 6448(5) | —2867(3) 74(1)
C(5) 4879(6) 5632(5) | —3060(3) 79(2)
C(6) 3860(5) 5821(5) | —2123(3) 69(1)
C(7) 3544(4) 6910(4) —-85(3) 55(1)
C(8) 3936(4) 7758(4) 1061(3) 51(1)
C(9) 5862(4) 8825(4) 1646(3) 57(2)
C(10) | 2283(4) 7559(5) 1775(3) 60(1)
C(11) | 1358(5) 8148(7) 3700(3) 92(1)
C(12) | 2246(7) 8937(8) 4922(4) | 127(2)

unique reflections with | > 20 and wR, = 0.127 for
2309 reflections for structure |, R, = 0.047 for 2043
unique reflections with | > 20 and wR, = 0.119 for
2859 reflections for structure 11, and R, = 0.069 for
1110 unique reflections with | > 20 and wR, = 0.195
for 1930 reflections for structure I11. All the calcula-
tions were performed using the SHEL XTL 97 software
package [4]. The atomic coordinates and isotropic
equivalent (isotropic for H atoms) thermal parameters
for structures I-111 are presented in Tables 1-3.

(@) (b)

NESTEROV et al.

RESULTS AND DISCUSSION

The structural data and nonlinear optical activities
of a series of dicyanovinylbenzene derivatives have
already been published in recent works [5, 6]. Chro-
mophore derivatives of this class have attracted consid-
erable interest, because their molecules contain accep-
tor dicyanovinyl groups with along conjugated chain,
thus increasing the molecular nonlinear susceptibility.
Moreover, dicyano derivatives are characterized by a
rather high thermal stability, whichis of crucial impor-
tance in technological processes. However, noncen-
trosymmetric crystals of compounds in this series are
rare in occurrence (less than 15% of the total numberl)
as compared to those observed, on average, for organic
crystals (approximately 25% according to the Cam-
bridge Structural Database (version 1999) [7]). On the
other hand, it is known that the number of noncen-
trosymmetric crystal structuresin some classes of non-
linear optical materials (for example, hydrazone deriv-
atives|[8]) can be aslarge as 38%. According to [8], this
circumstance can be explained by the presence of
hydrogen-bonded acentric fragments in crystal pack-
ing, which are characteristic of hydrazone structures
and favor the formation of noncentrosymmetric crys-
tals. The role of the symmetry of stable packing frag-
ments (formed by intermolecular hydrogen bonds) in
the formation of the resulting crystal structure was dis-
cussed in our previouswork [9]. In crystal structures of
dicyanovinylbenzene derivatives, strong hydrogen
bonds are absent and the crystal structure is governed
by relatively weak hydrogen bonds (C—H---O and
C-H--N) and van der Waals interactions. In this
respect, it was of interest to evaluate their role in the
formation of crystal packing in compounds of this
series.

Earlier [5], we performed the MM 3 calculations of
the energies of the intermolecular interaction for three
main types of molecular packing (Fig. 1) in order to

1 The data for about 30 compounds have been published to date.

Fig. 1. Main types of arrangement of a molecular pair in crystals of the dicyanovinylbenzene substituted derivatives: (a) D1 ,

(b) D1, and (c) D11 .

CRYSTALLOGRAPHY REPORTS Vol. 46
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Fig. 2. A genera view of molecules (a) I, (b) I, and (c) I11.

elucidate the reason why centrosymmetric crystal
structures are predominantly formed in dicyanovinyl-
benzene derivatives. As follows from these calcula-
tions, the most energetically favorable molecular pack-
ing corresponds to the planar centrosymmetric dimer

D1 (Fig. 1a). At the sametime, it isknown that this type

of interactions does not need to be realized in all cen-
trosymmetric crystals of the given class.

In the present work, we synthesized ethyl esters |-
[11 (which correspond to the dicyano derivatives stud-
iedearlierin[4, 5]) and carried out their X-ray structure

investigation in order to exclude the formation of D1
hydrogen-bonded dimersin the structure.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001

A general view of the moleculesis shownin Fig. 2.
The basic parameters characterizing the molecular con-
formation are listed in Table 4. It is seen from Table 4
that the conjugated systems in molecules of the mono-
cyano derivatives| and I 1 arevirtually planar, whereas
molecule 1 isnonplanar. The molecules of the dicyano
derivatives|', 1", and I11', which were studied earlier,
have a planar structure: the mean deviations of atoms
from the plane passing through the C(1), C(2), C(3),
C(4), C(5), C(6), C(7), C(8), and C(10) atoms are equal
t0 0.029, 0.036, and 0.017 A, respectively. Compounds
[-1l involve the short intramolecular contact
H(2)T(9), whoselengthisequal to 2.45A inl, 2.48 A
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Table 4. Basic parameters characterizing the molecular conformation

Molecule
Parameter
I I Il
Root-mean-square plane of the molecule, &*, A 0.032 0.157 0.008
Torsion angle C(2)—C(1)—C(7)—C(8), deg 19 -19.0 2.7
Torsion angle C(6)—C(1)—C(7)—C(8), deg -176.8 160.9 178.6
Torsion angle C(9)—-C(8)—C(7)—C(1), deg -1.0 -4.8 -0.3
Torsion angle O(1)—C(10)—C(8)—-C(7), deg 30 10.0 -5.1
* Mean atomic deviation from the plane.
Table 5. Selected bond lengths (A) in the studied compounds
Compound R, Ruin— R Cc(1)-C(7) C(7)-C(8) C(8)-C(9) C(9)-N(2)
I 1.390(4) 1.382-1.418(4) 1.438(4) 1.344(4) 1.423(4) 1.142(3)
[ 1.391(2) 1.385-1.396(2) 1.451(2) 1.346(2) 1.431(3) 1.141(2)
[l 1.376(5) 1.354-1.370(5) 1.448(4) 1.346(4) 1.435(4) 1.130(4)

* Mean bond length in the benzene ring.
** Range of bond lengths in the benzene ring.

Table 6. Comparison of the structural data for crystals of the cyanoacetic ester derivatives and the dicyano derivatives of

vinylbenzene
_ o Stack . Other
sond group | A% | giom? Packing type e G| cuci | MEEnAPe
(“d” stacking)l  OCHj...N

I P2,/n | 1328.0| 1.307 | Layersof 11 stacks 249 11 3.42

' |P1 547.9 | 1.299 | Double layersof 11 stacks 2.58 2.60 11 3.32

Il |P2yc | 1479.2| 1.308 | SOMPIex framework of 14 11 322¢ |2.622.522.472.49
11" |P2/c | 12425| 1.306 | Layersof 11 stacks 11 3.49 2.57

1 |P1 558.6 | 1.303 | 11 Stacks 11 3.47

"' | P1 424.4 | 1.347 |Layersof 11 stacks 252 11 3.58

* Distance between the planes of benzene rings in the molecule.

inlll, and 2.47 A in molecule |1 with anoticeably non-
planar structure (the sum of the van der Waals radii for
hydrogen and carbon atoms is 2.87 A [10]). It seems
likely that the reason for a nonplanar structure of mol-
ecule |l should be looked for in the effect of the crystal
environment.

The bond lengths and angles in the molecules under
investigation have normal values [11, 12], which are
close to the corresponding quantities for the earlier
studied structures of dicyano derivatives I'-111'. The
selected bond lengths in structures of molecules 111
are given in Table 5. These data indicate the conjuga-

CRYSTALLOGRAPHY REPORTS Vol. 46

tion over the Ph-C(7)-C(8)—C(9)-N(1) bonds. It
should be noted that the alternation of bond lengths is
clearly observed in the C(7)—C(8)—C(9)-N(1) chain.
The difference in the lengths of the formally single
bonds C(1)—C(7) and the formally double bonds C(7)—
C(8) is approximately equal to 0.1 A. The C(1)-C(7)
bonds are longer than the C(8)-C(9) bonds. No pro-
nounced alternation of bond lengths occursin the ben-
zenering.

Table 6 presents the main crystal data for the struc-
tures of cyanoacetic ester derivatives|-111 and the cor-
responding dicyano derivatives of vinylbenzenel'—I 11",

No. 3 2001
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Fig. 4. Molecular packing in crystal |1.

which were studied earlier in [6]. As was expected, we  group by the ester group in the molecule, the crystal
succeeded in preventing the formation of a planar cen-  symmetry changes only in compound |. The incorpora-
trosymmetric dimer of the D1typein structurel. How-  tion of the ester group into the molecule leads to an
ever, compound | crystallizes in the centrosymmetric  increase in the unit cell volume; however, no decrease
space group P2,/n. Upon replacement of one cyano inthecrystal density occurs.

CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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Fig. 5. Molecular layer in crystal structurell.

The formation of stacks consisting of antiparallel
(11 ) moleculesisacommon structural feature of all the
crystals studied. The distance d between the planes of
two adjacent molecules varies over arather wide range
(from 358 A in I11' to 3.19 A in I1). In antiparallel
stacks, the donor molecular fragment lies above the
acceptor fragment of the adjacent molecule. In this
case, the benzene ring planes are shifted with respect to
each other in such away that the formally double bond
C(7)—-C(8) of one molecule lies above the benzenering
plane of the other molecule. This geometry of contacts
indicates the possible Tttt interaction between adja-
cent molecules. The stacksthat are formed through par-
allel staking contacts (11 ) are observed only in struc-
turell’.

Asfollowsfrom analysis of the known crystal struc-
tures of this series, it is these contacts that bring about
the formation of anoncentrosymmetric structure. Actu-
ally, the paralld stacking contacts (11 ) are observed in
the structures of 2-methoxy- (P2,), 2-fluoro- (Pc), and
4-dimethylamino- (P2,) dicyanovinylbenzenes. A dis-
tinguishing feature of the crystal structures of these
compounds is that they have one small (4-5 A) crystal-
lographic parameter. The same pattern is observed in

CRYSTALLOGRAPHY REPORTS Vol. 46

[cyano(ethoxycarbonyl)methylene]4,5-dimethyl-2-ylid-
ene-1,3-dithione with a similar structure [13]. It is
known that this compound can exist in two polymor-

phic modificationsa (P1) and B (P1) with antiparallel
and parallel stacks, respectively. Crystals of the 3 form
(11) possess the nonlinear optical activity. Different
packings are formed upon crystallization from different
solvents: the a modification is obtained upon slow
evaporation of an acetone solution, and the 3 modifica-
tion is formed through evaporation of an ethanol
solution.

Let us now consider other features in the crystal
structures of cyanovinylbenzene derivatives in more
detail. It should be noted that the packing fragments
will be differentiated only from geometric consider-
ations: the presence or absence of short intermolecular
contacts, hydrogen bonds, or other specific interactions
between molecules. In the structures under investiga-
tion, short contacts (additional to stacking interactions)
correspond primarily to the relatively weak hydrogen
bonds C,—H--N. Only in trimethoxy derivatives || and
1" in which the contact with hydrogen atoms of the

No. 3 2001
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Fig. 6. Molecular packing in crystal 111.

benzene ring is sterically hindered are the methoxy
groups involved in structure-forming interactions (see
Table 3).

Crystal Sructure

In crystal structure |, which was determined in [6],
the molecules consisting of antiparallel stacks with the
P.1 symmetry are joined through the C,~H---N hydro-
gen bonds (2.58 A) with one of the cyano groups into

layersaligned parallel to theyzplanewiththe P,1 sym-
metry. Another cyano group of the molecule forms the

D1 centrosymmetric contact with a molecule of the
adjacent layer. This leads to the formation of double

layers with the P,1 symmetry and the resulting crystal
structure (P2).

In crystal structure |, which is studied in the present
work, the molecules built up of antiparallel stackswith

the P,1 symmetry are linked by the same weak C,—
H--N (2.49 A) hydrogen contacts asin structure |' into
layers that, however, have the P2,/n symmetry. The
congruent stacking of these layers brings about the for-
mation of the crystal structure with the P2,/n symmetry

(Fig. 3). Aswas noted above, the D1 centrosymmetric
contacts are absent in structure . In our opinion, it is
these antiparallel staking contacts that are responsible
for the symmetry of the resulting structure.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3
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Crystal Sructurell

In the dicyano derivative I1' [5], the molecules of
paralel stacks with the P.1 symmetry are joined

through the (OCH;)H---O< hydrogen bonds (2.57 A)
into acentric layers with the P,2, symmetry. The anti-
parallel packing of these layers due to van der Waals
interactions brings about the formation of the cen-
trosymmetric structure (P2,/c). Note that, among the
structures under consideration, it isthe sole structurein
which stable acentric packing fragments are formed
and the noncentrosymmetric structure can be realized
with a change in the crystallization conditions.

Crystal structure 11 is characterized by the forma
tion of antiparallel (1 1) stacks (Fig. 4). However, these
stacks are not uniform due to the nonplanar molecular
structure. The distances d between the benzene ring
plane in the initial molecule and the benzene ring
planes in the two molecules adjacent in the stack are
different and equal to 3.22 and 3.91 A, respectively.
One more short contact (OCH)H--O= (2.49 A) is
observed in the staking pair with a short distance d.
Therefore, the stack in structure || is built up of molec-
ular dimers. The molecular network can most clearly be
represented by separating out layers with the P.2,/c
symmetry that are formed by a hydrogen-bond system,
including all three methoxy groups of the molecule
(Fig. 5): (OCH;H--N= (2.62A), (OCH;)H--O=
(252 R), and (OCH;)H---0< (2.47 A). The stacking of
centrosymmetric layers due to the af orementioned cen-
trosymmetric stacking interactions and the C-H:--O
contacts brings about the formation of a structure with
the P2,/c symmetry.
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In the dicyano derivative I 11", the antiparallel stacks

formed by stacking contacts (d = 3.58 A) with the P,1
symmetry are joined together into chains through the
C,—H--N contacts (2.52 A). Thisleadsto the formation

of layers with the P,1 symmetry and the resulting
structure P1 . Crystal structure |11 is built up of anti-

parallel stacks (d = 3.47 A) with the P,1 symmetry.
This is wholly sufficient for the formation of the cen-
trosymmetric structure (Fig. 6), even though the crystal
has no other short contacts.

CONCLUSION

The structural analysis of the series of monocyano
and dicyano vinylbenzene derivatives demonstrated
that the antiparallel stacking interactions characteristic
of this class of compounds are most likely responsible
for the prevailing formation of centrosymmetric pack-
ingsin the studied structures. Among the eight structur-
ally characterized compounds, the stacks of parallel
molecules and the stable noncentrosymmetric packing
fragments (layers) were revealed only in structure 11°.
Although, aswas noted above, the presence of the acen-
tric fragment in the structure does not ensure the forma-
tion of a noncentrosymmetric crystal structure, the
opportunity to obtain such a structure under other crys-
tallization conditions exists. In this respect, the next
step in the investigation of the factors responsible for
the formation of crystal packing in cyanovinylbenzene
derivatives will be the search for the possible polymor-
phism in this series.
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Abstract—The crystal structuresof the1: 1 and 1 : 2 complexes between dibenzenehemiporphyrazine (1) and
dimethylformamide (compounds Il and |11, respectively) are determined by X-ray diffraction. In both com-
pounds, the macrocycle has a saddlelike shape. In I11, the conformation of the macrocycle approximates the
C,,, symmetry, which agrees closely with the results of quantum-chemical calculations for isolated molecule |
and complex 11. Thering conformation in crystal |1 is distorted under the effect of intermolecular interactions,
asis evidenced by short intermolecular contacts. The complexes are stabilized by intermolecular N-H---O and
C—H---O hydrogen bonds between the hydrogen atoms situated inside the cavity of the macrocycle and the oxy-
gen atoms of the dimethylformamide molecules. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Nowadays, the chemistry of macroheterocyclic
compounds that are structural analogues of phthal ocy-
anineisarapidly progressing section of organic chem-
istry. These compounds attract interest due to a number
of important and useful properties, such as thermosta-
bilizing and photostabilizing activities [1] as well as
catalytic [2], liquid-crystal [3], nonlinear-optical [4],
and semiconductor [5] properties, etc.

One of the most interesting representatives of this
class of compounds is dibenzenehemiporphyrazine (1).
It was used as a base for the synthesis of a series of
compounds which are of practical importance [1-5].
Spectral studies reveaed that compound | in solutions
can form rather stable complexes with solvents, specif-
icaly with demethylformamide (DMF) [6]. However,
the structure of these complexes remain unknown. In
this work, we performed X-ray structure investigation
of thel:1and 1: 2 complexes of dibenzenehemipor-
phyrazine with DMF (compounds I1 and 111, respec-

tively).
AL,
QQN’

I

EXPERIMENTAL

Compounds Il and |11 were synthesized according
to the procedure described in [6] and purified by a
threefold recrystallization from n-butanol. Single crys-
tals suitable for X-ray diffraction analysis were
obtained by a recrystallization from a DMFwater
mixture.

Crystals1l (C,5H gNg - CsH,NO) are monoclinic. At
20°C, a=9.900(2) A, b=15.852(4) A, c = 16.418(3) A,
B =9252(2)°, V = 2574(1) A3, dgee = 1.320 g/cms,
space group P2,/n, and Z = 4. The unit cell parameters
and the intensities of 4193 unique reflections (R;,, =
0.1) were measured on a Siemens P3/PC diffractometer
(AMoK,, graphite monochromator, 6/26 scan mode,
and 20,,,, = 50°).

The structure was solved by the direct method using
the SHELX97 program package [7]. The positions of
the hydrogen atoms were cal culated geometrically and
refined within the riding-atom model with the fixed val-
ues Ui, = nUg, of the non-hydrogen atom to which the
given hydrogen atom was bonded (n = 1.5 for the
methyl groups and 1.2 for the remaining hydrogen
atoms). The refinement of the non-hydrogen atoms in
the anisotropic approximation using the full-matrix
least-squares procedure on F? led to wR2 = 0.105 for
4203 reflections (R1 = 0.054 for 1961 reflections with
F > 40(F), S= 0.908). The extinction coefficient was

1063-7745/01/4603-0411$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Coordinates (x10*) and equivalent isotropic ther-  Table 2. Coordinates (x10*) and equivalent isotropic thermal

mal parameters (x10°) of non-hydrogen atomsin structure |l parameters (x10%) of non-hydrogen atomsin structure |11
Atom X y z Ugg A2 Atom X y z Ugg A2
N(1) 3230(2) 547(2) | 8663(1) | 40(1) N(2) 1825(2) | 4487(1) | 7992(1) | 28(1)
N(2) 5151(2) | -282(2) | 8257(2) | 41(0) m% 3;2% 424;*28; gggggg 288
NE) 3455(3) 645(2) | 5539(2) | 46(1) N(4) —515(2) 938(1) | 7090(1) | 27(1)
N(4) 1810(2) | 1328(2) | 6363(2) | 43(1) N(S) _1652(2) 893(1) | 5434(1) | 31()
N(5) —278(2) | 1992(2) | 6726(2) | 43(1) N(6) 1285(2) | 5044(1) | e473(1) | 3201)
N(6) 1318(2) 974(2) | 9431(2) | 43(1) C(1) 1108(3) | 7156(2) | 7631(2) | 38(1)
C(1) 2092(3) | -628(2) | 10415(2) | 43(1) C(2) 976(3) | 7944(2) | 8299(2) | 42(1)
C(2) 2654(3) | —1359(2) | 10735(2) | 48(1) C(3) 1117(3) | 7772(2) | 9216(2) | 41(1)
C(3) 3803(3) | —1709(2) | 10406(2) | 50(1) C(4) 1418(3) | 6812(2) | 9497(2) | 35(1)
co | wm | o | wea | o0 58| 10| SO | ) 50
O 3839(3) | -606(2) | 9438(2) | 38(D) c() 1508(2) | 5191(2) | 7360(1) | 28(1)
C(6) 2714(3) | —245(2) | 9775(2) | 37(1) c(®) 1887(2) | 4943(2) | sse8(l) | 27(1)
C(7) 2324(3) 502(2) | 9287(2) | 37(1) () 2344(2) | 3456(2) | 9632(1) | 27(1)
C(8) 4186(3) | -106(2) | 8726(2) | 37(1) C(10) 1034(2) | 2464(2) | 9065(1) | 26(1)
C(9) 5300(3) 153(2) | 7515(2) | 36(1) C(11) 1146(2) | 1384(2) | 9114(1) | 27(1)
C(10) 4254(3) 224(2) | 6923(2) | 38(1) C(12) 2552(3) | 1279(2) | 9735(1) | 33(1)
Cc(11) 4468(3) 601(2) | 6179(2) | 40(1) C(13) 3856(3) | 2260(2) | 10281(2) | 35(1)
C(12) 5754(3) 892(2) | 6019(2) | 46(1) C(14) 3754(3) | 3340(2) | 10238(1) | 32(1)

C(15) —953(2) 258(2) | 7729(1) | 26(1)

C(13) | 6786(3) 837(2) | 6609(2) | 49(1)

can | es730) w72 | 73020 | 44 C(16) | —2531(2) | -687(2) | 7189(1) | 29(1)

C(17) | —2995(2) | -510(2) | 6278(1) | 29(1)

C15) | 2292(3) | 958(2) | 5668(2) | 40(1) c(18) | -1675(2) | 524(2) | 6196(1) | 26(1)
C(16) 1167(3) | 1000(2) | 5051(2) | 41(1) C(19) | —4504(3) | —1222(2) | 5630(2) | 35(1)
C(17) 90(3) | 1407(2) | 5394(2) | 40(1) C(20) | -5525(3) | —2122(2) | 5928(2) | 40(1)
C(18) 485(3) | 1619(2) | 6243(2) | 38(1) C(21) | -5028(3) | —2309(2) | 6833(2) | 40(1)
C(19) | —1105(3) | 1550(2) | 4936(2) | 49(1) C(22) | —3524(3) | -1597(2) | 7485(2) | 36(1)
C(20) | -1178(4) | 1281(2) | 4139(2) | 57(1) C(23) | -362(2) | 1926(2) | 5440(1) | 28(1)
cey | —1084) 873(2) | 3804(2) | 61(1) C(24) 562(3) | 1910(2) | 4807(1) | 33(1)

C(25) | 1743(3) | 2926(2) | 4756(2) | 37(1)

C(22) | 11023) | 734(2) | 4254(2) | 53(1) c(26) | 1992(3) | 3959(2) | 5305(1) | 34(1)
C(23) 1103) | 2134(2) | 7562(2) | 38(1) C(27) | 1089(2) | 3977(2) | 5951(1) | 28(1)
C(24) —-154(3) | 2918(2) | 7900(2) | 49(1) C(28) —91(2) | 2958(2) | 6009(1) | 29(1)
C(25) 101(3) | 3051(2) | 8719(2) | 56(1) O(ls) | 2896(2) | 2602(1) | 7468(1) | 34(1)
C(26) 605(3) | 2407(2) | 9215(2) | 47(1) 0@ | 21102 | 6813(2) | 1986(2) | 76(1)
C(27) 897(3) | 1627(2) | 8895(2) | 39(1) N(1s) 4165(2) | 1282(1) 7737(1) | 35(2)
c(28) 620(3) | 1491(2) | 8066(2) | 42(1) N(2s) | 3194(2) | 5594(2) | 2686(1) | 41(1)

C(19) 3919(2) | 2249(2) | 7968(1) | 30(1)
C(29) 3306(3) | 560(2) | 6811(2) | 57(1)
C(39) 5356(3) | 921(2) | 8381(2) | 53(1)

N(ls | 5017(3) | 2947(2) | 6977(2) | 54(1)
O(ls) | 3652(2) | 2053(1) | 7639(1) | 56(1)

Cls) | 4769(4) | 2344(2) | 7492(2) | 49(1) Clas) | 24003) | 59292 | 1958(2) | 50(1)
C(29) 6386(4) | 3224(3) | 6829(3) | 97(2) C(59) 3535(4) | 4534(2) | 2588(2) | 75(1)
C(39) 3906(5) | 3359(3) | 6529(3) | 115(2) C(69) 3819(4) | 6301(3) | 3608(2) | 72(1)

0.005(1). The coordinates of the non-hydrogen atoms  14.977(6) A, a = 95.82(3)°, B = 104.60(3)°, y =
arelisted in Table 1. 108.10(3)°, V = 1467(1) A3, d 4 = 1.324 g/cm?3, space

Crystals 111 (CygHigNg - 2C3H,NO) are triclinic.  group P1,and Z = 2. The unit cell parameters and the
At-120°C, a = 8.712(4) A, b = 12.460(4) A, c = intensities of 5138 unique reflections (R, = 0.07) were

CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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C(25)

Fig. 1. Structure of complex 11 according to the X-ray diffraction data. (The hydrogen atoms are omitted for clarity.)

measured on a Syntex P2,/PC automated four-circle
diffractometer (\MoK,, graphite monochromator, 6/26
scan mode, and 28, = 50°).

The structure was solved by the direct method using
the SHELXTL PLUS 5.02 program package [8]. The
positions of the hydrogen atoms (with the exception of
those in the DMF molecules) were found from the dif-
ference electron-density synthesis. The positions of the
hydrogen atoms of the solvate DMF molecules were
calculated geometrically. These atoms were refined as
described for |1. The refinement of the non-hydrogen
atoms in the anisotropic approximation and the hydro-
gen atoms in the isotropic approximation with the use
of the full-matrix |east-squares procedure on £? led to
wR2 = 0.113 for 5128 reflections [R1 = 0.043 for 3312
reflections with F > 40(F), S = 0.825]. The atomic
coordinates are listed in Table 2.

The molecular structures of the isolated molecule |
and complex || were calculated within the semiempiri-
cal quantum-chemical AM1 approach [9] with com-
plete optimization of the geometry.

RESULTS AND DISCUSSION

The X-ray diffraction analysis of |1 revealed that in
the 1 : 1 complex the macrocycle has a saddlelike shape
(Fig. 1), which is similar to that in the hydrate studied
earlier in [10, 11].

The exocyclic N(2), N(3), N(5), and N(6) nitrogen
atoms are coplanar within 0.04 A. The benzene rings
and the isoindole fragments deviate from the mean
molecular plane in the opposite directions. However,
the angles between the plane defined by the exocyclic

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3
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nitrogen atoms and the planes of cyclic fragments differ
noticeably (Table 3). This conformation of the macro-
cycle can be determined by the following short
intramolecular contacts: H(IN)--C(28), 2.72 A (the
sum of the van der Waals radii is 2.87 A [12)]);
H(AN)--C(10), 2.75 A; H@AN)--C(9), 277 A;
H(IN)--C(27), 2.77 A; H(4N)--C(10), 2.68 A;
H(4N)--C(11), 2.74 A; H(4N)--C(23), 2.79 A; and
H(4N)---C(28), 2.69 A.

The macrocycle forms an oval cavity whose sizeis
characterized by the H(10)---H(28) and H(1N)---H(4N)
distances (3.33 and 2.64 A, respectively). The DMF
moleculeislocated over the macrocycle and formswith
it the hydrogen bonds N(1)-H(1N)---O(1s) (H--O,
(214A; the N-H--O angle, 160°) and N(4)-
H(4N)--O(1s) (2.17 A; the N-H---O angle, 152°). The
same arrangement of the solvate molecule is aso
observed in the hydrate [10, 11]. However, the DMF
molecule is larger than the water molecule; hence, the

Table 3. Dihedral angles (deg) between the plane passing
through the N(2), N(3), N(5), and N(6) atoms and the planes
of the benzene and isoindole fragments of molecule | in

structures 1111 according to the X-ray diffraction data and
the AM1 calculations

I [ [l

Fragment

calculated experimental
N(2), C(1) ---C(8) 21.2 21.3 335 34.6
N(4), C(15)--C(22) | 21.2 21.3 26.2 332
C(9)--C(14) 42.8 40.0 48.7 49.1
C(23)---C(28) 42.8 40.0 49.0 44.5
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N(2s)

Fig. 2. Structure of complex |1 according to the X-ray dif-
fraction data. (The hydrogen atoms are omitted for clarity.)

repulsion between the methyl groups of DMF and the
aromatic rings results in a dlight flattening of the mac-
rocycle.

The guantum-chemical calculations of the isolated
molecule | showed that, in the gaseous phase, the mac-
rocycle has a nonplanar conformation with the C,,
symmetry. The formation of a complex with DMF is
favorable for energy reasons, because its heat of forma-
tion is 6.75 kcal/mol less than the sum of the hesats of
formation of | and DMF. Note that the interaction with
DMF results in no fundamental conformational
changesin the macrocycle (Table 3). This suggests that
the symmetry breaking of the macrocycle conforma-
tion in the crystal is caused by intermolecular interac-
tions. For the same reason, apparently, the dibenzene-
hemiporphyrazine molecule in the crysta hydrate
[10, 11] is puckered to a greater extent.

Addition of one more DMF molecule (compo-
und 1) results in a fundamental conformational
change in the macrocycle (Fig. 2 and Table 3). For
example, the exocyclic nitrogen atoms in |11 are not
coplanar in contrast with thosein I1. The angle between
the N(2)---N(6) and N(3)---N(5) segments is 5.8°. The
conformation of the macrocyclein 111 becomes on the
whole more symmetric. The angles between the mean
plane defined by the exocyclic nitrogen atoms and the
planes of the cyclic fragmentsdiffer by no morethan 5°
(Table 3). However, the change in the conformation of
the macrocycle is not accompanied by the decrease in
the steric strain of the molecule, which is evidenced by
the following short intramolecular contacts:
H(1N)--C(28), 2.80 A (the sum of the van der Waals
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radii is 2.87 A [12]); H(IN)--C(10), 2.78 A;
H(@AN)--C(9), 275 A; H(IN)--C(27), 278 A:
H(4N)--C(10), 259 A; H(4N)--C(11), 2.80 A;
H(4N)---C(23), 2.70 A; and H(4N)--C(28), 2.72 A.

Incrysta 111, one DMF molecul e occupies the posi-
tion similar to that in 11 and forms the hydrogen bonds
N(1)-H(1N)---O(1s) (H--0, 1.98 A; the N-H---O angle,
172°) and N(4)-H(4N)--O(1s) (2.12 A; the N-H--O
angle, 166°). The changes in the hydrogen-bond
parametersin complex 111 incomparisonto |1 are prob-
ably due to a slight increase in the size of the cavity of
the macrocycle: the H(10)---H(28) and H(1N)---H(4N)
distances are 3.30 and 2.79 A, respectively. Thisfavors
a more effective interaction between dibenzenehemi-
porphyrazine and DMF. The second solvent molecule
is situated on the opposite side of the macrocycleand is
linked with it by aweak C(10)—-H(10)---O(2s) hydrogen
bond (H---O, 2.24 A; the C-H--O angle, 158°).
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Abstract—The crystal structure of the title compound (C,7H44NO,Cl) is determined by X-ray structure anal-
ysis. The compound crystallizes in the orthorhombic space group P2,2,2, with the unit cell parameters a =
7.207(1) A, b=11.292(1) A, and c = 32.373(5) A. The structureis solved by direct methods and refined to R =
0.060. Rings A and C exist in the chair conformation. Ring B adopts a half-chair conformation, and ring D isa
13pB envelope. The A/B ring junction is quasi-trans, while the B/C and C/D ring systems are trans fused about
the C(8)—C(9) and C(13)—C(14) bonds, respectively. Molecules are linked together by the C—H---O hydrogen

bonds. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The X-ray structure analysis of the title compound
is a continuation of our crystallographic investigations
on steroids [1-6].

EXPERIMENTAL

Synthesis. The compound to be studied was pre-
pared as follows. Sodium nitrite NaNO, (3.0 g) was
gradually (over aperiod of 3 h) added to awell-stirred
mixture of 3B3-chloro-cholest-5-ene (12 g), glacia ace-
tic acid (80 ml), and nitric acid (25 ml, d = 1.52 g/cm?3)
at a temperature below 20°C. After the addition of
sodium nitrite, the mixture was further stirred about
1 h. Then, ice cold water (200 ml) was added and the
yellowish precipitate thus obtained was filtered off and
dried in air. Recrystallization from methanol gave 3(3-
chloro-6-nitrocholest-5-ene (8.5 g) as needles (mp =
424-425 K). The chemical structure (Fig. 1) was deter-
mined on the basis of IR, UV, NMR, and mass spectral
data[7].

X-ray diffraction analysis. Three-dimensional
intensity data for the steroidal molecule were collected
on an Enraf—Nonius CAD4 diffractometer (CuK, radi-
ation, w/26 scan mode). Two strong reflections moni-
tored every 100 reflections showed no significant
change in the intensity, thus confirming the stability of
the crystal toward X-rays. A total of 2247 reflections
were measured, of which 1789 (0<h<7,0<k< 13,
0< | < 37) reflections were treated as observed. The
data were corrected for Lorentz and polarization
effects. No absorption and extinction corrections were

applied.

1 This article was submitted by the authorsin English.
2 Author for correspondence.

The structure has been solved by direct methods
using SHEL X S86 software package [8]. The isotropic
refinement of the structure was carried out by the least-
squares method using SHELXL93 software package
[9] followed by the anisotropic refinement of al the
non-hydrogen atoms. Among the 44 hydrogen atoms,
29 atomswere located from the difference Fourier map,
and their positions and isotropic thermal parameters
were refined. The coordinates of the remaining
15 hydrogen atoms were determined geometrically.
Thefinal R-factor converged to R = 0.060. Atomic scat-
tering factors were taken from the International Tables
for X-ray Crystallography (1992, vol. C, Tables 4.2.6.8
and 6.1.1.14). All the calcul ations were performed on a
Pentium computer. The crystallographic data are sum-
marized in Table 1.

RESULTS AND DISCUSSION

The fractional coordinates and equivalent isotropic
thermal parameters for non-hydrogen atoms are given
in Table 2. Endocyclic torsion angles are listed in
Table 3. A general view of the molecule with atomic
numbering schemeis shownin Fig. 2 [10].

CgHar

cl
NG,

Fig. 1. Chemica structure of 3p-chloro-6-nitrocholest-
5-ene.

1063-7745/01/4603-0415%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Crystal data and other experimental details

RAIJINIKANT et al.

Crystal habit
Chemical formula
Molecular weight

Unit cell parameters, A

Unit cell volume, A3

Crystal system

Space group

Density (calcd.), Mg m™3

No. of molecules per unit cell (2)
Radiation

Wavelength (A), A

Absorption coefficient (u), mm
F(000)

Crystal size, mm

Refinement of unit cell:

0 range for entire data collection
No. of measured reflections

No. of unique reflections

No. of observed reflections

No. of parameters refined

Final R-factor

WR

Weighting scheme
Final residual electron density

(AJO) ey in thefinal cycle
Flack X parameter

Yellowish needles

CyHuNOLCI
450.1
a=7.207(1)
b=11.292(1)
c=32.373(5)
2634.56
Orthorhombic

1.13
4

154

144
984

397

0.18

0.04

P2,2,2¢

5

CuK,

18

0.060

1

(6)

0.30x0.20 x 0.15
25 reflections, 8.4° <0< 17.3°
2°<0<63°

2247
2231
1789 [F, > 40(F,)]

V[0?(F2) + (0.1630P)2 + 2.86P], where P = [F2 + 2F2]/3
-0.21<Ap<0.23eA-3
0.365 (for x H(25))

Table 2. Atomic coordinates and equivalent isotropic thermal parameters (A?)

Atom X y z UZq Atom X y z U:q
Cl() |07411(4) | 04673(2) | 0.0737(1) |0.138(1)|| C(13) |15149(9) | 0.4366(5) | —0.1230(2) | 0.077(2)
C(1) |11679(9) | 0.4149(4) | —0.0076(2) | 0.077(2)|| C(14) |1.4294(7) | 0.4965(4) | —0.1608(2) | 0.064(1)
C(2) |10243(11) | 0.3895(5) | 0.0266(2) | 0.092(2)|| C(15) |1.3039(9) | 0.4094(5) | —0.1836(2) | 0.077(2)
C(3) |0.9104(11) | 0.4969(5) | 0.0341(2) | 0.092(2)|| C(16) |1.3195(8) | 0.6038(4) |—0.1437(2) | 0.071(1)
C4) |08104(11) | 0.5360(6) | —0.0055(2) | 0.092(2) || c(17) |1.2736(11) | 0.6769(6) | -0.1821(2) | 0.087(2)
C(5) |09440(8) | 0.5566(4) | —0.0399(2) | 0.072(2) || C(18) |1.4342(10) | 0.6560(6) | -0.2116(2) | 0.083(2)
C(6) |0.9484(9) | 0.6535(4) | —0.0615(2) | 0.081(2)|| C(19) |1.5597(8) | 0.5590(4) | —0.1911(2) | 0.070(2)
N(1) |0.8249(10) | 0.7502(4) | —0.0513(2) | 0.103(2)|| C(20) |1.6641(8) | 0.4844(5) | —0.2237(2) | 0.075(2)
O(1) |0.8620(11) | 0.8160(5) | —0.0245(3) | 0.158(4) || C(21) |1.7702(10) | 0.3819(5) | -0.2051(2) | 0.099(2)
0O(2) |0.6891(13) | 0.7646(7) | —0.0703(2) | 0.157(4)|| C(22) |1.7884(9) | 0.5622(5) | —0.2506(2) | 0.094(2)
C(7) | 10716(12) | 0.6836(5) | —0.0979(2) | 0.087(2)|| C(23) |1.8805(12) | 0.5005(6) | —0.2867(3) | 0.113(3)
C(8) |116348) | 0.5720(4) | —0.1142(2) | 0.064(2)|| C(24) |2.0217(11) | 0.5697(5) | —0.3093(2) | 0.100(2)
C(9) |12395(8) | 0.4994(4) | —0.0777(2) | 0.066(2)|| C(25) |2.1263(11) | 0.5005(6) | —0.3415(2) | 0.097(2)
C(10) |1.0837(7) | 0.4559(3) | —0.0488(2) | 0.066(2)|| C(26) |2.2452(12) | 0.4065(7) | —0.3239(2) | 0.131(3)
C(11) |0.9728(12) | 0.3531(5) | —0.0685(3) | 0.085(3) || C(27) |2.2407(19) | 0.5831(8) | -0.3670(3) | 0.163(4)
C(12) | 1.3726(9) 0.3999(5) | —0.0912(2) | 0.078(2)
*Ugg=(U3) 3 3 Uja & a [y
]
CRYSTALLOGRAPHY REPORTS Vol.46 No.3 2001
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Fig. 2. A genera view of the molecule and atomic numbering scheme with thermal ellipsoids at a 50% probability.

The observed bond lengths and angles are in good
agreement with the corresponding values obtained in
the case of 5-ene steroidal molecules [11]. The mean
value of the C(sp*)-C(sp*) bonds [1.524(9) A] agrees
with the value given in [12], even though the bond
lengths C(2)-C(3) [1.484(9) A], C(16)-C(17)
[1.568(9) A], C(23)-C(24) [1.477(10) A], C(252\—
C(26) [1.478(11) A], and C(25)—-C(27) [1.494(13) A]
show some significant deviations. The bond angles
C(12)—-C(13)-C(17) [118.0(5)°], C(14)—C(13)—C(17)

[100.5(4)°], C(8)-C(14)-C(15) [118.6(5)°], and
C(13)-C(17)—C(20) [119.0(5)°] exhibit significant
deviations from the ideal tetrahedral value (109.4°).
These deviations are common to steroids as a result of
the strain induced by ring junctions, side chains, and
bond unsaturations. The bond length C(5)-C(6) is
equal to 1.299(7) A, which indicates a double-bond
character.

Ring A has a chair conformation with the asymme-
try parameters ACJ C(3)—C(10)] = 4.14 and AC,[C(2)-

Table 3. Endocyclic torsion angles (deg) (e.s.d.’s are given in parentheses)

C(2)-C(1)-C(10)—C(5) 49.1(6) C(14)-C(8)~C(9)—C(11) —45.7(6)
C(10)-C(1)-C(2)-C(3) —57.4(7) C(8)-C(9)-C(10)~C(5) —44.9(6)
C(1)-C(2)-C(3)-C(4) 58.6(7) C(8)-C(9)-C(11)—C(12) 45.1(7)
C(2)-C(3)-C(4)—C(5) —56.3(7) C(9)-C(11)-C(12)—C(13) —52.4(7)
C(3)-C(4)-C(5)-C(10) 51.0(7) C(11)-C(12)~C(13)-C(14) 57.2(6)
C(4)-C(5)-C(10)~C(1) —46.8(6) C(12)-C(13)-C(14)—C(8) —61.3(6)
C(6)-C(5)~C(10)—C(9) 12.1(7) C(14)-C(13)-C(17)-C(16) —39.8(5)
C(10)-C(5)~C(6)~C(7) 3.3(9) C(17)-C(13)~C(14)-C(15) 44.4(5)
C(5)-C(6)-C(7)—C(8) 14.4(9) C(13)-C(14)~C(15)-C(16) —31.4(6)
C(6)-C(7)-C(8)~C(9) —45.7(7) C(14)-C(15)-C(16)-C(17) 6.2(7)
C(7)-C(8)~C(9)-C(10) 63.6(6) C(15)-C(16)~C(17)-C(13) 21.5(6)
C(9)-C(8)-C(14)—C(13) 56.7(6)
CRYSTALLOGRAPHY REPORTS Vol.46 No.3 2001
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C(3)] =1.55[13]. Ring B adopts a half-chair conforma-
tion with the asymmetry parameter AC,[C(5)-C(6)] =
1.7. Ring C has achair conformation with its best rota-
tional axis bisecting the C(9)-C(11) and C(13)—C(14)
bonds and the asymmetry parameter AC,[C(9)—
C(11)] = 4.75. The best mirror plane passes through the
C(9) and C(13) atoms, with ACJ{C(9)-C(13)] = 3.44.
Ring D is a distorted envel ope with the phase pseudor-
otation angle A = 19.67° and the maximum torsion
angle ¢ = 45.06° [14]. The asymmetry parameter
ACJC(13)] which gives adistortion from the ideal mir-
ror symmetry bisecting the C(15)—C(16) bond, is equal
to 7.72. The C(13) atom is disposed 0.665(5) A above
the plane defined by the other four ring atoms.

One bifurcated intramolecular hydrogen bond is
observed for C(4)-H(42)---N(1) [2.839(8) A] and C(4)—
H(42)---O(1) [3.242(9) A]. There are two intermolecu-
lar  hydrogen bonds [(i) C(1)-H(11)---O(1a),
H(11)--0(1), 2.63(4) A; C(1)--O(1), 3.503(8) A; CHO,
151(4)°; (ii) C(3)-H(3)--0(2a), H(3)--0(2), 2.65(6) A;
C(3)-~0O(2), 3.558(11) A; CHO, 175(5)°; symmetry
code: (a) 1/2 + x, /2 -y, —Z] which contributeto the sta-
bilization of the crystal structure.
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Abstract—Thecrystal structures of two monoaza-15-crown-5 macrocycles substituted at the nitrogen atom are
determined by X-ray diffraction. The structures of these crystals are characterized by the intramolecular and
intermolecular N-H---O and C—H---O interactions. The conformation of the 15-membered rings and the specific

features of the molecular packing in the crystals are discussed. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

A specific feature of crown ethers is their selective
ability to form the complexes with metal cations and
neutral proton-donating molecules[1-3]. Thering sub-
stituents that contain donor groups impart new proper-
ties to the ring systems. For crown ethers containing
substituents in the side chain, Gokel proposed the term
lariate crown ethers [4-6]. Additional donor groups in
the substituent can enhance the complexing ability of
the new ligand as compared to that of the unsubstituted
ligand. Thisaroused interest in the modification of sim-
ple macroheterocycles, specifically in the design of
molecules whose physiologically active part (radical)
acts as a structural e ement, that is, a substituent in the
macrocycle. These substituents affect the lipophilic [7]
and complexing properties [8, 9] of the molecule and
enhance its biological activity [10, 11], which is of
interest in the modeling of receptors for purposes of
bioorganic chemistry and high-selective complexones
[9]. The physiological activity of compounds is based
on the ability of the macrocycles to increase the mem-
brane permeability, which allows effective delivery of
pharmacotropic fragments to the cell.

Earlier [12-16], we studied the lariate crown ethers
with sulfamide substituents in the macrocyclic ligand.

o’
{ p
o

R=-SO,PhiNH,, n=1[12], n=2[14],
R = —CH,~C(=0)PhSO,NH,, n = 1 [15].

As was noted earlier [5], the donor groups in the
substituent substantially improve the complexing prop-
erties of new ligands. Free lariate macrocycles form
crystals with weak intramolecular and intermolecular
X—H---O interactions (X = N, O, or C). These interac-
tions result in the formation of molecular (Do), linear
(Dy), layered (D,), or framework (D3) structures. The
type of the structure is determined by the nature of
interactions between the donor groups of the substitu-
ent and the acceptor groups of the macrocycle, which
can be described in terms of the host—guest complexes
[3]. The solvate molecules, in particular, water mole-
cules, can play an important part in crystal structure
formation [17].

In the structure of 1,4,7,10,13-pentaoxa-16-(sulfa-
nil)azacyclooctadecane [14], the N-H---O interaction
between the radical and the crown ether brings about
the formation of the binuclear structure. A similar inter-
action in trans-diaminodibenzo-18-crown-6 with two
donor groups in a molecule results in the formation of
alayered structure (D,) [18]. In 4-sulfanilamidobenzo-
15-crown-5 [19], the N-H---O interactions also take
place, resulting in a linear polymeric structure (D,).
In 1,4,7,10-tetraoxa- 13- (4-acetylaminobenzosul famido)
azacyclopentadecane [15], the ether oxygen atoms are
not involved in the ring—radical interactions. In this
crystal, the chainlike (D) structure is formed through
the N—H---O interaction between the radicals. The C-
H---O contacts that stabilize the mutual arrangement of

1063-7745/01/4603-0419%$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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the ring and the substituent were found, for example, in
N,N'-bis(2-tosylaminoethyl)diaza-18-crown-6 [13].

To continue our studies of the interactions between
the ring and the substituent in crystals, we performed
the X-ray structure analysis of N-phenyl-2-(1,4,7,10-
tetraoxa-13-azacyclopentadecane-13-carbonyl)benza-
mide () and N-(4-ethoxyphenyl)-2-(1,4,7,10-tetraoxa-
13-azacyclopentadecane-13-carbonyl)benzamide (1)

C( ﬁOﬂ X=H({) or
—N o]

C
X = OC,H; (I
g<\ <> 2445
0O o
s/

Compounds | and Il have different substituents in
the 4-position of the terminal aromatic ring: the H atom
inl isreplaced by the ethoxy group in | 1. The purpose
of this study was to reveal the specific features of inter-
actions between the macrocyclic part of the molecules
and the substituents and to elucudate how the substitu-
ents affect the conformational and configurational char-
acteristics of the molecule as awhole.

EXPERIMENTAL

Compounds| and || were prepared according to the
procedure proposed in [20]. A 10% solution of
monoaza-15-crown-5 (11 mmol) was added to a 5%
solution of phenylisophthalimide or 4-ethoxyphenyl-
isophthalimide (10 mmol), either of which were
obtained in benzene at 20°C according to the procedure
described in [21]. The mixture was allowed to stand at
20°C for three days. Compounds | (mp is 149-150°C)
and Il (mp is 138-139°C) were isolated using column
silicagel chromatography (with al: 1 mixture of ace-
tone and hexane as an eluent); the yields were 74% and
40%, respectively. Colorlesstransparent crystals| were
obtained by recrystallization from an acetone : hexane
(1 : 1) mixture. They were soluble in acetone, metha-
nol, ethanol, and dioxane. IR spectrum (IKS-29, KBr),
cmt: 3315 (N-H), 1650 (C=0), and 1145 (C-O-C).
Colorless transparent crystals |1 were recrystallized
from an acetone : hexane (1 : 1) mixture and were sol-
uble in methanol, ethanol, acetone, and dioxane. IR
spectrum, cmt: 3310 (N-H), 1650 (C=0), and 1140
(C-0-0).

Chemical analysis data:

For (1) C,4H3oN,Og anal. calcd. (%): N, 6.37.

Found (%): N, 6.45.

For (1) CsHN,O; anal. caled. (%): N, 5.76.

Found (%): N, 5.88.

Singlecrystals|| suitablefor X-ray diffraction anal-
ysis were obtained by recrystallization from acetone.
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For X-ray structure anaysis, we chose prismatic
single crystals 0.1 x 0.2 x 0.2 and 0.3 x 0.4 x 0.5 mm
insize for | and |1, respectively. Crystals | and |1 are

triclinic, space group P1. For |, the unit cell parameters
area=12.864(3) A, b=11.119(2) A, c = 8.356(5) A,
a =83.0(2)°, B=92.4(3)°, y=80.2(3)°, V= 1166.4 A3,
Oeaieg = 1.26 g/cm®, Z = 2, and p = 0.58 mm2. For I1,
the unit cell parameters are a = 14.669(4) A, b =
11.094(3) A, ¢ = 8238(4) A, a = 97.9(2)°, B
103.0(3)°, y = 91.2(2)°, V = 1292.0 A3, dyu
1.25g/cm?3, Z = 2, and p = 0.52 mm~. The diffraction
datawere collected on an RED-4 diffractometer (MoK,
radiation) by w scans with a constant speed of
8 deg/min. The number of unique reflections with 7 >
30(/) used for the solution and the refinement of struc-
tures | and Il was 1664 and 1321, respectively. The
structures were solved by the direct method using the
XTL-CM program package [22]. The C, O, and N
atoms were refined in the anisotropic approximation.
The positions of the H atomsin the CH, CH,, and CH4
groups were calculated geometrically. These atoms
were assigned the isotropic thermal parameters equal to
1.2U,,, of the atoms to which they were attached. The
H atomsin the NH groups were |ocated from difference
Fourier syntheses. Neither the coordinates nor the ther-
mal parameters of the H atoms were refined. The final
R factors were 0.054 and 0.085 for | and 11, respec-
tively. The atomic coordinates are listed in Table 1.

RESULTS AND DISCUSSION

The molecular structures of | and Il are shown in
Figs. laand 1b, respectively. By convention, each mol-
ecule can be divided into three fragments, namely,
monoaza-15-crown-5, phthalimide fragment, and a
substituent in this fragment (namely, the phenyl group
in | and the 4-ethoxyphenyl groupinll).

The conformations of two 15-membered aza-mac-
rocycles are similar. They are described by the follow-
ing sequences of torsion angles (starting from the
O(1)—C(2) bond in the increasing order of atomic hum-
bers): (I) 170.4°, 55.6°, —107.0°, 101.6°, 179.4°,
-172.7°,-84.1°, 79.9°, 179.1°, 173.0°, -65.9°, 142.6°,
-176.5°, 67.3°, and 159.9°; (I1) -177.1°, -52.2°,
109.0°, -108.4°, -178.5°, 1745°, 86.7°, —-82.0°,
-178.9°, —-174.3°, 66.9°, —139.1°, 179.3°, —67.0°, and
-162.8°.

Analysis of these sequences revealed that the two
15-membered macrocycles have similar conforma
tions, which are characterized by four gauche and one
anti rotamers about the C—C bonds and seven anti and
one gauche rotamers about the C-O bonds. Thetorsion
angles about the C-N bonds have intermediate values
close to 100° in magnitude. The above torsion angle
sequences result in the formation of the corner frag-
ments [23] at the C(8) atoms. Significant differences
between the torsion angles about the C-N bonds and
the standard values, together with the corner fragment
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Atomic coordinates (A x 10%) with estimated standard deviations and equivalent thermal parameters (A% x 109) in structu-

resl and |l
I [

Atom

x/a y/ib z/c Ugq xla y/ib zlc Ugg
o) 2227(6) 9845(7) —0495(8) 83 2494(7) 5451(9) —1307(11) 63
C(2 1617(10) 10951(10) | —0877(14) 78 1892(11) 4433(14) | —1894(19) 70
C@®] 1424(7) 11675(9) 0563(13) 62 1765(9) 3780(12) | —0373(17) 57
N(4) 2392(6) 11834(6) 1463(9) 49 2683(7) 3525(9) 0737(12) 48
C(5) 2702(7) 11090(8) 3036(11) 53 2955(10) 4277(11) 2451(15) 52
C(6) 3569(7) 9998(8) 2946(10) 48 3770(10) 5180(12) 2486(14) 50
o(7) 3762(5) 9379(5) 4588(7) 56 3971(7) 5812(8) 4213(10) 61
C(8) 4637(7) 8410(8) 4812(11) 53 4797(9) 6672(12) 4672(16) 53
C(9 4412(8) 7211(9) 4422(12) 62 4501(11) 7912(13) 4184(16) 68
0(10) 4390(5) 7241(5) 2685(8) 63 4475(6) 7845(8) 2431(11) 65
C(11) 4162(8) 6142(8) 2152(15) 77 4218(11) 8988(13) 1828(19) 74
C(12) 4032(8) 6357(10) 0383(17) 83 4120(11) 8736(15) | —0091(21) 80
0(13) 3100(5) 7319(6) —0127(8) 67 3305(7) 7869(9) —0794(11) 69
C(14) 3241(14) 8161(12) | —1452(16) 128 3462(15) 6965(16) | —2068(22) 96
C(15) 2329(13) 9112(11) | —1776(13) 107 2589(14) 6114(15) | —2687(19) 98
C(16) 2865(7) 12820(8) 1105(11) 47 3096(10) 2472(12) 0506(16) 49
0(17) 3579(5) 13054(6) 1971(8) 67 3762(7) 2143(8) 1554(12) 62
C(18) 2546(6) 13643(7) —0496(10) 39 2806(9) 1664(12) | —1223(15) 43
C(19 3036(7) 13317(9) —1892(12) 54 3223(9) 1995(13) | —2501(16) 59
C(20) 2832(7) 14107(10) | —3339(12) 59 3005(10) 1192(15) | —4081(16) 63
C(21) 2189(7) 15219(9) —3393(10) 51 2415(10) 0116(13) | —4324(16) 56
C(22) 1698(7) 15573(7) —2031(10) 44 2032(9) —0190(12) | —3008(15) 48
C(23) 1894(6) 14782(7) —0583(10) 37 2230(8) 0576(12) | —1446(14) 41
C(24) 1338(6) 15132(8) 0940(10) 42 1790(8) 0286(13) | —0045(15) 43
0(25) 0949(5) 14377(5) 1775(8) 64 1547(6) 1124(8) 0898(11) 67
C(26) 1309(5) 16318(6) 1188(8) 24 1695(7) —0922(9) 0032(12) 23
C(27) 0902(6) 16873(7) 2483(11) 42 1316(9) —1394(11) 1259(15) 43
C(28) 1326(7) 7878(8) 2913(11) 51 1680(10) | —2468(12) 1804(17) 60
C(29) 0943(8) 18461(8) 4204(12) 64 1313(11) | —2996(13) 3026(18) 76
C(30) 0145(8) 18069(9) 5077(12) 56 0622(10) | —2427(13) 3659(16) 57
C(3D) —0281(7) 17087(8) 4683(11) 50 0230(9) —1369(12) 3137(15) 47
C(32) 0093(6) 16476(8) 3385(11) 49 0608(8) —0824(12) 1916(16) 49
0(33) 0338(7) -3013(9) 4872(12) 76
C(34) —0358(9) —2448(13) 5674(18) 77
C(35) —0490(9) —3311(13) 6956(19) 106

at the C(8) atom, give rise to two transannular C—H---O
interactions in both structures. The C(6) and O(10)

atoms are linked through the 1,5-interaction which is
typical of free crown ethers [24]; the C(6)---O(10) and

H---O(10) distances are 3.09 and 2.57 A in | and 3.12
and 2.58 A in |1. The same methylene group and the
O(2) atom are involved in the 1,6-interaction for which
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the C---O and H---O distances are 3.32 and 2.59 A in |
and 3.32and 2.60 A inI.

Note that, according to the data of the Cambridge
Structural Database [25], the trans configuration about
one of the C—C bonds is also observed in other substi-
tuted monoaza-15-crown-5 compounds, such as 13-(4-
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Fig. 1. Molecular structuresof (a) | and (b) I1.

acetylaminobenzosulfamido)aza-cyclopentadecane  [15],
[N-(aza-15-crown-5)phenyl](diphenyl)phosphine oxi-
de monohydrate [26], N-(cholesteroloxycarbonyl)aza-
15-crown-5 [27], and others. However, in al these
structures, two corner fragments [23] are formed along
the C—C bonds, whereastheringsin| and |1 have only
one corner fragment. Note once again that the rotamers
about the C-N bondsin monoaza-15-crown-5 are inter-
mediate between gauche and trans rotamers. Accord-
ing to the nomenclature given in [28], they are called
anticlinal.

CRYSTALLOGRAPHY REPORTS Vol. 46

The mutual arrangement of the molecular fragments
is determined by intramolecular nonbonded interac-
tions between them. These interactionsin | and |1 are
similar, so that the arrangements of planar fragments
relative to the monoaza-15-crown-5 skeletonsin | and
Il arealmost identical. The dihedral angles between the
plane passing through the heteroatoms and the planes
of the aromatic fragments of the phthalic acid residue
and of the substituent are equal to 41.5° and 82.2°,
respectively, in | and 39.2° and 83.5°, respectively,
inll.

No. 3 2001
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Fig. 2. Fragments of crystal structures (a) | and (b) 1.

We distinguish two main nonbonded interactions
between the radicals. The phthalic acid residues are
involved in the C=0--C=0 dipole-dipole interaction
[29], which is characteristic these compounds. The
O(25)---C(16) distanceis2.88 A inl and 2.80 A in |1
(Figs. 1a, 1b). The orientation of the substituents at
C(24) is stabilized by the C—H---O 1,5-interaction with
the C(32)---O(25) distance of 2.90 (2.86) A and the
H---O(25) distance of 2.39 (2.36) A.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3
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The mean distances in the 15-membered rings of |
and |1 arefollows: C-C, 1.513(15) A; C-O, 1.432(12) A;
and C-N, 1.487(11) A. The angles at the methylene C,
N, and O atoms lie in the ranges 102.5°-114.8(1.2)°,
116.6°-118.9(1.1)°, and 111.4°-114.8(1.0)°, respec-
tively. The geometric parametersof | and 11 arecloseto
the values observed in other compounds of this class
[12, 15, 26, 27]. Certain endocyclic OCC bond angles
are increased because of the O---O repulsion.
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The main factor that determines the formation of
crystal structures is the N(26)—H:--O(13) hydrogen
bond [in I, N(26)--O(13) is 2970 A, H--O(13) is
2.17 A, and the angle at the H atom is 138°; in |, the
corresponding values are equal t0 2.906 A, 2.24 A, and
131°, respectively] between the molecules related by
they trandation (Figs. 2a, 2b). The OC,H; radical pro-
duces no fundamental changes in the system of inter-
molecular interactions in the crystal. For this reason,
the molecular packings, the unit cell parameters, and
symmetry of crystals| and || are similar. The presence
of the additional ether group in compound |1 leads to
the C(35)-H---O(25) interactions between the chains
formed by the N—H---O bonds. The C(35)---O(25) and
H---O(25) distances (3.480 and 2.56 A, respectively)
are characteristic of the C—H--O hydrogen bonds
[30, 31]. Theassociatesin| and | | arelinked by van der
Waals interactions.

Analysis of the available data and the results of this
study allowed us to conclude that the type of the struc-
ture observed in the crystal depends on the topology of
the donor and acceptor groups in the lariate molecule.
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Abstract—The crystallochemical analysis of 188 structures containing 252 crystallographic kinds of Hg(l1)
atoms in HgX,, coordination polyhedra (X = F, Cl, Br, and 1) has been performed by the method of intersecting
spheres with the use of Voronoi-Dirichlet polyhedra. It was found that halogen atoms surrounded by Hg(I1)
atoms are characterized by the coordination numbers from 3 to 8. It was demonstrated that, at the unvarying
nature of the X atoms, the average Hg—X interatomic distance increases by 0.13-0.57 A with an increase of the
coordination number, whereas the average radius of spheres with the volume equal to that of the Voronoi—
Dirichlet polyhedron of aHg atom is either independent of the coordination number (at X = F) or varieswith it
only by about 0.02-0.07 A (at X = Cl, Br, and I). This allows the approximation of mercury atomsin the crystal
structures by soft (deformable) spheres of aconstant volume. Some results obtained in the analysis of the topol-
ogy and the geometry of [Hg,X,]*—complexes in crystal structures are also presented. © 2001 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

Within the framework of our studies of the effect of
the nature and the val ence state of metal atoms A on the
characteristics of the AX,, coordination polyhedra (X is
a nonmetal element) [1-3], we perform the crystal-
lochemical analysis of the structures containing Hg(I1)
atoms surrounded by halogen atoms. The methods of
selection and the analysis of the structural data based
on the consideration of Voronoi-Dirichlet polyhedra
were described earlier [1-3]. We considered here 7 flu-
orine-, 105 chlorine-, 34 bromine-, and 42 iodine-con-
taining compounds (the data of al the structure deter-
minations with final reliability factor R, < 0.1). These
structures contained up to 252 crystallographic types of
Hg(l1) atoms. The completelist of the considered struc-
tures and the characteristics of the mercury atoms in
these structures can be obtained from the authors.

It iswell known [1-3] that, in the general case, the
Voronoi-Dirichlet polyhedron of a certain atom A has
the composition AX,Z,, where X are atoms chemically
bound to the centra atom A; Z are the atoms whose
Voronoi-Dirichlet polyhedra (as well as those of X
atoms) share the faces with the Voronoi—Dirichlet poly-
hedron of the atom A (but with the A---Z contacts not
being chemical bonds); and n and m are the numbers of
atoms X and Z, respectively (with the sum n + mbeing
equa to the total number of faces of the Voronoi—
Dirichlet polyhedron of the atom A and n being equal to
the coordination number of the atom A). The clear and
objective classification of al pairwise interatomic

interactions of a certain atom A into the valence (of the
A—-X type) and the nonvalence (of the A---Z type) inter-
actions can be made by the method of intersecting
spheres [4] in which each atom in the structure is
approximated by two spheres with the common center
located in the atomic nucleus (Fig. 1). One sphere char-
acterizes conditionally isolated (chemically unbound)
atom; its radius for an atom of a certain element in all
isaconstant assumed to be equal in all the structuresto
the Slater radius rg [5] of this atom. The other sphere
characterizes a chemically bound atom and its volume
equals the volume of the Voronoi—Dirichlet polyhedron
of the corresponding atom. For any atom, the radius of
this spherical domain (Rgp) is uniquely determined by
the spatial arrangement of al the neighboring atoms. If
the structure of a certain crystal is such that two (1),
three (15), or four (I,) pairwise intersections of these
spheres for neighboring atoms take place (Fig. 1), then
these two atoms are considered to be chemically bound.
Hereafter, the authors used the abbreviation | to indi-
cate pairwise intersections, which, in some other
authors' publications, are abbreviated as O (overlaps).
If there are no pairwise intersections (I) or only the
outer spheres of two atoms overlap (1,), then the neigh-
boring atoms are considered to be chemically unbound.
Then, the contacts are considered as weak (l,) or spe-
cific (I;) van der Waals interactions and are ignored in
the determination of the coordination numbers of these
atoms. Thus, according to [4], the strong A—X chemical
bonds are taken into account in determination of the

1063-7745/01/4603-0425%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Possible types of the overlap of “two-sphere” atoms
A and X. Hatched regions are the regions of overlapping of
two spheres of neighboring atoms. The existence of these
regionsisanecessary and a sufficient condition for overlap-
ping of the corresponding type. At fixed radii of atoms A
and X, their approach to one another is accompanied by the
changes in the type of overlapping according to the follow-
ing scheme: |g —> |{ —> |, —> I3 —l4. Therole of
chemical bonds determining the coordination number of the
atom A is played by only the pairwise interactions of 15, I3,
and |4 types.

coordination number of the atom A (interpreted as
ionic, covalent, or metallic bonds depending on the
nature of these atoms) corresponding to the intersec-
tionsof thel,, I3, or 1, types. To the van der Waals con-
tacts A---Z there correspond the intersections of the |,
and |, types. As an example, Table 1 present the coordi-
nation numbers calculated by the method of intersect-
ing spheres for Hg atoms in the (CsHsCIN)HQCI; [6]
and (C,yDgS3)4(Hg,Bre)(HgBr,) [ 7] structures.

The analysis of all 188 the crystal structures per-
formed by the method reported in [4] demonstrated that
the coordination numbers of mercury atoms sur-

CRYSTALLOGRAPHY REPORTS Vol. 46
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rounded by halogen atoms rangesfrom 3 to 8 (Table 2).
In HgX; complexes (hereafter, X = F, Cl, Br, or I), the
Hg atoms are located in the center of atriangle formed
by X atoms. At CN = 4, the coordination polyhedron of
a mercury atom is a distorted tetrahedron or a bisphe-
noid. At CN = 5, the polyhedronisatrigonal bipyramid
or (relatively rarely) a sguare pyramid. For CN = 6 and
7, the coordination polyhedron is a tetra-and pentago-
nal bipyramid, respectively; at CN = 8, it isacube (the
only example hereisthe fluorite-like HgF, structure) or
a square antiprism (the Hg(AuF,), structure [8]). Most
crystals are characterized by strongly distorted coordi-
nation polyhedra of Hg atoms. In particular, trigonal
bipyramids are pronouncedly elongated in the direction
of the principal symmetry axis, whereas tetragonal and
pentagonal bipyramids are compressed aong this axis.
As a consequence of this distortion (the most pro-
nounced for the chlorine-, bromine-, and iodine-con-
taining complexes), standard deviations for the average
r(Hg—X) distances at CN = 5, 6, or 7 (Table 2) are
anomalously high (0.35-0.49 A) since the histograms
for the Hg—X bond-length distribution are bimodal.

On the whole, the structures discussed here have
45 topologica types of [Hg,X,] complexes, where the
X: Hgratio rangesfrom 8to 2. In these groups, therole
of Hg and X atomsin the crystal structure isillustrated
by Table 3 which yieldsthe crystallochemical formulas
written in accordance with [9]. These formulas show
that halogen are either the end (M') or bridge ligands
(M2, M3, or M*, i.e., ligands bonding 2, 3, or four mer-
cury atoms). The interatomic distances corresponding
to the valence Hg—X contactsin the [Hg,X,] complexes
fall, depending on the nature of X atoms, within thefol-
lowing ranges: 2.16-2.40 A (X-F), 2.24-3.38 A (X-Cl),
2.27-3.43 A (X-Br), and 2.57-3.68 A (X-I); i.e, they
change their lengths by about 0.2-1.2 A (Fig. 2).

According to the data obtained by the method of
intersecting spheres [4], of the tota number of
3567 faces of the Voronoi—Dirichlet polyhedra for 252
different types of Hg atoms, 1148 faces correspond to
the valence Hg—X contacts, whereas the remaining ones
correspond to the van der Waals Hg:--Z interactions.
The Z atoms usually correspond to nonmets such as H,
C,CI,N, I, O, Br, S, Se, and F, which form 762, 634,
236, 112, 91, 54, 54, 47, 7, and 6 faces, respectively.
The metal atoms, Hg, Cs, Mg, Tl, Cu, Rb, Ag, K, Pd,
and Pt, form 164, 162, 24, 20, 16, 14, 8, 3, 3, and 2 faces
of the Hg--Z type.

It isimportant that despite the significant scatter in
the Hg—X distances, the volume V,,pp Of the Voronoi—
Dirichlet polyhedra of Hg atoms and the corresponding
Ryp values are almost independent of the coordination
number of Hg atoms (Table 2). The observed constancy
of Vypp (Or Rgp) is, in our opinion, an additional exper-
imental confirmation of the validity of the model of a
soft (deformable) sphere of a fixed volume [1-4].
Within the framework of this model, a Voronoi—
Dirichlet polyhedron can be considered as a geometri-
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Table 1. The coordination of Hg atoms in some structures analyzed by the method of intersecting spheres
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Parameters of the Voronoi-Dirichlet Overlap (in A3) of two spheres for
polyhedron for Hg atom Hg and X atoms (or Z), having the following radii
The type and
aoms irrztﬁrga_tg)omci)(i f%?%:?gcl:g tm;@%rg
Ty | vt | SHRY | e | rerRe | Rexrs | ReovRe
distancein A oercent of 4
1 2 3 4 5 6 7 8
(CsH5CIN)HQCI 5 [6]
Central atomisHg(1) withCN =5
Cl(3) 2411 23.00 0.015 2.707 0.256 4.684 Iy
Cl(1) 2432 22.55 0.009 2.557 0.228 4474 l4
cl(2) 2.456 22.24 0.004 2.873 0.198 4.939 Iy
cl(1) 3.086 14.02 0 0.375 0 1.207 I,
Cl(5) 3.148 13.86 0 0.280 0 1.028 I,
cl(7) 4.146 2.26 0 0 0 0 lo
#C(4) 4.222 117 0 0 0 0 lo
#CI(8) 4.609 0.24 0 0 0 0 lo
#C(8) 4.622 0.49 0 0 0 0 lo
#C(9) 4.671 0.03 0 0 0 0 lo
#CI(7) 4775 0.10 0 0 0 0 lo
#C(10) 4.820 0.01 0 0 0 0 lo
#Cl(4) 5.024 0.01 0 0 0 0 lo
#CI(8) 5.107 0.03 0 0 0 0 lo
#CI(7) 5.116 <0.01 0 0 0 0 lo
Central atomisHg(2) withCN =5

Cl(6) 2.331 23.70 0.052 3.324 0.455 5.967 I4
Cl(4) 2.333 23.40 0.051 3.518 0.451 6.258 I4
CI(5) 2.803 16.59 0 1.132 0.001 2717 I3
Cl(2) 2.898 16.24 0 1.075 0 2.646 I,
Cl(5) 3.296 11.87 0 0.086 0 0.731 I,
Hg(2) 4.143 1.33 0 0 0 0 lo
Cl(2) 4.640 5.05 0 0 0 0 lo
#ClI(4) 4.761 0.07 0 0 0 0 lo
Ho(2) 5.093 1.52 0 0 0 0 lo
#CI(6) 5.329 0.20 0 0 0 0 lo
#CI(7) 5.451 0.02 0 0 0 0 lo
#CI(8) 5.503 <0.01 0 0 0 0 lo
CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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Table 1. (Contd.)

Parameters of the Voronoi-Dirichlet Overlap (in A%) of two spheres for
polyhedron for Hg atom Hg and X atoms (or Z), having the following radii
The type and
aoms | HeAe | i e e
)s(urroundl ng r(Hg ) Q(Hg—X) or rgXrg r<* Rgp Rgp X I'g Rep X Rep
or Z atoms distance in A Q(HgmZ) in
percent of 4
1 2 3 4 5 6 7 8
(C10DgSg)4(HY2Bre)(HgBI) [7] = (C10D858)4[H933|’8]
Central atom isHg(1) with CN =
Br(1) 2.274 25.02 0.274 4.339 1.191 8.241 Iy
Br(2) 2.384 23.75 0.140 4.206 0.893 8.104 l4
Br(5) 3.408 (x2) 11.36 (x2) 0 0.126 0 1.117 [, (x2)
Br(6) 3.779 (x2) 7.29 (x2) 0 0 0 0.085 [ (x2)
Hg(3) 3.813 2.45 0 0 0 0 lo
Hg(2) 3.815 4.44 0 0 0 0 lo
C(20) 4513 (x2) 3.41(x2) 0 0 0 0 Iy (X2)
#3(9) 4.848 (x2) 0.11(x2) 0 0 0 0 Iy (X2)
Central atom is Hg(2) with CN =
Br(6) 2.519 (x2) 22.69 (x2) 0.034 2.575 0.503 5.223 [4(%2)
Br(3) 2.729 19.81 0 1.752 0.171 3.973 I3
Br(4) 2.765 18.67 0 1.846 0.130 4.144 I
Hg(3) 3.683 2.94 0 0 0 0.002 Iy
Ho(2) 3.815 4.44 0 0 0 0 lo
Br(2) 3.954 5.57 0 0 0 0.041 Iy
#9(5) 4.554 (x2) 0.17 (x2) 0 0 0 0 Iy (X2)
#Br(1) 4592 141 0 0 0 0 lo
#C(10) 4,787 (x2) 0.11(x2) 0 0 0 0 Iy (%2)
#C(10) 5.110 (x2) 0.61(x2) 0 0 0 0 (x2)
Central atom isHg(3) with CN =
Br(5) 2.351(x2) 24.96 (x2) 0.175 3.859 0.855 7.044 I4
Br(4) 2.715 20.54 0 2.055 0.175 4.387 I3
Br(3) 2.908 17.95 0 1.108 0.019 2.864 I3
Hg(2) 3.683 2.94 0 0 0 0.002 l1
Ho(1) 3.813 2.45 0 0 0 0 lo
Br(1) 4.266 3.24 0 0 0 0 lo
C(12) 4.608 (x2) 0.81(x2) 0 0 0 0 Iy (X2)
#C(12) 4.729 (x2) 0.46 (x2) 0 0 0 0 Iy (X2)
#Br(6) 5.188 (x2) 0.06 (x2) 0 0 0 0 Iy (X2)
#C(2) 5.440 (x2) 0.06 (x2) 0 0 0 0 lo (%2)
#C(1) 5.455 (x2) 0.08 (x2) 0 0 0 0 Iy (X2)

Note: Symbol # denotes Z atoms for which the segment HgIZ does not intersect the face of the Voronoi—Dirichlet polyhedron corresponding
to it (the so-called minor or indirect neighbors [4]). In the second, third, and last columns, the number in parentheses indicate the
numbers of symmetry-equivalent interatomic distances, body angles, and pairwise intersections, respectively.

CRYSTALLOGRAPHY REPORTS Vol. 46

No. 3 2001



HgX, COORDINATION POLYHEDRA 429
Table 2. Parameters of the Voronoi-Dirichlet polyhedra for Hg(I1) atomsin [HgX,] complexes (X =F, Cl, Br,and I)
The Ther
A | CNug| e e | N | N |Voor A% Siop A?| R A | DA | G5 [r(HGX.A| 1 |of (g
atoms values,A
F 6 5 | 10(4) | 0.7 | 11.5(3) | 30.5(6) | 1.40(1) | O 0.0834(1) | 2.25(4) 30 | 216-2.32
8 2 8 0 11.5(6) | 29(1) 140(2) | O 0.0822(5) | 2.38(2) 16 | 2.36-2.40
6and8 7 | 104) | - | 11.5(4) | 30(1) 140(1) | O 0.0830(6) | 2.30(7) 46 | 2.16-2.40
Cl 3 1|21 6.0 | 226 457 1.75 0.03 |0.0876 2.38(1) 3| 2.37-2.39
4 80 | 15(2) | 2.7 | 22(2) 47(4) 1.74(4) | 0.10(6) |0.089(3) | 2.50(14) | 320 | 2.28-3.10
5 43 | 13(2) | 1.6 | 22(1) 47(3) 1.74(4) | 0.08(6) |0.088(2) | 2.71(35) | 215 | 2.24-3.38
6 30 | 12(2) | 1.0 | 22(1) 46(2) 1.73(4) | 0.04(5) |0.086(1) | 2.82(37) | 180 | 2.26-3.35
7 2 | 10 | 04 | 21.7(3) | 45.7(5) | 1.73(2) | 0.03(1) | 0.0847(2) | 2.95(43) 14 | 2.29-3.32
37| 156 | 143 | — | 222 47(3) 1.74(4) | 0.08(6) |0.088(3) | 2.64(32) | 732 | 2.24-3.38
Br 4 29 | 15(2) | 28 | 27(2) 55(4) 1.86(4) | 0.09(4) |0.091(3) | 2.63(18) | 116 | 2.27-3.41
5 6 | 13(3) | 1.6 | 26(1) 53(3) 1.83(3) | 0.07(3) |0.088(2) | 2.83(36) 30 | 2.43-3.43
6 4 | 124 | 1 25(1) 51(3) 1.82(3) | 0.03(4) |0.085(2) | 2.97(38) 24 | 241-3.39
46 39 | 143) | - | 27(2 55(4) 1.85(4) | 0.08(5) |0.090(3) | 2.71(28) | 170 | 2.27-3.43
I 3 3 | 17(2) | 4.7 | 29(4) 55(7) 1.90(9) | 0.07(2) |0.086(3) | 2.70(4) 9 | 2.67-2.77
4 45 | 15(3) | 28 | 32(2) 61(4) 1.96(4) | 0.08(7) |0.089(3) | 2.81(17) | 180 | 2.57-3.55
5 1|15 20 | 323 61.6 197 0.02 |0.088 3.06(49) 5| 2.68-341
6 1 |14 13 | 29.2 53.9 191 0 0.083 3.15(40) 6 | 2.64-341
36 50 | 16(3) | — | 31(2) 60(4) 1.96(4) | 0.08(7) |0.089(3) | 2.83(20) | 200 | 2.57-3.68

Note: CNygisthe coordination number of Hg atoms surrounded by halogen atoms; Ny is the average number of faces of theVoronoi-Dirichlet

polyhedron; N, isthe average number of nonvalence HgIIZ interactions per Hg—X bond; V\,pp isthe volume of the Voronoi—Dirichlet
polyhedron; Sypp is the total area of the faces of the Voronoi—Dirichlet polyhedron; Rep is the radius of the sphere of the volume
equdl to Vi,pp; DA isthe displacement of aHg atom from the geometrical center of gravity of theVoronoi—Dirichlet polyhedron; Gz

is the dimensionless parameter equal to the second moment of inertia of the VVoronoi—Dirichlet polyhedron; r(Hg—X) is the average
length of the Hg—X bonds in the classical coordination polyhedron at the given coordination number; and | is the number of such
bonds. The root-mean-square deviations are indicated in the parentheses.

cal image of aHg atom in acertain crystal field, whose
influence (caused by mutual deformation of neighbor-
ing soft spheres of Hg, X, and Z atoms during their
mutual approach in the process of crystal formation)
gives rise to the transformation of the sphere with
radius Ry corresponding to an isolated Hg atom into a
specific Voronoi-Dirichlet polyhedron of the same
(within the error of the structural experiment) volume.
Therefore, the crystallochemical analysis of crysta
structures should necessarily take into account not only
the shortest interatomic distances A—X corresponding
to strong (valence) chemical interactions. In our opin-
ion, one has to take into account not only the shortest
A-X distances corresponding to strong (valence) chem-
ical interactions between the atoms A and X, but also a
set of relatively weak (nonvalence) interactions of the
A---Z type, which, in the general case, produce a con-
siderabl e effect on distortion of AX,, coordination poly-
hedra.

The aforementioned constancy of V,,pp for mercury
atoms results in the linear dependence of the body
angles corresponding to the faces of Voronoi—Dirichlet
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polyhedra on the interatomic distances corresponding
to these faces (Fig. 2). According to the least squares
data, these functions for the Hg—X and Hg---Z interac-
tions (in the general case, for Hg ~ X) are described by
the following relationships:

Q(HgOF) = 42.2(1)-11.7(4)r(HgOF), (1)
Q(HgOCl) = 41.6(2) -8.87(8)r(HgOCl), (2)
Q(Hg OBr) = 44.3(5)-9.0(2)r(HgOBr), (3)

Q(HgOl) = 44.1(4)-85(1)r(HgOl) @)

with the correlation coefficients p ranging from —0.98
to —0.96 for 52, 968, 224, and 291 Hg ~ X contacts for
X=F, Cl, Br, and I, respectively. In Eq. (1)—(4) and in
the following equations, the Q values are expressed in
the percent of the total body angle (41t steradian). It
should be emphasized that Egs. (1)—(4) describe the
Voronoi-Dirichlet polyhedrafor al the mercury atoms
irrespectively of their coordination numbers and the
differentiation of the Hg—X and Hg--X interatomic dis-
tances with the change of the crystallochemistry role
played by halogen atoms (bridge, end, or outer-sphere-
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Fig. 2. Body angles Q (in percent of 41t steradian) corresponding to the shared faces of the Voronoi—Dirichlet polyhedra of Hg(l1)
and X atoms versus interatomic r(Hg—X) or r(Hg--X) distances for these faces: (a) HgF,-complexes, (b) HgCl,-complexes;

(c) HgBr-complexes; (d) Hgl,,-complexes.

type atoms). In addition, Figure 2 clearly demonstrates
that, in the general case, there is no distinct boundary
between the valence (Hg—X) and nonvalence (Hg--X)
interactions in the structure that can be uniquely char-
acterized by a certain interatomic distance or the body
angle formed by the faces of the Voronoi-Dirichlet
polyhedron. Therefore, it seems that the most efficient
method for determining coordinate numbers of Hg
atomsisthe method of intersecting spheres [4] and not
the classical approach based on some systems of crys-
tallochemical atomic radii.

CRYSTALLOGRAPHY REPORTS Vol. 46

It has already been mentioned [2, 10] that a distor-
tion of the coordination sphere of the complex-forming
atoms A can be quantitatively characterized by using
two parameters of their Voronoi—Dirichlet polyhedra,
namely, the displacement D, of the atom A from the
center of gravity of its Voronoi—Dirichlet polyhedron
and the dimensionless parameter G, characterizing the
homogeneity of the distribution of the atoms surround-
ing A, whose Voronoi—Dirichlet polyhedra are adjacent
to the polyhedron of the atom A. In the compounds
under discussion, G; for Hg atoms varies over a rela
tively wide range—from 0.082 to 0.099, with the aver-
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Table 3. Composition and structure of [Hg,,,X,,] complexesin the crystal structures
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. Crystallochemical Dimen-
X:Hg| Complex X formulaof the complex [9] Cr| Grg onality Structure of the complex
8 |[HgXd® |F AM; = AMg, 0 |0 0 |Squareantipism (0, 0, 0)
6 |[HgXJ* |F,Cl,Br,1|AMg = AMg, 0o |o 0 |(0,0,0) octahedron
5 |[HgXg* ol AM2M] = AM,,My, 2 |2 1 gg,”of)?gﬂma
AM; =AMy, 0o |0 0 [(0,0,0)TrB
4 |[HgxJ* |F AM3 M} = AMy,My, 4 |4 2 bg’effOfmede(é 0, 0)-octehe-
20,1 _ Chain formed by
c AMz M; = AMyoMa 4 2 1 (4, 2, 0)-octahedra
2 3,1 Chain formed by (3, 0, 0)-octa-
Cl A;M3 Mg = AM3,Mg; - AMgpMp (3,3 3,3 1 hedraand (3, O,yO)(—TrB )
Br AMZM3 = AM ;M 2 |2 1 |Chainformedby (2, 1, 0)-TrB
Cl, Br AM® M3 = AM,,Mz,y 2 1 0> | Dimer formed by (2, 1, 0)-TrB
Cl,Br,I [AM; =AM, 0o |0 0 [(0, 0, 0) tetrahedron
3 2,1 _ ) Chain formed by (2, 0, 0) TrB
35 |[HgX7]* |Cl AoM3 Mg = AMapMy - AMooMzg 12,2 12,2 1| 4542, 0, 0) tetrahedra
20,1 _ ] Dimer formed by (2, 1, 0) TrB
c AoMz M5 = MaMgrs - M2pMayy and (2, 1, 0) tetrahedron
6 20,1 _ > | Tetramer formed by (3, 1, 0)-
[HgXe™ | C AoMz Mg = AMaMay - AMypMyn 12,2 11,11 0% I 1pand (1, 0, 0)-tetrahedra
Chain formed by (4, 2, 0)-octa
31121 | 0' |iedraand (2,0, 0)-tetrahedra
2 Chain formed by (4, 0, 0) and
3.33|[HgsX;l* | Cl AgM3 Mg = AM oMy - 2AM Ml 4,2 [4:2 | 1 2.0 0)_tetraheé’rg )
_ 2 _ Frame formed by
3 |[Hgxd~ |F,Cl AM3 = AMg 6 |6 3 |(6,0, 0)-octahedra
3n2mt = _ Layersformed by (4, 2, 0)-
cl PaMa MM = AMaaMagMan - 16,8, 145, | 5 | and (4, 4, 0)-octehedraand
AMysMy; - AMgsMy (3, 1, 0)-tetrahedra
21— ) Layersformed by (3, 0, 0)-TrB,
cl AsMs My = AMg;My, 2 3, g 31 2 (3, 0, 0)-tetrahedra, and square
AM3My; - AMy oMy pyramids (4, 1, 0)
Cl,Br  |AMEM; = AMg;3Myy 6 |4 1 | Chainformed by (3, 2, 0)-TrB
cl, AM3 ML = AM,,M 4 |2 1 |Chainformed by (4,2,0)-TrB
al AMPM; Mg = AMydMgoMys - | o (5.5 | o |Chainformedby (4,2,0)-TrB
AM_;5M1/5Mo1 A and (3, 2, 0)
2 hain f 1,0)-TrB
cl AM2 MY = AMg,Mayy - AMgoMy (33 (2,2 | 1 gn&""(g, ‘frg)e_‘t’e%’aﬁiaréo) r
2 hain f 4,2, 0)-
cl Ay M = AMyoMyy - AMy, (4,4 (2,2 | 1 ﬁedalrg ar?crjn(]z?d Zl?yO)(-tétfa?l)eé)r(:at&
3n2pl = Chain formed by
c AMPMME= AMasMaoMay 8 |4 L |(5 4, 0)-octahedra
1 Chain formed b
Cl,Br,1 |AM2M} = AM,,My, 2 |2 1 (2'%?0)?{Qraheé’ra
2 0,1 _ _ Tetramer formed by (4, 2, 0)-
CLBr 1 AM; Mz = AMyoMyy - AMzM (4,2 12,1 | 0% | %0 1 1, 0)-tetrahedra
2pmt = 2 Dimer formed by tetrahedra or
Cl,Br,1 |AM2M} = AMy,My, 2 |1 % | pisphenoids (2, 1. 0)
cl, AM3 =AMy, 0o |0 0 (0,0, 0)-triangle
CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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. Crystallochemical Dimen-
X Hg| Complex X formulaof the complex [9] Cr | G |g onality Structure of the complex
. Frame formed by (6, 2, 0)- and
2.67 | [HgsXgl* | Cl AsM; Mg = AMysMyy, - 2AM M),/ 8,8 6,5 | 3 (6,3, 0)—octahedyre(1 )
3,1 _ _ Layers formed by (6, 3, 0)-oc-
cl AsMj My, = AMygMors - 2AMysMu 8,8 16,5 | 2 | ceie i 3 0) 1B
2,1 L formed by (3, 0, 0)- and
| AgMi M} =2AMgoMy - A Mo 3,2 (3,2 | 2 |2 o)‘fgrahegrg )-an
23,1 _ _ Chainformed by (3, 1, 0)-tetra-
! AsMy My =2AMa My - AM2oM1 3,212, 2 1 hedraand (2, 0, 0)-rhombs
2 1 .
AzMc M3 = AM My - 2AM), - Chain formed by (4, 2, 0)-TrB
c AV, M, 442332 1 \ad (2 1, 0) and tetrahedra
S Trimer formed by
Cl,Br |AgM; My =AMy, - 2AM,,My, (4,2 |2,1 (03 (4,OI 2(,20)itect);a€edrhon y
and (2, 1, 0) bisphenoids
3na2 wal _ Trimer formed by (3, 2, 0)-tet-
I AM*M; Mg = AMysMopMus - 143 |2, 2 0% |rahedron and (2, 1, 0)-tetrahe-
ZAMJJSMZUZMZl dra
3 2l =
- A M5 M5 M+ = AMy5M oMy - Layer formed by (5, 4, 0)-octa-
25 |[HgXs]~ | ClI AMZEM;Z 97 154 | 2 |pedraand (5, 3, 0)-TrB
an3me ML = -
al AMMZM35 M+ = AM,4MosMy)s - 12,108, 6 2 (L5ayfr g)orong%dh gé/rg& 4, 0)- and
AMy4My;3MoMyg v
ap2mt = -
al AM*M M3 = AMyMo Mg - 86 |65 2 Laé/er2 f(:)Lrnae% by k(14' 2, d0) TrB
AM;,Mo, and (2, 1, 0)-bisphenoids
4 a1 _ Chain formed by
cl AMgs M3 = AMy,My; 6 |5 1 1(2,1, 0)-bisphencids
ai3mt = i -
cl AMMEM3 = AM ;M p5M 5 - 711057 | 1 (a:r?f(rl fzrrg)e_@r :3%/ (3,2,0)-TrB
AMzMy;3Myg '
22 |[HoXul | O |AMM=AMgs 4AMyMs 12,1589 | 3 |Fremefomedby (6.4,0-octa
2 |[HgX) | F AM? = AMgy 24 (12 | 3 (Féa’fze g‘)’me&gy
cl AMBM? = AMg5M,, 8 8 2 Layers formed by (5, 0, 0)-TrB
3 _ Layers formed by
Br AM; =AMg 1216 2 (6, 6, 0)-octahedra
2 _ Layersformed by
! AMz =AMz 44 2 | (4,4, 0)-tetrahedra

Note: Inthelast column, the numbersin parenthesesindicate the numbers of apices, edges, and faces of the corresponding coordination polyhedra
collectivized during complex formation. Cy and Cr are the maximum theoretically possibleand real numbers of Hg atomsbound by X bridge
atomsto the basis metal atom in the structure of the corresponding complex. TrB isthe trigonal bipyramid, PB isthe pentagonal bipyramid.

age value being 0.088(3). In amost in al the cases, G;
exceeds the threshold value 0.082 [10] and, hence, we
can assume that the Hg—X bonds are mainly of the
directional (covalent) nature. If the nature of atoms X
remains unchanged, the average G; values regularly
decrease (Table 2) with an increase of the coordination

CRYSTALLOGRAPHY REPORTS Vol. 46

number of Hg atoms, which indicates an increase of the
ionic component of the Hg—X bonds with an increase of
their number.

According the data obtained, in fluorides, D, = O for

mercury atoms, whereas in the other halogenides, the
average value of D, isD, = 0.08 A (Table 2). Irrespec-
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Fig. 3. The (r, ¢) distributions for the Voronoi—Dirichlet polyhedra of Hg(l1) atoms surrounded by (&) F, (b) Cl, (c) Br, and (d) |
atoms. For each polyhedron face, there exists a point whose position is determined by the interatomic distance r(Hg—X) or r(Hg:--X)
and by the polar angle ¢ between the direction of the corresponding bond and the D 5 vector of the Voronoi—Dirichlet polyhedron of
the Hg atom directed from the origin of coordinates to the right-hand side along the horizontal axis. The nucleus of the central Hg
atom is located at the origin of polar coordinate system. At D = 0O, the polar axis coincides with the z-axis of the crystallographic
coordinates system.
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tively of the nature of X atoms, on the (r, ¢) distribution
[2], a considerable distortion of the contact curves for
the faces of the Voronoi-Dirichlet polyhedra of Hg
atoms is observed (Fig. 3). These curves correspond to
the strong valence Hg—X interactions. Although in all
the cases, the contact curves are of the shape close to
semicircumference with the center coinciding with the
origin of the polar coordinate system, the radii of this
semicircumference along the direction coinciding with
the horizontal axis (r;) and the perpendicular to thisaxis
(rp) differ by about 0.1 A. For X = F, Cl, Br, and |, the
corresponding values of rare r;= 2.2, 2.3, 2.5, and
2.6 A, whereasr;=2.3, 2.4,2.4,and 2.7 A (Fig. 3). In
other words, in the halogenides considered above, the
geometrical image of the electron-density distribution
pP(X, Y, 2) in the vicinity of Hg atoms is an ellipsoid of
revolution and not a sphere. For fluoride, chloride, and
iodide complexes, this ellipsoid is compressed (since
r < rp) aong the rotation axis coinciding with the vec-
tor D, (or, if D, = 0, along the crystal axis z), whereas
for bromide complexes, the situation is reverse (since
r,> rp)—the ellipsoid is not compressed but elongated
along this axis.

In the general case, there is no correlation between
the parameters D, and G; but, nevertheless, the anom-
aously large values of both D, (0.28 and 0.35 A) and
G; (0.0987 and 0.0988) in the above crystals corre-
spond to the mercury atoms Hg(1) and Hg(2) in one
structure—(C,oHgSg),Hgl; [11]. Since the same mer-
cury atoms have the maximum (in comparison with the
other crystals) Vipp (35.3 and 38.0 A3) and Ry, (2.03
and 2.09 A) values, we can assume that all the features
of the Voronoi-Dirichlet polyhedra considered above
are explained by the same reason—the absence of the

CRYSTALLOGRAPHY REPORTS Vol. 46
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necessary data on the coordinates of hydrogen atomsin
the (C,yHgDg),Hgl 5 structure.
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Abstract—The experimental and theoretical studies of the structure of conduction channels of superionic con-
ductors are analyzed. A crystallochemical method of modeling the conduction channels is proposed in which
they are treated as sets of polyhedron Voronoi-Dirichlet sections outside of impenetrable spheres of the rigid
sublattice. The allowance for both weak flexibility of the spheres and their mean-square displacements relative
to the sublattice points yields a channel structure that “wraps’ around the Voronoi—Dirichlet polyhedron edges.
Modeling the interionic potential for a-Agl with the help of equipotential surfaces suggests that the mobile-ion
motion slips along the conduction channel walls. For a-Agl, the set of the equipotential surfaces specifies “the
minimum energy trajectory” of transition into asuperionic state, while the crystallochemical “wrapping” struc-
ture corresponds to a saddle point of a multidimensional potential surface. Symmetry selection rules are used
for predicting mechanical trajectories as allowed oscillation modes for the tetrahedral and octahedral fragments

of a—Cul. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The superionic state of a solid electrolyte is inter-
preted asthe existence in a certain temperature range of
such acrystalline state in which the mobile ions are not
located at fixed crystallographic positions of a rigid
sublattice of the atoms of a certain kind or even form a
“lattice liquid.” A great number of X-ray [1] and neu-
tron diffraction [2], and theoretical studies of superi-
onic conductors (or simply superionics) resulted in the
creation of alarge number of structural models: the lat-
tice-gas model [3], continuum stochastic models [4],
and amodel of retarded rotational diffusion [5]. One of
the goals of these studies was the characterization of
conduction channels (the determination of their shape
as asurface of constant density of the averaged mobile-
ion distribution and the determination of the equilib-
rium positions of mobile ions and the most probable
spatial region of motion of maobile ions from one equi-
librium position to another). At present, the theoretical
crystallochemical analysis of the data on conduction
channels of mobileionsin superionicsisonly at itsini-
tial stage.

In this paper, we proposed a method of modeling
conduction channels based on the combination of the
model of an excluded volume [1] and the model of
retarded rotational diffusion. The results obtained are
compared with the experimental characteristics of
body-centered cubic (bcc) eectrolytes. The conductiv-
ity path of a mobile ion for a face-centered cubic (fcc)
electrolyte is predicted based on the dataon Cut-ionin
a-Cul.

EXPERIMENTAL AND THEORETICAL STUDIES
OF CONDUCTION CHANNELS

Consider problems arising in the course of studying
conduction channels by example of the a-Agl superi-
onic with thewell-studied structure[1, 2]. According to
the early X-ray diffraction studies [6], I-anionsform a
rigid bce sublattice a-Agl. Two silver ions of the unit
cell continuously migrate over forty-two sites corre-
sponding to three independent crystallographic posi-
tions—octahedral 6b, tetrahedral 12d, and trigonal 24h
(Fig. 1a). However, the Strock model [6] isinconsistent
with the experimental neutron diffraction data obtained
by Bihrer and Halg [7], according to which silver ions
are displaced by Ax = 0.057 along the 0 00Cdirections
from the tetrahedral positions (the so-called model with
displaced equilibrium position). Neutron diffraction
studies of an a-Agl [8] single crystal indicate that the
maximum density of mobileionsisdistributed over the
tetrahedral positions. The saddle points with the coor-
dinates of (0.39, 0.39, 0) are located in the vicinity of
the (0.375, 0.375, 0) trigonal positions. These conclu-
sions are consistent with the EXAFS data[1].

On the other hand, the above shows that an ion
moves between equilibrium tetrahedral sitesby acurvi-
linear rather than linear tragjectory along a cuboctahe-
dron edge. However, the curvilinear conduction chan-
nels are inconsistent with the simplest structure model,
i.e., that of an excluded volume[1].

In the model of an excluded volume, the cation—
anion interaction is approximated by the rigid-sphere

1063-7745/01/4603-0435%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Distributions of Ag* ionsin an Agl solid electrolyte. (a) The Strock model. | ~-anions form a body-centered cubic lattice;
Ag'-cationsare statistically distributed over three crystallographically independent positionsb, d, and h corresponding to the centers
of tetragonal faces, the vertices, and the middle points of the edges of a Fedorov cuboctahedron. (b) Circular orbits of the model of
retarded rotational diffusion. The intersections of the orbits centered at the points of the body-centered cubic unit cell. The motion
regions are darkened. (c) A fragment of the periodic zero-potential P*-surface inscribed into a bcc unit cell, whose points are shown
by large “ spheres’; the small spheres are located in the tetragonal positions, which can be connected by straight lines, which fully
belong to the P*-surface. (d) The model of an excluded volume. The boundary between the alowed and forbidden volumes is
obtained by excluding rigid spheres of the radiusr,. located at the points of a bcc lattice. The allowed volume of the conduction-

channel net is darkened.

potential
go, if r>r;+r,
Vi(r) =0 . :
(e, |frsri+rj,

where r; and r; are the effective radii of rigid spheres
approximating the i and j atoms. An important role in
this model is played by the parameter re,. = 1; + 1j,
which, in the case of a-Agl, in arough approximation,
is the sum of the effective ionic radii of silver and
iodine. The whole space isdivided into an allowed vol-
ume, where ions can easily move, and aforbidden vol-
ume, where the motion is forbidden (Fig. 1d).

CRYSTALLOGRAPHY REPORTS Vol. 46

Now compare the approaches in which the analysis
of the dynamical processes in a-Agl is based on the
assumption that silver ions move along curvilinear tra-
jectories—the models of equidistant zero-potential sur-
faces[9] and retarded rotational diffusion [5].

Theformer model statesthat the tetrahedral equilib-
rium positions of silver ionsarelocated on the so-called
P*-surface of the zero potential (Fig. 1c). Here, the
guestion about the existence of some preferential posi-
tions instead of a uniform ionic density distribution
over the P*-surface can arise.

Construction of the conduction channels in the
model of retarded rotationa diffusion begins with the
comparison of extremum points (minima, maxima, and
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Fig. 2. Conduction channelsin hcp solid electrolytes with immobile ions. (a) The coordination polyhedron (a hexagonal analog of
acuboctahedron) and aVoronoi—Dirichlet polyhedron with the vertices located in the centers of tetrahedral T and octahedral O cav-
ities of the close packing of immobile ions. For more clear representation, the intersection of a symplectic tetrahedron with the
Voronoi-Dirichlet polyhedron is shown. (b) Isolated domains of the allowed volume for 3-Agl at 20°C (I gy = I't4ce)- (€) Junction of
the allowed volumes with the formation of anet of conduction channels in the wurtzite structure at 1, = rtoce. (d) The allowance
for nonrigidity of ion—on interactions results in wrapping of the edges of Voronoi-Dirichlet polyhedra with conduction centers.

saddle points) on the ion path on the potential-energy
surface and the Voronoi division of the immobile sub-
lattice. The mobile-ion positions with the maximum
stability are located in the vicinity of the vertices of the
Voronoi-Dirichlet polyhedron. For the B-Agl electro-
lyte with the wurtzite structure possessing a corven-
tional ionic conductivity, these positions are located in
the centers of the tetrahedral and octahedral voids of
the hexagonal close packing of anions (Fig. 2a). For sil-
ver-containing bec electrolytes Agl, AgsSl, Ag,S, and
AQ,Se, the Voronoi—Dirichlet polyhedron is a Fedorov

cuboctahedron with the equilibrium Ag*-positions at
itsvertices (Figs. 1a, 3d). For fcc conductors having the
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o-Cul eectrolyte with cationic conductivity and fluo-
rides with the fluorite MF, structure and anionic con-
ductivity (M = Ca, Sr, Ba, and Pb), the Voronoi—
Dirichlet polyhedron is a rhombododecahedron
(Fig. 49). However, the most stable mobile-ion posi-
tions are located at the rhombododecahedron vertices
occupying the centers of tetrahedral voids of the immo-
bile sublattice. In bcc-conductors, the saddle points on
the potential-energy surfaces do not coincide with the h-
positions (they are located close to the middle points of
the edges), whereas in fcc-conductors, as will be seen
from the further analysis, such saddle points located at
the octahedral voids of the cubic close packing.
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Fig. 3. Conduction channels in superionics with the body-centered cubic packing of immobile ions. (a) Fourteen nearest ions (8 +
6) of achosen ion determinethe Fedorov cuboctahedron. For aclearer presentation, the intersection of asymplectic tetrahedron with
a Voronoi-Dirichlet polyhedron is shown. (b) Isolated domains of the allowed volume of a bcc lattice are shown at rey > lace-

(c) Junction of allowed volume into a net of conduction channels for a-Agl at 198°C (g < race)- (d) Wrapping of the edges of
Fedorov cuboctahedra with conduction channels caused by allowance for nonrigidity of ion—ion interactions.

The next step in the model construction is the deter-
mination of the intersecting circular orbitsthat describe
the Voronoi-Dirichlet polyhedron and include the
extremum points on the allowed migration path of ions.
In a-Agl (Fig. 1b), each iodineion is a center of three
circular orbits located in mutually perpendicular faces
of the unit cell statistically occupied by one silver ion.
The orbits whose centers are located at neighboring
iodineionsintersect over the whol e electrolyte volume.
Thisfact providesthe electric current in the conduction
channels in an applied external field—moving aong
the circular orbits, silver ions can move to the free
orbits of the neighboring centers and continue the rota-
tion along these new orhits, etc. Theretarded rotationis
explained by the necessity of overcoming a potential
barrier in the change of one tetrahedral position to
another. The numerical value of this barrier on the path
of silver ionisequal to its activation energy.

The invocation of the second-order Jahn-Teller
effect provides the unambiguous choice of the circular
orbits. Using the symmetry rule relating the symmetry
of the motion aong the allowed path and the symmetry
of molecular orbitals of the highest filled and the lowest
empty energy levels of alocal cluster consisting of a

CRYSTALLOGRAPHY REPORTS Vol. 46

“mobileion in the stable position” (or a“mobileionin
the saddle point”) and “nearest counterions of the
immobile sublattice.”

The model of an excluded volume and the model of
retarded rotational diffusion present two limiting cases
of mobile-ion motion. The first model overestimates
the role of the stochastic component of the mation,
whereas the second one overestimates the regular com-
ponent of the motion.

In the model of excluded volume, the ions move in
the allowed volume of the anionic bcc-sublattice over
the tetrahedral voids of a-Agl like a gas. The mobile
Ag*ions are multiply scattered from the rigid spheres-
anions until the moment when an Ag* cation attains a
certain vicinity of atrigonal position located in the cen-
ter of the face of atetrahedron. Thus, the cation pene-
trates a neighboring tetrahedron, etc.

According to our model of retarded rotational diffu-
sion, the bottleneck in the vicinity of the trigonal posi-
tion in a conduction channel can be passed by silver
easier if theions move along the channel walls closeto
the edges of the Voronoi—Dirichlet polyhedron and are
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Fig. 4. Conduction channelsin solid electrolytes with afcc packing of immobileions. (a) The edges of a coordination polyhedron
(cuboctahedron) are divided into halves and are perpendicular to the faces of aVoronoi—Dirichlet polyhedron (rhombododecahe-
dron) with the verticeslying at the centers of thetetrahedral T and octahedral O cavitiesfor thefcc lattice. For clearer representation,
the intersection of a symplectic tetrahedron with the Voronoi—Dirichlet polyhedron is shown. (b) Isolated domains of the allowed
volume of an immobile fcc lattice are shown at rey > race- (€) Merging of allowed volumesinto anet of conduction channels for
O-Cul at 470°C (I gxc < I'face)- (d) Wrapping of the edges of rhombododecahedra with conduction channels caused by the allowance

for nonrigidity of ion—on interactions.

not multiply scattered from the walls in the mation
within the whole bulk of the allowed region.

This conclusion on mobile-ion motion is based on
the relation between the conduction channels and the
Voronoi-Dirichlet polyhedra and, within the frame-
work of the model of retarded rotational diffusion [5],
is proved by the calculated structural and dynamical
characteristics of superionic bcc-conductors Adgl,
Ag;SI, Ag,S, and Ag,Se. The temperature dependen-
cies of both mean-square distances between mobile
ions and the ions of the immobile sublattice and diffu-
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sion coefficients are quantitatively consistent with the
experimental data. Moreover, we also managed to
explain the experimental fact that the motion of multi-
valent Cd?* and In** impurities in bcc-modifications of
Ag,S, Ag,Se, and Ag,SI issimilar, in many respects, to
the motion of amonovalent Ag*-ion [5].

METHOD OF CONSTRUCTION
OF CONDUCTION CHANNELS

Thewalls of conduction channels are formed by the
boundary surface between the alowed and forbidden
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volumes. An example of such asurface for the unit cell
of a-Agl was obtained by the removal of the spheres of
radii r,. with the centers at the points of the bce-sublat-
tice of iodineions (Fig. 1d).

We suggest here a simpler method for modeling
allowed domains. Modding the intersection of a
Voronoi-Dirichlet polyhedron and arigid sphere of the
radius r . around this polyhedron provides the visual-
ization of conduction channels (Figs. 2b, 2c, 3b, 3c, 4b,
and 4c). Of course, this polyhedron can aso be inter-
sected by other rigid spheres with the centerslocated at
neighboring points. The first sphere goes outside the
polyhedron to the same extent as the neighboring
spheres go inside this polyhedron. In other words, this
method provides the visualization of the whole allowed
volume per a Voronoi—Dirichlet polyhedron not inter-
sected by arigid sphere of theradiusr,.. The lower the
value of r. the more favorable the conditions for
mobile-ion conduction. At a certain threshold value of
the rigid-sphere radius ry,.., no net of conduction chan-
nels can be formed in the electrolyte volume and, thus,
no superionic conductivity is observed.

The temperature-dependent parametersr,. and I,
determining the type of conduction channelsin a supe-
rionic conductor are determined by optimizing the
EXAFS datawith the use of the model of excluded vol-
ume [1].

In such optimization, the Fourier transformed ¢y, _ «
signal in the EXAFS method, where ¢,,_x(r) =

Z|‘;d F/r2 pw_x(r)&w_x(r — 1), contains the function &

with a maximum, which is independent of crysta
structure and temperature) and the pair-correlation
function py,_x(r). Thus, all the variations of the func-
tion ¢y, _x are due to the structure-dependent function
p. This pair-potential function is approximated by the
interaction of rigid spheres of the characteristic radius
I 1t isthen modified to allow for the weak flexibility
of skeleton—skeleton interaction of spheres and the
root-mean-square deviations of the ions in the rigid
sublattice. In the final form, the contribution from the
density function “mobile ion-immobile ion” has the
form of a narrow Gaussian. Thus, fitting EXAFS-data
in the model of an excluded volume, one obtains the
optimized values of r. and r,.. and some other param-
eters not discussed here. This provides the determina-
tion of the difference R between the experimental func-
tion ¢(r) and the model function ¢,,(r). Within the tem-
perature range of existence of the superionic phase, this
difference ranges from 0.6 to 2%.

Our method and the optimized values of r,. and I,
allow usto determine the shape of conduction channels
insuperionics. Thus, I, isthe distance from the center
of the face of symplectic tetrahedron of immobile ions
(Figs. 2a, 3a, and 4a) to the vertices of thisface, and if
I < I'iacer the allowed volumeis, in fact, asimply con-
nected domain. At the optimized values ro, = 2.723 A
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and r,. = 2.676 A, the allowed volume in B-Agl at the
temperature of 20°C [1] consists of isolated domains
(Fig. 2b) and we observed the conventional ionic con-
ductivity (if the condition rq, = e Was fulfilled, the
conduction channels would have had the shape shown
in Fig. 2¢). In a-Agl at 198°C, we haver,, = 2.682 A
and ry,e = 2.736 A and the rel ation between r ., and r e
is opposite to that for B-Agl. In this case, the conduc-
tion channels penetrate the whole electrolyte volume
(Fig. 3c) and superionic conduction takes place. If
lee = lacer the allowed volume consists of isolated
domains shown in Fig. 3b.

Our method allows the interpretation of the ionic
conduction in the low-temperature phase y-Agl with
the sphalerite structure. The conductivity is close to
conductivity in B-Agl. In al the three phases, the silver
ion has tetrahedral environment and the Ag- distances
differ by lessthan 0.02 A. Assuming that ther . values
for the y and the [3 phases, stable at |ower temperatures,
are egual, we arrive at isolated domains (see Figs. 2b,
4b). In the a-Cul superionic with the same fcc anionic
sublattice, the optimized values . = 2.44 A and re. =
2.53 A at the temperature of 470°C lead to anet of con-
duction channels (see Fig. 4c) [10].

In Figs. 2b, 2c, 3b, 3c, 4b, and 4c we used the opti-
mized values of r. and ry,.. and the rigid spheres. The
next natural step is to admit that the spheres are not
quite rigid and the root-mean-sguare deviations. These
two factors affect the shape of the conduction channels.

The density of mobileionsisusualy represented as
the approximation of a step function by the error func-
tion [10].

If anion of therigid sublattice is located at the ori-
gin, the one-center ion density isrelated to the potential
by the Boltzmann relationship p(r) = pyexp[-V(r)/kgT].
In the improved model [10], the one-center ion density
isgiven by

/ L —erfc(X)/2, 1>rg,
r =
PIIPo = D txyi, rer,.,

where X? = (r — r0)?*/(2€?) and r . and € are the model
parameters. The multicenter density is obtained if one
takesinto account the effect of the nearest ionsfrom the
rigid sublattice [10]. The calculation of the function p
shows that, first, the densities of mobile ions are local-
ized at the potential minimain the vicinity of the verti-
ces of the Voronoi—Dirichlet polyhedron and later
merge into a net of conduction channels around the
Voronoi-Dirichlet polyhedron (wraps it). Figures 2d,
3d, and 4d show the surfaces of the density of mobile
ions corresponding to minimum of this function, which
provides the connectedness over the whole electrolyte
volume, i.e., the formation of the walls of the conduc-
tion channels.
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Fig. 5. Equipotential surfaces of Ag* motioninAgl. (a) Localization of the averaged Ag" density in the vicinity of tetrahedral posi-
tions at the potential energy lower than E,. (b) Merging of the averaged density into a net of conduction channels with an increase
of the potential energy to values higher than E,. (c, d) Enlarging of the domains of motion for mobile ionswith afurther increase of

the potential energy.

If one assumes that Figs. 3d and 4d really represent
the regions of migration of mobile ions along the con-
duction-channel wallsin a-Agl or a-Cul, then the dis-
crepancies between the structural models become more
understandable. In a-Agl, the regions of ion migration
closely wrap the tetrahedral positions, but do not inter-
sect them. These regions are extended in accordance
with the model of displaced equilibrium positions [7].
In a-Cul, the conduction-channel walls wrap the tetra-
hedral positions and are located in the vicinity of the
equilibrium positions displaced along [111[] as was
predicted by Buhrer and Halg [11].
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CONDUCTION-CHANNEL WALLS AS REGIONS
OF ION MOTION

Thefact that conduction-channel walls play therole
of regions of ion migration is confirmed by the calcula-
tions of the dynamical characteristics of Agl [5] and the
interionic potential in a-Agl [12]. Figure 5 shows the
surfaces of the interionic potential in Agl providing the
motion of silver ion. The interionic potential is mod-
eled as a parametric superposition of a lattice sum of
the Lennard—-Jones iodine-silver interaction potentials
and the potential of auniform charge distribution of sil-
ver ions acting inside a unit cell. The parameters of the
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Fig. 6. Symmetry rules for the allowed trgjectories of a
mobile Cu*-ionin a-Cul.

three-dimensional interionic potential are sought by
optimization by the least squares method performed in
a way to approach the one-dimensional effective
iodine-silver potential in the modified EXAFS-method
[13] independent of any restrictions imposed by struc-
tural models, in particular, the model of excluded vol-
ume. Calculation of the interionic potential is consid-
ered in detail elsewhere[14].

For energies lower than the activation energy E, =

0.1eV [1], theregions of Ag* migration are anisotropic
and localized.

For energies close to E, the narrowest sites
(Fig. 5b) coincide with the h-positions; the b-positions
are first avoided but, at higher energies, are then filled
with ions (Fig. 5c). At high energy values, there are no
special positions for ion migration: the surface in
Fig. 5d consists of externa sections of intersecting
spheres in the body-centered cubic lattice. Since the
density of mobileionsisrelated to the potentia by the
Boltzmann relationship (p(r) = poexp[-V(r)/kgT]), the
surfaces shown in Figs. 5a-5d correspond to the sur-
faces arranged in the order of decreasing density. For
energies close to E,, the motion regions first become
larger (Fig. 5a) and, with the further energy increase,
they merge and form a net of conduction channels
(Fig. 5b).

Interms of thetheory of absolute reaction rates[15],
the set of equipotential surfaces (Fig. 5) specifies the
transition to the superionic state characterized by min-
imum energy. The crystallochemical “wrapping” shape
(Fig. 5b) corresponds to the saddle point on a multidi-
mensional potential surface.

Theminimum-energy path isapath in abcc unit cell
along which a silver ion moves without friction from
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one tetrahedral equilibrium position to another via a
saddle point in the vicinity of a trigonal position. In
other words, this path provides the transition of the sys-
tem into the superionic state with the minimum energy
loss. It isworth noting that the surfacesin Figs. 1d, 3d,
and 5b obtained by different reasonings lead to the
same picture of mobile-ion motion and show an impor-
tant role of conduction-channel walls, which are, in
fact, the motion regions related to the Voronoi—
Dirichlet polyhedra.

SYMMETRY RULES AND MOTION REGIONS
FOR MOBILE IONS IN a-CUI

Structural studies of the superionics with the rigid
fcc sublattice with anionic and cationic conductivity
show that the octahedral position is not occupied.
Mobileions only migrate in the vicinity of thisposition
[16], but do not enter it (Fig. 4d). Within the framework
of the model of excluded volume, this conclusion
seems to be quite surprising because, from the crystal-
lographic standpoint, the octahedral position is the
most favorable.

We consider this situation on an example of a-Cul
with the invocation of the second-order Jahn—Teller
effect [17], successfully used earlier on a-Agl [5].

Let us single out a tetrahedral and an octahedral
fragments sharing the face (Fig. 6). Being alternately
located at the centers of the faces of these polyhedra, a
mobile Cu* ion forms the [Cul,]*~ and [Cul,]>~ local
clusters. It isknown from the theory of ligand fieldsthat
tetrahedral and octahedral complexes with Teligands
have higher filled and lower empty energy levels with
the symmetries I'yqyo = 1, and T' gmo = @, for [Cul, 13-
and T'ypwo = €y and T gy = ty, for [Culg]*~. The sym-
metry rules I'ypyo U T' gmo U I'g [17] define the possi-
ble types of the symmetry I'q for the oscillatory coordi-
nate, along which the tetrahedron (with t, O a;, = T,)
and octahedron (with e, O t;, 0 T;,) are distorted as a
result of the spontaneous process. Possible distortions
of the tetrahedron and octahedron in the oscillatory
coordinatesfor the T, and T,,, symmetries are shown in
Fig. 6. It is seen that the displacements of copper and
iodineions are correlated and that their point group C,y
is preserved irrespectively of distortion of local clus-
ters.

If one assumes that the transient state is imple-
mented at the center of the octahedral void, the follow-
ing contradiction arises. A degenerate oscillation mode
T,, corresponds to severa alowed paths from the ini-
tial tetrahedral position to the free ones; this is seen
from Fig. 4d. However, to each transient state there cor-
responds only one path: “asaddle can only connect two
valleys’ [17]. Hence, the transient state corresponds to
lowering of the octahedral symmetry to the C,,. The
same symmetry is possessed by the local ionic config-
uration at conventional (not extremum) points on the
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ion paths (Fig. 6). According to the symmetry rules
[17], this oscillation mode is completely symmetric. It
follows from the table for irreducibl e representations of
the C,y, group that the T, representation becomes fully
symmetric. This exhausts the consideration of alowed
ion paths.
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Abstract—The structural dissymmetry of crystals with coordinated groups of atoms performing some motion
inthe crystal is described in terms of the theory of hindered molecular motion based on the dynamic principles
of invariance for the extended angular jump model. The spontaneous break of the symmetry in the ordered
ammonium chloride phase is discussed with the invocation of the proton-relaxation data © 2001 MAIK
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INTRODUCTION

Electromagnetic and neutron diffraction spec-
troscopies are widely used for experimental studying
hindered molecular motion in condensed media. Usu-
ally, the results obtained are interpreted in terms of the
geometric principles of the invariance of the autocorre-
lation-function of lattice variables [1-7]. A consider-
able progress in the theories of decelerated molecular
motion for crystals was attained due to the description
of the motion symmetry with the aid of the finite groups
of rotation [4-7]. The theory [8], which takes into
account for the effect of the crystalline environment on
the hindered molecular motion was developed with the
use of the dynamic principles of invariance. The
present study was undertaken with the aim to apply the
theory [8] to the quantitative description of the sponta-
neous symmetry break in molecular and ionic—molecu-
lar crystals.

THE DYNAMIC SYMMETRY OF THE HINDERED
MOLECULAR MOTION

In liquids and solids isolated from the effect of any
external factors, most of the molecules, their ions, and
fragments are mainly in the ground electronic, vibra-
tion, and rotational states. For a molecule with several
configurational equilibrium states separated by infi-
nitely high energy barriers, the classical probability to
escape from the potential well is zero and the ground
state of this molecule is degenerate. The degeneracy
multiplicity equals the number of equilibrium molecu-
lar configurations, which is equal to the order o of the
abstract (geometric) point symmetry group G, which
describes the molecule motion [9-12]. If some of the
molecule configurations are equivalent, the degeneracy
is partly lifted. For nonequivalent molecular configura-
tions, the degeneracy is completely lifted. The splitting
value depends on the potential-well depth and the iner-
tia of the molecule.

Within the framework of the theory of representa-
tions, the symmetry groups, each irreducible represen-
tation I, of the group G of molecular motion can be
brought in correspondence to a “hindered state” of the
molecule. Since the classical motion is described by
scalar perturbation operators not leading to the mixing
of molecular states of different symmetries at mechan-
ica interchange of the nuclei, these states are the
motion invariants. Then, the statistical weight (proba
bility) of the hindered state is equal to a fraction of the
molecular quantity transforming according to the given
irreducible representation. Neglecting the effect of
nuclear spin isomerism at temperatures not too low
(T > 40 K), we a'so neglect the symmetry of the nuclear
spin states (i.e., the statistical nuclear weight) [11];
thus, the weight of a certain state [d| equals the dimen-
sion , of theirreducible representation corresponding
to this state [12]. Then the total weight of all the states
equals the weight of the reducible (at the point group)
representation DV’ of the rank v of the continuous sym-
metry group O3* of the three-dimensional rotation

S he =20+ 1, (D

whereas the weight g of the state [, v| normalized
to unity equals

O = Pal(29 + 1) = Xoe/(2v + 1), )

Yo =1, 3

where X, isthe character of the identity element.

Evidently, the above reasoning holds only if the
order of the symmetry group of the molecule position
isnot lower than the order of the symmetry group of the
molecule motion. Usually, such a situation takes place
for liquids and the plastic phases of molecular crystals.
In the ordered phase of molecular crystals, the symme-
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try of the molecule position can be lower than the sym-
metry of hindered molecular motion. As a result, the
symmetry of the motion is distorted. In accordance
with the Neumann principle [13], this phenomenon is
called the symmetry break or dissymmetrization. In
terms of the group theory, the break of the motion sym-
metry by the “position symmetry” can be identified
with the deformation of the space of representations.
Thedistortion of the abstract point symmetry group can
be taken into account by attributing to the weights

g the values of the current parameters, which, in gen-

eral, can vary within therange0 < qév) < 1.Atthesame

time, the individual events of molecular motion are
brought into correspondence with the symmetry ele-
ments and the characters of the representations of the
initial (undistorted) group G. Asaresult, the magnitude

and the sign of the deviations of the weights g from

their values calculated by Eq. (2) provide the allowance
for the effect of the symmetry of position on the trans-
formation properties of the basis functions of the group
of motion and, thus, also on the transformation proper-
ties of molecular quantities usually represented in the
form of expansionsin their basis functions.

According to Wigner [14], the above properties of
the symmetry of hindered molecular motion can be
interpreted as the manifestation of a natural law of
invariance of the molecular motion related to the sym-
metry of the molecule interaction with its environment.
Thus, the symmetry group of molecular motion in the
deformed configurational space can be called the
dynamic point symmetry group and the normalized

weights g’ of the irreducible representations, the

dynamic weights of the hindered states. In the limiting
case of the undistorted geometry, the dynamic weights

qf,v) are specified by Egs. (2) (i.e., they are equal to the
weights of irreducible representations of the abstract
point symmetry group). In other words, they acquire
the physical sense of the statistical weights of hindered

states.

ORIENTATIONAL AUTOCORRELATION
FUNCTIONS

In molecular spectroscopy, the theoretical interpre-
tation of the experimental datais made in terms of the
calculated autocorrelation functions of the unit spheri-
cal tensors, whose explicit form is specified by the
model of the random local molecular motion. It was
found that for liquids, a sufficiently adequate model is
that of rotational diffusion[2, 3, 15]. In solids, molecu-
lar motion is usually represented in the form of angular
jumps of rigid molecules over the fixed orientational
equilibrium states (the so-called model of fixed angular
jumps) [5, 6, 16]. Taking into account that many phys-
ical characteristics of molecular liquids are similar to
those of molecular solids, one could expect that in the

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001

445

limiting case of transition from solidsto liquidsthe the-
ories of hindered molecular motion would have given
identical results. However, all the aternative models
proved to be mutually exclusive.

This situation gave an impetus to development of a
certain intermediate model of the local molecular
motion [4]. Because of the ordered local environment
of molecules in condensed media, the stable orienta-
tions of molecules (and, hence, of the molecular vec-
tors) are fixed. The thermal perturbations with the
energy insufficient for overcoming the free rotation
barrier “spread” the vector orientations within the
potential wells produced by the crystaline field of the
environment. An event of molecular motion is consid-
ered as having taken placeif at least one of the vectors
had passed from one potential well to another. If the
vector reorientation brought a molecule into coinci-
dence with itself, the transformation is called the iden-
tical transformation. Since the model combinesthedis-
creteness of the rotation angles and the continuity of the
admitted angular equilibrium states, it is given the
name of the extended angular-jump model [8]. The
model of therotational diffusion inthe potential field of
the environment in the crystal seems to be a modified
version of the above model [7].

The solution of the statistical problem of hindered
molecular motion within the framework of the
extended angular jJump model isgivenin [8]. For single
crystals, the autocorrelation function of the spherical
unit tensors is expressed in the analytical form asalin-

ear combination of the exponents exp %—Ti% with the
a

coefficient dependent on the polar, 8, and the azi-
muthal, €, angles of the orientation of the principal
symmetry axis of the moleculein the axially symmetric
laboratory system of coordinates:

(V)(q(\‘) T €, e,t)

(V) 4(V) “

2v +1
alin(e) cos” Bexp i

4am qu

a=1l=

where 1, are the symmetrized correlation times. The
superscript v and subscript mindicate the rank and the
ordinal number of the autocorrel ation-function compo-
nent sought; the subscripts a and | indicate the ordinal
numbers of the irreducible representation I', of the
point group G and of spherical-harmonic component

Y (g), in which the basic functions WS (g) are

expanded [17]. The values of the coefficients af]",)m(s)

calculated for some groups of cubic and hexagonal—
trigonal systems, wherev = 2, are givenin Table 1. For
polycrystals, Eq. (4) isreduced to the form

V V \Y t

T
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Table 1. Coefficients aff')m (¢) specifying the explicit form of the second-rank autocorrelation functionsfor the cubic and the

hexagonal-trigona systems

I 0 1 2
Crystallographic system €
m a=1
Cubic 3 0 (1/8)(1 + 3c0s?2s) | —(3/4)(1+ cos?2e) | (3/8)(3 + cos?2¢)
1 (1/4)(1 — cos?2¢) (1/2)(1 + cos?2¢) —(1/4)(3 + cos?2¢)
2 (1/16)(3 + cos?2s) | —(1/8)(1 + cos?2g) | (1/16)(3 + cos2¢)
0 0 12 -3/2 3/2
or 1 0 1 -1
2 2 14 -1/4 1/4
4 0 18 -3/4 9/8
1 v4 12 -3/4
2 3/16 -1/8 3/16
Hexagonal-trigonal € 0 3/8 -3/4 3/8
1 14 0 -4
2 1/16 3/8 1/16
I 0 1 2
Crystallographic system €
m a=2
Cubic 3 0 (1/4)(1 — cos?2¢) (1/2)(1 + cos?2g) —(1/4)(3 + cos?2¢)
1 (1/6)(1 — cos?2¢) —(1/3)(1 +cos?2s) | (1/6)(3 + cos?2e)
2 (1/24)(5-cos?2e) | (1/12)(1 + cos?2s) | —(1/24)(3 + cos’2e)
0 0 0 1 -1
or 1 0 -2/3 2/3
2 2 16 16 -1/6
4 0 v4 12 -3/4
1 1/6 -1/3 1/2
2 5/24 1/12 -1/8
Hexagonal-trigonal € 0 0 3/2 -3/2
1 1/4 -3/4 1
2 14 0 =14
Thetimes 1, are written as Contrary to the autocorrelation functions derived
B earlier [1-7], those given by Egs. (4) and (5) contain
T = Eﬂ. v z piXuH . ©) F:W r?ynamic parameters g ’—the dynamic weights of
0 i 0 e hindered states of a molecule. These parameters

where T is the average time between two subsequent
events of motion, p; are the probabilities of the occur-
rence of individual events, and X; and X,g are the char-
acters of the ith and the identity classes. The time 1
obeys the Arrhenius relationship [ 16]:

T = 1,exp(E,/RT), @

where E, isthe height of the energy barrier of activation
of hindered molecular motion averaged over the group
of motion and 1, is the average time between two suc-
cessive attempts of overcoming the barrier.

CRYSTALLOGRAPHY REPORTS Vol. 46

take into account the effect of the environment (the
position symmetry) upon the transformational proper-
ties of the molecular variable. In turn, the dynamic
weights qf}") in the autocorrelation functions alows

one to establish the position symmetry of the molecule
from the experimental values of these functions.

Figure 1 shows the amplitudes of the second-rank
autocorrelation functions K (q,, 8, t = 0) asafunction

of one of the dynamic weights q; = q(lz) and the polar

angle 6 for molecules whose motion is described by the
point symmetry, which is described either by the
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K 8,t=0)

Fig. 1. The dependence of the amplitudes of the second-rank autocorrelation functions ng) (g, 6, t=0) on the orientation angle 6

of the principal symmetry axis of the molecule in the axially symmetric laboratory coordinate system and the dynamic weight g
of thetwo-dimensional irreducible representation for the symmetry group of the hindered molecular motionin (&) thecubic (€ = T74)

and (b) the hexagonal—-trigonal (arbitrary €) systems.

groups of the cubic (Fig. 1a, € = 45°) or the hexagonal—
trigonal (Fig. 1b) systems. The variable g, corresponds
to the dynamic weight of the two-dimensional irreduc-
ible representation for the cubic groups or to one of the
two two-dimensional representations of the trigonal or
the hexagonal groups. The straight line paralel to 6-
axisin Fig. lacorrespondsto theisotropic amplitude of
the autocorrelation function for the dynamic weight
equal to the statistical weight g, = 0.4. If the position
symmetry deviates from the cubic symmetry (q, # 0.4),
the autocorrelation function becomes the anisotropic
second-rank function in full accordance with the Neu-
mann principle [13]. The tetragona and the trigonal
distortions of the position symmetry correspond to the
g;-valuesranging within0<q; <04and04<q; <1,
respectively. This conclusion follows from the compar-
ison between the characters of two second-rank irre-
versible representations of the cubic groups [10].

For the remaining symmetry groups describing the
motion of molecules, the amplitudes of the second-rank
autocorrelation functions are always anisotropic, but
the anisotropy of the amplitudes is independent of the
azimuthal angle €. The form of the anisotropy for the
hexagonal and the trigonal groups is illustrated by
Fig. 1b. For the sake of definiteness, the weight of the
identity representation is taken to be g, = 0.

STRUCTURAL DISSYMMETRY IN AMMONIUM
CHLORIDE

Ammonium chloride has the CsCl-type body-cen-
tered cubic structure. Below 242.9 K, the crystal isin
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the ordered phase. In this phase, the “hard” ammonium
ions perform alocal motion in the form of random rota-
tions, which, however, does not change the ordered
structure of the whole crystd; in other words, this ion
motion is described by the symmetry group of atetrahe-
dron, T. This motion modulates the magnetic interaction
between protons and, thus, providesthe efficient channel
for nuclear magnetic relaxation. Asthe distance between
the centers of the closest ions exceeds the interprotonic
distance inside the ions by afactor of 2.25, the intermo-
lecular contribution to the relaxation is small. Therefore,
one can assume that the relaxation occurs by the
intramolecular mechanism. The protonic magnetic
relaxation in a NH,Cl crystal in terms of the theory of
hindered molecular motion (used asthe basic onefor the
theory developed in our study) was discussed in [4].

In the case of the cubic symmetry of motion, it is
convenient to use the smplified expression for the
relaxation rate corresponding to the azimuthal angle
€ = 45° of the crystal orientation in the external axial
magnetic field to extract the data on the dynamics of the
hindered molecular motion. Within the Redfield theory
of nuclear magnetic relaxation [1], the calculated for-
mulafor the relaxation rate of the protonsin NH,Cl in
the rotating coordinate system has the form

27 4,2 _ (1—3cos0)’
o hb {qlr A

T = &y
1p ' 1+ (2001T1)2

2 4
+ 2qu21 + 2cos 0 —3cos 6}.

1+ (2(’01T2)2
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Table 2. Experimental and theoretical proton spin-lattice relaxation times T\ and T(l",;i”) determined at the minimum of
their temperature dependences for crystalline ammonium chloride

T(lmin) LS T(lrgin) LS
0, deg Vo, MHz - " B;, mT - " Dynamic weights
experimen experimen
pi 5% theory P:lOO v theory
0 14 2.78 2.76 3.26 170 0, =0.25
54 14 2.88 2.93 3.26 89 0,=0.73
20 14 2.85 2.88 3.26 100 101
Polycrystals 14 2.79 2.85 3.26 100 108
Polycrystals 14 161 53.6 53.3

Note: Theangles 8 = 0°, 54°, and 90° correspond to three main orientations, [1, 0, 0], [1, 1, 1], and [1, 1, O], of an NH,Cl single crystal in

a constant magnetic field.

This formula is obtained under the condition of slow
motion of NH; ions in the laboratory coordinate sys-

tem using Eq. (4) and the coefficients aﬁ’m (¢) for cubic
groups given in Table 1 for € = 1v4.

We used thefollowing standard rotation: w, = §B, is
the resonance frequency in the rotating coordinate sys-
tem, vy is the nuclear gyromagnetic ratio, % is Planck
constant, b is the interprotonic distance, and 0 is the
polar angle between the principal symmetry axis of the
NH,Cl cube and the induction vector of an externa
magnetic field. We also introduced the variables 1, 1,,
g,, and g, (0, = 1 — q;) to denote the correlation times
and the dynamic weights symmetrized according to the
two-dimensional E (for T, and q,) and the three-dimen-
siona F (for 1, and @,) irreducible representations of
the group T. Thetimes 1, (a = 1, 2) are related to the
average time 1 between two successive reorientations

of NHj -ions by Eq. (6), where the subscript i corre-
spondsto the E, C,, and C; classes of the point symme-
try group of atetrahedron [10].

Table 2 lists the values of the relaxation times and
dynamic weights, calculated by Eq. (8) along with the
experimental datagiven in [4] for the temperature min-
ima T, and T, in an NH,CI single crystal calculated
under the assumption that the symmetrized correlation
times are approximately equal, i.e., that 1, =1,=T1. The
calculations were performed by the following scheme:
first, the theoretical dynamic weights were calculated

from the experimental T{3" values for two different

orientations of the single crystal (Table 2). These values
areq; =0.25and g, = 0.73. Then these valueswere used

to calculate al the other T(lngi”) and T{™" values for a
single crystal and a polycrystal. Comparing the values
g, = 0.25< 0.4 and g, = 0.73 > 0.6 with the results of
the theory of hindered molecular motion with due

regard for the symmetry of thelocal motion of the coor-
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dinated groups, we made a conclusion on the tetragonal

distortion in the position symmetry of the NH} ionsin
the ordered phase of the NH,CI crystal.

Moreover, using Egs. (6) and (7), the tabulated val-
ues of the characters of the group of atetrahedron [10],
and the minimum values of the relaxation times for a
single crystal, it is possible to determine the probabili-
ties of the individual (for various classes) rotations.
These are p(E) = 0.083 (0.083), p(C;) = 0.697 (0.667),
and p(C,) = 0.22 (0.25) the probable classes for an
ideal tetrahedral symmetry of motion are given in
parentheses). Using Eq. (6), we can establish the quan-
titative relation between the symmetrized correlation
times 1, and the average time T between two successive

reorientations of the NH, - ion in the ordered NH,ClI
phase. We have t; = 0.961, and 1,=1.011. The latter

result justifies the above assumption on approximate
equality of symmetrized correlation timest, and T,.

CONCLUSIONS

In the course of editing this paper, publications on
the use of the theory of hindered molecular motion in
the description of the dielectric spectra[18] and exper-
imental line broadening in the Raman, the Rayleigh
scattering, and the IR [19, 20] spectra of molecular
crystals and liquids had appeared. Of course, these are
only some of the possible useful applications of the the-
ory, which takes into account the dynamic properties of
the symmetry and hindered molecular motion. The
method of determination of the dynamic group and the
group proper can be used in numerous cases. Theintro-
duction of hindered states classified by irreducible rep-
resentations for the classical molecular motion pro-
vides an exhaustive description of the effect of hindered
molecular motion on the molecular variables, which, in
turn, opens new information possibilities of the spec-
troscopic techniques. The use of the dynamic principles
of invariance instead of the geometric ones in the con-
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densed matter physics can also be useful for developing
a unified theoretical approach for studying not only
hindered molecular motion but aso tunnel transitions
and proton exchange in such transitions.
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Abstract—The elastic properties of beryllium-antanum hexaaluminate, BeLaAl;09 (Sp. gr. P6;/mmc), a
new crystal from the family of hexagonal aluminates, have been studied. The vel ocities of elastic-wave propa
gation in the crystals are measured by a new acoustooptic interference method. The values of all the indepen-
dent components of elastic-constant tensor are determined and used to cal culate a number of dynamic param-
eters of the crystal such as the Young's and shear moduli, the modulus of volume elasticity, Poisson’s ratio as
well asthe Debye temperature and specific heat. The data obtained are compared with the same parameters for
the well-known magnesi um- antanum hexaal uminate MgLaAl 104g laser crystals. It is shown that the dynamic
properties of the BeLaAl;,0,4 crystal are closeto those of MgLaAl ;10,4 and are apromising matrix for design-
ing new laser media.© 2001 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

A crystal of beryllium—antanum hexaaluminate
of the composition BelaAl;;0,9 belongs to multi-
component oxide systems with complex crystal struc-
tures. Several types of aluminates, which crystallize
in the hexagonal system, are known. Their structural
motif consists of spinel-like blocks formed by oxy-
gen ions and aluminium, magnesium and some other
cations. The sizes of such blocks are different in dif-
ferent hexaaluminates. The nature and properties of
the layers located between these blocks are also dif-
ferent [1].

Hexagonal aluminates were first used as crystalline
matrices for luminophors. Such luminophors were
characterized by ahigh efficiency and thermal and radi-
ative stability. In recent years, interest in these com-
pounds have increased again in connection with their
possible use as active media for multifunctional solid-
state laser-radiation sources [1-5]. The hexaaluminate
lattice allows the activation of crystals by substituting
lantanum by ionswith the f-shell configuration (Nd, Er,
Ho, etc.) and aluminium by ions with d-shell configu-
ration (Cr, Ti, Ni, et al.). Thus, it is possible to design
laser mediathat can be used in different spectral ranges.
Today, the most interesting laser characteristics are
obtained in crystals with trivalent neodymium ions

introduced into the crystal lattice of MgLaAl,;,0,4 and
SrLaAl;09[5]. A number of laser parameters of these
media make them comparable with the well-known
laser crystals such as yttrium auminium garnet
Y ;Al;04,: Nd and yttrium aluminate YAIO;: Nd.

Beryllium-antanum hexaaluminate, Bel.aAl;,0,g,
is isostructural to the well-known magnesium-an-
tanum hexaaluminate laser crystal MgLaAl;0,9 from
the hexagonal—aluminate family. The crystal lattice of
Bel aAl;;,044 provides the activation with al the transi-
tion-metal ions [6]. A detailed study of the beryllium—
lantanum hexaaluminate would provide more detailed
information on its physical properties necessary for its
use as an active medium for solid-state |asers.

Below, we describe the study of elastic properties of
Bel aAl;;044 crystals and compare them with the anal-
ogous properties of MgLaAl;;0,4. The values of all the
fiveindependent components ¢, of the el astic-constant
tensor are determined and used to cal culate anumber of
dynamic and thermal parameters of the crystal such as
the shear modulus, the Debye temperature, and the spe-
cific heat. The studies of the elastic and thermal param-
etersof aBel aAl;0,4 crystal show that thiscrystal can
be a promising matrix for designing multifunctional
laser media.
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CRYSTAL SYNTHESIS AND GROWTH

Czochralski-grown beryllium-antanum hexaalu-
minate crystals were obtained in iridium crucibleson a
crystal growth apparatus with induction heating. Both
Bel aAl;;0;9and MgLaAl ;0,9 compounds are crystal -
lized in the magnetoplumbite PbFe,;, 0,4 Structure type
of the hexagona system (sp. gr. P6;/mmc, Z = 2).
The unit-cell parameters of both crystals are close: a =
554 A, ¢ =21.95 A for BeLaAl,;0,y and a=5.58 A,
c=21.99 A for MgLaAl;Oy.

The highest growth rate is observed aong the [100]
direction. The best crystals BeLaAl,;0,, with a high
optical quality were obtained at arate of 0.5 mm/hinan
argon atmosphere. However, the crystals had a perfect
cleavage in the (001) plane. According to the differen-
tial thermal analysis(DTA) data, the BeLaAl;;0,4 Crys-
tals melt incongruently at atemperature of 1850°C [6].

The crystal density was measured by the method of
hydrostatic weighting. The density determined at room
temperature was 4.17 g/cm?; i.e, it was dlightly lower
than for MgLaAl;;0,4 (4.26 g/cm?3).

ELASTIC CONSTANTS OF HEXAGONAL
ALUMINATES

The most important crystal parameters are elastic
constants, which can be measured both under isother-
mal or adiabatic conditions [7]. Asis well known, the
adiabatic conditions are fulfilled for dynamic methods
of measurements, which seem to be attractive since
they provide the excitation of sonic vibrationsin crys-
tals. The record of these vibrations can be best demon-
strated with the aid of a light diffraction from vibra-
tions. We should like to emphasi ze that the elastic con-
stants can be measured either in a constant electric field
or at constant electric induction, which is of great
importance for piezoelectric crystals. Since a
Bel aAl,0y crystal is centrosymmetric and, thus, has
no piezoel ectric effect, its elastic constants ¢y are mea-
sured in aconstant electric field.

Elastic constants of a crysta measured by a
dynamic method are determined from the condition of
propagation in this crystal of plane elastic waves with
the wave vector k and the angular frequency Q [7, 8].
The equation of propagation of these wavesin an aniso-
tropic medium of the density p is described by the
Christoffel equation

(rik_pv[zi,j,k]éik)uk =0, (1)

where I, = ¢;yn;n is the Christoffel tensor, ¢ are the
components of the eastic-constant tensor, n; are the
components of the unit vector of the wave normal,
Vii,j, i 1Sthe phase vel ocity for the elastic wave with the
wave normal n =i, j, k], & is Kronecker tensor, and u,
are the components of the displacement vector.
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According to the Neumann principle, there are only
five independent nonzero components of the elastic-
constant tensor ¢;; 4 = Gy, Of hexagonal crystals [8]:

Cas = Cs5;  Cpp = Coy;

Cy1 = Cx»; Caa;

C13 = Cy3 = C3 = Cx
and 2¢ = C;; — Cys.
Therefore, the components of the Christoffel tensor
aretransformed as

_ 2 2 2 _
IM11 = CyyN1 + CesNy + CssN3, 33 = (C3+ Cs5) Ny N3,

_ 2 2 2 _
22 = CegN + CoNy + CyyNg, o3 = (Cpz + Cyy) NpN3,(2)

_ 2 2 2 _
I35 = CssNy + CyyNy + Cx3N3, 35 = (Cp + Co5) Ny,

In the Cartesian coordinate system of ahexagonal crys-
tal, we have n, = sinBcosd; n, = sinBsind; Ny = cosO,
and 6 and ¢ angles are measured from the z- and x-axes,
respectively.

In accordance with Egs. (1) and (2), measuring the
velocities of the longitudinal and transverse eastic
waves propagating al ong the crystallographic [100] and
[001] axes, one can determine the tensor components
Ces» Css» C33, Cp0, @N C;;. Measuring the velocity of the
[010]-polarized shear wave propagating along the
[101]-direction, one can determine the c,;-component

Ciz = V2{[4A—(Cyy + Cg3+ 2Cyy)] 2
172 ®)

—(Cuy— 033)2} —Cu,

where A, = pv[2101] and vy, is the velocity of a shear
wave.

MEASUREMENTS OF ELASTIC-WAVE
VELOCITIES

Velocities of elastic waves propagating in crystals
were measured by specially developed acoustooptical
interference method [9] based on the “long pulse
method” [7]. The method provides the measurement of
asound velocity with an accuracy of 1 m/s. The essence
of the method reduces to the observation of two super-
imposing sound pulses—a pulse reflected from the
front face of the specimen and the pulse reflected from
the back face (i.e., passed an additional distance equal
to double length of a specimen, 2L). If these two pulses
arein phase, theinterference maximumisformed. This
means that there are integral number of acoustic waves
within the specimen length L. With the change of the
sound frequency, this situation is periodically repeated.
Thus, knowing the number N of maximawithin the fre-
quency range Af from the first maximum at the fre-
guency f, to Nth maximum at the frequency fy (Af =fy -
f,), one can readily find the sound velocity v in a
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Table 1. The velocity of propagation of elastic wavesin BeLaAl;;0,4 and MgLaAl, ;0,4 crystalsat 300 K

- Velocity of elastic waves, 10° m/s
Direction of wave
Crystd propagation/polarization of type of wave Error, %
transverse wave, [abc]/[abc] —
longitudinal transverse

BeLaAl};0q9 [100]/[001] 10.073 5.206 01

[010]/[100] 10.086 5.679 0.1

[001]/[010] 8.859 5.209 0.1

MgLaAl;0;9 [100]/[001] 9.924 5.161 0.1

[010]/[100] 9.924 5.468 0.1

[001]/[010] 8.753 5.160 0.1
medium: The experimenta data in Table 1 confirm the Neu-
mann principle[8], according to which the el astic prop-
v = 2LAf/N. (4)  erties should be equivalent in all the planes normal to

In the above method, the sound vibrations are
excited in a buffer consisting of a specimen made of a
transparent material, which is in an acoustic contact
with the crystal under study. It isin this buffer that the
superposition and interference of two reflected pulses
take place. The interference is recorded by the optical
method: anarrow laser beam is transmitted through the
buffer and the beam diffracted from ultrasound is
observed. The maxima of the light diffraction corre-
spond to the interference acoustic maxima. To provide
a high quality of the recorded diffraction maxima, the
buffer specimen was prepared from a material of high
acoustooptical quality, which allowsthe efficient obser-
vance of light diffraction from elastic vibrations. Thus,
the basic concept of the method consist in the follow-
ing. Considering the light diffraction from the overlap-
ping pulses in the buffer, one establish the condition of
their interference and determines the frequencies at
which this phenomenon takes place. The sound veloc-
ity is measured by this method with a rather high accu-
racy and, under a certain condition, reaches a value of
Av/v ~ 1074-107.

In the experiment, the buffer length and the position
of the light beam should be chosen in such a way that
the interfering pulses are located within the spacing
between the spurious reflections in the buffer. To meet
this condition, the buffer length should exceed the crys-
tal length. In our case, the measurements were made on
10-mm-long crystals, with the buffer being 30-mm-
long fused-quartz specimens. The measuring circuit
was similar to that considered in [9]. The velocities of
elastic-wave propagation at the frequencies of 30—
150 MHz were measured with an accuracy not worse
than 0.1%.

The measured values of the velocities of elastic-
wave propagation aong various directions in a
Bel.aAl,Oy4 crystal are shown in Table 1. For compar-
ison, Table 1 also shows the velacities measured by the
same method in MgLaAl,04.
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the sixfold axes. Thus, the wave velocities are indepen-
dent of the propagation direction in the plane normal to
the sixfold axis. Indeed, it is easy to see that the veloc-
ities of elastic waves in the [100] and [010] direction
differ by less than 10% both in BelLaAl;0;9 and
MgLaAl;Oy crystals.

ELASTIC CONSTANTS OF BelLaAl;0;q
CRYSTALS AND CAUCHY RELATIONS

The components of the elastic-constant tensor ¢,
for BeLaAl;;0;9 and MgLaAl;,O4 crystals, calculated
by experimental velocities of elastic vibrations and
Egs. (2) and (3), are given in Table 2. The components
of the elastic-compliance tensor s,,, for these crystals
are determined using the well-known formula relating
the tensors €Sy, = Ony, [8] (Table 3).

According to the dynamical theory of crystal lattices
[10, 11], the elastic constant tensor C;; ;y = Cqy, IS Sym-
metric with respect to all theindicesif the atomic inter-
actions for centrosymmetrical crystals are described in
terms of the central forces (i.e., the forces acting along
straight line between the neighboring atoms), whereas
the elastic stresses give no rise to any interna strains.
This leads to the additional relationships between the
components, the so-called Cauchy relations [10]:

Ci4 = Csg,

®)

Ci» = Cgss  Ci3 = Cs5; Cp3 = Cyys

Cos = Cyg, Cz6 = Cys.

The Cauchy relations actualy reflect the noncentral
character of the atomic interactionsin crystals.

For hexagonal crystals, the Cauchy relations yield
C;z = Gy and ¢, = C. However, since in hexagonal
crystals ¢,; — C;, = 2Cq, the latter relation is trans-
formed to the form ¢, = 3¢,,. Thus, in hexagona crys-
tals similar to BeL. aAl,;0,4 and MgLaAl;0,4, the ful-
fillment of Eq. (5) signified that only two components
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of the el astic-constant tensor remain independent. Then
the Cauchy relations take the form

Cuy = 3Cp and Cp3 = Cy. (6)

Table 2 shows that the components c,5, C,4 and 3¢,,,
C,; in a BelLaAl;0y4 crystal differ by less than 10%.
For aMgLaAl,;,0,4 crysta, c,; and c,, differ by about
10%, and 3c,, and ¢,;, by about 20%. These data lead
to a concluson that the Cauchy relations for
MgLaAl,,0,, crystas are fulfilled slightly worse than
for BeLaAl,;0,4. Taking into account that both crystals
have a center of inversion, one can state that the atomic
interactions are of amore pronounced central character
for BeLaAl;0;4 than for MgLaAl;;04,.

It should be emphasized that to provide the stability
of crystal lattice the deformation energy should be pos-
itive [11]. This condition imposes some additional
restrictions on the relations between the elastic-con-
stant components. Thus, for hexagonal BelLaAl;;0;q
and MgLaAl;,0,4 aluminates, we obtain the additional
inequalities

C11>Cpp; €y >0, (Cpp+Cyy)Cag>2¢T,.

It is easy to see that these inequalities are fulfilled
rather well. This means that in terms of lattice dynam-
ics both crystals are stable.

FACTOR OF ELASTIC ANISOTROPY

Thefactor of elastic anisotropy A,,, isanother essen-
tial characteristic of elastic properties of a crystaline
media [11, 12]. This parameter is very important for
studying phonon focusing in anisotropic media.
Because of the specific role of the [001] direction in
hexagonal crystals, there are two anisotropy factors—
A, in the plane of the sixfold axis and A, in the plane
normal to sixfold axis[12].

Ap = 2C4/(Cs3—C13), Ay = 2Ca/(Cry—Cpp). (7)

Using the components of the elastic constant tensor
from Table 2, we obtain the following elastic anisot-
ropy factors:

A, =1.035 and A, = 0.84 for BeLaAl;;0,,,

One can see that the anisotropy factors are close to
unit in both crystals. Thus, we can state that the elastic
properties of BelLaAl;0;9 and MgLaAl;;0;4 alow us
to consider these crystals as elastoisotropic media.

DEBYE TEMPERATURE, ELASTICITY
MODULUS AND SPECIFIC HEAT

The components of the elastic-constant tensor listed
in Table 2 make it possible to calculate the Debye tem-
perature T, [10, 11, 13] for BelLaAl;;0,4 and
MgLaAl;;, 044 crystals, which isvery important because
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Table 2. Components of elastic-constant tensor c,,, for
BeLaAl;;0,9 and MgLaAl,;0,4 crystals at 300 K

Components of elastic-constant
Crystal tensor, Cyy,, 101 N/m?
Ci1 | C3 | Cas | G | C12 | Cu3
BelLaAl;;0;¢ |4.235| 327 [1.13 |1.345|1.54 |1.088
MgLaAl;;0;9 |4.196| 3.26 |1.135|1.275| 1.647 | 1.025

Table 3. Components of elastic-compliance tensor s,,, for
BeLaAl; ;0,9 and MgLaAl, ;0,4 crystals at 300 K

Components of elastic-compliance
tensor, Sy, 101t m?/N
S11 Sz3 Su4 Se6 S12 S13

BeLaAl,,050] 0.389 | 0.35 | 0.885 | 0.746 |-0.087|-0.066
MgLaAl;0y| 0.215 | 0.345 | 0.88 | 0.746 |-0.099|—0.097

Crystal

it allows the determination of the maximum frequency
v, of vibration spectrum of the crystal and specific heat
of itslattice, c,.

According to the dynamical theory [10, 11], the
vibration spectrum of a crystal is determined by the
sum of the contributions of all the types of elastic waves
whose velocities depend on the directions of their
propagation. Therefore, to determine the total number
of vibrations, one has to sum them over all the direc-
tions of wave propagation. This is reflected in the fol-
lowing expression for the characteristic Debye temper-
ature Ty, [11]:

To = (h/kg)v,, = h/kg(9N/4TV)*?

|:| D—1/3 (8)
ngUnf+auwﬂdme ,
|

where h and kg are Planck and Boltzmann constants,
respectively; v, isthe phonon frequency; N is the num-
ber of atoms; V isthe crystal volume; dQ is an element
of thesolid angle; and v, and v; arethelongitudinal and
transverse velocities of the elastic wave, respectively.

Substituting the elastic-wave velocities in Eq. (8)
with the corresponding elastic constants according to
Christoffel Eq. (2), one can determine T, by direct
numerical integration. There are several simple meth-
odsfor calculating the Debye temperature, of which the
most efficient is the simplification of Eg. (8) by elimi-
nating integration. For any anisotropic crystal, the
dependence of T, on the velocity spectrum may be
modified by introducing the average isotropic velocity
Vi [14]:

Vi = AW 21T O
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Table 4. Dynamic parameters of BeLaAl; ;0,9 and MgLaAl,;0,, crystals at 300 K

; ; Volumee agticity Shear Young's ; , -
Crysl Average elastic-wave velocity, 10° m/s modulus modulus modulus Poisson’sratio
Vil Vi Vi K, 101t N/m? | G, 10 N/m? | E, 10! N/m? M
BelLaAl;;04g 9.12 5.48 6.06 2.08 1.25 3.05 0.22
MgLaAl;;049 9.00 5.40 5.97 2.08 124 3.03 0.22

where v, and v,,; are the isotropic velocities of longi-
tudinal and transverse elastic waves, respectively. This
transformation can be made rigorously for crystals in
which the elastic wave velocity either dlightly depends
on the propagation direction or isindependent of it, i.e.,
for elastoisotropic media. In this approximation, the
expression for the Debye temperature is written in the
form

Tp = hikg(3pNp/aTM)Pv ., (10)
where p is the number of atoms per material molecule,
N isAvogadro’s number, and M isthe molecular weight
in grams.

The values of the isotropic velocitiesin an anisotro-
pic medium are readily determined from elastic con-
stants ¢,,,, averaged over all the possible crystal orienta-
tions and eastic compliances s,,, by the Hill method
[13]. Thus, an anisotropic crystal is considered as an
elastoisotropic material, and the averaged c,,, and s,
values are used to determine its elastic parameters, i.e.,
the shear modulus G, the modulus of volume easticity K,
Young's modulus E, and Poisson’s ratio p [13-15].
This method of Ty, determination for BeLaAl,;,0,4 and
MgLaAl,Oq4 crystalsis quite reliable, since the elastic
anisotropy parameters of these crystals are close to
unity.

The averaged values of the elastic moduli (the shear
modulus, the modulus of volume elasticity, Young's
modulus, and Poisson’s ratio), isotropic velocities, and
the Debye temperatures for BelLaAl;;0O,q and
MgLaAl,,0y4 crystals calculated by this method are
listed in Tables 4 and 5. The Debye temperatures for
both crystals (Table 5) show that the maximum fre-
guency of the phonon spectrum for the BeLaAl;;04q
Vi, = 665 cm is dightly higher than for MgLaAl;;,0;4
(V=595 cm™).

Table 5. Thermodynamic parameters of BeLaAl,;0,y and

Densit Heat con- Debye | Specific
Crystal /crr){é ductivity, A, |temperature,| heat, c,,
PO wimdeg) | To K | J(g deg)
BelLaAl10y9| 4.17 - 860 05
MgLaAl 1Oy 4.26 14 845 0.67
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The dynamical theory of the crystal lattice also reli-
ably describes the specific heat for simple compounds
[11, 14]. In the low temperature region T < T/10, it
provides the determination of the specific heat by the
equation

c,(T) = (3/5)4m'kgN(T/Tp)>. (11)

Comparison with the experiment shows that the
approximation (11) not only describes the temperature
dependence of specific heat qualitatively well but also
provides the proper quantitative estimation of the spe-
cific heat for many dielectric crystals [14, 15]. Thec,-
valuesfor BeLaAl,;0,9 and MgLaAl ;0,4 crystals cal-
culated by Eq. (12) are listed in Table 5.

CONCLUSION

Thevelocities of elastic-wave propagation in hexag-
onal BelLaAl;;0,4 crystals have been measured with
high precision by acousto-optical interference method.
For comparison, the analogous data were also obtained
for the well-known MgLaAl,;O, crystal. Using these
data, we calculated all fiveindependent componentsc,,,
of the elastic constant tensor. Within the framework of
the dynamical theory of crystal lattices, a number of
important dynamic parameters, the Debye temperature,
and the specific heat have been determined for both
crystals.

The data obtained allow us to state that most of the
dynamic properties of BeLaAl;0,4 are close to those
of an isostructural MgLaAl,;0,4 crystal. The compari-
son of the dynamic characteristics of BeLaAl;,;0,4 with
analogous parameters for other beryllium-containing
oxides, eg., BeAl,O,, BeAlsO;y, and Be;Al,SicO,g
[16, 17], shows that the dynamic properties of
Bel aAl;0; are not worse (sometimes even better)
than those of other crystals. The set of elastic properties
of the beryllium-antanum hexaaluminate shows that
thiscrystal isapromising active medium for solid-state
lasers.
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PHYSICAL PROPERTIES OF CRYSTALS

Nonlinear-Laser (¢ + %¥) Effectsin Acentric Cubic
Bi,Ge;0,, and NaClO; Crystals
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Ingtitute of Crystallography, Russian Academy of Sciences, Leninskii pr. 59, Moscow, 117333 Russia
Received January 15, 2001

Abstract—The effects of the self-frequency summing of IR-pumping and Stokes and anti-Stokes generation
have been revealed in stimulated Raman scattering in (x® + X®)-nonlinear Bi,Ge;0,, and NaClO; crystals.
The recorded components of Raman-induced parametric generation have been identified. © 2001 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

Whenever a new nonlinear-laser crystal, which
manifested its x®- and x®-properties in efficient sec-
ond-harmonic generation (SHG) or stimulated Raman
scattering (SRS) was discovered, it was inevitably fol-
lowed by the attempts of using it in SRS-lasers or in
lasers with self-frequency doubling [1]. Recently, new
phenomena of Raman-induced parametric generation
have been discovered in the experimentson (x® + x*)-
active acentric crystals in which the multicomponent
Stokes and anti-Stokes generation takes place in the

Irpg, arb. units

range of pumping frequency and the second-harmonic
generation, thus covering almost the whole range of the
optical transparency [2, 3]. It should be emphasized
that to date, the nonlinear-laser (x» + x®)-interactions
have been observed only in anisotropic crystals. Below,
these effects are reported for the first time for acentric

isotropic Bi,Ge;O0,, (sp. gr. Tq—/4-3d) and NaClO;
(sp. gr. T*-P2,3) crystals. In the experiments on simu-

lated Raman scattering in which the excitation was
attained with the aid of 1-ym picosecond pulses of an
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Fig. 1. Raman-induced parametric generation spectrum of Bi,Ge;0,, crystal in the infrared range obtained at picosecond pumping
with A,; = 1.06415 pm (marked by an asterisk) at 300 K. The wavelengths are indicated in micrometers (for the anti-Stokes wing,
the wavel engths of only afew linesareindicated). The line intensitieswere not corrected for the spectral sensitivity of the recording
system based on the Si-CCD matrix. The relation of the X‘®-generation components and the SRS-active vibration mode WgRs =

91 cm! of the crystal isindicated by brackets.
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Fig. 2. Raman-induced parametric generation spectra of Bi,Ge;0,, crystal at 300 K: (&) the short wavelength part of the spectrum
shown in Fig. 1 and (b) the spectrum obtained at pumping with A, = 0.53207 pm. For notation see Fig. 1.

Nd** : Y;Al;0,, laser, the multiwave generation in the
visible provided by self-frequency summing of the
Raman-induced parametric generation, pumping, and
its IR SRS lines in the 1-um range was observed along
with efficient second-harmonic generation. In these
experiments, we also managed to excite for the first
time apronounced higher order stimulated Raman scat-
tering (up to the 40th anti-Stokes component with
A4si,, = 0.7670 pm) with a low-frequency trandlational
vibration mode (wszs = 91 cmr!) in aBi,Ge;0,, crystal.
The effects of self-frequency summing of laser emis-
sion are important not only for science but also for
practical applications. For example, it is easier to
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design nonlinear elements for optoel ectronics (such as
crystalline fibers and nanocrystalline ceramic films) on
the basis of cubic crystals.

In our experiment, we used 30- to 40-mm-long
Bi,Ge;0,, and NaClO, samples cut dlong ~111[direc-
tionswith a8 x 8 mm? cross section. The plane-parallel
end faces had no antirefl ection coating. Raman-induced
parametric generation in these samples was excited by
the pulses emitted by a Nd** : Y;AlL;0,, laser at A, =
1.06415 pm with 1, = 110 psand at A = 0.53207 (the
second harmonic) W|th T,, = 80 ps in the single-pass
geometry. The sampleswere placed into the “focal vol-
ume” of the pumping beam with the Gaussian intensity
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Fig. 3. Raman-induced parametric generation spectra of aNaClOs crystal obtained at picosecond pumping at 300 K with (a) A
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pl =

1.06415 pm and (b) A, = 0.53207 um. The relation of the x*)-generation components and the SRS-active vibration mode wsgs =
936 cm™! of the crystal isindicated by brackets. For notation see Fig. 1.

profile was focused by alens with afocal distance of f
= 15 cm and the waist diameter was ~ 25 um. The spec-
tral composition of the Raman-induced parametric gen-
eration was measured with the aid of a CSMF multi-
channel spectrometric analyzer with a Si-CCD matrix
detector [4]. The measured data and the results of the
spectral identification are shown in Figs. 1-3 and indi-
cated in the table. The data obtained at a 1-pm pumping
are presented in the table in more detail. It isworth not-

CRYSTALLOGRAPHY REPORTS Vol. 46

ing here that the SRS-active vibration mode (Wgzg =
936 cm!) of NaClO, crystal is associated with the

totally symmetric A-phonons of Cl1O; ions [4]. For
the steady-state SRS, the Raman gain coefficient in
the near IR region in NaClO; equals g,z = 3.1 *
0.8 cm/GW. For Bi,Ge;O,; this parameter was esti-
mated as g,z = 0.8 cm/GW. It should also be noted that
the higher order components were not observed for the
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ectral composition of the Raman-induced parametric generation at picosecond Nd** : Y;Al;O,-laser excitation at A; =
3815V12 pl

1.06415 pm in the acentric cubic Bi;Ge;0,, and NaClO; crystals at 300 K

Characteristics of Raman-induced parametric generation

A*, um line line identification A%, um line line identification
Bi,Ge;045 (Wgrs = 91 cm™) NaClO3 (tggs = 936 cm™?)

1.1658 S 1 — Idsrs 1.1819 S Wp1 — WeRs

1.1535 S Wp1 — BWsrs 1.06415 | Ap Wp1

1.1415 3; Wp1 — TWsrs 0.9678 A, Wp1 + Wers

11298 | S 1 — Bk 0.8874 | A, Wp1 + 20srs

11183 | S5 W1 — 50k 0.8193 | A Wp1 + 3Wsrs

11070 | S, 1 — 40dsRs 0.7610 | Ay Wpy + 40srs

1.0960 3 01— 3Wsrs 07104 | ASs Wp1 + SWsrs

1.0852 3, W1 — 200sps 0.6661 ASg Wpy + 6Wsrs

1.0746 S, (W1 — Wsgrs 0.6270 A, Wy + Tdsps

106415 | A Wy 0.5922 ASig Wp1 + BUsrs

1.0540 A, Wp1 + Wsrs 0.5909 Ty, S Wpy + (Wp1 — 200srs)

0.9702 AS, Wp1 + 10Wsrs 0.5611 ASg Wp1 + 9srs

0.8915 | A%ty Wp1 + 20Wsrs 0.5600 | Zoyy, Sy*** p1 + (W1 — Wsgrs)

0.8246 Ay, W1 + 30Wsrs 0.5331 Ay, Wy + 10Wers

0.7670 Al W + 40Wsrs 0.53207 | SHG 20,

0.5620 Ty, S | Wy + (W1 — 11gre) 0.5078 Aty Wy + 11wsrs

0.5591** | Ty, Styg*** | 0y + (01 — 100srs) 0.5068 T0dg, A ** | g + (0 + Wsprg)

0.5563 Ty, So*** | Wy + (Wpy — YWsre) 0.4847 AR, Wy + 1206ps

0.5535** | Tody, Hg*** | Wpg + (g — Bders) 0.4839 Ty, AS*** | Wy + (W + 20srs)

0.5507 Ty, SFFF | Wy + (W — TWsrs) 0.4637 AR, W1 + 13Wsrs

0.5480%* | Ty, Sg*** | Wy + (0 — Bsrs) 04444 | ASty, Wpy + 140srs

0.5453 0y, S5*** Wp1 + (Wp1 — SWsrs) 0.4267 A5 Wy + 15Wsrs

0.5426%* | Ty, F** | Wy + (0 — 40dspe)

05399 | Ty, SFF** | Gy + (0 — Bwers)

0.5373** | T, S*** | Gy + (W — 2WeRs)

05346 | S, S ** | Wy + (W1 — Wers)

0.53207 | SHG 203

* Measurement accuracy is+0.0003 um.
** The wavelength coinciding with the second-harmonic wavelength of one of the IR Raman-induced parametric generation lines.
*** The symbol X indicates the process the sdf-summation of the frequencies of the corresponding lines of the Raman-induced parametric

generétion.

Stokes wings of the SRS spectra of the crystals studied
because of the amost “zero” sensitivity of the Si-CCD
matrix (Hamamatsu S3923-10240Q) in the IR spectral
range at A > 1.15 ym (Figs. 1, 3a). At the same time,
these components are clearly seen in Raman-induced
parametric generation spectra with self-summation of
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frequenciesin the visible range of the RPG spectra (see
table and Figs. 2a, 3a).

Thus, the effects of the self-frequencies of the com-
ponents of Raman-induced parametric and second-har-
monic generation and the multiwave Stokes and anti-
Stokes generation have been established in Bi,Ge;0,,
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Abstract—The Raman spectra of Bi,,AIPO,, and Bi3sZnOsg crystals have been studied for thefirst time. The
polarization Raman spectra of Bi;,GeO,, Bi;,TiOy, Bi,sAlPO,,, and Bi;gZnOsg crystals are also studied. The
linesin the Raman spectra of Bi;,TiO,, Bi,,AIPO,,, and BizsZnOsg are identified and compared with the lines
of the Bi;,GeO,,, spectra studied earlier. It is shown that the differences in the Raman spectra of the crystals
studied are associated with the specific features of their atomic structures.© 2001 MAIK “ Nauka/ I nter period-

ica” .

INTRODUCTION

Cubic crystals with the sillenite-type structure
described by the general formula Bi;,M*™O,, . 5, Where
M is an element of groups I1-V of the Periodic Table,
belong to the sp. gr. 123. The considerable interest in
the studies of sillenite-type single crystalsis caused by
the unique set of valuable properties possessed by these
compounds—a high selective photosensitivity, a linear
electrooptical effect, gyration, and also good piezo- and
acoustooptic characteristics [1, 2]. The spectroscopic
properties of these compounds are essentially depen-
dent on their structural characteristics [3], which, in
turn, are determined by the oxidation degree of M-cat-
ionsin the sillenite crystal lattice [4].

The Raman spectraof the Bi;,GeO,,, Bi;,Si0,,, and
Bi,,TiO,, crystals were studied in [5-7]; the M-cations
in these compounds are characterized by the oxidation
degree 4+, which determines the existence of only
insignificant differences between crystal lattices that
are associated, first of all, with the occupancy of the
M-positions. However, these compounds do not
exhaust the broad spectrum of synthesized single crys-
tals with the sillenite structure.

The present study was aimed at the detection and
study of the specific features of the atomic structures of
various sillenites which manifest themselves in the
Raman spectra. Along with the spectra of the com-
pounds studied earlier, such as Bi;,GeO,, (BGO) and
Bi;,TiO,, (BTO), we also studied for the fist time the
Raman spectra of Bi,,AIPO,, (BAIPO) and Bi;3ZnOsg
(BZnO).

EXPERIMENTAL

Czochralski- and TSSG-grown [8] BGO, BTO,
BAIPO, and BZnO single crystals were studied by the
method of X-ray phase analysis on an Geigerflex X-ray
diffractometer. It was shown that al the crystals have
the sillenite structure. The specimens had the shape of
parallelepipeds with the faces corresponding to the
crystallographic { 100} planes.

The vibrational spectra of sillenite were studied on
an automated Raman spectrometer consisting of a
DFS-12 double monochromator, a system for counting
phonons, an interface, and a controlling computer. The
spectral dit width was 2 cm®. Raman spectra were
excited by an ILA-120 Ar-laser (the excitation wave-
length A = 488.0 nm, the generation power 100 mWw).
The crystals were studied with the use of the scattering
scheme close to the 180°-scheme. One of the specimen
faces was set at a Brewster angle to make the polariza-
tion measurements.

RESULTS AND DISCUSSION

Asis seen from Figs. 14, the main characteristics
of the Raman spectra of the BGO, BAIPO, BTO, and
BZnO crystals are similar, which indicates the key role
of the Bi—O sublattice in the formation of the vibra-
tional spectra in the frequency range studied. The
Raman spectra were most similar in the frequency
range up to 150 cm (Figs. 1-4), corresponding to the
most intense, narrowest lines of the spectra. The most
pronounced differences in the spectra are observed in
the frequency range 200-400 cm™, corresponding to
broad overlapping lines. The spectra consist of 16 to
20 bands (Tables 1-4), with some of them being char-

1063-7745/01/4603-0461$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Raman spectrafrom BGO crystals, (1) x(z2) X, (2) x(zy) X .
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Fig. 2. Raman spectra from BAIPO crystals, (1) x(z2) X, (2) x(zy) X .

acterized by a rather complicated structure. The band
positions in the Raman spectra of BGO and BTO crys-
tals, as well as in the BZnO spectrum obtained earlier
on a polycrystal powderlike specimen in [6], and their
intensities are consistent with the published data[5, 7].

The experimental geometry (mutual arrangement of
polarizers) influences the form of the Raman spectra.
For all the crystals studied, the number of lines and
their intensities in the x(zz) X spectra were higher than

the analogous values for the x(zy) X spectra (Figs. 1-4).
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Table 1. Position (cm™), intensity (Hz*), and width (cm™) of the bands in the Raman spectra of BGO crystals

Position Intensity Width Position Intensity Width
Symmetry typ
X(z2) X X(zy) X

46.0 2814 24 47.0 2464 3.0 F

56.0 19476 33 56.5 19862 26 F

65.8 8670 3.6 66.1 5694 3.8 E

86.9 46025 3.2 86.1 2051 3.9 AE

98.0 1563 44 97.7 1590 6.0 F
1285 16491 33 129.1 10852 3.7 EF
1445 12205 8.0 148.4 383 9.3 A
167.1 4052 15.2 174.8 718 14.9 AF
205.1 1692 7.6 205.8 1649 10.1 F
236.3 735 10.0 234.8 676 11.0 E
269.5 20564 115 269.9 507 7.7 A
323.3 12711 34.4 324.7 410 53.7 A EF

- - - 344.6 249 31.2 F
454.8 779 9.1 454.5 720 16.8 E

- - - 487.6 223 255 F
535.9 19909 16.2 536.4 684 16.1 A
619.6 649 10.0 618.9 468 17.8 E
715.6 1525 10.2 716.5 64 7.1 A

* Photons/s.

Unfortunately, the high optical activity of sillenite crys-
tals (~45deg/mm at A = 488 nm for BGO crystals) and
the strong photochromic effect resulting in the appear-
ance of the spatial charge and, as a consequence, the
induced birefringence did not allow us to calculate the
matrix elements of the polarization tensors A, E, and F
of the phonons under the experimental conditions.
However, using the results obtained for the BGO crys-
tals[5], one can determined the symmetry of vibrations
which make the contribution to the Raman spectra
(Table 1). Among the lines of the BGO Raman spectra,
there exist both isolated and superimposed lines caused
by vibrations of different symmetries. Therefore,
Table 1 indicates the symmetry types of al the vibra-
tions corresponding to the given line of the Raman
spectra. The first letter indicates the symmetry of the
most intense component. Because of the close frequen-
ciesof TO + TO, and LO symmetries of vibrations and
the inability to resolve the corresponding bands in the
spectra at room temperature, they are referred to as F
vibrationsin Table 1.

Analyzing Table 1, one can single out some tenden-
cies in the line behavior. The most intense lines in the

X(zz) X spectrum are caused by totally symmetric vibra-
tions. In the transition to the x(zy)x spectrum, the
intensities of these lines decrease by 2040 times. In
the transition from the x(zz)X to x(zy)x spectra, the

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3
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intensities of the lines provided by E-type vibrations
decrease only insignificantly (by a factor of 1.5-2.0).
The intensity of the lines, which are the superpositions
of triply degenerate normal F vibrations, are almost
constant. The lines associated with the vibrations of
only TO and LO symmetry (344.6 and 487.6 cm!) are
seen only in the x(zy) X spectrum. Using these charac-
teristics, one can determine the probabl e vibration sym-
metry which determines, to a larger extent, the line
intensities in the Raman spectra of the BAIPO, BTO,
and BZnO crystals (Tables 2-4).

Now, using the symmetry data obtained, compare
the Raman spectra of the BGO, BAIPO, BTO, and
BZnO crystals. Table 5 lists the line frequencies in the
spectra of the crystals grouped in accordance with their
positions, intensities, and probable vibration symme-
tries. Some lines have no analogues in the spectra of
other compounds (e.g., the lines at 236.3 and 344.6 cm™*
inthe BGO spectra, thelinesat 224.0 and 372.3cmtin
the BTO spectra, and thelineat 560.7 cm! inthe BZnO
spectra). Therefore, these lines are not indicated in
Table 5. Itisalso seen from Table 5 that the frequencies
of most lines decrease in the order BGO, BAIPO, BTO,
and BZnO. Thisresult isnot surprising, because the lat-
tice parameters of the crystals and, as aresult, the inter-
atomic distances increase in the same order (10.145 in
BGO, 10.146 in BAIPO, 10.174in BTO, and 10.207 A
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Table 2. Position (cm™), intensity (Hz), and width (cm™) of the bands in the Raman spectra of BAIPO crystals

Position Intensity Width Position Intensity Width
Symmetry type
X(z2) X X(zy) X
- - - 30.1 903 6.9
- - - 40.9 754 10.1
58.5 15365 82 58.5 11778 9.5 F
67.8 12308 79 67.5 7690 6.4 E
87.3 50256 4.7 87.9 13272 4.4 AE
89.0 46278 3.0 - - A
101.9 1356 23 102.3 1457 5.4 F
131.0 25897 55 130.8 17854 55 E F
148.4 14894 94 149.8 2043 17.7 A
161.1 6363 151 - - A
209.4 2084 155 208.8 1673 12.1 F
278.9 37152 21.8 278.3 3945 224 A
3424 17885 441 3435 2060 50.5 A
377.7 4775 56.0 3720 700 24.4 AE
- - - 405.5 296 7.2 F
460.1 1563 19.3 464.8 1357 331 E
535.3 29855 18.9 534.9 3232 20.2 A
619.7 918 45.9 624.3 898 20.2 E
717.7 168 7.6 - - A
902.7 1417 7.8 902.6 173 6.7 A

in BZnO). However, such atendency is observed only
for some lines of the Raman spectra. The spectra are
most similar for BGO and BTO crystals, but not for
BGO and BAIPO, which have practically equivalent
lattice parameters. The most pronounced differences
are observed between the BGO and the BZnO Raman
spectra. These differences are caused by the specific
features of the crystal lattices of each of these crystals.

Asiswell known [4], the framework of the sillenite-
type structure is formed by sharing—edges [BiOsE]-
polyhedra (where E is a lone par of 6s*-electrons)
forming dimers. The coordination sphere of Bi atoms
consists of five oxygen atoms—O(1a), O(1b), O(2),
O(1c), and O(3). The M-atoms located at the vertices
and in the center of the cubic lattice (in the 2a posi-
tions) are coordinated with O(3) atoms and form regu-
lar tetrahedral [MO,4]-groups. According to the neutron
diffraction data, the ideal sillenite lattice is possessed
by BGO crystals. Because of alarger size of aTi-atom
(in comparison with a Ge-atom), whose degree of oxi-
dation, similar to Ge, equals +4, 10% of the 2a posi-
tions in BTO crystals are empty. The formation of M
vacanciesis accompanied by the formation of two O(3)
vacancies. In this case, Bi-polyhedra, which have lost
one of the O(3) vertices, are transformed into trigonal
[BiO,E]-bipyramids, and the structure framework is

CRYSTALLOGRAPHY REPORTS Vol. 46

formed by the [BiO,E]- and [BiOsE]-polyhedra. The
specific feature of Bi,,M*"0,,, 5 having M*" cations
and being characterized by the oxidation degree less
than +4 isthe occupancy with M*3-cations of only some
of the 2a positions (one-half of the total number of
positions in the case of M** and one-third of the posi-
tions, in the case of M*?). The remaining tetrahedral
positionsin the lattice are occupied by Bi3* coordinated
with three O(3) atoms. Thus, the crystal lattice of sille-
nite-type crystals with the oxidation degree of M*"-cat-
ions less than +4 contains [BiOsE]-, [BiO4E]-, and
[BiOsE]-polyhedra at the comparable concentrations.
In the complicated compounds formed by cations of

different valences, M = (A3,B3,), [A%*0,], and
[B>*Q,], the tetrahedral groups are distributed statisti-
cally, and the fractions of [BiO;E]- and [BiO4E]-poly-
hedra are small in comparison with the fraction of
[BiOsE]-polyhedra.

It should be emphasized that the Bi—O bond lengths
in [BiO;E]-, [BiO4E]-, and [BiOsE]-polyhedra are very
close and lie within the narrow range from 2.02 to
2.76 A, which considerably hinders the interpretation
of the lines corresponding to the atomic vibrations in
these complexes. The formation of [BiOsE]- and
[BiO4E]-polyhedra and the [BiOsE]-groups should

No. 3 2001
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Table 3. Position (cm™), intensity (Hz), and width (cm™) of bands in the Raman spectra of BTO crystals
Position Intensity Width Position Intensity Width
Symmetry type
X(Z2)x X(zy) x

- - — 46.8 136 2.7 F
56.6 270 5.6 56.6 1694 4.3 F
66.4 677 55 67.5 47 4.8 E
85.8 3530 3.6 84.7 95 4.4 A E

- - - 96.7 244 9.4 F

- - - 111.2 56 24.2 F
1285 100 4.8 129.1 299 6.9 EF
144.9 518 9.1 - - A
165.7 276 176 162.6 84 23.6 AE

- - - 207.8 150 17.3 F
224.0 85 13.6 - -

261.7 663 176 - - A
319.2 640 525 - - A

- - - 372.3 17 28.2 F
4504 59 20.8 - -

- - — 485.9 19 18.2 F
535.3 1062 20.1 549.1 14 18.4 A
620.5 44 16.2 - - E
720.4 83 28.2 - — A

result in the formation of additional linesin the Raman
spectraof these compounds, which cannot be spectrally
resolved at room temperature. These additiona lines
are responsible for band broadening and the change in
their intensitiesin the Raman spectra. Indeed, asis seen
from Fig. 1, the nearest, most intense lines are obtained
in the BGO Raman spectra with an ideal lattice. The
most diffuse spectrum is obtained for the BZnO crys-
talswhose crystal lattice mostly deviates from the ideal
one (Fig. 4).

It is seen from Table 5 that the position, intensity,
and the behavior of the intense line at 86.9 cm in the
BGO spectrum can be brought into correspondence
with the corresponding characteristics of two lines at
89.0 and 87.3 cm in the BAIPO spectra, two lines at
83.0 and 93.2 cm in the BZnO spectra, and only one
line at 85.9 cm™ in the BTO spectrum. Although the
lineat 86.9 cm~ in the BGO spectrum is not isolated, it
is formed by the superposition of several vibrations.
The main contribution to its intensity comes from the
totally symmetric vibration [5] interpreted as the vibra-
tion of the Bi—O(3) bond [9]. Such an interpretation is
well consistent with our results and the structural fea-
tures of the crystals studied [4]. The existence of two
types of [BiOsE]-polyhedra sharing the O(3) vertex
with other groups [AlO,]- and [PO,]-tetrahedra in
BAIPO and [ZnO,]- and [BiOsE]-groups in BZnO)

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001

results in the formation of two totally symmetric vibra-
tions provided by various Bi—O(3) bonds (unlike the
Raman spectra of BTO crystals) for the structure hav-
ing only one characteristic type of [BiOsE]-polyhedra.

Comparing the Raman spectra of BGO and BZnO
crystals, we see that in the range 250400 cm, to two
intense lines at 269.5 and 323.3 cm™ in the BGO spec-
trum there correspond three broad bands with the max-
imaat 256.8, 310.7, and 376.5 cm in the BZnO spec-
tra. In the BGO spectrum, the line at 269.5 cm isiso-
lated [5]. In accordance with Table 5, to this line there
corresponds the maximum at 256 cmt. The symmetry
of the main vibration determining the position and the
intensity of thismaximum isof theA type. The position
of this band in the BZnO spectrum, as well as the posi-
tions of the corresponding bands in the BGO, BAIPO,
and BTO spectra, correlateswell with the changein the
Bi—O(1c) distance [4]. The totally symmetric vibration
of thisbond is attributed to the line at 269.5 cm™ in the
BGO spectrum [9].

Thelineat 323.3 cm™ in the BGO Raman spectrais
not isolated, but the intensity of the main component of
this line considerably exceeds the intensity of the
neighboring lines[5]; therefore, it can be considered as
a quasi-isolated line. In the BGO spectra, this line is
attributed to totaly symmetric vibrations of the
Bi—O(1b) bond [9]. The shift of thisline observed in the
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Table 4. Position (cm™), intensity (Hz), and width (cm™) of bands in the Raman spectra of BZnO crystals

Position Intensity Width Position Intensity Width
Symmetry type
X(z2) X X(zy) X
36.1 4492 12.7 375 536 83
56.4 11290 270 55.4 4993 16.0 F
83.0 61119 6.9 83.3 3618 75 A
93.2 5952 7.2 - - A
126.7 16428 6.3 127.7 3596 7.2 E F
141.3 9182 13.9 141.5 273 29 A
166.0 4886 239 166.1 926 80.4 A F
- - - 209.2 369 326 F
256.8 14167 20.1 254.0 727 132 A
- - - 267.3 342 21.1 F
310.7 13747 81.2 308.9 825 74.1 A
376.5 6642 40.2 379.9 479 46.1 A E
434.2 3513 834 4415 361 114.9 E
526.1 20796 40.7 526.5 1416 404 A
560.7 4237 56.3 563.2 318 56.6 A
621.5 1982 37.2 621.3 219 37.6 E

Table 5. Comparison of the line frequencies (cm™) in the Raman spectra of BGO, BAIPO, BTO, and BZnO crystals. The

rows indicate the frequencies of the identical lines

No. BGO BAIPO BTO BZnO Vibration
1 56.0 58.5 56.6 56.4
2 65.8 67.8 66.4 - E, Bi—O(2)
3 86.9 87.3,89.0 85.8 83.0,93.2 A, Bi-O(3)
4 98.0 101.9 96.7 93.2
5 1285 131.0 1285 126.7
6 1445 148.4 144.9 1413
7 167.1 161.1 165.7 166.0
8 205.1 209.4 2045 209.2
9 269.5 278.9 261.7 256.8 A, Bi-O(1c)
10 3233 342.4 319.2 310.7 A, Bi-O(1b)
11 - 377.7 - 3765
12 454.8 460.1 450.4 434.2
13 487.6 - 485.9 -
14 535.9 535.3 535.3 526.1 A, Bi-O(1a)
15 619.6 619.7 620.5 621.5 E, Bi—O(2)
16 715.6 717.7,902.7 720.4 - A, M=O(3)

row BGO, BAIPO, BTO, and BZnO, aswell asthe shift
of theisolated line at 535.9 cmr in the BGO spectrum,
correlates well with the structural data[4] and is attrib-
uted to the totally symmetric vibration of the Bi—O(1a)
bond [9].

Analyzing the spectra of the compounds having the
specific features in comparison with an ideal BGO

CRYSTALLOGRAPHY REPORTS Vol. 46

crystal, the bands at 65.8 and 619.6 cm [10] can be
attributed to twice the degenerate normal vibration of
the O(2)Bi;-complex. Asis seen from Table 5, despite
the differences in the lattice parameters and the degree
of imperfection of the crystals studied, the positions of
these bands (nos. 2 and 5) remain practically the same.
The O(2) atom lies on a threefold axis of the bcc unit

No. 3 2001
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cell and, therefore, the distances and the angles in the
O(2)Bi;—complex practically remain unchanged during
disordering of the sillenite structure associated with the
isomorphous substitution of M-cations with different
degrees of oxidation. The attempt to attribute band
no. 12 [9] with avarying position to the same vibration
seems to be less grounded.

The intensities of the lines corresponding to the
vibrations of the bonds in [GeO,]-, [AlO,]-, [PO,]-,
[TiO,]-, and [ZnO,]-tetrahedraare lower than theinten-
sities of the lines due to Bi—O vibrations and the differ-
ence in concentrations in Bi-polyhedra and [MO,]-
groups. Therefore, it seems impossible to single out
these vibrations in the range of intense Bi—O vibrations
(v < 600 cm™). However, in the high-frequency range
of the BGO, BAIPO, and BTO spectra, there are bands
at 715.6, 717.7, 902.7, and 720.4 cm?, which can be
attributed to the totally symmetric vibrations of [GeO,4],
[AlO,], [PO,]-, and [TiO,]-tetrahedra, respectively.
The vibration frequencies corresponding to [ZnO,]-
groups are lower and observed in the range of Bi—O
vibrations.

We should like to emphasize that al the above lines
areisolated or quasi-isolated in the BGO spectrum [5].
The interpretation of the remaining lines of the spectra
is not possible within the framework of the present
study because of their complicated structure at room
temperature.

CONCLUSIONS

The Raman spectra of the Biy,AIPO,, and
Bi;3Zn0Os; crystals have been studied for the first time.
It is shown that the differences observed in the Raman
spectra of Bi;,GeO,,, Bi,,AlPO,, Bi;,TiO,, and
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Bis3Zn0s4 are associated with the structural character-
istics of sillenite crystals Bi,,M, 0, . 5 caused by iso-
morphous substitutions of M-atoms. It is aso estab-
lished that the band broadening in the Bi,,AIPO,, and
Bi;5Zn0Os, Spectra (in comparison with the bands in the
Bi,,GeO,, spectrum) is caused by disordering of the
structures of these compounds.
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Abstract—The spherical coordinates of four optical axes in absorptive orthorhombic crystals have been deter-
mined in terms of the components of the tensor of inverse permittivity constant B = &". The evolution of the

configurations of these four vectors has been studied as a function of the complex tensor B . It was shown that
anomal ous changes in the angles formed by the optical axes and the orientations of the planes in which these
vectors are located occur if the parameters of dielectric anisotropy of the crystal are comparable with the
absorption level. In particular, these dramatic changes can be seen in the description of the optical-axis splitting
in absorptive uniaxial crystals caused by “inclusion” into consideration of feeble orthorhombic anisotropy. In
these cases, the dlight absorption anisotropy considerably influences the configurations that cannot be reduced
to small corrections. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

Two independent electromagnetic eigenwaves
belonging to two different sheets of the wave surface of
refractive indices can propagate along an arbitrary
direction in an anisotropic medium. These waves prop-
agate with different velocities and are differently
absorbed by the medium. However, in an arbitrary
absorptive medium, one can always find such particular
directions along which this pair of eigenwaves would
propagate with the same phase velocities and the same
absorption coefficients. These directions are called the
optical axes[1-6].

The orientation of the optical axesin crystalsisfully
determined by the setting of the permittivity tensor €,
which isacomplex quantity in absorptive crystals. The
components of this tensor considerably change in the
phase transitions; therefore, their magnitude can be
controlled by varying the frequency, the temperature,
and the applied external electric and magnetic fields or
mechanical loads.

In the general case, the transparent nonabsorptive
crystals can only have two optical axes [1-4]. Absorp-
tion drastically changes the situation and, in the general
case, instead of two optical axes, four optical axes can
exist [5, 6]. Of special importance are the cases where
the role of absorption cannot be reduced to the intro-
duction of small corrections. It isimportant to consider
the situations, where small changes in the material

characteristics of the crystal (the components of £)
would result in considerable changes in the configura-
tions of the optical axes. Below, this problemis consid-

ered for the general case of absorptive orthorhombic
crystals admitting simple analytical solutions.

INITIAL RELATIONSHIPS

The directions of the optical axes in anisotropic
media can be conveniently set with the aid of the

inverse permittivity tensor B = £ In the case of
absorptive orthorhombic crystals, this tensor is com-
plex and its real and imaginary parts have the common
system of the principal axes and can simultaneously be
reduced to the diagona form [6]. This tensor is aso
diagonal in the standard crystallographic coordinate
system [1] and hasthe form

B, 0 0 B,—ip; O 0
B=|0 B, 0| = 0 B,—-ip, 0 |+ (D
0 0 By 0 0 PBs—iPs
where
B;>0, B;=0.

Using the Fedorov formalism [5], tensor (1) can be
represented in the axial form

B;—B;
2
where the symbol [J denotes the diadic product of the
vectors ¢, and ¢,, which are the axes of the tensor B.

B=B,+ (c.0c+cUey), (2)

1063-7745/01/4603-0468%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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These two vectors can be written as
€2 = (¥R, 0, Ry), (3)

_ [B2—B _ [Bs—B,
R ETE T BB
The knowledge of the complex vectorsc, and ¢, Eq. (3)

alows the direct determination of the directions of all

the four optical axes mji in the absorptive crystals
under consideration [5],

where

m’ = (c;+ck +i[c,c])/(1+]c), (4)
where

+\2

j=12 (m) =1

ORIENTATIONS OF THE OPTICAL AXES
AS FUNCTIONS OF THE COMPONENTS
OF TENSOR B

Theorientation of any of the four optical axes can be
conveniently described in the standard spherical coor-
dinate system in which the angle § is measured from
the x;-axisand the angle ¢, from the x;-axisin the plane
X;%. Then, the orientation of all the four optical axes of
an absorptive orthorhombic crystal is set by the angles

(0, %0), (9, +m). 5)

Omitting the intermediate calculations based on
Egs. (3) and (4), we give only the final relationships
showing the dependence of the angles 9 and ¢ on the

components of the tensor B Eq. (1)

plp(1-n)+1]

9 = arccos 1 1 5=
+1)(r+1)+
] (p+1)(r+1)+p ©)
— aegn |[RONED) L 2osT
¢ = arcsin fprrsl) r p°(2n-1) +1,
where
- o~ d;, d,d;+d;d:
N=n(nk) =n-kg= =02 ()
3 d; + (dy)
_ _ 1
pEp(nK) = ————. ®)
AN —=1)"+K
In the above equations, we have
d; —d;d; + dsd,;
= 7
3 d; +(d,) 9)
de = Be—Ba di = B—B2(k=1,3).
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-1 0 0.5 2 3

Fig. 1. The range of permittivity variations for absorptive
orthorhombic crystals 0 < p(1 ) < Prax(N ).

Thus, we see that al the configurations of the opti-
cal axes determined by Egs. (5)—(9) are dependent only
on the parameters d, and d, characterizing the crystal
anisotropy. The angles 9 and ¢ can be considered, in
full accordance with Egs. (7)—(9), asfunctions of n and
K, which allows the direct separation of the absorption
anisotropy characterized by the parameter K.

EVOLUTION OF CONFIGURATION OF OPTICAL
AXES WITH THE CHANGE .
OF THE COMPONENTS OF THE TENSOR B

Using formulas (5)—(9), consider the evolution of
the configurations of four optical axesm, (wherek =1,
2, 3, 4) with the change of the material characteristics
of the crystal.

As is seen from Eq. (8), at any fixed value of n
(—o < N < +w), the parameter p changes from zero
(a K2 =00) t0 p,,.(N) = 1/[N — 1] (@ k = 0). The range
of possible values of the parameters ] and p is shown
in Fig. 1. In particular, the upper boundary of this

range, p = P,..(N) (K = 0), corresponds either to zero
absorption (i.e., to transparent crystals) and or to
absorptive crystals if at least one of the following two
requirementsis met:

d, =0 (10)
or

d _d

dy ds

In the two latter cases, the anglesd and ¢ are the func-
tions of only one parameter n Eq. (9) and the directions
of the optical axes are exactly the same asin the trans-
parent crystals (we mean here an accidental degener-
acy). The lower boundary of the existence range of the



470

ALSHITS et al.

-~
=<

n

n

/ I
:0 =1

Fig. 2. Evolution of the optical-axis configurations on the lines 1 (p) = const with an increase of the parameter p from 0to p,,,, (N );

(@ - <n =const<0,(b)0<n =const<1,and (c) 1 < N = const < c. The numbers at the circles indicate the multiplicity of
the corresponding parameter in the crystal (the number of optical axes). Only independent fragments of the projections are shown.

Fig. 3. Evolution of the optical-axis configurations on the lines p(1 ) = const with an increase of the parameter n from ﬁmm (p) to

ﬁmax (P); (@ 0<p=const<1and(b) 1<p=const< oo,

optical axes p = 0 (k> = ) corresponds to the case of
optically uniaxial mediam, = m, || ;.

To each point in the two-dimensional region (1, p)
shownin Fig. 1 there correspondsits own configuration
of the optical axes. Figure 2 shows three topologically
different types of stereographic projections, which
show the change in the optical-axis orientation with the
variation of the parameters at n(p) = const in the
hatched region in Fig. 1 (this condition corresponds to
the motion along the vertical linesin Fig. 1). To each
topological type there corresponds its own range of N
variation. Thelineson all the three projections have the
same origin but end in different coordinate planes. The
jumpwise change of the planes takes place at the criti-
cal values of the parameter 1, namely, at n =0 and 1,
i.e., in the situations where a crystal “passes through”
an optically uniaxial medium (acatastrophe-like transi-
tion).

Figure 3 shows two topologically different types of
stereographic projections showing the changes in the
configurations of the optical axes at p(1 ) = const (this
condition corresponds to the motion along the horizon-
tal linesin the hatched region in Fig. 1). Each topol og-
ical type is characterized by its own range of variation
of the parameter p. All the lines on these two projec-
tions end in the same coordinate plane, but their origins
are located in different coordinate planes. Thus, two
types of projections differ by the location of the line
origins and ends. The jumpwise change of the planes
occurs at the critical value p = 1. The coordinate planes
in Figs. 2 and 3 correspond to the condition Kk = 0,
which isalso valid for transparent crystals.

As an example, consider theline n (p) = 0.5. Inthis
case, Egs. (6) are considerably simplified:

¢ = arcsiny/p/2

Vol. 46

9 = arccos./p/(p +2), (11)
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and

11

0<p<2 and K® = p2 2

(12)

The evolution of the optical-axis configurations
described by formulas (11) and (12) is represented by
thecurvesin Fig. 4. If p = 2, thenk =0, asin transpar-
ent crystals. Inthis case, there are only two optical axes
and their angular coordinates are set by the relation-
ships

(9 =T1/4, ¢ = +102). (13)

In“switching on” the absorption anisotropy, k2 <1 (2 —
p < 1), the splitting of these optical axes occurslinearly
with respect to the parameter K,

Ap = +./2|k|. (14)

SPLITTING OF AN OPTICAL AXIS
OF AN ABSORPTIVE UNIAXIAL CRYSTAL

Consider splitting of the optical axis m, || X; of an
absorptive uniaxial crystal under the effect of an aniso-
tropic perturbation.

In the zeroth approximation, we have

9=0, n=n=0 p=1, K=0. (15
In the case of perturbation (n?, k> < 1, d;/d; ~ K), the

characteristics of optical axes Egs. (6) we areinterested
in have the form

9 =4n%+k% ¢ = awnjl[l+&}.(l6)

2L Jiny?+1

If, eg., the absorption-anisotropy parameter K is
zero, then, in correspondence with Eqg. (16), the optical
axismyg is split into two optical axes, asin the transpar-
ent crystals. These axes lie either in the coordinate
planex,x; (¢ =172) at n >0 (Fig. 5) or inthe coordinate
plane x,%; (¢ = 0) at n < 0. Switching on the absorption
anisotropy, K # 0, drastically change the optical-axis
configurations. four optical axes arise and, generally
speaking, the planes in which these axes lie deviate
from the coordinate planes by rather large angles. Thus,
the angle ¢ in EQ. (16) is determined by theratio of the
small parameters K and ), which can change within
rather wide ranges (Figs. 5, 6).

In correspondence with Egs. (16), thereversal of the
sign of the parameter n (n — —n) results in the sub-
dtitution ¢ — 172 — @, i.e., the coordinate axes X, and
X, are interchanged.

As is seen from Egs. (16), the angle between the
optical axes a = 28 depends anomaloudly strongly on
the perturbation value

a=2.nf > |n|.

(17)
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p

Fig. 4. Characteristics of the optical-axis configurations on
the line 1 (p) = 0.5.

29)

X1

4 4

Fig. 5. Splitting of the optical axisin an absorptive (0 < n,

K <1,0=./2n, ¢ =3178) and transparent (k =0, 0 = ./|n],
¢ = 172) uniaxia crystals.

In order to estimate the splitting angle of the optical
axes with the change of the material parameters of an
optically uniaxial medium, we assume, e.g., that |n| =
|K|=0.01. Thus, we arrive at the following estimate a =

24/2./Inl = 0.24 (~14%. Despite the perturbation
smallness, the angle a israther large.
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Fig. 6. The orientation set by the angle ¢ in the plane of the
optical axes formed due to splitting of the optical axisin an
absorptive uniaxial crystal (¢ as afunction of the perturba-
tion parametersat n > 0).

The perturbation used transforms the optically
uniaxial medium into the orthorhombic one. In the case
under consideration, we can also introduce a general
form of perturbation resulting in the triclinic distortion
of the medium. In this case, splitting of the optical axes
(Fig. 5) isless symmetric but no qualitatively new fea-
tures of the phenomenon are observed. Similar trans-
formations can also take place in the structural phase
transitions.

ANOMALIES IN SENSITIVITY
OF OPTICAL-AXIS CONFIGURATIONS

An important characteristic of the configurations
considered hereistheir sengitivity to the changesin the
material parameters of the crystal. This sensitivity can

be characterized, e.g., by the derivatives
03/0& and 0¢/0E, (18)

where

€=n,p.

Invoking Egs. (16), which describe the splitting of
the optical axis in a uniaxia crystal, we can describe
the sensitivity by the following derivatives.

39/0(n%) = 89/3(k°) = 1/49°,
do _ _ —sgnn _
d(k’/n®  4(sin29)(k%/n?+1)*

It is seen that if the perturbation parameters tend to
zero (at 9 — 0), derivative (19) hasasingularity (i.e.,
it goes to infinity), whereas derivative (20) goes into
infinityat¢ =17/2ifn>0 (Fig.6)andat $ =0if n <O0.

(19)

(20)
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Fig. 7. Stereographic projection showing the “motion” of
optical axesof atransparent triclinic crystal with anincrease
of the parameter n from —co t0 +oo.

CONFIGURATIONS OF OPTICAL AXES
IN TRANSPARENT CRYSTALS

At K = 0, dl the optical-axis configurations are the
functions of only one parameter, n (14), whereas the
general Egs. (6) yield the following relationships, also
valid for absolutely transparent crystals:

9 = actan/1, ¢ =0,

—0<nN<0,

_ n 1
9 = arctan m, (I) = 12, OSﬂSl, Q1)
T 1
9=z, = tarctan———; 1<n<oo.
5 == 1=n

The above equations are valid in the most general
case of atransparent triclinic crystal. The optical axes
m, and m, can lie only in the coordinate planes. With
the change of the parameter ) in the range of its possi-
ble values —« <1 < oo, these axes successively “scan”
all three coordinate planes (Fig. 7). To each coordinate
plane in which the optical axesliethere correspondsits
own range of the n variation in Egs. (21).

CONCLUSION

The specific features of the optical-axis configura-
tions in absorptive crystals considered above are pro-
vided by the medium anisotropy. At the same time, the
most pronounced effects arise at small parameters of
the dielectric anisotropy comparable with the absorp-
tion level. Indeed, a small anisotropy of dielectric
properties, the complex refractive indices of two inde-
pendent eigenwaves are close to each other irrespec-
tively of the direction of their propagation, so that even
small changes in the anisotropy parameters drastically
change the coordinates of the contact points of the

No. 3 2001
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wave-surface sheets, i.e., the orientations of the optical
axes. It is seen from Egs. (7) and (9) that with the

anisotropy parameters d, and d, tending to zero, the

coefficients 1, n, and k (directly determining the direc-
tions of the optical axes) in the limit become the 0/0-
type uncertainties and can vary over a large range of
valueseven at small variationsind, and d, . It isnatural
that the configurations of the optical axes in this case
also dramatically change.

It should be emphasized that, in a conventional
transparent biaxial crystal, splitting of its two optical
axes with switching on the absorption occurs without
any anomalies—the splitting angle is proportional to
the absorption anisotropy. For orthorhombic crystals,
this angle is proportional to d, (see Egs. (13) and (14)
and [6]). However, the situation dramatically changesif
theinitial angle formed by the axes of a biaxial crystal
issmall. Thisoccursin thevicinity of the critical values
of the parameter n = £oo; 0; 1 [see Eq. (21)], when the
crystal becomes similar to optically uniaxial one. In
this case, small variations in absorption and in n can
result in dramatic rearrangements of the optical-axis
configurations.

Similar rearrangements also take placed in practice
either because of the changein the crystal symmetry in
the phase transition or as a result of the dependence of

the components of the tensor B on the temperature,
pressure, wavelength, and other physical parameters. In
particular, in some instances, one manages to find such
a combination of the physical conditions that the quan-
tity n passes through the above critical values, whereas
the crystal, through the state of a uniaxial medium.
These processes should be accompanied by ajumpwise
change of the planes in which the optical axes are
located, which was observed in brookite crystals (the
orthorhombic modification of TiO,) with the changein
the wavelength of thelight wave[1]. A similar phenom-
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enon was also observed in orthorhombic ammonium
trihydroselenite crystals, NH,H;(SeO,), [7], where the
varied parameters were the wavel ength and the temper-
ature.
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Abstract—The temperature dependence of a deforming stress (including both low-temperature decreasing
branch and an anomal ous high-temperature peak) has been calculated on the basis of one mechanism. The the-
ory devel oped takesinto account spontaneous thermally activated processes of dislocation locking and unlock-
ing and describes the transition from conventional dislocation gliding to the jJumpwise motion of dislocations
with the change of the temperature (in full accordance with the in situ electron microscopy observations).
The dependences of the plasticity characteristics (flow stress, strain-rate sensitivity, etc.) on the microstructural
parameters such as free dislocation path and the energy barriers that should be overcome by dislocations
for transformation of their cores from the “gliding” to the “ sessile states” and back have also been determined.

© 2001 MAIK “ Nauka/lnterperiodica” .

INTRODUCTION

The crystalline structure of materials givesriseto a
number of specific practically important characteristics
of the dynamic behavior of dislocations and plasticity
that are different from the behavior predicted by the
continuum approach. In addition to obvious anisotropy
in plastic flow dictated by the crystallographic set of
gliding systems, of great importance are also the effects
caused by the fine structure of a dislocation core that
can be rearranged between different energy states in
accordance with the crystal symmetry [1, 2]. It is
assumed that in some material's, these effects can result
in an anomalousincrease of theyield stress at high tem-
peratures, which opens new possibilities for various
high-temperature applications of these materials and,
thus, is also of great practical interest (see reviews
[3-7D).

Of special importance is the possibility to vary the
temperature range of the manifestation of this effect,
i.e., the temperature of the anomalous maximum Ty,
and the stress amplitude oy = o(T,). This can be
achieved, e.g., with the aid of alloying, because, aswas
shown experimentally, both Ty, and oy, are rather sensi-
tive to theimpurity concentration [8]. It was shown that
alloying somewhat modifiesthe microstructural param-
eters controlling the mechanisms of dislocation motion
and, thus, also the material plasticity. The possibility of
purposeful change of the microstructural parameters
requires the knowledge of the dependence of the plas-
ticity characteristics on those parameters, whose modi-
fication can be the most efficient. Unfortunately, at
present, there are only some qualitative data to the
effect, but no consistent and compl ete description of the
dependence of the anomalous temperature peak of the

deforming stress on the microstructural parameters
within one, even considerably simplified model has
been made as yet. The present study is aimed at devel-
oping a simplified unified model of the effect to attain
the first approximation to the rea situation. Such an
approximation can be the first semiqualitative land-
mark in clarifying the degree of influence of one or
another microstructural parameter on the anomalous
plasticity of materials.

The anomal ous behavior of intermetallic alloyswith
the LI, structure type (as the NizAl aloy) is usualy
interpreted as the transition of a split dislocation from
the mabile configuration in the glide planeto the sessile
configuration (the so-called Kear—Wilsdorf localization
[3, 6]). Another interesting example is the jJumpwise
motion of dislocations on the prismatic planes in Be
and Ti crystals: in accordance with the in situ electron-
microscopy study [1], a dislocation which has passed
several lattice periods stopsfor sometime; then the pro-
cess is repeated many times. This phenomenon is usu-
ally interpreted under the assumption that a dislocation
core can have several states—mobile and immobile—
and that it can be transformed from one state to another
and back. In turn, thisis usually considered in terms of
dislocation resplitting in various crystalographic
planes[1, 2]. Consider also the behavior of plasticity in
y-TiAl: it is interpreted as a dislocation motion in a
multi-valley Peierls-Nabarro relief with the regular
dislocation “sticking” to deep relief minima. Upon a
rather long process of thermally activated liberation of
these dislocations from the deep minima, they start
moving rather fast over a shallower relief [7]. In the
present study, we did not consider any concrete micro-
scopic mechanism of dislocation locking; instead, we
use a generalized phenomenological description based

1063-7745/01/4603-0474%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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on the genera concepts of the thermally activated
kinetics. As a result, we managed to describe some
characteristic features of macroscopic plastic deforma-
tion of materials in arather smple and general way.
Asan alternative to this model with the spontaneous
thermally activated fluctuation-like liberation of dislo-
cations developed in our study, it is also possible to
describe the process within alternative models with the
local mechanically forced unpinning of dislocations
which, in turn, initiates the process of the so-called dis-
location unzipping [9, 10]. There also exist some statis-
tica models of dislocation immobilization [11] and
other approaches (see reviews [3—7] and [12-15]).

KINETICS OF DISLOCATION MOTION

Generalize the conventional mechanism of disloca
tion gliding by including into consideration spontane-
ous processes of dislocation-core rearrangement
between the mobile and immobile configurations. It is
assumed that, in addition to the conventional gliding
states (g), there also exist the sessile states (s) and that
didocations can perform mutual transitions from the
gliding to the sessile stateswith afrequency J_and back
from the sessile to the gliding states with a frequency
J,. Unlike the transitions between various gliding
states, which should necessarily be taken into account,
the transitions between various sessile states can be
ignored.

Denote the probabilities that by the moment t adis-
location is in the gliding state by N(t) and, in the
sessile state, by Ng(t), so that Ny(t) + Ng(t) = 1. Then,
the kinetics of the change in the fraction of gliding
states can be described by the equation

dNg/dt = J,N,—J_N,, (1)

which can readily be solved by excluding the quantity
N, from it using the Eq. Ny + Ns = 1 and the initial con-
ditions Ng(0) = 1 and N(0) = 0. Thus, we obtain

3. J
No) = 3557 * 753

A dislocation moves over the gliding states with a cer-
tain velocity v, and the sessile states give no contribu-
tions to its spatial displacement. Thus, a dislocation
moves in a jumplike manner via stochastic hoppings
through the glide states between the events of its suc-
cessive locking. The average dislocation position,
X(t)[lvaries with time according to the Eq. [dix(t )/dtl=
VN(t). Integrating the latter equation, we obtain

exp[—-(J.+I)t]. (D

J,
k(O = th+ T3

3 (3
+v———{1-exp[(J. + I} .
(3, +2)°
One can readily see that, in this case, the averaged
motion of dislocations is time-inhomogeneous. As fol-

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

2001

475

lows from Eq. (3), at short t < 1/(J_+ J,), the above
relationship describes conventional dislocation gliding
()= vt. Within arather long time, t > 1/(J_+J,), the
didocation has the time to perform quite a large num-
ber of hoppings and its path is determined mainly by
the renormalized averaged motion velocity

k(t)O= vtd,/(I_+ J,). 4)

If the probabilities of the dislocation sticking in the
sessile states and their liberation from these states are
considerably different, J, < J , thereduction of thedis-
location velocity can be essential. Equation (3) aso
provides the description of atransient behavior of dis-
locations, where the change in the parameters, e.g., the
temperature, results in the change of the controlling
mechanism from simple dislocation gliding to the jum-
plike motion. The transient-type of dislocation behav-
ior becomes essential if the total dislocation path |, is
limited, |, i.e., if the lifetime of a mobile dislocation
becomes comparable with the average time necessary
for a single hopping. The change in the mobilities of
individual dislocations also modifies the characteristic
features of the macroscopic plastic flow of the material.

MACROSCOPIC PLASTICITY

Now let us use the above results to describe the mac-
roscopic plastic deformation. For the average velocity
v of the mation of dislocations having the density p, the
rate € of the plastic flow is given by the Orovan equa-

tion € = pbv(g, T), where b is the Burgers-vector
length. In deformation occurring at a constant rate and
the known dependence of the motion velocity on stress
o and temperature T, the latter relationship can also be
used to determine the temperature dependence of the
deforming stress, o(T).

For athermally activated motion, dependent only on
the elementary process of overcoming similar obsta-
cles, the dependences of v on o and T are determined
mainly by the Arrhenius factor v = v exp(—E(0)/KT),
where E(0) is the corresponding activation energy and
V, is an unessential preexponentia factor. As a result,
wearrive at asimplelaw of plastic flow intheform € =

€, exp(—E(0)/KT) or
E(0) = KTIn(&y/8), )

where g, = pbv,. Assuming that the dislocation density
p and the factor v,, only weakly depend on the temper-
ature and the stress in comparison with the Arrhenius

factor, we can take in what follows that €, isacertain
constant. At € = const, the deforming stress determined

from Eq. (5) monotonically decreases with the temper-
ature (the so-called “normal behavior™).

In the case we are interested in, the dislocation
motion is accompanied by spontaneous transitions
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Fig. 1. Temperature curves of deforming stress [(o(T)),
solid ling] and its rate sensitivity [I(T), dashed ling] calcu-
lated by Eq. (6) at the parameter values E, = 3E,, E_ = E),
In(£g/€) =25, p=1.3,q=0.8, and T= Ey/(KIn(£y/£)).

from the gliding to the sessile states and back, and
Eq. (5) should be somewhat modified. Taking into
account the time inhomogeneity of the process, we can
substitute the motion velocity v by its effective value
Ve = I,/t,, where | isthe total average free path of the
didocation until the moment of its “getting out of the
game’ (emergence to the surface, annihilation with
other dislocations, etc.) and t, is the corresponding
travel time. At the given path | ,, the travel time can be
determined from the equation x(t,) = |, with the aid of
the kinetic law Eqg. (3). This provides the determination
of the modified temperature dependence of the deform-
ing stress. We assume the thermally activated nature of
the transitions between the gliding and the sessile states
J,._= Jo.._exp(-E, _/KT) with the activation energies
E, and E_and limit our consideration to the case where

J,/J_< 1. Determining the travel timet, = pbl /¢ from
the Orovan equation and substituting it into Eq. (3), we
arrive at the modified eguation for the temperature- and
vel ocity-dependent deforming stress

E(o) = E_+KTIn{[1+Z —exp(—(z +2))]/l} , (6)

wherel =13, /vy, Z, = (€o/)(|, .. _/Vo)exp(-E, _/KT).
Atahigh locking barrier E_, thisequation is reduced
to conventional Eq. (5) for o(T) for usual gliding. If the
barrier is not too high and the thermal activation of the
locking process occurs at a noticeable frequency, the
value of the deforming stressis changed. In the general
case, the effect of dislocation sticking in the sessile
states results in an increase of the deforming stress. At
arelatively low barrier of the didocation liberation and
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the transition to the mobile state (with the energy E,),
the resulting temperature dependence of the deforming
stress on temperature is weakened (flattened out) asin
Ti [1, 2] and anumber of other materials (for details see
[16]). At a sufficiently high unlocking energy E., the
curve o(T) forms the maximum and the deforming
stress shows an anomal ous positive temperature sensi-
tivity in acertain temperature range. Figure 1 showsthe
modified temperature dependence o(T) obtained from
the above equations for the following set of the param-
eters: E, = 3E,, E_ = E, J,, = J,_, | = 10, and In(&y/€) =
25. Toillustrate the calculation performed, we used the
model dependence of the activation energy on stress
from [17]:

E(0) = Eg[1-(a/o*)T". )

Thus, for the dislocation motion in aharmonic Peierls—
Nabarro relief, the dependence of the activation energy
on stress is given by Eq. (7) withp=13and q=0.8
[18]. As is seen from Fig. 1, the temperature depen-
dence o(T) consists of a decreasing low-temperature
(normal) branch and a high-temperature (anomalous)
peak described by the generalized Eq. (6).

Thisbasic relationship also alowsthe calcul ation of
other characteristics of material plasticity, e.g., the
strain-rate sensitivity I(T) = do/dln€ . In the case under
study, the dependence I(T) does not determine the
microscopic characteristic of overcoming the barrier by
a dislocation—its activation volume (as is the case in
simple gliding). Nevertheless, this quantity, being a
parameter that can be measured experimentally, is of a
considerable interest.

Equation (6) is valid and can be solved irrespec-
tively of the dependence of the locking E_ and unlock-
ing E, energies on stress. However, we illustrate the
stated above on a simpler particular case, where the
energies E, and E_ are constant. Performing the differ-
entiation, we obtain from Eq. (6) that

do kT

din(g) ~ Vo[1+z —exp(—(z +2))] )
x [z, +(z, + 2 )exp(—(z. + 2))].
Here, V, = —dE(0)/do.

Figure 1 also illustrates the temperature dependence
of the strain-rate sensitivity I(T) = do/dIn€. It is seen
from Fig. 1 that locking processes result in the consid-
erable anomaly in the strain-rate sensitivity, which
givesrise to its dramatic decrease in a certain tempera-
turerange. The cause of this phenomenon is considered
in detail in the next section.

In addition to the deforming stress and its strain-rate
sensitivity do/ding, one also measures in mechanical
tests the rate of stress relaxation at the fixed total (elas-
tic + plastic) deformation. In this case, one determines
simultaneously both do/dt ~ —& and ¢ as functions of
time. These two functions parametrically determine
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(with the time t as a parameter) the dependence of the
plastic flow rate on stress. The construction of the
dependence In(—do/dt) as afunction of o (the so-called
relaxation curves [19]) in the case where the plastic
flow is determined only by one elementary process of
thermally activated overcoming an obstacle provides
the determination of the activation energy of this pro-
cess, because in this case, we have In(—do/dt) ~ In(€) ~
—E(0)/KT (within the accuracy of the additive constants
of the type of elastic module and In(&y)).

Let us consider the qualitative change of the relax-
ation curves for the dislocation-motion mechanism
under consideration, which includes the locking—
unlocking processes. This can be done with the aid of
basic Eq. (6). Figure 2 showsthe In€ as afunction of o
obtained by the numerical solution of Eg. (6) at the
parameters E, = 1.5E,, E_ = E;, and | = 10* at two dif-
ferent temperatures T = 2E,/(25k) (curve 1) and T =
2.5E,/(25K) (curve 2). Theform of the relaxation curves
clearly shows the transition between two different acti-
vation energies E(0) and E(0) + E, — E_. Therelaxation
curves corresponding to these activation energies in
simple gliding are indicated by dashed lines.

It should be emphasized that an attempt to describe
the plastic flow of this type as being controlled by one
thermally activated process can lead to erroneous con-
clusions. Thus, a stress relaxation slower than that dic-
tated by the occurrence of one elementary process can
be interpreted as the manifestation of collective effects
(such as exhaustion of mobile dislocations); however,
in the actual fact, it is caused by quite another cause.
The calculations performed in our present study show
that even without the allowance for the collective
effects, the dynamic behavior of individual dislocations
can be explained by spontaneous pinning of a disloca-
tion at the sessile state observed every now and then.

It is expedient to study the temperature range of the
anomaly in plasticity and the characteristics of the
anomalous peak of the deforming stressin more detail.

ANOMALOUS PEAK

In the high-temperature range corresponding to the
anomaly, the exponentia termin Eq. (6) israther small
and, thus, can be omitted. Then, the peak shape is
described by the relationship

E(0) = E_+KTIn[(1+2z)/]
= E_+KTIN[L/I + (£,/) exp(=E./KT)]

(for the sake of simplicity, we assumed that J,, = J,.).
Because of the exponential character of the temper-
ature dependence of the quantity z,, equation (9) deter-
mines two alternating branches of the dependence o(T)
corresponding to the conditions z, < 1 (alower temper-
ature) and z, > 1 (a higher temperature). As was indi-
cated in the previous section, the high-temperature
branch corresponds to gliding with the activation

€))
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Fig. 2. Relaxation curves In(-da/dt) = f(o) calculated by
Eq. (6) at the parameter values (1, 2) E, = 1.5E, E_ = E,,
In(§y/€) = 25, p = 13, q =08 T = (1) 2Ey25k and
(2) 2.5Ey/25k.

energy E(o) + E, — E_ and a decrease in o(T) with the
temperature, which is “normal” for the thermally acti-
vated mation. A low-temperature branch in the range
z, < 1 isapproximately described by the relationship
E(o) = E_—kTInl. (10)
One can see that, in accordance with Eqg. (10), an
increase of the temperature corresponds to a decrease
of E(0). Then, since E(0) isadecreasing function of g,
the deforming stress increases. Thus, the anomalous
rising branch of o(T) can approximately be described
by the simple relationship (10)—the dependence of
o(T) on the locking-barrier energy E_ and the disloca-
tion path and al so the absence of any dependence on E,
and the deformation rate €. The latter fact explains the
anomalous minimum in the strain-rate sensitivity.

The temperature sensitivity of the deforming stress
do/dT obtained by differentiation of Eq. (6) at constant
E,andE._is

dr VoL O 1 0

InDéOI D}.
1+z, [,z0

(11)

The point of the maximum in Ty, is determined from
the conditions do/dT = 0 approximately corresponding
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Fig. 3. The dependence of the temperature of the maximum
deforming stress, Ty;, on deformation rate &€ at | = 10%.

Dashed line indicates the approximate analytical curve
described by relationship (12).

- _In()
R PYES
Ty= E. ) (12)
CE, In(&y/€)
KinZ1In [ 0 }D

Thus, the temperature position of the peak in the above

0y,/0x

| | | | | |
06 08 10 12 14 16 18 20
E_JE,

Fig. 4. Dependence of the peak stress oy, = a(Ty,) on the
locking-barrier height: E_ at In(£y /&) = 25 and | = 10* at
different values of the E,/E_ ratio: (1) 1.0, (2) 1.5, (3) 2.0,
(4) 2.5, and (5) 3.0.
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approximation is independent of E_ and is determined
mainly by the quantity E,. The dependence of Ty, on the
deformation rate € isillustrated by Fig. 3. The compar-
ison of the Ty, value numerically calculated from the
rigorous equation do/dT = 0 with the analytical approx-
imation (12) shows the high efficiency of the latter.

The peak stress gy, is determined by substituting the
Ty value obtained into Eq. (9):

E(oy)=E_
O O
E I
_ + InH 0 a3)
O In(l) O
CE In(gy/€) L+ ———
In DOII [ (0|) }D In(2/)

Sincethe coefficient before E, in Eq. (13) at thetyp-
ical parameter valuesis less than unity, the peak stress
depends on the value of E_ to a larger degree. At the
fixed E,/E_ ratio, the dependence of oy, on E_isillus-
trated for In(gy/€) = 25 and | = 10* by Fig. 4. It is seen
that with a proportional decrease of the energy barriers
E, and E, the temperature position of the peak is
shifted toward lower temperatures, whereas its ampli-
tude o, increases. A similar behavior was observed in
doping of NisAl with Hf (Fig. 5in [8]) (E,=2.574E,
and E_ = 1.31E, for curve 1, whereas E, and E_ for
curve 2 are less by afactor of 1.4).

o, MPa
400+
300+

200

100

I
1200
T,K

| | | |
0 200 400 600 800 1000

Fig. 5. Temperature dependence of the deforming stress at
the proportional variation of the barrier heights (1) E, =

2.574E), E_ = 1.31E,, (2) E, = 1.839E), E_ = 0.9357E,
(In(£5/€) =25 and | = 10% p = 1.3, and q = 0.8). Circles
indicate the experimental data [8] for deformation in
Niyg 6Alys 4, SQuares indicate the experimental data for
Nizy gAly oHf3 3.
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CONCLUSION

The existence of a positive anomalous temperature
dependence of deforming stresses indicates that the
plastic flow of the material is not controlled by just one
thermally activated elementary process.

This requires the modification of the conventional
schemefor thethermally activated analysisin treatment
of the corresponding experimental data. In the present
study, we extended the elementary model of the ther-
mally activated gliding dislocation to the case of ther-
mally activated spontaneous rearrangement of disloca
tion cores between the gliding and the sessil e states. We
al so obtained the analytical relationships describing the
averaged laws of jumpwise dislocation motion and
determined the dependence of the characteristics of the
plastic flow of the materials on the temperature; the
applied stress; and the internal parameters such as the
density of mobile dislocations, the complete lengths of
their free paths, and the energy barriers for the rear-
rangements of dislocation cores between different
states. In addition to the qualitative interpretation of the
characteristic temperature dependences of the deform-

ing stress o(T) and its sensitivity to rate do/din€, the
results obtained also describe the tendencies in the
modification in anomalous-peak characteristics, its
temperature position, and the amplitude with the
change of the microstructural parameters. This can be
of great help in the search for the methods for control-
ling the mechanical properties of various materials.
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Abstract—Determination of the photoelastic constant on crystal disks subjected to compression along the
diameter have been considered. The possibility of measuring the photoelastic constant on disk-shaped plates
with pronounced inhomogeneously distributed birefringence is analyzed by example of aKRS-5 single crystal.
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The method of determining the piezooptical coeffi-
cients of cubic crystals on disk-shaped (100)-oriented
plates with subjected to a compression along the diam-
eter wasdescribed in[1]. Earlier, similar measurements
were made on specia precisely cut prisms. This
method essentially facilitates the extraction of a valu-
able information on crystals and possible changesinits
properties.

In practice, one usually deals with stressed isotropic
disks, in particular with the (111)-oriented disks, with
their photoelastic constant and its dispersion being
unknown. The distribution of the initial stresses and
their values in crystals can range within large intervals
of values. For example, in high-quality Czochralski-
grown crystals, the stress distribution is characterized
by the axial symmetry [2], which resultsin the absence
of induced birefringence in the center of the plate cut
out normally to the growth direction. The measurement
of the photoel astic constant in such platesis essentialy
simplified. In crystals grown by less devel oped technol -
ogies, the distribution of internal stresses caused by
local stress sources or athermal shock is more compli-
cated. The random choice of the point of measuring the
photoelastic constant in such crystals may result in a
considerable error in the measured value.

Below, we describe the method providing the deter-
mination of the photoelastic constant with minimum
errors even in strongly stressed crystals. The measure-
ment procedure is reduced to the following. First, the
initial stressed state of a the crystalline disk is studied
by scanning it across one of its diameters. The result is
represented as a curve reflecting the variations in inter-
ference of the polarized radiation used for the analysis.
These variations are caused by the distribution of inter-
nal-stress-induced birefringence. Then, depending on
the data obtained, one chooses the strategy of further
studies. This choice depends on the presence of the

point with the zero-birefringence in the vicinity of the
disk center and the point at which theinterference max-
imum is observed. The latter can readily be used for a
simplified calibration of the instrument.

If both characteristic points are present, the determi-
nation of the photoel astic constant requires the determi-
nation of the change in the ordinate of the initial curve
at the point of zero birefringence under the external
loading along the diameter normal to the scanning
direction. The loading should be chosen in such away
that the signal recorded at point with the zero birefrin-
gence would multiply exceed the noise level of the
electronic system of the instrument. If this condition is
met, the measurement error is considerably reduced
even at the minimum mechanical loading.

The stressed state of the disk is studied by the mod-
ulation method for determining birefringence [3] with
the use of arotating analyzer. The interference maxima
H,, are observed at the points where the path difference
equals (2n— 1)A/4 (here nisan integer number and A is
the radiation wavelength). At moderate stresses and not
too thick objects, n = 1. The linear dimensions of the
ordinates H on the curves depend on both instrument
and crystal parameters as

H = H,sin(2nCAad/}), (D

where C is the photoelastic constant, Ao is the differ-
ence between the principal stresses, and d is the disk
thickness. If the point of zero-birefringence is located
in the disk center, the external loading P induces at this
point the stress difference

Ao = 4P/miRd, )

where Ris the disk radius. The induced difference Ao
gradually decreases with the distance from the mea-
surement point from the disk center. If the measure-
ment points are located along the diameter orthogonal
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Variationsin interference of polarized IR radiation scanning of astressed disk cut out from aKRS-5 single crystal. (1) Corresponds
totheinitia state; (2, 3, 4) are obtained under loading of 0.97, 2.07, and 3.21 kgf, respectively; (5) shows arelative |oading-induced
decrease of k(R) at the points lying on the diameter normal to the loading direction far from the center. Here, Ris the disk radius,
Oisitscenter, H isthe ordinate, Hy, is the height of interference maximum.

to the loaded diameter, the relative decrease in Ac(R)
from unity in the disk center to zero at its edge can be
represented as curve 5 in figure. The ordinates of this
curves are proportiona to the decay coefficient k(R)
used in the calculation of the photoelastic constant. The
k(R) values and the data obtained from Egs. (1) and (2)
provide the determination of the photoelastic constant
as

C = ARarcsin(H/H,,)/8Pk. 3)

If the point with zero birefringence does not lie on
the “orthogonal diameter,” then Eg. (2) and k(R) cannot
be used. In this case, C should be determined from the
formulas givenin [4].

If theinitial curve has no interference maximum, the
photoelastic constant is determined in different way. In
order to determine the value of nonexisting maximum
Hy, one has to measure again the ordinate of the initial
curve at the point with zero birefringence point under a
more pronounced loading. To increase the accuracy, the
second measurement should be made under a loading
two or three times heavier.

The Hy, value is determined by Eq. (1) represented
in the form

H = Hysin(aP). 4)
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In practice, the argument aP does not exceed 30°—
40°. Therefore, one can write within the sufficient accu-
racy that

H = H,,aP(1-a’P’/o). (5)

The coefficient a can be obtained from the H,/H,
ratio:
1/2

a = [o(P'—H")/(P'P;—H'P)] ", (6)

where P' = P,/P;; H' = H,/H,; and the subscripts 1 and
2 indicate the first and second runs of measurements,
respectively. The use of Egs. (4) and (6) yields Hy, =
H,/sin(@P,). The Hy-values obtained are substituted
into Eg. (3) to determine the photoel astic constant.

We used a KRS-5 crystal with high photoelasticity
value [5] to illustrate the use of the first variant for
determining the photoel astic constant. The disk-shaped
(111)-oriented plate with athickness of 10 and adiam-
eter of 50 mm was cut out. The chosen dimensions pro-
vided the formation of the interference maximum. The
measurements were made on an FPD-1 photoelectric
polariscope-flaw detector designed at the Institute of
Crystallography of the Russian Academy of Sciences.
IR radiation in the 2-um range was used. The disk was
compressed with the aid of a specia lever-based
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Abstract—Magnetic properties of the nonstoichiometric phases with the fluorite-type “defect” structure
N&y.4RosF2 2 (R=Ho, Er, Tm, Yb) and Na, 35Dy e5F2 3 have been studied as well as some ordered phases with
different distortions of the initial fluorite lattice (NaHo0,F7, Na;Tmy3F46, NaYhb,oF;, and Na;Ybi3F,e) and
Na, 5Dy sFg With the gagarinite-type structure (NaCaY Fg). Magnetic susceptibility x was measured with the
aid of the Faraday balance in the temperature range from 20 to 300 K. The crystalswith R= Dy, Ho, Er, Tm are
paramagnetic; their temperature dependence X is described by the Curie-Weiss law. It is shown that in the tem-
perature range studied, magnetic susceptibility does not depend on the degree of order of Dy, Ho, Er, and Tm
lonsin the structure. Below 80 K, the temperature dependence of magnetic susceptibility of the the Y b%*- con-
taining phases differs from the analogous dependence x of an ideal paramagnetic crystal, which is assumed to
be caused by the interaction of the crystalline field with Y b%* ions. © 2001 MAIK “ Nauka/Interperiodica’ .

INTRODUCTION

The formation of crystals with the “defect” CaF,-
type structure and gross nonstoichiometry is character-
istic of MF,—RF; -type (M = Ca, Sr, Ba, Cd, and Pb; R-
rare-earth element) and MF-RF;-type (M = Na, K; R-
rare-earth element) binary systems. Single crystals of
these phases are promising materials for practical use
because one can modify their defect structure and prop-
erties[1].

The fluorite nonstoi chiometric phases with the gen-
eral formula M, ,RF,; 4 .n @€ heterovaent solid
solutions. The isomorphous substitution of M?**- and
M™- ions by R3*- rare-earth ions results in the forma-
tion of structural defects in both anionic and cationic
sublattices of the unperturbed CaF,-type lattice. In the
M, _,RF, . fluorite phases, the defects in the anionic
sublattice (i.e., the fluoride ionsin interstitial positions
and the fluoride vacancies in the main position) are
studied by the methods of X-ray diffraction analysis,
neutron diffraction analysis, diffuse neutron scattering
and many other techniques. For Nays_R)s . Fa . 2«
phases, the defect structure has been studied for only
one composition (R=Y; x=0.1).

By analogy with the data on the Nay s _ Ry 5. xF2 4 2«
fluorite-phase structure and the proposed cluster model
of the NaY b,F; ordered phase, one can assume that al
the nonstoichiometric and ordered phases contain the
complexes (clusters) of therare-earth ionsin octahedral
coordination. A group of nonstoichiometric phases is

characterized by statistic distribution of centersof grav-
ity of these clusters and incomplete occupancy of octa-
hedron vertices by rare-earth ions. In the ordered
phases, clusters formed by defects become the struc-
tural units. Their centers of gravity form an individual
sublattice, whereas the cation component of the former
cluster complexes tend to occupy al the octahedron
vertices. In the Na, 5Dy, sF¢ crystals with the gagarin-
ite-type structure (NaCaY Fg), the ions with different
valences occupy different crystallographic positions,
whereas rare-earth ions do not form any clusters.

With a decrease of the temperature, the nonstoichi-
ometric fluorite phases crystallized from melt in many
systems start ordering. Defect clusters become the
structural units in which the cation positions and the
chemical composition can be unambiguously deter-
mined. However, the difficulties encountered in growth
of single crystals of the ordered phases resulted in the
fact that, at present, only two structures of these phases
have been studied. The analysis of the relevant data
shows that the cation—cation distances in these struc-
tural units differ from the statistically averaged dis-
tancesin theinitial disordered phase.

Thus, it was expedient to establish whether the
degree of disorder and small variations in the relative
positions of the rare-earth ionsin the nonstoi chiometric
and the ordered phases influence on the properties of
these phases. Since most of the rare earth elements are
characterized by pronounced magnetic moments, these
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phases seem to be favorable objects for studying their
magnetic susceptibility.

No such studies of the phases formed in the NaF-
RF; systems have been performed as yet. In particular,
Nag s Ry 5. «Fa 4 ox Crystals differ from analogous non-
stoichiometric M, _,RF, ., fluorite phases by much
higher rare-earth ions concentrations. In M, _,RF, . ,
the maximum content of RF; is 50 mol % (at normal
pressure), whereas in Nays Rys.,Fs,00 it reaches
70 mol % RF;. Moreover, the conditions of growing
M, _,RF,,, single crystals with the maximum rare-
earth ion concentration are extremely unfavorable,
whereas Nag 5 _ R 5, «F, . 2x the compositions of phases
with the maximum rare-earth ion concentrations are
close to the compositions of congruently melting
phases. This alows one to grow high-quality
NaO.S - XRO.S + xF2 +2X s ngle CryS[alS [2] :

Below, we describe the magnetic susceptibility for
nonstoichiometric Na,s_,Rs . «F» .o« flUorite phases
and compare the results of measurements with similar
data for several types of ordered phases with the fluo-
rite-derived structure and with the gagarinite-type
structure of Na, sY b, 5Fs.

EXPERIMENTAL

We studied the phases with different types of the
rare-earth ion distributions over the crystal structures—
highly disordered phases in nonstoichiometric fluo-
rites, partly ordered phases with the fluorite-derived
structure, and the ordered phase in the gagarinite-type
structure.

We obtained two groups of specimens, depending
on the method of their growth. Thefirst group isformed
Bridgman-grown (from melt) Nays_ Ry 5. xFa ok SIN-
gle crystals (the growth conditions are described el se-
where[2]). The chemical composition of these crystals
was refined using the concentration curves of the unit-
cell parameters obtained by the X-ray powder analysis.

The second group is formed by the ordered phases
with the fluorite-derived structure and a Na; sDy; sFg
gagarinite-type phase. In most cases, these phases are
formed at lowering the temperature of nonstoi chiomet-
ric phases of the same composition. However, their
composition can lie outside the homogeneity range of
the fluorite phase. In both cases, the ordered phases
were obtained by prolong annealing of the mixture of
components in nickel ampules, placed into a nickel
container with the fluorinating atmosphere provided by
the products of teflon pyrolysis. The equilibrium
ordered phases thus obtained were quenched. Thetypes
of fluorite-lattice distortions and the stability ranges of
these phases in the NaF-RF; systems have been studied
earlier [3]. Some of the corresponding phase diagrams
can be found in [4—7]. The details of the solid-phase
synthesisare givenin [8].
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The magnetic susceptibility x was measured using a
Faraday balance. The specimen was placed into a plas-
tic capsule suspended on a 1-m-long quartz fiber to the
arm of a precision balance. The magnetic moment of
the specimen interacted with an electromagnet-induced
nonuniform magnetic field, and the balance recorded
the changein the effective mass of the specimen. A pre-
liminary calibration of the device was made on stan-
dard HgCo(NCS), [9] specimens and allowed one to
determine magnetic susceptibility per unit mass of the
specimen. The molar magnetic susceptibility was
obtained by multiplying the magnetic susceptibility
thus measured by the molar mass of the compound
studied. The diamagnetic correction was taken into
account by the Pascal method using data [10]. The
specimenswere placed into ahelium cryostat providing
the measurements in the temperature range from 20 to
300 K.

The Yb*-containing Na, ,YbysF,,, NaYb,F;, and
Na,Y b,5F 4 crystals were studied on a standard SQUID
magnetometer in the temperature range from 5 to
300 K.

Below, we present the results of the measurements
performed on ten specimens of different compositions.
The data obtained can be divided into three groups
depending on their structural characteristics dependent
on the arrangement of rare-earth ions.

(1) Crystals with disordered distribution of rare-
earth ions presumably having a tendency to formation
of complexes (clusters). These are the nonstoi chiomet-
ric Nays_Rys.«F2 42 Phases with the defect fluorite
structure and the composition Na, 4R, 6F, » With R=Ho,
Er, Tm, and Yb. The Nay 35Dy 655> 3 phase also has the
disordered fluorite structure.

(2) Specimenswith the of fluorite-derived structures
formed during lowering of the temperature (ordered
phases). They showed a long-range order in the
arrangement of the structural defects. The clusters of
defects statistically distributed in the nonstoichiometric
crystals become the structural units in the ordered
phases whose centers of gravity form an individual sub-
lattice. The rare-earth ions also become ordered,
whereas, depending on the type of the rare-earth ion,
the phases can have different distortions of the fluorite
lattices. The NaHo,F,; phase is characterized by the
trigonal distortion and is stable in anarrow temperature
range; the NaY b,F, phase has the monoclinic (pseudo-
orthorhombic) distortion; the Na, Tm, 5F,; showstetrag-
onal distortions; and, findly, the a Na;Yb;3F
phase has the orthorhombic distortion of the fluorite
lattice [3].

(3) TheNa, sDy; sF5 composition hasthe gagarinite-
type structure (NaCaYFg) and is characterized by an
ordered arrangement of rare-earth ions not forming any
clusters similar to the octahedral clustersin the nonsto-
ichiometric fluorite Na, 5 Ry 5. \F - 2« Phases.
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RESULTS AND DISCUSSION

The temperature curves of magnetic susceptibility
for most specimens point to their paramagnetic state in
the temperature range from 20 to 300 K. They are well
described by the Curie-Weiss law,

Xma = C/(T—e), (1)

where X, isthe molar magnetic susceptibility, T isthe
measurement temperature, C is the Curie constant, and
0 is the Curie temperature (hereafter, we shall use x
instead of X,,.1)-

Figure 1 shows the temperature dependence of the
reciprocal x the Na, ,HO, ¢F, » specimen. Asis seen, the
dependence measured is described, within the accuracy
of an experimental error, by the Curie-Weisslaw. Inthe
table, the x values for are given at two temperatures—
20 and 300 K. The specimens are divided into five
groups. Each of them (with the exception of
Na, 4ErqsF» ) consists of phases having disordered flu-
orite structures and the ordered phase from the same
NaF—RF; system. For the first four groups, the Curie—
Weiss law isvalid at temperatures above 20 K.

More complex temperature dependences x(T) were
obtained for three Y b®*-containing phases of the fifth
group. A typical x(T) dependence for the Na, ,Y by F- 5
specimen is shown in Fig. 1. At T > 80 K, the depen-
dence x(T) is described by the Curie-Weiss law (1). At
T < 80 K, the curve 2 considerably deviates from the
curve characteristic for temperature range, of paramag-
netic of this deviation for all three phases. Theisindi-
cated in table.

The €electron configuration of the outer electron
shells of rare-earth ions, 4f °-145825p° (additional to the
electron shell of xenon), consists of unfilled 4f-shell
and filled outer 58” and 5p° shells. The 4f-electrons are
responsible for the magnetism of rare-earth ions, and
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Fig. 1. Temperature dependence of reciprocal magnetic sus-
ceptibility for (1) Nag4HOg gF2 > and (2) Nag 4Ybg gF5 5.
Squares indicate experimental points; solid lines show the
values calculated by the Curie-Weiss formula with the use
of the parametersindicated in table.

the filled outer shells shield 4f-electrons from the crys-
talinefield (which israther weak if at all).

The present study was undertaking to establish the
presence (or the absence) of fine variations in the crys-
tal structure caused by relative arrangement of rare-
earth ions on the x-value.

The Curie constant in Eq. (1) is determined by the
concentration of rare-earth ions and their effective
magnetic moment L. (hereafter isp) [11, 12],

2
KN

3K, X, (2)
where N, isthe Avogadro number, x isthe molar part of
R*-ions, kg is the Boltzmann constant, and p is the

C =

Magnetic properties of nonstoihiometric fluorite Na, 4R, ¢F, » phases (R = Dy, Ho, Er, Tm, and Yb) and ordered phases in

some NaFRF; systems

_ _ Magnetic susceptibility | Deviation Magnetic moment,
Group Speci- Specimen Type of X, emu/mol from the Bohr magneton, pig 0, K
men composition structure Curie-Weiss
20K 300 K law, K Hexp Mtheor
I 1 |NayasDygeskz3 | Cars 6.14e™ 4.82e72 10.76 £ 0.04| 10.63 5.9
2 |Na 5Dy 5F NaCaY Fg 6.12¢t 4.87e72 10.86 £ 0.03| 10.63 6.0
I 3 |Nag4HoggFo, |CaFs 5.15e 4577 10.74 £ 0.03| 10.60 11
4 | NaHo,F; Ordered 5.00et 4.67e72 10.80+0.02| 10.60 11
1" 5 |[NaysErggFoo | Cary 3.94e™ 3.91e? 9.88+0.03| 9.59 14
v 6 |[NagaTmgeFs, |Cary 2.02¢ 233t 7.74+0.02| 757 21
7 | Na;TmysFag Ordered 2.33¢ 2.22¢7 7.63+0.04| 7.57 16
Y 8 |[NaysYbygFos |CaFy 7.02e7? 7.84e7? 20-80 460+002| 454 | 56
9 |Na;YbisFss Ordered 7.52¢? | 1.03e7 20-80 493+0.03| 454 | 8
10 |[NaYh,F; Ordered 8.15e7 9.66e7 20-80 531+0.04) 454 | 79
CRYSTALLOGRAPHY REPORTS Vol. 46 No.3 2001
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Fig. 2. Effective magnetic moments (in Bohr magnetons,
pp) of the rare-earth ions in some phases in the NaF—RF3
system (R = Dy, Ho, Er, Tm, Yb). Squares indicate the
experimental points for nonstoichiometric fluorite phases;
asterisks and triangles indicate the experimental points for
ordered phases; and filled circles the theoretical values cal-
culated by formula (3).
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Fig. 3. The temperature dependence of magnetic suscepti-
bility for NaYb,F;. The experimental values for the speci-
mens cooled in a 100-Oe magnetic field are shown by
squares; those for the specimens cooled without magnetic
field, by triangles; the theoretical curve, calculated by the

Curie-Weiss law and the parameters indicated in table are
shown by the solid line.

effective magnetic moment, determined by the expres-
sion

_3,18(S+1)-L(L+1)
'[22 J(I+1) }

1
x[J(J+1)]%ug + ay,

where g is the Bohr magneton; S L, and J are the
quantum numbers of a rare-earth ion in the ground
state; and a, istheVan Vleck term that can be neglected
in this case.

3)
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Using the high temperature part of the experimental
dependence of x and Egs. (1) and (2), we can determine
the experimental value of the effective magnetic
moment |, of the rare-earth ion. The L., and e
values calculated by Eq. (3) arelisted in the table.

Asisseen from the table and Fig. 2, the experimen-
tal and the theoretical values of the effective magnetic
moment are equal with in an accuracy of about 2% for
the nonstoichiometric and the ordered phases with the
compositions from 1 to 7 (see table). The simulta-
neously measured effective magnetic moments are
close to (on average, they are dightly higher than) the
theoretical valuesfor rare-earth ions.

Earlier, such a good agreement between ., and
Mineor Was also observed for crystals of the M, _,RF, , -
type solid solutionswith the fluorite defect structure but
at much lower rare-earth-ion concentrations [13-16].
The analysis of the .,,-values obtained (see table)
shows that the magnetic moments of all the rare-earth
ions studied are independent (within the accuracy of
experimental error) of the state of rare-earthionsin the
crystalline matrices characterized by various degrees of
order.

At rather high temperatures, the magnetic suscepti-
bility of al the phases follows the Curie-Weiss law
with the negative val ue of the Curie temperature 0. This
means that the interaction between magnetic rare-earth
ionsis of the antiferromagnetic nature.

To establish possible ferromagnetic order in
Na;Yb,3F, and NaYb,F,, deviating from the Curie—
Weiss law below 80 K, we made measurements in two
modes. In the first mode, the specimens were cooled
from room temperature to 5 K in an applied 100-Oe
field. Then, thefield was switched off, and the measure-
ments were made during specimens heating. In the sec-
ond mode, the specimen temperature was reduced
without the field application.

Figure 3 shows the temperature dependence of mag-
netic susceptibility for NaY b,F; measured with the aid
of astandard SQUID magnetometer in the temperature
range from 5 to 300 K. Triangles show the data mea-
sured during heating of the specimen preliminarily
cooled in the absence of a magnetic field (the second
mode). Squares show the susceptibility data obtained
from the same specimen but preliminarily cooled to
5 K in a 100-Oe static magnetic field.

The absence of a pronounced hysteresis for the data
obtained in two different modes can beindicative to the
absence of magnetic ordering in the specimen in the
vicinity of 5 K. The deviations of the magnetic suscep-
tibility at low temperatures may be interpreted as
caused by the interaction of the crystalline field with
Yb*-ions. A similar result was also obtained for the
ordered Na,Y b,;F,5 phase.

Similar to al the other specimens (see table, the
compositions 1-7), the nonstoichiometric
Nay,YbyeFs, fluorite phase possesses the effective
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magnetic moment close to its theoretical value. The
magnetic moment of the ordered Na,Y b5F,; phase is
9% higher, and the moment of the NaY b,F, phase with
amost the same a Yb®" concentration is 17% higher
than the theoretical value. Unfortunately, this differ-
ence in the magnetic moments of the nonstoihiometric
and the ordered phases has not been interpreted as yet.
This difference exceeds the possible experimental
errors and possible error in the determination of the
chemical composition.

Modeling of a possible defect structure of the
NaY b,F; phase[16] led to the conclusion on the forma-
tion of acertain defect configuration in the { NagY bgFgs}
structure. This configuration involves only a part of the
Yb3* ions occupying the positions outside of the clus-
ter. As a result, the crystallochemical formula of the
NaY b,F; phase should be written as Na,YbgY b,Fg,

which reflects different positions of theY b**-ionsin the
structure of the ordered phase. Up to now, it has been
difficult to say whether the anomalies in magnetic
behavior of the phasesin forming the fifth group (table,
compositions 8-10) are explained by different posi-
tions of the Yb3**-ions in the structure. To establish the
nature of these anomalies, some additional studies are
required.

The measurements of all the specimens, except of
those containing Y b-ions, were performed at tempera-
tures much higher than 6, which might explain the fact
that, no deviations from the Curie-Weiss law for these
specimens were observed.

Magnetic susceptibility of the Yb3*-containing
phases was measured at the temperatures much lower
than 6. The corresponding temperature dependence
considerably deviates from the Curie-Weiss law
(Fig. 1). We cannot exclude that similar deviations
would also be observed at lower temperatures for spec-
imens containing other rare-earth ions.

CONCLUSIONS

The temperature dependence of the magnetic sus-
ceptibility in the phases formed in the NaF-RF; sys-
tems (R = Dy, Ho, Er, Tm) obeys the Curie-Weiss law
in the temperature range from 20 to 300 K. The mag-
netic moments of the rare-earth ions obtained from the
paramagnetic range of the temperature dependence of
magnetic susceptibility agree quite well with the theo-
retica data. The analysis of the ., values obtained
shows that, within the experimental error, the magnetic
moments of al the rare-earth ions are independent of
whether or not the rare-earth ions are ordered or disor-
dered in the crystal structure.

The phases in the NaF-Y bF; system studied in the
temperature range from 5 to 300 K show some devia-
tions from the Curie-Weiss |aw. The nonstoichiometric
fluorite Nay ,YbyeF,» phase, as well as al the other
phases, has .y, close to its theoretical value. For the
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ordered Na;Y b,5F, and NaY b,F; phases, the ., val-
ues exceed the theoretical ones by 9 and 17%, respec-
tively. As shown by the experiments, the deviation of
the temperature dependence X of magnetic susceptibil-
ity from the paramagnetic behavior at T< 80 K for
Y b-containing specimens cannot be explained by mag-
netic ordering. A possible effect of the crystal field on
Yb**-ions resulting in the deviations from the Curie—
Weiss law at low temperatures requires a more detailed

study.
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LIQUID CRYSTALS

Behavior of a Nematic Liquid Crystal in Oscillatory Flow

at Weak Surface Anchoring
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Abstract—The effect of the surface viscosity on the orientational dynamics of a nematic liquid crystal in an
oscillatory flow has been studied. For the shear and the Poiseuille flows, the approximate analytical solutions
of the nematodynamic equations are obtained at small flow amplitudes. The frequency range of the oscillatory
flow is determined, in which the surface viscosity strongly affects the optical response of a nematic layer. The
results obtained are compared with the data of direct numerical simulation of the nematodynamic equationsand
the method for the experimental determination of surface viscosity is proposed. © 2001 MAIK “ Nauka/Inter-

periodica” .

INTRODUCTION

The anisotropy of viscoelastic properties and inter-
action between the velocity field v and the averaged
molecular orientation specified by the director n lead
to a specific behavior of anematic liquid crystal (NLC)
in a flow. Up to now, the orientational dynamics of a
NLC in aflow hasbeen studied mainly for the so-called
strong anchoring (at the fixed director orientation on
the surfaces limiting the NLC layer). Depending on the
treatment mode of the limiting surfaces and the charac-
ter of the interaction between the NLC molecules and
the substrate, the NLC orientation at the boundary is
governed by the competing surface forces and the bulk
torques acting on the director. In the steady-state case,
the director orientation at the substrate is specified by
the surface anchoring energy [1], whereas the descrip-
tion of the dynamics of NLC reorientation requires
using the surface viscosity providing the dissipation in
the boundary layer [2, 3]. The hydrodynamic model of
the surface viscosity in aNLC was further developedin
[4], where one of the possible mechanisms of the dissi-
pation had been analyzed for weak anchoring.

The investigation of the director reorientation in an
oscillatory Poiseuille flow [5] in an external electric
field [6-8] and the experiments on the dynamical scat-
tering of light by aNLC inaporous matrix [9, 10] indi-
cate the necessity of taking into account the effect of
surface viscosity on the orientational dynamics of a
NLC. The weak surface anchoring of aNLC resultsin
the transition from the planar to oblique orientation
induced by an oscillating shear flow, which allow one
to estimate the surface viscosity [11]. Despite the ever-
growing interest in the effect of weak anchoring on the
orientational dynamics in a NLC, a number of prob-

lems have not been solved, eg., the relationship
between anchoring strength and the surface viscosity
and the possibility of measuring surface viscosity.

In the present paper, we theoreticaly study the
behavior of an NLC in an oscillatory flow at weak
anchoring and analyze the effect of the surface viscos-
ity on the director dynamics in the bulk and at the lim-
iting substrates. A nematic layer between two identical
substrates providing weak planar or homeotropic
anchoring is considered. We also discussthe oscillatory
shear flow induced by the time-periodical in-plane
motion of one of the limiting substrates and the oscilla
tory Poiseuille flow induced by oscillations of the pres-
sure gradient applied along the layer.

THEORETICAL ANALYSIS

Consider a nematic layer of thickness d between
two infinite parallel plates providing weak anchoring.
The origin of the Cartesian coordinate system is chosen
in the layer center with the z-axis being perpendicular
to the layer. In the case of a shear flow, the upper sub-
strate oscillates along the x-axis its plane as A,sin(wt)
(A, is the oscillation amplitude, w is the circular fre-
guency). The oscillatory Poiseille flow is formed
under the effect of a periodically varying pressure gra-
dient (AP/Ax)cos(wt) applied along the x-axis. In the
absence of the flow, the director is oriented along the z-
axis at weak homeotropic anchoring and aong the x-
axisfor weak planar anchoring.

The solution of the nematodynamic eguations is
sought for the director i and the velocity v lying in the
plane x—z, which are the functions of the distance to the
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plates (2) and time (t):

n, = cosB(zt), n, =0, n,=snB(zt),

_ _ _ ey
Vi = Vi(zt), vy=0, v,=0,
where 6 is the angle formed by the orientations of the
director and the x-axis. Such a choice of the dynamical
variables is justified if the amplitudes of the velocity
oscillations do not exceed the corresponding critical
values of uniform [12, 13] and the space—periodical
instabilities [14]. The dimensionless equations are
obtained if one chooses the layer thickness d to be the

characteristic length and the characteristic time as 1/w,
so that the dimensionless variablesare 7 = z/d, T = tw,
and v, = v,/(dw), and the nematodynamic equations
arewritten as[13, 15, 16]

8,-K(©)1, . = g P(O)0,.+3P(O6%], (@

OV, = —a,cos(t) 3)
+0,{-(1-2)K(0)8,+Q(O) vy 3 .
In the above equations, the tildes are omitted and
Acos’® —sin°f
K(G) = T, A= 03/02,
P(6) = cos’0+Ksin'0, K = Ku/Ky,
1
0) = —
Q) = 5755 “

><[a4+(0(5—0(2)sin29+(a3+0(6+2alsin29)cosze],
£ = U(T4w), Tq = y1d/Ky,
V1= 03—0p O =T,0, T, = pd/(-ay,).

Here, a; are the viscosity coefficients, f; = 9f/9j, K,
and K,; are the elastic (Frank) constants, and p is the
mass density of a NLC. For an oscillatory shear flow,
the dimensionless amplitude of the pressure gradient is
a, = 0; for a Poiseuille flow, it equals

a, = 4P _d
P AX(—0,)w

The 14 and 1, values have the meaning of the character-
istic times of the director relaxation and velocity,
respectively.

Equations (2) and (3) are written for the incom-
pressiblefluid (O - v = 0). In order to obtain the oscilla-
tory Poiseuilleflow in the experimentsfor the geometry
wherethe pressureis applied only to one end of the cell,
whereas (the other end isopen) [5], thelength of the LC
cell should be less than the distance at which the veloc-
ity obviously decays due to the finite compressibility.
Here, the velocity reduction by the factor of e is

(&)
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observed at adistance of |, = d./2pc?/(TPwn) [5, 17],
where c is the sound velocity in a NLC and n is the
effective nematic viscosity. For the material parameters
of aMBBA nematic (p = 10° kg/m3, ¢ = 1.5 x 10° m/s,
andn = 10" N ¥m?) with the layer thicknessd = 20 um
and the frequency f = 10 kHz, we have |, = 0.5 cm. One
of the possible methods of considerable reduction of
the compressibility effect is to apply pressure to both
sides of the LC-cdll in such away that pressure would
change in the counterphase.

The boundary conditions for the velocity in the case
of the oscillatory shear (a, = 0) are

v (z=-1/2) = 0, v,(z=+1/2) = acos(t), (6)
wherea = A,/d; for the Poiseuilleflow (a, # 0), we have
v, (z=%1/2) = 0. @)

These conditions are specified by the “ sticking condi-
tion” (on the substrate, an NL C moveswith the velocity
of the substrate). Using the Reynolds number [17] and
the effective viscosity of MBBA, one can estimate the
critical flow velocity which changesthiscondition, v, ~
300 m/s. For the small amplitudes (a< 1, a,< 1) and
low frequencies (f < 10 kHz) of the oscillatory flow
considered here, the velocity is not higher than ~ 1 m/s
and, thus, boundary conditions (6) and (7) are fulfilled.

The weak NLC anchoring at the bounding sub-
strates is mathematically described in terms of the spe-
cific surface energy per unit area

Fa = SWIL(8-6)), ®)

where Wis the strength of anchoring and the function f,
is minimal at 8 = 6,. A ssimple phenomenological
expression for the surface energy is given by the Rapini
potential f(6, — 6) = sin*(0 — 6,) [1]. The boundary con-
ditionsfor the director orientation can be obtained from
the balance of the torques acting on the NLC director
[4, 8, 15]

_ 1Wdofs  wd 96 _
TPO8 S Fe ke O O
Here, the signs“—" and “+" before P correspond to z =
—1/2.and +1/2, respectively; ns=vy, |, isthesurfacevis-

cosity; y; isthe bulk rotational viscosity; and |, char-

acterizes the thickness of the subsurface layer in which
the energy dissipation plays the most important rolein
director reorientation at the substrate [2, 3, 4].

Nematodynamic equations (2) and (3) are nonlinear
and, therefore, in order to obtain an approximate ana-
Iytical solution, we have to use the expansion in the
small amplitude. Here, the small parameter a or a, is
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the ratio of the amplitude of the oscillatory flow to the
nematic layer thickness:

8=0,+6, |8 <1,

(10)
Ul <1,

V, = Vot U,

where 6, = const and v,,, = 0 is the solution of Egs. (2)
and (3) in the absence of the flow (a =0, a, = 0), while
the value of 6, is determined from the condition of the
minimum surface energy. At small amplitudes of the
flow-velocity oscillations, the director deviations from
8, are aso small. Thus, for the angular dependence of

the surface energy Eq. (8) we can writefs= 6’
Consider the case of low frequencies of the oscilla-

tory flow f = w/21, where w < T;l (the length of the
viscous wave | ~ /n/(pw) considerably exceeds d),
i.e., 0 < 1. For the typical values of the nematic mate-
rial parameters, p =10%kg/m3, n =101 N s/m?andd =
20 pm, we have d < 1 at f < 40 kHz. Here, one can

ignore the adiabatic variation of the velocity in the | eft-
hand side of Eq. (3) (the term dv, ,). Within the fre-

quency range in which the condition w < r;l is satis-
fied, there are two oscillation modes (depending on the
flow frequency): (1) the oscillations of the director,
which are in phase with the velocity oscillations (for

W< r;l), and (2) the oscillations of the director in coun-
terphase with the velocity oscillations (for w > rgl ).

1. Inthefirst order of smallnessof 8 and U, Egs. (2)
and (3) for the oscillating shear have the form

é,t—KOU’Z = 8poé,zz.
(1-A)KoBz = QU ,, = O,

where K, = K(8,), P, = P(6,), and Q, = Q(6,) with the
following boundary conditions:

U(z=-12) = 0, U(z=12) = acos(t),

(11)

0,-EB—GO, = 0|, _,,, (12)

6.-E6-GB, = 0,. 4.

Here, E = WO/(P)K,;) and G = nd/(P,K,,). Since
Eq. (11) and boundary conditions (12) are linear and
the external action is of the periodic nature, the solution
has the form

B(z 1) = T,(2)cos(t) + To(2)sin(t), (13)
U(zt) = Uy(2)cos(t) + Uy(2)sin(t).  (14)

Substituting Egs. (13) and (14) into Eq. (11) and solv-
ing the resulting system of ordinary differential equa-
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tions with due regard for boundary conditions (12), we
obtain for the angle of the director deviation 6

C,F,(2) —C,F,(2)

T,(2) = aK
C,F,(2) +C,F,(z
T4 = —ak 2@+ CFi(2)
C+C,

and the equations for velocity U
(1-M)KoCiF3(2) —CoFu(2)

U,(2) = a%+%+a

2Qok ci+C;
(1-N)KZC,F,(2) + C,F4(2) (1o
_ + Z
U.(7) = -a oL alZ 27 3\Z)
2() 2on Ci+C§

Expressions for the functions F;(z) and coefficients C;
are given in Appendix A.

2. For small amplitudes of the director oscillations
and the velocity in the oscillatory Poiseuille flow, we
have

0.:—KoU, = P02,
~(1-A)KoBz+ QoU ,, = a,c0s(t)
with the boundary conditions
U(z=11/2) = 0,

(17)

0,-EB—GO, = 0|, _,,, (18)

0,+EB—GB, = 0[,_

Inaway similar to that used for the shear flow, we seek
the solution of Egs. (17) in the form of Egs. (13) and
(14). Then, we obtain for the angle of the director devia-

tion ©
¢, f1(2) —c,f,(2)
ci+Ch

T,(2) = —a,KoMq ,
(19)
Cf1(2) + ¢ fy(2)

2, 2
C; tC,

To2) = —a,,KoMO[ zz]

and for the velocity U

U@ = —apmo[g%-zg + L=MKoc 52 —c2f4(z>}

2Qok c+c2
0.2 = o ANKEC @ ey fa@
2 p'v'o 2on Ci+C§ :
The functions f;(z) and the coefficients ¢; given in

Appendix A.

In both shear flow and Poiseuille flow, the director
oscillates about the initial orientation 6, with the phase
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-0.5 0

491

Ul/a

Fig. 1. The profiles of (a, b) the NLC director and (c, d) the velocity of the oscillatory shear flow at a=0.2; f=0.5Hz; d =20 pm;
and W= 1075 ym? for l,, equal to (1) 0, (2) 1078, and (3) 107° m and (4) for strong anchoring everywhere (Figs. 2-4).

shift with respect to the velocity oscillations, which
depends on the anchoring strength W and the surface
viscosity n. At the surfaces limiting the NLC layer, we

have 65 = 0 for rigid anchoring and 0s = és(t; W, ny for
nonrigid anchoring. Analyzing expressions for T,(2)
and T,(2), we see that Bs(t; W, ngy — 0 at W — o0 or
ns —= . Moreover, since the surface viscosity is char-
acterized by the dimensionless parameter G ~ ngw, an

increase of theflow oscillationsyieldsés(t; W, ny —= 0.

DISCUSSION AND CONCLUSIONS

Analysisof solution (15) for a shear flow shows that
the amplitude of the director oscillationsis proportional
to K(8,) and is much more pronounced for the homeo-
tropic orientation (6, = 1v2) than for the planar one
(6, = 0) (for the material parameters of the MBBA ne-
matic, K(172)/K(0) = 10%). Similarly, for the Poiseuille
flow [see Egs. (19)], the amplitude of the director oscil-
lations is proportional to K(6,)M(8,), with the ratio

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

between the amplitudes for the planar and the homeo-
tropic MBBA layers being ~70.

The profiles of the components of the director devi-
ation from the initial homeotropic orientation (6, =
172), calculated with the use of the MBBA parameters,
are shown in Figs. 1a and 1b and in Figs. 2a and 2b
for the oscillatory shear and Poiseuille flows, respec-
tively. The T,(2) and T,(2) curves for the fixed value
W= 10°Jm? typical of weak homeotropic anchoring
[18] are givenin Fig 1 and 2 for different values of the
surface viscosity and ns = I, within the experimental

estimations of I, =107"-10°m |6, 7, 9-11].

Figures 1c, 1d and 2c, 2d also show the related pro-
files of the velocity components U,(2) and U,(2) (in
Fig. 1c, the component U,(2) in the oscillatory shear
flow is shown in terms of its deviation from the linear
profile AU, = U,(2) — a(1/2 — 2). It is seen that, depend-
ing on the surface viscosity, the orientational nemato-
dynamicsis changed both in the boundary layer and in
the NLC bulk. For the chosen anchoring strength, nem-

2001
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Ul/a
Ok

T,/a, deg

-0.5 0

J
0.5 -05 0

Z/d

Fig. 2. The profiles of (a, b) the NLC director and (c, d) the velocity for the Poisedille flow at a,=0.2; f =5 Hz; d = 20 um; and

W= 108 Im?for |

atic-layer thickness, and the frequency of the flow
oscillations, the variation of profiles in comparison
with the case of rigid anchoring is more pronounced in
therangel, =10°-10~ m for the shear flow and in the

range |, =10"-10-° m for the Poiseuille flow.

Initial equations (2) and (3) with boundary condi-
tions (6), (7), and (9) and the corresponding solutions

(0, U) are invariant with respect to the scale transfor-
mation

W oW, — - an.,
_zﬂs Ns 3 21
d—oad, w-—0"w a,—0a"a,

Thus, the dependences in Figs. 1 and 2 are suffi-
ciently universal and, with dueregard for Eq. (21), pro-
vide the determination of the director and velocity dis-
tributions at other W values.

The simplest and the most widespread method of
experimental study of the director dynamicsisthe mea-
surement of the polarized-light intensity (the optical

CRYSTALLOGRAPHY REPORTS Vol. 46

y, €qua t0 (1) 0, (2) 1077, and (3) 10® m and (4) for strong anchoring.

response). In crossed polarizers oriented at an angle of
45° to the x-axis, the intensity of the transmitted light is
given by

| = lgsin S (22)
with the phase delay
D . v
Z/T\[d [ [ —_cos aj —no}dz, (23)
-1/2

where n, and n, are the refractive indices for the ordi-
nary and the extraordinary rays, respectively, and A is
the wavelength of the monochromatic light.

Figures 3a and 4a show the temporal dependences
of the intensity of the light transmitted by a nematic
layer for an oscillation period at the frequencies 0.5 Hz
(shear flow) and 5 Hz (Poiseuille flow) calculated with
the use of “small-amplitude” solutions. The surfacevis-
cosity affects both the maximum intensity and the
phase shift of the optical response with respect to the
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1)/,

0.30

0.15

0.2

0

101 100 10! 102
fHz

102

Fig. 3. (8) Thetemporal dependence of the optical response
and (b) the frequency dependence of theintensity maximum
for the oscillatory shear flow, the parameters a, f, d, W, and

Iyl being the same asin Fig. 1.

flow oscillations. The dependences of the maxima of
relative intensity on the frequency of the flow oscilla-
tions are shown in Figs. 3b and 4b for different values
of the surface viscosity ns =y, 1, . At low oscillation

frequencies, the intensities are also low, because the
director orientation is changed significantly, and the
determination of the effect of surface viscosity on the
orientational nematodynamics of an NLC is practically
impossible. At high frequencies, the thickness of the
boundary layer [13] decreases, the surface viscosity
increases (G ~ nw), and the orientational behavior of
an NLC approaches the situation corresponding to the
rigid anchoring. Now, there is the narrow frequency
range (0.05-5 Hz for the shear flow and 1-100 Hz for
the Poiseuille flow at the chosen anchoring strength and
the nematic layer thickness) where the effect of the sur-
face viscosity is still very pronounced.

Variation in the anchoring force does not affect the
type of the frequency dependence of the maximum
intensity of the light transmitted by the nematic layer.
Thus, for afixed Wvalue, one can always determinethe
optimum nematic-layer thickness and the frequency
range of the flow oscillations such that the effect of the
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1)/,

0.50

0.25

107! 10° 10! 102 10° 10*
f,Hz

Fig. 4. (a) Thetemporal dependence of the optical response
and (b) the frequency dependence of the intensity maximum

for the Poisedille flow, the parameters a,, f, d, W, and Iyl
being the same asin Fig. 2.

surface viscosity is important. This makes it possible,
using n¢ asfitting parameter, to find the value of the sur-
face viscosity from the comparison of the optical
responses—experimentally recorded and theoretically
calculated.

To determine the applicability range of the flow
amplitudes (a, a,) where the approximate solutions, we
numerically simulated basic equations (2) and (3) with
boundary conditions (6), (7), and (9) by the Krank—
Nicholson method [19]. Figures 5 shows compares the
amplitude dependences of the optica response
obtai ned with the use of the approximate analytical and
numerical solutions. At the amplitudesa< 0.2 and a, <
0.2, the corresponding difference does not exceed 5%
for the oscillatory shear flow and 15% for the Poiseuille
flow.

Thus, we have analyzed the effect of the weak
anchoring and the surface viscosity on the orientational
nematodynamics in the oscillating shear and Poiseuille
flows. The approximate analytical solutions of the nem-
atodynamic equations are derived with due regard for
the weak surface anchoring at the limiting surfaces,
which are also valid at small amplitudes of the flow
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I(t=T172)
1.00
(a)

0.75

0.50

0.25r

0 0.25 0.50
a

1(t=T172)
1.00- P
(b)

0.75F

0.50-

0.25F

0 0.25 0.50

9

Fig. 5. The dependence of the optical response on
the amplitude of the oscillatory (a) shear (f = 0.5 Hz, |yl =

107 m) and (b) Poiseiuille (f= 5 Hz, ly, = 10~ m) flows at

d=20pmand W = 1070 J/m?: (1) analytical and (2) numer-
ical solutions.

oscillations. A certain frequency range of the oscilla
tory flow, in which the NLC optical response is essen-
tially affected by the surface viscosity, has also been
determined. This effect can be used to determine exper-
imentally the surface viscosity and study the orienta
tional nematodynamics at weak anchoring.

APPENDIX A

Functions and Coefficients

(o [Q-(-MKE 1
26QPo T 0 2(Qo—(1-M)KD)'

F.(2) = cosh(kz)cos(kz) —cosh(k/2)cos(k/2)

zkEGZ{ cosh(k/2)sin(k/2) — sinh(k/2) cos(k/2)’
+

kGGZ{ cosh(k/2)sin(k/2) + sinh(k/2) cos(k/2)} .

F,(2) = sinh(kz)sin(kz) —sinh(k/2)sin(k/2)
kE

{ cosh(k/2)sin(k/2) + sinh(k/2) cos(k/2)}

_Ezk—GGz{ cosh(k/2)sin(k/2) —sinh(k/2) cos(k/2)} ,
+

F3(2) = sinh(kz)cos(kz) — cosh(kz) sin(kz)
—2z(sinh(k/2) cos(k/2) — cosh(k/2) sin(k/2)),
F,(z) = sinh(kz)cos(kz) + cosh(kz)sin(kz)
—2z(sinh(k/2) cos(k/2) + cosh(k/2)sin(k/2)),

f,(z) = cosh(kz)sin(kz) + ZEG cosh(kz)sin(kz)

ZZ—Gstj nh(kz) cos(k2),

f,(2) = sinh(kz) cos(kz) + ZEG sinh(kz) cos(k2)
+

2G .
+ ———cosh(kz)sin(kz),
=, o (kz)sin(kz)

E+GU

fa(2) = Al(z)H + 2—% . Az(z)%L r25280
f(2) = Al(Z)H + 2ﬂ% —Az(z)%L . 24%

A,(z) = cosh(kz)cos(kz) —cosh(k/2)cos(k/2),
A,(2) = sinh(kz)sin(kz) —sinh(k/2)sin(k/2),
C, = sinh(k/2)sin(k/2)

_(1-MKg
Qok

kE

[cosh(k/2) sin(k/2) —sinh(k/2) cos(k/2)]

+

{ cosh(k/2)sin(k/2) + sinh(k/2) cos(k/2)}

—Zl(-c—;(—a—z{ cosh(k/2)sin(k/2) —sinh(k/2) cos(k/2)} ,
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C, = cosh(k/2)cos(k/2)

_(1-MKg
Qok

- —E—ZB—E—(—;—Z{ cosh(k/2)sin(k/2) —sinh(k/2) cos(k/2)}
+

[cosh(k/2) sin(k/2) + sinh(k/2) cos(k/2)]

+ Ezk—GGz{ cosh(k/2)sin(k/2) + sinh(k/2) cos(k/2)} ,
+
¢, = sinh(k/2)cos(k/2)
kE . .
+ EZTGZ(cosh(k/2)cos(k/2) —sinh(k/2)sin(k/2))

+ Ezk—GGz(cosh(k/Z) cos(k/2) + sinh(k/2)sin(k/2)),
+

c, = cosh(k/2)sin(k/2)

+ € (cos(2) cos(i2) + sirh(i42)sin(d2)
+

- Ezk—Gszosh(k/Z) cos(k/2) —sinh(k/2)sin(k/2)).
+

APPENDIX B
Material Parameters

The numerical calculations were based on the fol-
lowing parameters of aMBBA nematic liquid crystal at
25°C [20, 21]. The viscosity coefficients, 103 N s/m?:
o, =-18.1, 0, =-1104, a; =—1.1, a, = 82.6, a5 = 77.9,
and o, = —33.6. The easticity coefficients, 107% N:
K, = 6.66, K,, = 4.2, and K;; = 8.61. The density p =
10% kg/m3. Therefractive indices at the monochromatic
wavelength of thelight A =670 nm [22]: n, = 1.542 and
n, = 1.7435,
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CRYSTAL GROWTH

Kinetics and Morphology of Nonequilibrium Growth
of Icein Supercooled Water
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Tambov Sate University, ul. Internatsional’ naya 33, Tambov, 392622 Russia
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Abstract—The kinetics of free growth of icein adistilled-water film supercooled to —30°C was studied by the
video recording technique in the polarized light. In the supercooling range 12 < AT < 16 K, afirst-order kinetic
morphological transition was observed between the structure formed by needlelike crystals of ice and the quasi-
adiabatic “structure” of single grains having the shape of planar platelets with the thickness proportional to the
thickness of the water film and relative supercooling. It was found that thistransition is accompanied by jumplike
changesin the main crystallization parameters such asthe growth rate of grains, their size and number, their kinetic
behavior, and the fractal dimension of the structure. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Therole of growth defectsin acrystal structure and
their close relation to the whole set of physical proper-
ties of crystals are well known and motivate the con-
stant interest in the mechanisms of crystal growth. In
the last two decades, new surprising aspects of this
problem were revealed which are of great importance
for both fundamental and applied sciences. In fact,
crystal growth proceeding by the normal mechanism
with characteristic atomically rough surface of the
phase boundary, its morphological instability, and sev-
eral possible types of morphology has numerous ana-
logs in different fields of physics, chemistry, geophys-
ics, and biology. Such growth is also referred to as non-
equilibrium growth. Among its most well known
analogs are instability phenomena accompanying the
propagation of flow fronts of immiscible fluids with
different viscosities [1], diffusion-induced combustion
[2], the chemical reaction and impact ionization at sur-
faces of solids [3, 4], diffusion-driven aggregation of
particles [5], fracture of amorphous films [6], rear-
rangement of rock fabrics [7], growth of bacterium
populations [8], etc. Numerous analytical studies
showed [9-15] that crystalization of a supercooled
melt is a convenient model describing the formation of
structures in the large class of nonlinear nonequilib-
rium dynamical systems. Prigogine [16], Mandelbrot
[17], Feigenbaum [18], Langer [9], and many other
researchers state that the evol ution of such systemsis of
the universal character.

The in situ study of the structural evolution of a
polycrystal growing from amelt isalso of great applied
importance: most structural materials, in particular,
steelsand alloys, are used inthe polycrystalline state, in
which the mechanical characteristics and the physical
properties are essentially dependent on the shape, size,

and orientation of constituent grains; the specific fea-
tures of grain boundaries; etc. Moreover, the dendritic
forms of some crystalsare used in the medical diagnos-
tics. Thus, in addition to the traditional problem of
crystal physics (growth of single crystalswith the spec-
ified physical properties under quasi-equilibrium ther-
mal conditions), we face a new burning problem of
detailed experimental and theoretical anaysis of mor-
phology and kinetics of nonequilibrium growth, espe-
cidly at high rates of the crystallization front, which is
of great importance for both fundamental and applied
science.

Despite of a large number of studies in the field of
theoretical analysis and computer simulation of the
mechani sms underlying the morphology and genesis of
dissipative systems, the problem of selection of global
morphological types in nonequilibrium growth is still
open mainly because of the lack of experimental data.
As is well known, the selection structures in actud
growth processes is implemented via kinetic morpho-
logical transitions, i.e., viagradual or jumplike changes
in the morphology of the phase surface under the con-
ditions of continuous variation of the driving force of
crystallization—relative supercooling 6 = AT/(g/c,),
where AT = T,,— T is the absolute supercooling, T,, is
the melting point, ¢, is the specific heat of the melt, and
g isthe latent heat of crystallization. The morphologi-
cal transitions are the manifestations of self-organiza-
tion in nonequilibrium systems. The morphological
transitions accompanying crystallization from melts
are less studied than those in crystallization from gas
phase. Thus, itiswell known that the shape of ice crys-
tals grown from the gas phase depends on the tempera-
ture and pressure of water vapor [19, 20]. Maeno [21]
classified the shapes of snowflake in the temperature
range from —0.1 to —30°C (altogether nine shapes).
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Fig. 1. Schematic of experimenta setup for in situ studies of kinetics of spontaneous crystallization in thin water films: (1) water
film in the form of a membrane; (2) wire ring (thermocouple); (3) light source; (4) polarizers; (5) microscope; (6) photoreceiver
(photomultiplier or video camera); (7) electric heater; (8) power supply for the electric heater; (9) preamplifier; (10) oscillograph
S8-13; (11) freezing chamber. The inset shows atypical thermogram of the film cooling and crystallization.

Similar data on growth of ice from supercooled water
are obtained only for supercooling of the order of sev-
eral degrees centigrade [22].

Therefore, we undertook the experimental study of
kinetics and morphology of nonequilibrium growth of
ice in a supercooled water conventionally used as a
model object in range of supercooling 0.1 <AT <30K
not considered earlier and covering almost the whole
domain of heterogeneous nucleation of ice crystalsin
water under atmospheric pressure. We aso analyzed
the morphologica phase transitions between nonequi-
librium structures and constructed the kinetic morpho-
logical diagram in this range of supercooling.

EXPERIMENTAL TECHNIQUE

Thekinetics of ice growth in asupercooled distilled-
water film was studied by the optical method in the
polarized light (Fig. 1). A 100-um-thick film (1) had the
form of a free membrane pulled onto a wire ring (2).
The optical channel for recording the crystallization
process consisted of alight source (3), polarizers (4), a
microscope (5), and avideo camera (6). In some cases,
in order to study the crystalization kinetics at super-
cooling in the range 20 < AT < 30 K, a photomultiplier
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was used instead of the video camera. To provide ther-
mal monitoring of phase transitions, a special wirering
was made of two conductors (copper and manganin)
forming a thermocouple with the sensitivity of
20 LW/K and the speed of response determined by the
thermal relaxation time t; ~ d’/a < 1073 s, where d =

100 pm is the wire diameter and a ~ 10 m?/s is the
thermal diffusivity of the metal. The accuracy of tem-
perature measurements was 0.05 K. A sample was
placed into ameasuring cell located in a small freezing
chamber and was completely frozen. Then, the sasmple
was defrozen by alocal electric heater (7). On the ther-
mogram, the moment of switching-off of the electric
heater was taken to be the origin of the time axis. At a
certain stage of cooling, first ice crystals were formed
in the film.

Preliminary optical observations showed that
growth of ice under these conditions starts by the freez-
ing of awater film at the loop mouth of the wire. Asa
result, acylindrical (hemispherical at the thermocouple
junction) crystallization front is formed, which,
because of Mullins-Sekerka morphological instability
[19], generates an amost parabolic protrusion. In the
course of further growth, these protrusions are trans-
formed into grains of different shapes depending onthe



| i
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Fig. 2. Typical shapes of a grain freely growing in super-
cooled water at several values of AT: (a) 0.3; (b) 1; (¢) 2;
(d) 4; (e) 7; (f) 12-30 K.

initial supercooling of water. The first ice protrusions
most probably arises at the thermocouple junction,
which thus plays the role of a*heterogeneous concen-
trator” of nonequilibrium growth of ice. Therefore, the
temperature jump at the thermocoupl e junction caused
by release of the latent heat of crystallization provides
the record of the initial moment of the phase transition
at aresolution of about 1 ms and the measurement of
the initial supercooling necessary for the construction
of the morphological diagram. Thus, the proposed
method allows video recording of water crystallization
in the range of heterogeneous nucleation of ice at the
maximum supercooling AT,,,,, = 30K at atemporal res-
olution of about 40 ms and a spatial resolution not
lower than ~10 um. Earlier, similar methods were lim-
ited to asupercooling of AT, ., = 8.5 K [20].

EXPERIMENTAL RESULTS

In the first series of experiments, we studied the
kinetics and morphology of the first grain grown from
the ice protrusion on the thermocouple junction or in
the close vicinity of it. The evolution of the grain shape
depending oninitial water supercoolingisillustrated by
Fig. 2 for the range of heterogeneous nucleation of ice
AT <30 K. At AT < 0.5 K, ice growth is characterized
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by split of dendrite tips [15, 22] (Fig. 2a), whereas in
therange 0.5 < AT <4 K thegrain hasthe form of aden-
drite shown in Figs. 2b-2d. With an increase in super-
cooling, the ratio of the growth rates of the side
branches and the tip of the dendrite stem decreases. The
distance from the tip where the first side branches
appeared also increasesand intherange 5 < AT < 12K,
the grain is transformed into a needlelike crystal
(Fig. 2e). In the range 12 < AT < 30 K, asingle grain
spontaneously arises in the avalanchelike manner in the
film in the form of athin platelet (Fig. 2f). Within the
time interval At = 70-200 ms, this platelet grows over
the whole horizontal cross section of the film. The
platelet thickness is proportional to the initial super-
cooling of water

h = cAT, €

where ¢ = 1.2 um/K. In the temperature range under
study, the thicknessis h = 2040 pm. The initial super-
cooling range 12 < AT < 16 K corresponds to the range
of “natural selection” between the needlelike and
plateletlike shapes of the grain. In this range, the rela-
tive number of events corresponding to the spontaneous
formation of a needlelike crystal in the vicinity of the
thermocouplejunction with anincrease in AT decreases
from one to zero, whereas for a platelet, the relative
number of such events increases from zero to one.

The grains form four main structures of nonequilib-
rium growth in the supercooling range under study. The
growth accompanied the splitting of “finger tips’
resultsin the formation of a devel oped branched struc-
ture. With an increase of AT, this morphology is gradu-
ally transformed into the dendritic morphology.
Needlelike crystals nucleated at different sites of the
thermocouple loop form packets consisting of tens of
paralel needles. As aresult, needles form a character-
istic “parquet” -type structure (Fig. 3a), which is trans-
formed into aplanar single grain with afurther increase
of supercooling.

The morphologica transitions between the devel-
oped branched and dendrite structures are observed in
the range 0.5 < AT,, < 1.5 K; between the dendrite and
needlelike structure, in the range 4 < AT,; < 5K; and
between the needlelike structure and the “structure”
consisting of a single planar grain, in the range 12 <
AT;, < 16 K. In temperature ranges AT,,, AT,;, and
AT,,, both structures participating in the corresponding
morphological transition are observed (Fig. 3b), and
the relative volume fraction of a “warmer structure”
decreases with an increase of supercooling in these
ranges. The optical observations and the morphological
diagram (Fig. 4) show that the first two transitions are
of the gradual evolutionary character, whereas in the
transition between the needles and the platelet, al the
main structural and kinetic parameters of the phase
transition are changed in the jJumplike manner—the tip
velocity v, increases by afactor of 34, the number of

grainsequal in the needlelike structureto N ~ 102 drops
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down to N = 1 in the platelet structure, and the grain
size increases by two orders of magnitude (the volume
of atypical needlelike crystal is (0.5-2) x 10~>mm? and
the final volume of a spontaneously grown ice plateis
0.6-0.7 mm3). It should be emphasized that the analysis
of more than 200 video films of the crystallization pro-
cess in the region of the needle—platelet transition did
not revea any intermediate structures that could have
indicated the gradual merging of needles (or grains of
another shape) into one platelet. In other words, this
morphologica transition is essentially of a jumplike
synergetic nature. By analogy with thermodynamic
phase transitions, it was proposed [15] to classify
kinetic morphological transitions as those of the first-
and the second-order transitions. The first-order mor-
phological transitions are characterized by jumplike
changes in the growth rate, whereas the second-order
ones, by continuous changes in the growth rate (ajump
is characteristic of the derivative of the growth rate).
According to this classification, the transformation of
needlesinto a platelet is afirst-order kinetic transition.

In addition, thistransition is also accompanied by a
jump in the fractal dimension of the structure, D = D' +
1, where D' is the fractal dimension of the “coastline”
(the line of intersection of the solid-phase surface by a
horizontal plane), which can be determined from the
relation between the coastline perimeter P and the area
A of the surface bounded by this coastline described by
the Mandelbrot formula[17, 23]

POA"", 2)

The analysis of video films recording the formation of
the needlelike structure showed that its fractal dimen-
sionisD =2.41 £ 0.08 (it was measured using a “ stan-
dard” of length & = 10 um), whereas the fractal dimen-
sion for the platelet (nonfractal form) isD = 2. Thus, in
the observed first-order morphological transition, the
fractal geometry of the interface (Fig. 3a) is changed to
the Euclidean form of an aimost plane-parallel platelet
with the rounded edge (Fig. 2f).

Note that the morphological transitions observed in
spontaneous crystallization of a water film do not fol-
low from specialy chosen model experimental condi-
tions. In fact, they agree, both qualitatively and quanti-
tatively, with the results of video recording of the crys-
tallization process in the ~107- to 10> m3-large water
samples. In spite of a more complicated spatial pattern
of icegrains, their shapes and kinetics correspond to the
morphological diagram for a membrane.

DISCUSSION

It is well known that the fundamental mechanism
controlling the crystallization rate in a one-component
melt isthe transfer of the latent heat of phase transition
from the interface into the liquid and solid phases.
Under the conditions for the normal growth mecha-
nism, the crystallization front becomes morphologi-
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Fig. 3. Typical polycrystal structures of ice formed under
the free growth conditions at various values of initial super-
cooling of distilled water: (a) needlelike structure, AT =5K
and (b) structureformed in the region between dendritesand
needles, AT = 4.5K.

cally unstable and its evolution results in the formation
of various polycrystal structures, in particular, dendritic
ones. According to the theory of dendrite growth
[9-15], the typical sequence of events at the initialy
unperturbed surface (planar, spherical, or cylindrical)
of acrystal growing at the rate v in a supercooled melt
includes the formation of protrusions oriented mainly
along crystallographic directions (in water supercooled
to AT ~ 1 K, the tips of ice protrusions grow in the

O 1200directions [24]). Because of a higher tempera-
ture gradient in the vicinity of the protrusion tip, thistip
grows faster than the unperturbed crystallization front.
If the protrusion length exceeds the value of the order
of a/v (where a is the thermal diffusivity of the melt),
its evolution does not depend on the conditions of its
formation [25] and is characterized by an almost con-
stant growth rate of thetip v, and its curvature radius R..
Under the conditions of free growth, the product of
these two parameters is determined by the relative
supercooling 8 of the melt [9, 26]. These initial ledges
of the needlelike shape are unstable with respect to the
formation of side branches, which, in turn, are unstable
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Fig. 4. Kinetic morphological diagram, that is, the depen-
dence of average growth rate v, of the grain tip on initial
supercooling AT in different structures. |—developed
branched structure; I1—dendritic structure; 111—needlelike
structure; 1V—"structure” consisting of a single platelet.
Solid lines are the functions approximating this depen-

dence: v, = 0.05AT! cmis for a needlelike crystal and
v, =0.018AT> cm/sfor aplate.

with respect to the formation of secondary branches,
etc.

Video recordings of the nucleation stage in the
polarized light show that the growth rate v of cylindri-
cal (hemispherical at the thermocouple junction) crys-
tallization front formed at the loop mouth attai ns about
0.3-3 mm/s by the moment of appearance of the first
needlelike protrusions (in the temperature range of
supercooling, 1 < AT < 10 K). The evolution of a pro-
trusions with the size exceeding, at least, a/v ~ 300 pm
(wherea = 1.4 x 10" m?/sisthe thermal diffusivity of
water at 0°C) is independent of its formation and
growth conditions and is determined only by the initial
water supercooling and the anisotropy in surface
energy at the ice-water interface [9]. In the course of
further growth, the protrusions become unstable with
respect to perturbations (caused, for example, by the
thermal noise[25]) and have the characteristic stability
wavelength

A = 2m /Ay, 3)

where d, = YT,/ isthe capillary length, y is the sur-
face energy of the ice—water interface, and |+= a/v is
the characteristic length of thermal diffusion. The
wavelength A, is characterized by the order of magni-
tude of the scale of instability giving rise to the forma-
tion of dendritic structure [9, 14]. A typical perturba-
tion in the shape of the dendrite stem growing, for
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example, at AT = 4 K has the form of a“wave packet”
with the wavelength of 20-30 um (Fig. 2€). Substitut-
ing y =30 mJym? [27], T, = 273 K, ¢, = 4.19 J(kg K),
and q = 332 kJ kg into Eg. (3) and taking into account
the morphological diagram (Fig. 4), v; = 1 mm/s (at
AT = 4 K) and the average growth rate of the side sur-
face of the stem v = v,b/L = 20 um/s (where L is the
dendrite length by the moment of itsdistortionand b is
its width at the base), we obtain the value A, = 14 pum,
which agrees with the optical observations within the
accuracy better than an order of magnitude. With an
increase of the water temperature, the growth rate
decreases and A increases and, therefore, the distortion
wave of the stem shape approaches to the dendrite tip.
AtAT<05K,wehave v <0.5 ym/sand, according to
Eq. (3), the wavelength, A, ~ 100 pm, becomes compa:
rable with the curvature radius of the tip, which results
in tip splitting. Thus, the evolution of the shape of first
grainsformed in supercooled water at AT <5 K isquite
consistent with the predictions of the theory of dendrite
growth and the experimental data obtained at relatively
low valuesof T, AT < 1K, in particular, with the results
of the detailed study of the evolutionary morphological
transition from the devel oped branched to the dendritic
structure under the conditions of free growth of icein
supercooled water [22]. Now, we discussin more detail
the kinetic morphological transition observed in our
study at high degrees of supercooling 12 < AT;, <16 K.
First, consider the explosion-like formation of an ice
platelet in a supercooled water film. Within the first
approximation, growth of ice platelet can be assumed
to be a quasi-adiabatic process with due regard for its
high rate and relatively short duration (At ~ 0.1 ).
The heat transfer between the film and the surrounding
thermostat can be ignored. In fact, the ratio of the heat
passed through the outer film surface due to the heat
transfer obeying the Newton law during the time
interval At and the latent heat of crystallization is
described as

& = a(Ts—To)SAt/qm,, 4)

where a is the coefficient characterizing the heat trans-
fer through a horizontal water—air interface, m; = p;Sh
isthe mass of theice platelet, S, = 2Sisthe area of the
outer surface of the film, T is the film temperature
(close to the melting point T,,, because of the released
latent heat of the phasetransition), and T, isthe thermo-
stat temperature. Taking into account that the film tem-
perature equals T = T, prior to the beginning of sponta-
neous crystallization and substituting the typical values
of the parameters: o = 10 (W/m?) K, p, = 0.92 g/cm?3,
S= 30 mm?, At = 70-200 ps, h = 2040 pm, and AT =
12-30 K, we obtain that & = (3—7) x 1073,

Now, estimate the thickness h,, of anice platelet adi-
abatically increasing in the water film of thickness A
with the temperature T = T, — AT prior to crystalliza-
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tion. The energy balance shows that
CAT(A —hy) = ahyp./p,, &)

where p, and p, are the densities of ice and water,
respectively. It follows from Eq. (5) that

h, = AB/(8 + pi/p,). (6)

Substituting the data of a typical experiment, A =
100 pum, p,/p, = 0.92 into Eq. (6), we arrive at the esti-
mate of the thickness of the adiabatic platelet, h, = cAT,
where ¢ = 1.05-1.14 um/K in the range 16 K < AT <
30 K. Thisestimate agrees quite well with the empirical
equation (1). In the adiabatic approximation, the cross
section profile for the platelet can be estimated if one
invokes the well-known problem of determination of
the crystallization front propagating in a supercooled
melt bounded by the heat-insulating walls. It was
shown for the two-dimensional case [28] that neglect-
ing the surface tension, one can write the eguation for
the crystallization front in the form of the Saffman—
Taylor relationship

1-6

Y(X) = —Incosnx

0’

where X = 2x/A and Y = 2y/A are the dimensionless
coordinates (Fig. 2f). This equation provides the deter-
mination of the distribution of the normal growth rate
V(X y) dong the phase interface

()

5 12
Vi = V/[1+(Y)]

12 ®)
= v/[1+§an2”XD(1 6) /e}

The position of the isotherm T = T,,, can be deter-
mined using the thermal diffusion Iength I+=a/v,. Tak-
ing into account that the velocity of the platelet tip is
Vs~ 10 cm/s, we can estimate the position of the zero
isotherm in the vicinity of the tip for the temperature
regime under study (I ~ 1 um), whereas |+ = 40 um at
the distance of 100 um from thetip, and the front of the
thermal “wave’ reaches the outer surface of the film.
Thus, the temperature distribution in the liquid phaseis
characterized by the existence of two regions: “cold”
region | with temperature T, = T,, — AT and “warm”
region Il with temperature T;; = T, which hinders an
increase of the platelet thickness (Fig. 2f).

In the case of free dendrite growth at a negligibly
low surface tension, the formularelating the velocity of
the crystallization front and the relative supercooling is
given by the Ivantsov function [26]

0 = Iv(p) = 2./pe’ J'exp(—Xz)dX, )
7o

where p = v;R./aisthe thermal Péclet number equal to
the ratio of tip radius of the dendrite R, to thermal dif-
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fusion length |;. The analysis of this function per-
formed in [14] for different types of nonequilibrium
growth at 8 < 1 leads to the power dependence of the
velocity of the dendrite tip and the melt supercooling,

= AAT", where n = 1.2 for the paraboloid of rotation,
n= 2 for aplanar dendrite, and Aisaconstant. From the
morphological diagram (Fig. 4) it follows that the tem-
perature dependence of the average velocity of the tip
for the needl€like crystals in the structure under study

is described quite well by the function v, =

0.05AT!'2 cm/s, whereas in the case of the platelet, we
have v, = 0.018AT?2 cm/s.

Note that the observed morphological transition
from the needles and a platelet has an analog in the
Saffman—Taylor problem. According to [1, 9, 23], with
an increase in the pressure and velocity of a moving
interface between two immiscible fluids having differ-
ent viscositiesin aflat channel (the Hele-Shaw cell), a
pattern with several “viscous fingers’ is formed. Upon
the attainment of a certain critical pressure, only one
finger remains, whose width is proportional to the pres-
sure and the channel width and whose profile is given
by formula (7).

Thus, on the basis of the experimental data
obtained, we constructed, for thefirst time, the morpho-
logical diagram for nonequilibrium growth of ice in
distilled water supercooled within the range 0.1 K <
AT < 30 K corresponding to a heterogeneous mecha-
nism of solid-phase nucleation. It is shown that the fol-
lowing structures are formed with anincreasein AT: the
well-developed branched, dendrite, and needl€elike
structures, and also the “structure” consisting of one
plane grain. It is also shown that the transition between
the last two structures occurring in the range 12 K <
AT < 16 K isafirst-order kinetic morphological transi-
tion with the jump in supercooling at the crystallization
front. This transition is accompanied by jumplike
changesin all the kinetic and topological parameters of
the crystallization process such as the average growth
rate of a grain, the exponent in the power dependence
of the growth rate on supercooling, the number of
grainsinthe structure, their average size, and the fractal
dimension of theice-water interface. It isreasonable to
assume that the order parameter characterizing such a
morphological transition is the deviation of the fractal
dimension D of the structure from the integral value
corresponding to the Euclidean form of the interface.
To verify this assumption, one has to perform more
detailed experimental studies of the relation between D
and 6.
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Abstract—The structures of single crystals of Bi—Te and Bi—Se solid solutions grown by zone melting have
been studied by the methods of chemical and ion etching, ion bombardment, high-resolution scanning electron
microscopy, and el ectron-probe X-ray microanalysis. It has been established that impurities enter the matrix not
only in the form of individual atoms, but some enter it as inclusions of a second phase. Single crystals of the
Bi—Te and Bi—Se solid solutions have two types of inclusions. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

Doping isacommon method used for modifying the
properties of semimetals and semiconductors. An
important problem here is the growth of uniform single
crystals of doped materials without defects that can
deteriorate crystal properties.

It is well known that Se and Te, elements of group
V1 of the Periodic System, form alimited series of solid
solutions with bismuth [1]. Each Se atom in the Bi—Se
alloys with the Se concentration ranging within 0.1—
0.2 at. % Se increases its “electron concentration” by
0.16 electron, whereas a Te atom, by 0.6 electron under
the same conditions. In other words, the doping effi-
ciencies are ng. = 0.16 and n. = 0.60, respectively
[2,3]. In both cases, lowering of the temperature
increases the doping efficiencies.

The nature of the effects described above is disput-
able. The data obtained by various researchers are con-
tradictory and have a low reproducibility. Thisis pre-
sumably caused by specific dopant distribution in the
crystal bulk and probable existence of dopants in sev-
eral states simultaneously.

EXPERIMENTAL

The alloys were prepared from bismuth of the trade
mark Vi-000 (RTU114-59) and Te and Se of the extra-
pure grade. First, necessary amounts of dopants were
weighed within an accuracy of £0.01 mg onaVM-20M
microanalytical balance. Then, the necessary amount
of Bi calculated from the dopant weight and the desired
dopant concentration (upto 0.5 at. % Teor 0.4 at. % Se)
was taken. The growth containers were ampules made
from molybdenum-glass washed with an acidic (hydro-
chloric acid with bichromate) and akali (sodium
hydroxide with potassium permanganate) solutions and

then rinsed with distilled water, and dried for 30 minin
adrying chamber at 650-700 K.

Then, the ampules with the charge were sealed, and
placed into a rocking furnace for charge homogeniza-
tion for 24 h at a temperature ranging from 700 to
750 K depending on the charge composition. The final
stage of growth consisted of zone levelling performed
in six—eight passages of the zone in an apparatus for
horizontal zone melting. The 20- to 25-mm-thick mol-
ten zone moved with the velocity from 2 to 22 mm/h.
Thefinal cycle was performed in a~10-2 Pa vacuum.

RESULTS AND DISCUSSION

As arule, Se and Te crystals belong to the trigonal
system. The atoms form helical chains parallel to the
c-axis. Each atom hastwo nearest neighbors. Intrachain
interactions result in the formation of the filled valence
subshell with the shared electrons. Thus, there are ho
vacant orbitals. Both substances melt without the break
of intrachain bonds, and the equilibrium melt consists
of randomly oriented —-Se-Se—...—Se—and -Te-Te-...—
Te—chains of different lengths [4]. With afurther heat-
ing of the melt, the chains of Te atoms broke into indi-
vidual atoms at a temperature dightly exceeding the
melting point, whereas the chains of Se atoms are pre-
served even at higher temperatures.

All the above leads to the conclusion that a great
part of a dopant in the crystals enter the crystal not as
individual atoms located at lattice points but rather as
chains, clusterlike aggregates, and microscopic inclu-
sions of a dopant or as bismuth compounds. The
present study was undertaken for a direct observation
of microscopic inclusionsin the crystal bulk.

To visualize inclusions of the second phase, crystal
cuts were polished and etched in the HNO; + C,H;OH
mixtureinthe 1 : 1 ratio. It iswell known that Te inter-
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Fig. 1. Aninclusion revealed in the sample of the Bi-Te sys-
tem by chemical etching.

acts with nitric acid to form low-soluble TeO, or
Te(NOy),. Therefore, in order to remove the reaction
products, the surface was additionally treated with ace-
tone or the H,O, + HCl mixtureinthe 1: 1 ratio. Under
the action of the above reagents, both Te and its com-
pounds acquire black color and thus become visible
(Fig. 1), which allows their primary identification.

Some preliminarily polished samples were irradi-
ated with low-energy (100-1000 €V) Ar*-ions in an
~1.3 x 1078 Pa vacuum. The accelerating voltage, ion
current, and exposure were sel ected with due regard for
the sample characteristics in order to prevent its over-
heating and melting. Thus, we managed to reveal the
structure of the inclusion boundaries in the crysta
matrix (Fig. 2).

In the cleavage plane, theinclusionsin Bi—Te aloys
are well-pronounced hexagons (Fig. 2a); in Bi-Se
aloys, inclusions have the shape of regular triangles
with the ~4-um-long sides (Fig. 2b). In both Bi—Te and
Bi—Se, the microinclusion boundaries are quite clear;
no mutual penetration of the matrix and inclusion was
observed. A short-term chemical polishing of the sam-
ple in the Bi—Te system revealed somewhat larger
(~5-6 pm in length) almost hexagonal inclusions with
diffuse boundaries.

The images normal to the cleavage plane show
irregular extended inclusions with diffuse boundaries
(Fig. 3). Differentiation and Y-modulation of the signal
revealed that the inclusions can penetrate the crystal
bulk. The earlier observations (Fig. 2) lead to the
assumption that the cross sections of inclusions (Fig. 3)
are hexagons. At higher magnification, one can see that
the sample was subjected to selective etching (triangu-
lar etch pits).

Most probably, the above inclusions are dopant
microcrystals, because the corresponding regions on
the micrographs obtained in the mode of local cathod-
oluminescence are enriched with the dopant. We failed
to determine the elemental composition by the elec-
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Fig. 2. Inclusions revedled in a (111)-oriented sample of
(a) Bi—Te and (b) Bi—Se system by ion bombardment.

Fig. 3. Aninclusion in a (110)-oriented sample of a Bi-Te
aloy.

tron-probe microanalysis because some inclusions
were too small.

In addition to above inclusions, the Te-doped sam-
ples also had much larger second-phase inclusions. In
the mode of secondary electrons, these microinclusions
are almost unseen but they become visible in the mode
of absorbed current sensitive to the sample composi-
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INCLUSIONS OF SECOND PHASE
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Fig. 4. Aninclusion revealed in a (111)-oriented sample of
aBi—Te aloy by ion bombardment.

Fig. 5. A fragment of aregular pattern of microscopicinclu-
sionsin single crystals of the Bi—Te system grown at arate
of 2 mm/h.

tion. lon etching reveals both the structure and the
boundaries of the inclusions (Fig. 4). The electron-
probe microanalysis showed that microinclusions are
enriched with Te and have the composition close
to Bi,Te;.

Morphology, microstructure, and the boundaries
lead to the assumption that the first type of inclusions
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could arise even during tirring of the charge in the
rocking furnace because of the separation of fractions.
During the growth processes, these fractions could be
trapped by the growing crystal as a mechanical impu-
rity. Inclusions of the second type could arise asaresult
of the accumulation of an impurity at the growth front.
It is established that the distribution of inclusions of the
second type over the crystal bulk depends on the
growth rate. At the growth rate 22 mm/h, the inclusions
were randomly distributed over the crystal. At the
growth rate 2 mm/h, the inclusions were regularly dis-
tributed over the crystal (Fig. 5). However, the volume
occupied by inclusions did not depend on the growth
rate; it was of the same order of magnitude in al the
samples with the same dopant content.

CONCLUSION

A combination of several analytical methods (chem-
ical etching, ion bombardment, high-resolution scan-
ning electron microscopy, and electron-probe
microanalysis) for studying of single crystalsin the Bi—
Te and Bi—Se systems allowed us to state that the big-
gest part of the dopant isincorporated into the structure
not as separate atoms located in the regular lattice sites
but as second-phase inclusions. Two types of inclusions
have been reveal ed—dopant microcrystals and dopants
forming a chemical compound with bismuth. The
mechanism of inclusion formation is suggested.

REFERENCES

1. M. Hansen and K. Anderko, Congtitution of Binary
Alloys (McGraw-Hill, New York, 1958; Metallurgizdat,
Moscow, 1962), Vols. 1, 3.

2. L.I. Mokievskii and G. A. Ivanov, Zh. Tekh. Fiz. 27 (8),
1695 (1957) [Sov. Phys. Tech. Phys. 2, 1576 (1958)].

3. N. B. Brandt, V. A. Yastrebova, and Ya. G. Ponomarev,
Fiz. Tverd. Tela (Leningrad) 68 (1), 102 (1974) [Sov.
Phys. Solid State 16, 59 (1974)].

4. W. B. Pearson, Crystal Chemistry and Physics of Metals
and Alloys (Wiley, New York, 1972; Mir, Moscow,
1977), Part 1.

Trangdlated by A. Mel’ nikova



Crystallography Reports, Vol. 46, No. 3, 2001, pp. 506-510. Translated from Kristallografiya, Vol. 46, No. 3, 2001, pp. 559-564.

Original Russian Text Copyright © 2001 by Burova, Shchedrin.

CRYSTALLOGRAPHIC SOFTWARE

On Design of Expert Systemsfor Processing and Interpretation
of Diffraction Data

E. M. Burovaand B. M. Shchedrin

Moscow State University, Vorob' evy gory, Moscow, 119899 Russia
Received April 13, 1998
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In recent decades, considerable efforts have been
made to create expert and intellectual programs simu-
lating the professiona activity of a man. Expert sys
tems can be used in those fields of man’s activity or at
such stages of data processing, where it is difficult to
develop and use a single agorithm for solving a com-
plex problem or where one has to use fuzzy data. The
problems of processing and interpretation of the data
obtained in sophisticated physical experiments can also
be solved with the aid of expert systems.

Expert systems are dialogue systems using the
knowledge accumulated in certain fields of knowledge
for solving concrete problems. The architecture of a
modern expert system is based on the clear separation
of a system of facts from the inference mechanism
formed by two constituent subsystems—the so-called
knowledge base and inferencing machine. An impor-
tant roleisalso played by the service components of the
system—the editor of the data base and the subsystem
of explanations. An essential feature of the expert sys-
tem isits ability to complement the data base with new
information obtained from an expert in the process of
their dialogue. First, the necessity of complementing
the knowledge base with new facts is analyzed; i.e,, it
is checked whether the fact to be introduced into the
knowledge base is really new and whether it is consis-
tent with the other facts of the base. The subsystem of
explanations provides the dialogue (relation) with a
user. The main goal of this subsystem is to make the
performance of the program understandable to the user.
All the expert systems are based on the knowledge col-
lected in the field under study.

The main form of the knowledge representation
reduces to the so-called IFFTHEN relations or produc-
tion rules or simply productions. Productions consist of
two parts: a premise (IF) and an inference (THEN),
with each of them consisting, in turn, of a combination
of statements of a lower detalization level. The state-
ments entering productions can be interpreted as ele-
ments of a certain set of events that can be treated with
the aid of the mathematical apparatus of the Boolean

algebra. Another possible form of knowledge represen-
tation is the use of the object—attribute—value triads,
such as, e.g., mineral—color—green. Thisform is conve-
nient for the knowledge fields with a large number of
easily distinguishable objects sharing a multitude of
attributes. The method of electronic tables was further
developed in the processing of the knowledge field in
the form of the so-called frames—entitled tables with
slots (entitled cells, which acquire certain values in the
process of operation of the inferencing machine). The
knowledge can be represented by the trees of solutions.
The vertices of such a graph tree are questions with
enumerated possible answers. The selection of the
answer determines the direction of the tree branch
(graph arc) leading to the next question, which includes
all the details of the problem and better approximates
the problem its solution. This form is very convenient
in studying objects with a hierarchic structure. Upon
representing the knowledge as a graph tree, one can
pass to the representation in the form of productions
(Fig. 1). One moreform of knowledge representationis
a semantic chain, i.e., an oriented graph with the verti-
ces corresponding to the objects (events) and the arcs
describing the rel ationships between the vertices. How-
ever, in practice, the knowledge is represented in mixed
forms. production—frame and frame—production mod-
elsand frame nets. It was also assumed [1] that the pos-
sible reduction of the knowledge represented in the
form of atree of solutionsto the knowledge represented
in the form of productionsis not accidental. Since var-
ious types of the knowledge representation deal with
the objects of the same nature—knowledge—then, at a
certain deep level, al the forms of the knowledge rep-
resentation should become equivalent.

When designing the knowledge-based systems, the
ideology of programming (Data + Algorithm = Pro-
gram) is changed to the ideology Knowledge + Infer-
ence = System. Some scientists believe that such adivi-
sion is quite revolutionary [1], because the knowledge
isaqualitatively new form of information and is differ-
ent from the data used in the traditional programming.
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| Isthe plant stem iswoody’?|

Yes

No

Isthe plant stem is upright?

[ The plant isaherb ]

v e

Isthere only
one main stem?

Theplantisaliana ]

>

The plantisatree

| The plant isa shrub ]

Fig. 1. A fragment of the schemefor determining theform of an object (aplant). A digital graph (solution tree) and the corresponding

productions forming the knowledge base.
IF the plant stem is not woody, THEN the plant is a herb.

IF the plant stem iswoody, THEN one has to indicate whether it is upright or not.

IF the stem iswoody AND IS NOT upright, THEN the plant isaliana

IF the stem iswoody AND is upright AND isthe only one, THEN the plant isatree.

IF the plant stem iswoody AND is upright and IS NOT the only one, THEN the plant is a shrub.

We believe that, in fact, knowledge is one of the possi-
ble types of the data and that the dialogue program for
data processing, the so-called inferencing machine, is
the implementation of the deductive algorithms.

An expert system should operate under the condi-
tions of incomplete and fuzzy information. The neces-
sity of taking into account the indeterminate character
of events “forces’ the theory of expert systems to
invoke the probabilistic estimates. The rigorous intro-
duction of the probabilistic measure requires the study
of compatibility of events, separation of elementary
events, and the study of completeness of groups of
events, which, of course, encounters serious difficulties
in various knowledge fields. Thus, one may ask which
event is elementary for the medical notions of temper-
ature and fever. How dependent are the two? The prob-
abilistic estimates in the theory of expert systems are
necessary not only for individual events but also to pro-
ductions. The information about their values is pro-
vided by expertsin the corresponding fields. These esti-
mates can be used for ordering the calculated results.

Designing intellectual programs for processing of
the data obtained in the physical experiments, one has
to use the mathematical approaches to the formaliza-
tion of the search and self-learning. The process of
solving a problem can be interpreted as a search. In the
formalization of the search, one uses such categories as
rules (to handle the data) and control (to handle the
rules). The transfer of the expert experience to the
machine (“teaching the program”) can be technically
implemented on some examples. The search is made
among various conceptual models. The most sound
variants are then stored in the knowledge base. In the
narrow sense, the mechanism of teaching the program

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 3

reduces to the storage of datatogether with their possi-
ble estimates. Teaching, in the broad sense of the word,
isunderstood asimprovement of the software by induc-
tive methods with possibl e creation of new rules of data
processing or control. The mathematical search can be
described by the search space consisting of a set of
states, a set of operators transforming one state into
another one, and the sets of the initial and the final
states. The search is based on the functions estimating
the quality of the states. An important role is aso
played the search-space continuity.

Intellectual programs are created with the use of
simulation methods. When teaching the program, one
uses the methods of image recognition and classifica-
tion of the algorithms with the determination of the
classifying-function parameters on special sampling
for teaching the program. The program is taught by
adjusting the weights of “teaching rules.” If arule suc-
cessfully works on atest sampling, the degree of confi-
denceto this rule automatically increases.

Of great interest isthe adaptive a gorithm suggested
by Holland [2], which simulates the evolution of the
data base (structures) depending on the compatibility of
its components with the conditions of the program use.
The algorithm operates with the strings of symbols and
is used for the models of systems, where the represen-
tationsin the form of the strings and substrings of sym-
bols have sense. The structure can be interpreted as a
set of the parameter values or as a condition—action
rule.

The art of designing algorithms for expert systems
reduces to the reasonable determination of the bound-
ary, so that the largest part of the problem would be
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included into the data (knowledge base) and not into
the program (the inferencing machine).

Now estimate the parameters of the expert system
for diagnostics of the most widespread plants. The
knowledge base was taken to be the handbook contain-
ing the information about 1500 plants in the form of
200 tables (solution trees) [3]. Using the information
contained in a table, one can formulate about 20 rules
(our computations). The knowledge base for diagnos-
tics of 1500 plants consists of 4000 rules. The ago-
rithm for the search with the use of the solution treeis
independent of the inclusion of new knowledge to the
knowledge base.

The design of an expert system in the structure el ec-
tron diffraction structure analysis was considered in
[4]. The authors managed to formulate about 40 rules
and considered the corresponding examples. Thus,
Rule 1 describesthe form of an electron diffraction pat-
tern from a polycrystal. Rules 14 and 23 describe the
numerical relationships for sguared interplanar spac-
ings and Miller indices for base centered cubic and tet-
ragonal structures.

It should be emphasized that a small number of the
rules in the knowledge data are explained not by the
fact that the development of the system is only at the
initial stage but rather by the fact that the knowledge
field based on the diffraction theory is well developed
and is well described by a small number of the basic
rules. It should also be indicated that the knowledge
base is closely related to a system of questions and
should answer these questions. For example, the ques-
tions of thetype “what doesthe el ectron diffraction pat-
ter from a polycrystal look like,” “how can one reveal
the presence of a superstructure,” and “how can one
determine the lattice type” are appropriate for the data
base of an electron handbook on electron diffraction.
Fortunately, those who are not experts in electron dif-
fraction are not obliged to deal with the problems of
electron diffraction structure analysis. When the expert
system is asked whether the specimen has a bcc lattice
or not, it means that the user is interested in the direct
answer just to his question and is not looking for an
computer advice for checking the ratios of the squared
interplanar spacings (i.e., the answer to the question
whether this procedure will yield the correct sequence
of integers or not).

The widespread method of studying complex
objectsis a system approach. In thisfield, the structure
of an object is understood as a system of relations
between the constituent parts of a complicated object.
Let us analyze the structure of the problem solution on
processing and interpretation of the diffraction data.
The problem is solved in two main stages: the primary
data processing and the interpretation of the curve
obtained as a result of this processing. The solution of
the problem in two stages corresponds to the use of var-
ious mathematical methods for solving each concrete
problems. At the stage of primary processing, the focus
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isset on the statistical analysis or random errors, which
is necessary for determining the systematic errors,
rejection of anomal ous measurements, the combination
of the results measured with different accuracies, etc.
At the stage of data interpretation, a parametric mathe-
matical model of the experiments is constructed (usu-
aly a system of equations). The optimum values of the
model parameters are determined with the use of the
regularizing agorithms of mathematical programming
for the solution, in the general case, of multidimen-
sional problems of the global optimization.

In turn, the stage of the primary data processing in
accordance with the process logic is performed in sev-
eral steps: (1) statistical data processing and estimation
of the measurement reliability, (2) the allowancefor the
background, (3) information smoothening and filtra-
tion, (4) removal of apparatus distortions, and (5) sin-
gling out the informatively important segments on the
curve.

The stage of the interpretation of the curve obtained
upon the primary data processing is performed in three
steps: (1) estimation of theinitial characteristics (curve
invariants) of the models, (2) search for the best model
inthe class of the chosen models, and (3) verification of
the interpretation of the result obtained in accordance
with the initial information (comparison of the experi-
mental data with the data obtained for the model used).

Processing and interpretation of the data obtained in
adiffraction experiment has atwo-tier hierarchic struc-
ture, which can be represented as a linear graph with
eight vertices corresponding to the main steps of data
processing. The structure is very simple in comparison
with the algorithms that simulate the concrete steps.

Consider one more example—the graphical scheme
of solving a problem of the phase analysis (Fig. 2).
Similar to the previous example, the solution graph is
also a two-tier hierarchic system. The stages of data
processing are divided into seven steps of which the
third one can be divided into two substeps. Some of the
processing stages or steps can be implemented by sev-
eral ways (with the use of various competing models,
methods of estimation, computational algorithms, etc.).
On the graph, to these paths there correspond arcs con-
necting the same pair of the vertices. In some particular
cases, some of the stages or steps can be absent.

We should like to emphasize once again the simplic-
ity of the solution scheme and the mathematical com-
plexity of some algorithmsin distinction from the com-
plicated strongly branched solution tree with large
number of arcs and a developed structure of the solu-
tion tree describing, e.g., the identification of aplant in
biology or a decease in medicine at the relatively sim-
ple performance of the algorithms corresponding to the
vertices of such graphs (the answers to the problems of
the type: “is the trunk wooden or not” or “does the
patient have a high temperature or not” which require
the answer “yes’ or “no.”
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Preliminary processing of X-ray diffraction spectrum with the aim to determine
the positions of the lines and their integrated intensities

Q

The preliminary selection of standards that would not contain chemical
elements absent in the specimen under study

o—

Preliminary selection
of standards by three
most intense lines
corresponding to three most
intense lines of the specimen

Preliminary selection
of standards by eight most
intense lines corresponding
to eight most intense lines
of the specimen

l

l

Selection of al the
probable phases by the
complete set of lines
corresponding to the
complete set of lines

Preliminary selection
of standards by all the most
intense lines corresponding
to al the most intense lines
of the specimen

Preliminary selection
of standards by all the most
intense lines corresponding
to all the most intense lines
of the specimen

of the standard and
calculation of the expert
estimates of the data
correspondence

Selection of the standards for modeling the specimen spectrum

0

Consgtruction of the model
of the specimen spectrum
(minimization of the
squared deviations
of the line intensities)
of the specimen and
superposition of the
standard spectra

Construction of the model
of the specimen spectrum
(minimization of the sum

of the specimen) and the

of the moduli of
the intensity deviations

superposition
of the standard spectra

Construction of the model
of the specimen spectrum
(minimization of the maximum
intensity deviation
of the specimen lines)
and the superposition
of the standard spectra

— e

Refinement of the selected models by the statistical methods for evaluating

the model parameters

Q

Analysis of the models and selection of the best model

Fig. 2. Scheme of the program system for processing and interpretation of the data obtained in the X-ray phase anaysis.

Upon the comparative analysis of various structures,
we can state the following. In the problems with the
branched solution tree, the system self-learning is
attained by selecting the optimum paths along the arcs
from the initial to the final conditions.

In problems characterized by solution graphswith a
small number of arcs, the choice of the solution pathis
mathematically simple (e.g., the choice of one of the
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three further directions of experimental data process-
ing, which isprobably known a priori, because the user
may be aware, e.g., of the possible texture of the speci-
men, so that the preliminary selection of possible
phases should be made only by considering only the
positions of the lines). If some processing steps are
rather fast, the experimentalist can perform them all.
The system should also help in comparing the results
and choosing the path for the further processing. If the
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experimentalist can single out the classifying charac-
teristics of the specimens studied, the system can store
them together with the method of their analysis, the val-
ues of the selecting criteria, the scheme of processing,
etc., and analyze the general characteristics of the
series to be studied. Later, processing similar data, the
user can inquire the computer and use the necessary
data stored in its memory.

Usually, fuzzy data are processed and interpreted by
the statistical methods still at the preliminary stage. At
the stage of model-parameter estimation, they are pro-
cessed by the methods of the probability theory and the
mathematical statistics (including hypothesis verifica
tion). Here, there is no need to invoke the concepts and
methods of the theory of expert systems at these stages,
because when using fuzzy data, the theory of expert
systems invokes itself the apparatus of the theory of
probability and statistical methods.

Analyzing the graph of the solution structure and
processing and interpreting the diffraction data, one can
draw aconclusion that the characteristic feature of such
problemsistheir separation into a comparatively small
number of main stages (from two to seven in our exam-
ples) and steps which, in turn, should themselves be
divided into up to five steps. Of course, processing the
data of a concrete experiment, one can single out more
details where the stages themselves should be divided
(from oneto five). Of course, when processing the data
of a concrete experiment, one can give a more detailed
algorithm for solution and divide the stages of process-
ing into substages (the formation of the three-tier hier-
archic level). However, the appearance of new tiersin
processing aphysical experiment is rather an exception
than arule. A small number of main stages, steps, etc.,
in a process or a phenomenon is characteristic of the
science as a whole and is associated with the psychol-
ogy of the human cognition. Thus, the whole time of
the Earth history (4.6 billion years) isdivided into only
twelve main periods. Linnaeus classified al the living
organisms only into two kingdoms—those of plants
and animals.

The problems of processing the experimental datain
natural sciences are usualy solved by a small number
of parallel methods (programs) consisting from one to
three steps. The competing programs and methods and
the principle used in practice as criteria of the unique-
ness of the solution result in the “survival” of only
small number of the theories, methods, and algorithms
used for solving anal ogous problems.

The solution graph for processing and interpretating
a physical experiment (Fig. 2) can readily be intro-
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duced into the program (the inferencing machine). It is
hardly expedient (although possible) to include the
information on several or dozens of commands indicat-
ing the sequence of the subprogram execution into a
separate knowledge base.

Processing and interpreting the results of a physical
experiment is not a conventional problem to be solved
by an expert system. Fortunately, the development of
the expert systems for processing and interpretation of
the diffraction data is not the goa in itself. Usually,
these problems include some subproblems solved by
determined algorithms and the stages at which it is
expedient to use the expert methods including the ele-
ments of self-learning and calculation of expert esti-
mates. It isalso desirable that the database would accu-
mulate the results obtained by different methods, so
that it becomes possible to compare and output the
expert estimates. The analysis of a series of measure-
ments made by one method allows oneto determine the
groups of specimens most appropriate for the study by
this method. The analysis of the results obtained by dif-
ferent methods on one specimen provides the compari-
son of the efficiencies of these methods. This informa
tion is useful for providing recommendations on pro-
cessing of analogous experimental data.

We formulated the problem of creating a self-learn-
ing system for the qualitative phase analysis of poly-
crystal mixtures. We have already tested some stages of
the procedure and obtained quite good results. The
analysis showed that similar systems can successfully
operatein the structure analysis of crystals, small-angle
scattering studies of globular and liquid structures, in
gas dectron diffraction, in the study of the structure of
thin films, and in reflectometry.
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Abstract—A new method for obtaining physically reliable values of atomic parameters in the refinement of
the structure model by the least squares method has been suggested. The method requires the use of experimen-
tal data reduced to a scale corresponding to the Bragg scattering from an ideal defect-free crystal. The reduced
experimental data can be obtained by interexperimental-minimization (IEM) method—a new agorithm mini-
mizing the difference “ experiment 1-experiment 2" (between the data obtained in two experiments, 1 and 2)
used in addition to the model—experiment minimization performed in the conventional least square procedure.
The use of four different experimental data setsfor alexandrite crystals, Al,BeO, : Cr**, allowed usto show that
the application of the IEM algorithm considerably increases the reproducibility level of the experimental data,
which, in turn, increases by 30-60% the agreement between the model and the experiment. © 2001 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

Asarule, the parameters of a structure model in the
diffraction analysis are refined by minimizing the
“model—experiment difference” by the least squares
(LS) method. The experimental data are usually the
structure-factor modules cal culated from the measured
diffraction—reflection profiles. It is well known that the
LS method cannot provide an unambiguous interpreta:
tion of insufficiently complete or insufficiently accurate
experimental data, especially for nonlinear models
[1-3]. Under these conditions, the values of the refined
atomic parameters are distorted owing to mutual corre-
lations, and the calculated standard parameter uncer-
tainties are considerably underestimated. To reduce
such distortions, one has to use the complete sets of
experimental data and appropriately evaluate the mea-
surement accuracy. The negative effect of mutual corre-
lations between the atomic parameters can be over-
come by using the correlation parameters determined
prior to the main LS refinement of the structure model.
This can be done using the experimental data reduced
to the absolute scale corresponding to the Bragg scat-
tering from an ideal defect-free crystal. Hereafter, the
experimental data reduced to the absolute scale are
called the normalized data.

In the course of conventional structure study based
on the diffraction experiment, only part of the experi-
mental information is used. The main losses in the
information about various physical effects taking place
during measurements are caused by recalculation of
reflection profiles into the corresponding integrated
intensities, which results in distortion of other parame-
ters of the atomic model obtained in the LS refinement

because of correlations between these parameters.
Thus, the situation is characterized as follows:

(1) Real experimental diffraction data are distorted
in comparison with the pure Bragg scattering.

(2) Themodel to berefined is based on the kinemat-
ical diffraction theory which fails to describe some
effects or takes them into account only approximately
in the form of various integrated corrections.

(3) Trying to fit the model to the experimental data
using incomplete set of necessary parameters[or using
mutually dependent (correlated) parameters], we
obtain somewhat distorted results (the correlation
effect).

(4) All the computations are performed with a
weighting scheme which only approximately reflects
the real accuracy of the experimental data. At the same
time, each “measurements—weighting scheme” set has
itsown local minimaof the abjectivefunctioninthelLS
procedure [2], which results in the fact that the distor-
tion of the refined parameters cannot be reproduced
even in different runs of the experiment performed on
one crystalline specimen.

As aresult, it is very difficult to attain the satisfac-
tory reproducibility of the results in the diffraction
experiments. As far aswe know, there are no published
investigations in which the reproducibility of all the
calculated parameters desirable, in terms of statistics,
was attained no matter what measures were taken with
this aim. The analysis of the parameter reproducibility
can be made upon the statistical test of the character of
the error distribution in the parameters based on the
analysis of the normal-probability plot of residuals
made on the “normal -probability paper” [4-6].

1063-7745/01/4603-0511$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Theloss of some experimental information, the neg-
ative effect of correlations between the parametersto be
refined in the LS procedure, and the reproducibility of
the results of the structure study are closely related.
Obviously, one has to maximally increase the set of
experimental data, on the one hand, and maximally pre-
serve the bulk of the information obtained in the exper-
iment, on the other hand.

One of the methods for solving this problem is sug-
gested below. It is the so-called structure analysis by
normalized data, i.e., the separation of the set of exper-
imental data (reflection profiles) into several subsets
corresponding to various characteristics of the process
of radiation scattering. Thus, in order to introduce the
empirical correction for the effect of thermal diffuse
scattering in the isotropic approximation the average
weighted velocity of sound propagation in a crysta is
determined [7, 8]. This method allows one to save the
information contained in the line shape (earlier, this
information was lost during profile integration, which
reduced the number of the parameters refined in the
main LS procedure).

Another conclusion is less obvious but even more
important because of the serious consequences. One
has to invoke some new information to facilitate the
solution of the problem associated with correlations
between the parameters to be refined.

Although the correl ations between the parametersto
be refined in the LS procedure are of the mathematical
nature, the problem also has a physical aspect. If one of
the correlated parameters takes different values under
different experimental conditions, then its undistorted
value can be determined with a rather high accuracy.
The corresponding algorithm should provide the analy-
sis of the common and distinguishing features of the
data obtained under different experimental conditions.
In this case, different parameters should be refined by
different experimental data.

In the structure analysis, such parameters are, first
of al, the scale factor, which has different valuesin all
the experiments, and the extinction parameters. Two
sets of the datadivided into scale factors can be consid-
ered as the data reduced to the absolute energy scale.
Upon division into the extinction factors, the data are
reduced to the common single-domain state. In asimi-
lar way, one can also pass to atwin partner in microt-
winned crystals.

Thus, the additional information should be repre-
sented in the form of the second independent experi-
mental data set. We do not mean averaging of the exper-
imental dataor thejoint refinement in one procedure of
the structure model using the different measurements
made in [9]. Similar to the conventional LS procedure,
the new agorithm varies the parameters of the theoret-
ical model to minimize the difference between the model
and the experiment and, in addition, also minimizes the
difference “experiment l-experiment 2. In other
words, a small nhumber of parameters (most important
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for solving the correlation problem) are refined to min-
imize the difference between the data obtained in
experiment 1 and experiment 2, whereas all the other
parameters are refined in the basic LS procedure.

One may ask whether the gain from the use of this
new agorithm is sufficient to justify obtaining the
information by such a labor-consuming method. To
answer this question, let us define three levels of
increasing the accuracy and reliability of the resultsin
the structural studies using the new method of structure
analysis by normalized data (NDSA).

(1) To what extent does the relative accuracy of the
structural results increase? The relative accuracy in the
determination of the model parameters (the ratio of the
sum of the parameter valuesto the sum of their standard
uncertainties determined for the statistically significant
parameters [P/o(P)[) can hardly be found in any publi-
cation. It is more convenient to compare the reliability
factors (R) obtained in the LS procedure, because there
IS a one-to-one correspondence, between the reliability
factor R obtained in the LS procedure and the relative
accuracy of the results obtained; namely, the lower the
R-factor, the higher the accuracy of the results.

(2) To what extent can the reproducibility level of
the experimental data and the results obtained (the
model parameters) be increased by the method struc-
ture analysis by normalized data? The corresponding
estimates are obtained by using the characteristics of
the normal-probability plot and the reliability factors
between the experimental data and the model parame-
ters[4, 5]. The attainment of a low R-factor inthe LS
procedure does not necessarily guarantee a high repro-
ducibility of atomic parameters.

(3) To what extent are the numerical values of the
calculated parameters physically reliable? We believe
that the answer to this question cannot be given by the
structural methods alone. Using the method of structure
analysis by normalized data (NDSA), we assume that
the atomic parameters are physically reliable if their
values (or the values of some functions of these param-
eters) are well reproduced by different physica
methods.

The studies were performed on lasing alexandrite
crystals, Al,BeO, : Cr’*.

EXPERIMENTAL

Four experimental data sets were measured from
three crystaline aexandrite specimens (Al,). Accord-
ing to the growth data, alexandrite specimen | con-
tained 0.3 at. % Cr and alexandrite specimens |1 and 111
contained 1.0 at. % Cr each. Specimens |l and |11 had
different dimensions but were cut out from the same
alexandrite single crystal. The experimental conditions
and the structural data were described elsewhere [10—
12]. The experimental diffraction-intensity data were
collected on automated diffractometers in different
geometries. Orthorhombic aexandrite crystals are
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Table 1. The main characteristics of experiments 1-4 for alexandrite crystals and the results obtained

Characteristic 1 2 3 4
Diffractometer RED-4 DAR-UMB Nonius 1 Nonius 2
Experimental geometry Equatorial x-ring | Equiinclined, Equatorial, Equatorial,

three-circle K geometry K geometry
Specimen diameters, mm 0.37/0.31 0.21 0.43
Cr impurity, at. % 0.3 1.0 1.0
Absorption coefficient p, cm™ 11.29 11.48 11.48
Unit-cell parameter, a, A 9.407(4) 9.416(5) 9.4152(5) 9.4049(5)
Unit-cell parameter, b, A 5.4781(5) 5.480(5) 9.4793(3) 5.4749(2)
Unit-cell parameter, ¢, A 4.4285(3) 4.434(1) 4.4345(1) 4.4270(2)
Number of measured reflections 6256 7084 8636 12137
SiNB/A 4 in the refinement 1.15 1.20 1.05 1.20
Number of reflections used in refinement 1303 1137 972 1596
R-factor of averaging of, [F[2, % 1.73 158 1.49 1.12

described by the sp. gr. Pnma with four formula units
per unit cell, z= 4.

The intensities of X-ray diffraction reflections were
measured within half-sphere of the reciprocal space, | =
0; there were four equivalent reflections, MoK, graph-
ite monochromator. The experimenta intensities were
corrected for the Lorentz and polarization factors and
for absorption by spherica specimens (the COREX
complex of programs [13]). Specimen | had the shape
of an ellipsoid of rotation and showed a small error in
integrated intensities. Neither the program for inte-
grated-profile analysis [8] nor our new program for
averaging crystallographically equivalent reflections
[13] was used. Thedrift in the control intensities during
experiments did not exceed 1%. No corrections for
thermal diffuse scattering were introduced. To check
whether the new method had a negative effect on the
results obtained, the primary data were processed by
the standard method often used in conventional diffrac-
tion experiments.

Some characteristics of X-ray diffraction experi-
ments and the results obtained are summarized in
Table 1. Low reliability factors obtained upon averag-
ing crystallographically equivaent reflections proved
the high quality of the crystals and the experimental
data obtained.

The structure model had 11 positional parameters,
28 automic-displacement parameters, two occupancy
parameters for the aluminum positions, one scale fac-
tor, and one extinction parameter. For all data sets, the
lower boundary was chosen to be sin6/A,,, = 0.46 A,
appropriate for the least square procedure in the
PROMETHEUS [14] complex of programs (not using
multipole model s taking into account the asymmetry in
the electron-density distributions).
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The experimental data sets and the model structure
were refined by the LS method by |F]* values, but the
values of the reliability factors R were recal culated into
|F| values to provide a more reliable comparison with
the previous results.

BRIEF DESCRIPTION OF THE PROGRAM
ALGORITHM

The ASCALE (old version) or IEM (new version)
program was considered elsewhere [3, 7, 8, 15, 16].
The main terms and expressions used to formulate the
accuracy criteria for experimental data were given in
[3, 16]. The IEM agorithm minimizing the “experi-
ment 1-experiment 2" differenceis based on the possi-
bility of reducing the independent experimental datato
the absolute and, first of al, to the energy scale. In other
words, it is always possible to divide the structure
model into the basic model and the model—perturba-
tion.

The program requires the input of four files: two
files with independent experimental data sets and the
third file with the information necessary for the model
refinement. The latter file aso includes the command
for refining al the parametersin the full-matrix variant
irrespectively of the correlation level between these
parameters. The fourth file contains the information
necessary for the IEM program, which indicates in
what way the structure model is divided into the basic
model and the model—perturbation. The parameters of
the model—perturbation having different values in each
experiment are refined by the independent sets (e.g.,
those of scale factors or extinction data), whereas the
remaining parameters are refined in a special way by
the joint set of al the experimental data (the so-called
Cross set).
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The programs starts with the control refinement by
the independent and the averaged data sets. The main
algorithm consists of four blocks which are performed
in regular cycles. At the beginning of thefirst cycle, the
independent experimental data are normalized (i.e.,
reduced to the absolute scale in the normalization
block). In our example, normalization is reduced to the
division into the corresponding scale factors and the
extinction corrections.

In the statistical-test block, the normalized data are
arranged in the order statistics; the intensities are aver-
aged and attributed some weights depending on their
position in the order statistics. The fraction of each
independent data-set in the cross set depends on the
value of theinterexperimental scalefactor K,, (interfac-
tor) having the physical sense of the coefficient of
reduction to the absolute scale. The interfactor also
depends on either the characteristics of the order statis-
tics, or, the fact how strongly the standard uncertainty
of each reflection corresponds to its place in the order
dtatistics. There is an additional possibility—one can
modify all the independents data sets proceeding from
the weighting scheme of the cross set.

In thethird block, the basic model is refined with by
the cross-set data. The parameters thus obtained are
fixed and transferred to the fourth block, where they are
refined in parallel by the independent data. Then, the
independent data sets and the newly determined values
of the parameters are transferred to the normalization
block, and the second refinement cycle begins.

Thus, instead of one LS procedure of the conven-
tiona diffraction analysis, we arrive at three L S-proce-
dures plus two blocks—the normalization block and
block combining the experimental data.

NEW LEVEL OF ACCURACY
IN STRUCTURAL STUDIES

The IEM procedure was designed for obtaining
well-reproducible atomic-structure parameters. The
R-factorsrefined in the IEM procedure are surprisingly
low. The thorough consideration of the practical situa-
tion showed that the attempts to write an algorithm of
searching for the minimum of the model—experiment
difference, which would be more efficient than the tra-
ditional LS procedure (Newton—Gauss linearization) or
the regul arization methods suggested by Tikhonov [17]
and Lavrent’ev and Markvardt [18, 19], could be quite
successful.

Two concepts considered in this section are formu-
lated in the following way. First, the reliability factors
are considerably reduced in the course of the IEM pro-
cedure and become comparable with the those attained
in other most efficient methods. Second, the cross set
can be formed without any information about the theo-
retical model used; i.e., the cross set is not fitted to the
set of the calculated structure factors.
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To provethat the |[EM procedure providesthe attain-
ment of anew accuracy level in the diffraction analysis,
we compared various methods of increasing the accu-
racy in the diffraction studies. The traditional criteria
for evaluating the relative accuracy of the obtained
results are the reliability factor R upon the refinement
of the structure model and the criterion S of the fitting
quality [5].

There are two main directions for attaining better
fitting of the model to the experimental data. These are
the improvement of the already existing experimental
methods and the creation of new models of atomic
structures that more adequately describe the radiation
scattering by the crystal.

Degspite the design and construction of new setups
based on the time-of-flight techniques in neutron scat-
tering and the use of a powerful synchrotron radiation
in X-ray scattering, the classical automated diffracto-
meter still remainsthe most precise instrument for such
studiesand, therefore, it ishardly probablethat it can be
essentially improved in the nearest future. The main
difficulty encountered on this path seems to be tempo-
ral limitations—it is difficult to maintain the necessary
stability in the experimental conditions for more than
three consecutive weeks, i.e., within the time necessary
for collecting, e.g., 15000 reflections with an accuracy
providing the subsequent fitting of the model—experi-
ment difference at alevel of 1%.

A possible considerable progressin constructing an
adequate model of an atomic structure is also very
doubtful because of two factors: first, the general fea-
tures of an atomic model applicable to many crystals
have already been determined quite reliably, and, sec-
ond, the description of the deviations from the ideal
symmetry for each concrete crystal can improve the
model—experiment agreement, but the practical use of
multiparametric models in the least squares method is
hindered by the difficulties associated with mutual cor-
relations between the refined parameters.

The improvement of the methods of diffraction
experiments allows one to reduce the measurement
errors. On the other hand, although each new model
inevitably containsalarger number of the parametersto
be refined than the previous model, the reduction of the
reliability factors for good models, which are consis-
tent with the physical reality, are more serious than
could have been expected because of the statistical
causes only. The progress along these lines is provided
by gradual improvement of the agreement between the
model and the experiment.

There are several main stagesin the improvement of
the universal atomic model equally applicableto al the
crystals. These are the allowance for (a) anomalous
scattering, (b) asymmetry in the electron-density
(nuclear-density) distribution, (c) possible superstruc-
tures, (d) anharmonic atomic vibrations, (e) anisotropic
atomic vibrations, and (f) extinction. For alexandrite
crystals, only the allowance for two latter effects and
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expansion of the electron density in multipoles are
important. Unfortunately, the LS program used in our
study did not envisage the latter procedure.

The|EM procedure processes almost a double num-
ber of the measured experimental data in comparison
with the traditional methods used in diffraction analysis
and, thus, provides their more adequate interpretation.

Asarule, conventional averaging of crystallograph-
ically equivalent reflections results in additional possi-
bilitiesfor datainterpretation and reducesthereliability
factors (the better agreement between the model and
the experimental data). The |EM procedure is based on
the use of the cross set (the experimental data set
obtai ned upon averaging independent data sets reduced
to the absolute scale). Therefore, the accuracy attained
inthelatter procedure is much higher than the accuracy
attained by averaging a data set obtained in the same
measurements. The averaged data set is only the first
approximation to the cross set; the dimensions of these
two sets are close, whereas the dimensions of theinitial
data sets are always much larger (some of the reflec-
tions in the independent data sets have no pair reflec-
tions). Therefore, it is most appropriate to compare the
averaged data set with the cross-set.

The cross set perfection is evaluated by the criteria
considered in [3] (interfactors K and K,,, interexperi-
mental reliability factors R, and R, ;,, and characteris-
tics of the normal-probability plot).

Since the cross set is the experimental data set
reduced to the absolute scale, formally, the number of
parametersto be refined is even less. The cross set can-
not be used for refining scale factors, extinction coeffi-
cients, relative volumes of microtwin partners, and
parameters responsible for distortion of the ideal crys-
tal structure such as, the occupancies of positions by
impurity atoms.

The change in the reliability factorsis evaluated by
rather simple formulas

d= 2(Rold - Rnew)/(Rold + Rnew)i

dw = 2(Rwold_anew)/(Rwold"' anew)

The use of the statistical Hamilton tests [20] in our
case would not be sufficiently justified, since they are
satisfied a priori at the highest possible reliability level
in al the variants.

Table 2 lists the reliability factors for the following
four structure models: (1) isotropic atomic vibrations
without the allowance for extinction, (2) an anisotropic
model of atomic vibrations without the allowance for
extinction, (3) isotropic atomic vibrations with the
allowance for extinction, and (4) the complete model
with the allowance for extinction and the anisotropy of
atomic vibrations. The results of the refinement per-
formed over the independent data sets with the use of
model (4) indicate the initial level of the relative accu-
racy attained without the use of our algorithm. Table 3
lists the d and d,, values obtained upon the transition
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Table 2. Reliability factors R/R,,, % obtained in the refine-
ment of the main variants of the structure model of an alexan-
drite crystal calculated by independent experimental data sets

Model

Expe-
riment

1

2

3

4

A WODN PR

3.753/4.502
2.766/3.026
4.656/4.958
4.403/4.513

3.324/4.282
2.133/2.734
4.401/4.715
3.840/3.727

1.925/1.899
2.248/2.013
1.925/1.899
2.037/2.784

1.157/1.257
1.521/1.552
1.040/1.003
0.990/1.122

2001

from simple to more sophisticated models and the cal-
culation by the IEM procedure (the latter is averaged
over the three cross-set variants). Table 4 illustrates the
advantages of the IEM procedure—it compares the
results of the data refinement for model (4) by the aver-
aged data sets and the cross set.

The crystals studied are characterized by a high
degree of perfection. The specimens consist of a small
number of large blocks of mosaics, which resulted in
the pronounced extinction effects, so that the allowance
for extinction is very important, especialy for large
specimen |11 studied in experiments 3 and 4. In other
specimens, extinction plays a considerably less impor-
tant role, and the transition from the isotropic to the
anisotropic atomic-vibration parameters becomes more
important.

The analysisof the datain Tables 2—4 |eadsto acon-
clusion that the IEM procedure increases the relative
accuracy of the diffraction analysis (essentially reduces
the reliability factors R by 30 to 60%) as in the transi-
tion from simple to more adequate models of the
atomic structure. The reliability factors R are reduced
with respect to both level obtained from the indepen-
dent experiments and level obtained from the averaged
data. One aso has to take into account that a consider-
ableincrease in the accuracy is compared with the high
accuracy level (1%) dready attained. The positive
changesin the results of the structural studies are asso-
ciated with the successful reduction of the experimental
data to the absolute scale. This is indicated by both
decrease of the interexperimental R,,- and R, ,,-factors
and the approach of the interfactors K and K, to their
ideal values (the corresponding difference between K
and K,, and thevalue 1.0 is as low as 0.1-0.5%).

In this paper, we repeatedly emphasi zed the fact that
the transition to the cross set needs no information on
the refined model, which follows from the program
algorithm.

The most pictorial example is provided by experi-
ments 3 and 4 made on the same specimen. Consider
three operations that form an incomplete cycle of the
procedure prior the use of the feedback and compare
the results obtained on the averaged set and the cross-
set. The first operation is the division of the integrated
intensities and their standard uncertainties by a certain
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Table 3. Thed/d,, % values characterizing the reduction of the R-factorsin the transition from a simple model to a compli-
cated one or the use of the IEM procedure for model 4

Experiment 1—2 1—3 1—4 2—4 3—4 4 — |EM
1 12/5 64/81 106/113 97/109 50/41 38/50
2 26/10 21/40 58/64 33/55 39/26 56/66
3 6/5 83/89 127/133 124/130 60/62 34/38
4 14/19 73/47 127/120 118/107 69/85 27/42

Table 4. Comparison of the reliability factors obtained in the refinement, R and R,,, and the factors of interexperimental
agreement R, and R, for the averaged sets and cross sets, %

Beir Averaged sets Cross sets

N R12 RW12 R RW S N K KW R12 RW12 R RW S
1-2 | 1002 | 3.194 | 3.233 | 1.005 | 1.091 | 0.915 | 977 |0.9968|0.9982| 1.679 | 1.402 | 0.880 | 0.844 | 1.030
1-3 | 948 | 2.027 | 2.106 | 0.869 | 0.969 | 0.972 | 931 |1.0000|1.0040| 1.248 | 1.039 | 0.739 | 0.567 | 1.009
14 | 1291 | 2.445 | 2.681 | 0.822 | 0.924 | 0.847 | 1270 [1.0039|1.0024| 1.151 | 0.688 | 0.729 | 0.715 | 1.026
2-3 | 804 | 4635|4681 | 0961 | 1.085 | 1.147 | 789 [0.9994|1.0030| 1.498 | 1.176 | 0.807 | 0.688 | 1.003
24 | 1118 | 5.194 | 5.193 | 0.974 | 1.078 | 0.969 | 1100 |1.0003|0.9994| 1.418 | 1.127 | 0.872 | 0.810 | 1.010
34| 938 | 1132|1226 | 0.859 | 0927 | 1.164 | 931 [0.9956|1.0013| 0.929 | 0.806 | 0.639 | 0.553 | 1.009

factor (number); the second operation consists in aver-
aging the data or the creation of the cross set, and the
third operation is the model refinement over the com-
bined sets. Since the normalizing factors can be chosen
arbitrarily, we can assume that they are equal to the
scal e factors of the independent experimental data sets.

It is seen that the main difference lies in the second
operation. For the averaged data set, averaging is made
with the use of the arithmetical interfactor K (the ratio
of the sums of intensities). For the cross set, averaging
is performed with the weighting interfactor K,, plus
maodification of the weighting scheme (associated with
the discrepancy between the intensities of the reflec-
tions with the same Miller indices). Naturally, the frac-
tion of each of the independent data set in the combined
data set depends on the interfactor value; for the cross
set, thisvalueis calculated in the course of the verifica-
tion of the statistical hypothesis; i.e., it requires the
invocation of some additional information.

Table5. Reative changein thedata (cross sets) and the atomic
vibrationa parametersfor five cycles of the IEM procedure, %

Cross sets Parameters

Pair

R12 RNlZ R12 I:‘)wlz
1-2 0.069 0.079 1.098 1.626
1-3 0.115 0.121 1.655 2.469
14 0.185 0.194 0.808 1419
2-3 0.060 0.064 0.462 0.952
2-4 0.029 0.035 0.093 0.231
34 0.134 0.132 0.852 1.320
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Now proceed to the refinement of the structure
model. As was to be expected, the above operations do
not change either the model parameter or the reliability
factors R in the refinement by the averaged data set:
R/R, = 0.859/0.927 and R,/R,, = 1.132/1.226 (cf.
with the data in Table 2). The only varying quantities
are the interfactor K and the energy-scale factor of the
refinement. For the cross set used in the first cycle, we
have R/R, = 0.827/0.878 and R,,/R,,;, = 1.076/0.912.
The additional normalization to the extinction yields
R/R, = 0.741/0.729 and R,,/R, 1, = 0.954/0.796.

Similar results were aso obtained for all the other
pairs of experiments and not only for alexandrite but
also for some other crystals [3, 16]. Thus, we made the
following conclusions: an increase of the relative accu-
racy of the results is caused by new possibilities in
interpreting the experimental data provided by the cor-
rect value of the interfactor (the reduction of the datato
the absolute scale) and the choice of the optimum
weighting scheme. All the modifications of the data are
based on their mutual correspondence and the verifica
tion of the character of their error distributions.

In processing the cross set, most criteria were con-
siderably improved even in the first cycle. The use of
the positive feedback considerably improves the agree-
ment between the experimental data; in this case as
well, no data on the model were used. In the following
cycles, the main changes are associated with the redis-
tribution of reflection positions in the order statistics
(theinitial positions determined by the standard uncer-
tainties of the intensities cannot be set exactly).

Earlier [3], we considered the theoretical foundation
of the procedure for determining the values of theresid-
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Fig. 1. Normal-probability plot for the data obtained in
experiments 2 and 4 (dots) and its linear interpolation prior
to the use of the IEM procedure.

ual errors in the atomic parameters and showed that
these errors in the parameters of the model—perturba-
tion are determined only by the random errors in the
experimental data. When describing the algorithm of
the program, we indicated that the modification of the
experimental data depends only on the reflection posi-
tion of in the order statistics.

E obs
5

cr A

-4 -3 -2 -1 0 1 2 3E aicd

Fig. 2. Normal probability plot for the normalized data
obtained in experiments 2 and 4 (dots) and itslinear interpo-
lation upon the application of the IEM procedure.
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Finally, the last argument in favor of the method
suggested above isthat it isthe model that is consider-
ably changed during the procedure and not during the
experimental data. This statement can readily be veri-
fied by the reproducibility test (in this case, the differ-
ence test) for the model parameters (the so-called P-
test) and the experimental data (the so-called M-test)
for the first and the last cycles of the procedure. Table 5
gives the integrated characteristics of the relative
changes in the data (cross sets) and the parameters of
atomic vibrationsfor cycles1 and 5 (the procedure con-
verges within three to five such cycles). The changesin
the positional parametersin the course of the procedure
are insignificant—0.002—0.005%. The results obtained
indicate that during the procedure, the model is consid-
erably modified, whereas the experimental data are
changed insignificantly.

The most obvious changes in the accuracy of the
experimental data are demonstrated with the aid of the
M-test (the dependence of the normalized experimental
error E,, = 1, — K,l,)/0(l) on the normalized theoreti-
cal errorinE_,.4). Figure 1illustratesthe comparison of
experimental data sets2 and 4. For amore compact rep-
resentation, the peripheral part of the plot with large
experimental errorsiscut out. Specimens|| and |11 hav-
ing the same composition but considerably different
dimensions (extinction absorption) were studied on dif-
fractometers of different geometries (different shape of
the scanned volumes). Therefore, it is not surprising
that the plot in Fig. 1 shows considerable systematic
differences between different measurements. In a simi-
lar way, the systematic discrepancies were aso
revealed with the aid of the P-test for the parameters of

E
4

obs

3

: b4

0
-1 7
-2 7
-3

-3 -2 -1 0 1 2 3 4
Ecalcd

Fig. 3. Normal probability plot for cross set 24 and cross
set 13 and its linear interpolation.
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the model obtained independently using these experi-
mental data sets. Upon the IEM procedure (determina:
tion of the appropriate values of the scale factors and
the extinction corrections without modifying the
weighting scheme for the independent experimental
data), the curve in Fig. 2 becomes a straight line. The
cross set 24 thus formed possesses an el evated accuracy
and reproducibility in comparison with the initial data,
which is seen from its comparison with cross set 13
obtained absolutely independently from the other pair
of experiments 1 and 3 (Fig. 3). It isvery important that
the second-order cross sets are characterized by an
extremely high relative accuracy: the structure refine-
ment yields R/R,, ~ 0.55/0.45% over 750-900 reflec-
tions.

Thus, the use of the IEM procedure considerably
increasestherelative accuracy of theresultsobtainedin
the X-ray diffraction analysis. A better agreement
between the model and the experiment is attained due
to attributing higher weights to the more accurate mea-
surements and, as a consequence, the changes of the
model parametersto be refined.

CONCLUSIONS

One of the main methods of the experimental sci-
ence consistsin the variation of the parameters of theo-
retical modelswith the aim to attain the maximum pos-
sible agreement between the model and the experiment.
The explanation of the high efficiency of the algorithm
of the structure analysis by normalized data (NDSA) is
the use of noncoplanar vectors and minimization of
the differences between of the data obtained in experi-
ment 1 and experiment 2.

The minimization of the interexperimental differ-
ence is attained due to reduction of the experimental
data to the absolute scale. The better the agreement
between different measurements, the more favorable
effect they produce on the parameters to be refined and
normalization of the experimental data. The indepen-
dence of the measurements and the use of the laws of
mathematical statistics are absolutely necessary in
order to avoid or maximally decrease the systematic
error potentially present in the experimental data so that
they could not produce any considerable effect on the
final results. The use of al the normalized independent
experimental data allows oneto form a set of measured
data which has the accuracy higher in comparison with
the accuracy of the initial experimental data. The
refinement of the structure model using such a cross set
necessarily results in a considerable reduction of the
reliability factors.

Obvioudly, the algorithm suggested above is more
successful in searching for the global minimum of the
model—experiment difference than the LS method and
determines the solution different from that obtained in
the LS procedure. The IEM procedure uses the algo-
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rithm for the gradual transition to adeeper local (or glo-
bal) minimum within only three to five cycles.

A small fraction of the most important parameters
of the theoretical model is varied in two parallel LS
refinement procedures performed with the use of the
independent sets of experimental data in such a way
that the measured data normalized to these parameters
would best agree with one another (the so-called exper-
iment 1-experiment 2 fitting). The remaining parame-
ters of the model are calculated automatically and
unambiguoudly from the experimenta data set
obtained by averaging the independent normalized data
sets (the cross set).

In this study, we used four sets of experimental data
in order to compare the results of the refinement of the
structure-model parameters of alexandrite crystals
(AL,BeOQ, : Cr*).

(2) It has been shown that the relative accuracy of
the results of the diffraction analysis (in the form of the
integrated value of the model—experiment reliability
factors) increases from 30 to 60% in comparison with
the data obtained from the initial experimental data.

(2) The LS refinement of the structure model with
41 parameters performed by combined pairwise exper-
imental data (cross sets) is characterized by low values
of the reliability factors: R/R, = 0.880/0.844,
0.739/0.567, 0.729/0.715, 0.807/0.688. 0.872/0.810,
and 0.639/0.553% determined over 997, 931, 1270,
789, 1100, and 931 reflections, respectively. An
extremely high relative accuracy is provided by the sec-
ond-order cross sets: R/R,, ~ 0.55/0.45% determined
over 750-900 reflections.

(3) The use of the algorithms of the structure analy-
sisby normalized datadramatically increasesthe repro-
ducibility of the experimental data: on average, the
interexperimental reliability factors are reduced from
R, ~24%1to R, ~ 1.0-1.4%. The IEM procedure can
be considered as a method additional to all the other
well-known experimental and computational methods
and can be used for attaining high relative accuracy. In
other words, if thereisan experiment for which one has
to minimize the model—experiment difference, then,
irrespectively of the quality of the equipment and the
mathematical model used, the application of the IEM
procedure considerably reduces the fitting criteria in
comparison with the best results attained earlier by
other methods. The procedure suggested here can be
used not only in the diffraction analysis of crystals but
also in other fields of natural sciences.
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