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Abstract—We have numerically calculated the process of conjugated unsteady heat exchange during the for-
mation of a boundary transient temperature layer as a result of the interaction of a shock wave with a flat edge
surface of a shock tube. The results of calculations can be used in the analysis of the experimental data. The
time variation of the heat flux and the temperature at the gas–solid interface is determined. The heat flux distri-
bution profiles are obtained for two limiting variants of the boundary conditions on the outer surface of the
shock tube. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. The known automodel solution [1] of
the problem of shock wave refection from a flat edge
surface of the shock tube is strictly valid only in the
case of a thermally insulated wall. Allowance for the
thermal conductivity of the wall material leads to the
appearance of a boundary transient temperature layer
both in the gas at the edge surface of the shock tube and
in the wall material. This situation poses the problem of
conjugated unsteady heat exchange, whereby the so-
called boundary conditions of type IV [2] have to be
satisfied at any time at the gas–surface interface.

In this study, we have obtained a solution to the
problem of conjugated heat exchange for the time t >
t* = 2∆/U, where t* is the characteristic time of interac-
tion between the shock wave and the surface, ∆ is the
shock wave front width, and U is the absolute velocity
of the shock wave propagation.

During the time t*, the gas temperature near the wall
increases from the initial value, corresponding to the
state before the interaction between the shock wave and
the surface, to a temperature behind the reflected shock
wave. It should be noted that thermal equilibrium
between the gas and the solid is violated beginning
from the moment when the incident shock wave front
reaches the wall surface, and the boundary temperature
layer formation also starts at this moment. A compari-
son of the time of relaxation of the gasdynamic func-
tions in the boundary layer to the time of interaction
between the shock wave and the surface shows that
these processes are characterized by different time
scales. For this reason, we may assume that the gas tem-
perature at the gas–solid interface exhibits a jumplike
change and that the period of time t* can be disregarded
in the analysis of formation of the boundary tempera-
ture layer.
1063-7850/04/3011- $26.00 © 20887
Formulation of the problem. Let us assume that
the gas pressure near the solid wall varies insignifi-
cantly. Then, the state of gasdynamic functions in the
boundary temperature layer can be described using the
equations of balance of the mass and energy and the
equation of state.

The system of equations describing the behavior of
the gasdynamic functions in the boundary temperature
can be written as

(1)

where t is the time; x is the coordinate along the normal
to the surface; ρg , ug , Tg , pg , cg , and λg are the gas den-
sity, velocity, temperature, pressure, heat capacity, and
thermal conductivity, respectively; and R is the gas con-
stant.

The energy balance equation for the solid is as fol-
lows:

(2)

where ρs , Ts , cs , and λs are the solid material density,
temperature, heat capacity, and thermal diffusivity,
respectively.
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Boundary conditions. At the outer surface of the
boundary layer, the temperature corresponds to the ini-
tial state of the gas behind the reflected shock wave,
which represents a boundary condition of type I. The
thermal state on a nonconjugated boundary of the solid
can be formally written in a form reflecting the struc-
ture of the boundary condition of type III:

(3)

By selecting the proper coefficients, it is possible to
provide for the required boundary condition for the
temperature, heat flux, or their combination. On a con-
jugated boundary, we set the temperature so as to pro-
vide the coincidence of heat fluxes in the gas and in the
solid and, in addition, we set a homogeneous boundary
condition for the gas velocity.

Initial condition. The values of the gasdynamic
functions correspond to the state behind the reflected
shock wave. The temperature in the solid coincides
with that of the gas before arrival of the shock wave.
The temperature of the wall surface provides for the
coincidence of heat fluxes in the gas and in the solid.

Method of solution. The problem was solved by
numerical methods. Discretization of the calculation
region was performed by the method of control vol-
umes. The values of the functions were determined at
the centers of cells, and the values of convective and
heat fluxes, at the boundaries of the control cells. The
system of equations was integrated with respect to time
using a two-layer scheme of the Krunk–Nicholson
type. Complete matching of the values of functions in
the upper temporal layer was achieved by means of
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Fig. 1. Time variation of (1) the temperature and (2) the heat
flux at the conjugated boundary and (3) the average temper-
ature of bismuth.
TE
simple iterations, which allowed the values of tempera-
ture-dependent functions and the surface temperature
to be refined. Thus, the energy balance equation for the
gas and solid were solved under boundary conditions of
type I, and the surface temperature was determined
from the condition of equal heat fluxes and refined by
iterations.

Results and discussion. Unsteady conjugated heat
exchange in the system under consideration was calcu-
lated in two variants with different boundary condi-
tions. The shock tube edges were comprised of two lay-
ers. The inner layer, with a thickness of 2.0 × 10–4 m, was
made of bismuth (cs = 125 J/(kg K), λs = 9 W/(m K),
ρs = 9800 kg/m3). The outer layer was made either of
copper (variant 1: cs = 396 J/(kg K), λs = 389 W/(m K),
ρs = 8930 kg/m3) or of an organic glass (variant 2: cs =
1425 J/(kg K), λs = 0.184 W/(m K), ρs = 1180 kg/m3).
A comparison of the thermal diffusivities of copper or
organic glass to that of bismuth shows that it is possible
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Fig. 2. Heat flux profiles and their evolution with time at the
gas–solid interface for a bismuth layer on (a) copper sub-
strate (variant 1) and (b) organic glass substrate (variant 2).
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to restrict calculations of the heat transfer to the bis-
muth layer with the boundary conditions of type I (for
variant 1) and type II (variant 2). The initial tempera-
ture of the surface was Ts = 290 K, and the gas layer
thickness was 5.0 × 10–4 m. Calculations were per-
formed for air with the following parameters behind the
reflected shock wave: pg = 1.5 MPa, Tg = 725 K (for the
initial atmospheric pressure, this corresponds to the
Mach number of the incident shock wave M1 = 2). The
spatial discretization step was 1.0 × 10–6 m, and the
temporal integration step was 1.0 × 10–7 s; the process
was followed over a period of time up to 1.0 × 10–3 s.

Figure 1 shows the time variation of the temperature
(curve 1) and heat flux (curve 2) on the surface of bis-
muth (curve 3 shows the average temperature of bis-
muth in the variant with thermoinsulated substrate).
Figure 2 presents the heat flux profiles and shows their
evolution with time for the two variants studied. The
profiles were calculated with a time interval of 5.0 ×
10−4 s.

A comparative analysis of the results of calculations
for the two variants leads to the following conclusions.
In the initial stage, when the bismuth layer is not heated
throughout, the character of heat transfer in both vari-
ants is virtually identical (despite visible differences in
the values of heat flux at the bismuth–substrate inter-
face). The characteristic period of time during which
the temperatures and heat fluxes on the conjugated
boundary in the two variants are practically the same in
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
the case under consideration is about 1.0 × 10–3 s (this
value depends on the bismuth layer thickness).

Subsequent development of the process of heat
transfer reflects the fact that the heat flux intensity
through the gas–solid interface decreases as a result of
an increase in the thickness of a boundary temperature
layer in the gas. This phenomenon, whereby the bound-
ary layer thickness increases in proportion to the square
root of time, determines the character of all processes
both in the gas and in the solid wall. The influence of
the type of boundary conditions for the solid is mani-
fested on a greater time scale. This influence consists in
that the level of temperatures in the bismuth layer in
variant 1 is determined by the boundary conditions of
type I, while in variant 2 the temperature of bismuth
may increase up to that of the gas. In the latter case, the
wall influences the gas. Indeed, as the average temper-
ature of the material increases, the heat flux through the
gas–solid interface decreases at a higher rate than in
variant I, and the solution (i.e., the state of the gas)
asymptotically approaches that corresponding to the
adiabatic wall.
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Abstract—The reflectance of nanostructured aluminum alloys under the action of laser radiation at a nonde-
structive intensity level significantly decreases and exhibits a nonlinear character. © 2004 MAIK “Nauka/Inter-
periodica”.
Nanostructured materials—in particular, aluminum-
based alloys—obtained by methods of intense plastic
deformation [1], are known to possess unique mechan-
ical properties. Their main advantageous property is a
high plasticity under certain conditions of straining.
Articles made of such materials have good prospects in
various commercial fields [1, 2].

Until now, no systematic investigations have been
devoted to the use of laser technologies for the thermal
and dimensional processing of nanostructured materi-
als. However, there is a need for detailed study of the
processes taking place both on the surface and in the
heat-affected zone during laser action on such materials
occurring in substantially nonequilibrium states.

In this context, we have studied a change in the
reflectance of a nanostructured material under the
action of a single low-intensity laser pulse. The mate-
rial was a medium-strength aluminum–lithium alloy
(grade 1420) with the following chemical composition
(%): Li, 1.8−2.3; Mg, 4.5–6.0; Zn, 0.08–0.15 (Al to bal-
ance). The experiments were performed with a
YAG:Nd3+ laser operating at a wavelength of λ =
1.06 µm and generating pulses with a duration of 5 ms
and an intensity of 2 × 105 W/cm2. These parameters of
laser pulses ensured nondestructive action on the sur-
face of polished samples.

Figure 1 shows oscillograms of the incident laser
pulse and the reflected signal. In the first stage of inter-
action (~1.2 ms), the shapes of the incident and
reflected pulses virtually coincide. In the second stage,
the amplitude of the reflected signal significantly
decreases, which is probably related to a change in the
structure and composition of a thin surface layer of the
material.

In order to explain the observed effects, we have
performed metallographic investigation of the target
material in the zone of laser action. A micrograph in
Fig. 2 shows the structures of the laser-heated zone and
the initial material. As can be seen, the subsurface layer
1063-7850/04/3011- $26.00 © 20890
in the laser-heated zone (top part of the micrograph)
exhibits a change in the homogeneous microstructure
as compared to that in the deeper layers (bottom part of
the micrograph). In the laser-heated zone, the grain size
is 5–10 µm, whereas that in the initial structure of the
material subjected to intense plastic straining is
0.5−2 µm. The latter small grains are partly aggregated
into coarse inclusions (up to 10 µm in size), with impu-
rity phases concentrated on their boundaries [1] (mani-
fested by dark spots in Fig. 2).

Thus, the laser pulse action even at a moderate
intensity on a given nanostructured material leads to
significant changes in the microstructure and morphol-
ogy of the surface layer, which influence the reflectance
of the sample surface. We believe that these changes are
related to the energy stored in the course of the intense
plastic straining and to considerably enhanced grain-
boundary diffusion (as pointed out, e.g., in [1, 2]). We
also believe that another important factor is the pres-

0500 mV
–00.00 ms

200.0 mV
10.00 ms

Fig. 1. Oscillograms of the incident laser pulse (upper
curve) and the reflected signal (lower curve), showing the
stages of operation in the (I) free lasing and (II) modulated
Q modes.
004 MAIK “Nauka/Interperiodica”



        

THE KINETICS OF VARIATION OF THE REFLECTANCE 891

            
50 µm

Fig. 2. A micrograph showing the heat-affected subsurface
zone formed under the action of a single laser pulse.
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ence of elements with a relatively low melting point and
a high chemical activity. In the case under consider-
ation, these are lithium, magnesium, and their com-
pounds.
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Abstract—A modification of the Kolsky method for high-rate pulsed compaction of powdered materials is pro-
posed, which allows the loading parameters to be controlled and the rational processing regimes to be selected.
Using the proposed method, high-quality homogeneous products have been obtained by loading powders at a
pulse duration of 100–400 µs and an amplitude of up to 1500 MPa. © 2004 MAIK “Nauka/Interperiodica”.
A special position among various methods used for
the compaction of powdered materials belongs to high-
rate pulsed pressing [1, 2]. This process is characterized
by high straining rates (reaching 102–104 s–1), short
loading times (on the order of milli- and microsec-
onds), and high pressures. The interest in this method of
compaction is related to the fact that the regime of
pulsed compression is preferred for the pressing of low-
plasticity and hardly deformable powders and com-
posites.

The main factor hindering the development of high-
rate pressing methods is insufficient knowledge of the
complex physicochemical processes involved in vari-
ous stages of such compaction. This is explained by dif-
ficulties in the measurement and determination of the
parameters of loading and state of a powdered material
in the course of pressing. In order to solve these prob-
lems, we suggest studying the process of pulsed
compaction of powdered materials using the Kolsky
method [3], which allows the process of high-rate com-
paction to be studied under controlled conditions.

In the proposed scheme (Fig. 1), the sample of a
powdered material in a rigid container of small length
L0 is placed between two hard rods of equal diameters.
The rods are made of a material with rather high elastic
limit (on a level of 2000 MPa). The compression pulse
is generated by the impact of striker 1 on the edge of
rod 2. The one-dimensional elastic wave of compres-
sion formed at a certain distance from the edge propa-
gates along the rod at the velocity C. By measuring the
elastic strain in both rods, it is possible to determine the
stress and strain in the powder material.

According to the one-dimensional theory of elastic
wave propagation, the average strain and stress in the
sample are determined from the strain pulses measured
1063-7850/04/3011- $26.00 © 200892
in rods 2 and 3 using the Kolsky relations [3],

(1)

(2)

where εR and εT are the strain pulses reflected from and
transmitted through the sample, respectively; Fs is the
sample cross-section area; L0 is the initial sample
length; F is the cross-section area of the rods; C is the
sound velocity in the rods; E is the Young modulus of
the rod material; and t is the time.

Using relations (1) and (2) and the measured strains
εR and εT , one can calculate the stress σ and strain ε in
the sample as a function of time and construct the
dynamic stress–strain diagram of compaction for the
material studied. In addition, by measuring the pulses
of tangential and radial strains, it is possible to deter-
mine the time variation of the pressure P(t), the shear
resistance τ(t), and the lateral thrust coefficient [4].

We have studied the pulsed compaction of powdered
materials using an experimental setup according to the
scheme in Fig. 1, comprising a loading device, two rods
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Fig. 1. Schematic diagram of the experimental setup for
studying the process of pulsed compaction of powdered
materials: (1) striker; (2, 3) rods; (4) start transducer;
(5, 6) strain gauges; (7) shock absorber; (8)  S9-8  digital
oscillograph; (9) container with a sample powder;
(10) computer.
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(each with a diameter of 20 mm), and a set of measuring
and synchronizing equipment [5, 6]. The loading device
was a 20-mm-bore gas gun. A special container 9 with
the sample powder was placed between the edges of the
rods.

The experiments were performed with a powder of
reduced iron with an average grain size of 15 µm. The
process parameters were as follows: pressing pressure,
up to 1300 MPa; pressing pulse duration, 100–300 µs.
At a fixed pressure pulse amplitude, the maximum den-
sity of compacted material was observed for a pulse
duration of 300 µs.

In order to increase the level of sample straining, we
used a modification of the Kolsky method described
previously [7]. According to this variant, the rods are
chosen with a length ratio of 1:2, which allows two
cycles of loading by pulses of the same sign (compres-
sion) to be applied to the sample in each experiment.
Such a modified scheme provides for a higher density
of compacted material.

Figure 2 shows the typical diagram of pulsed com-
paction of a sample of reduced iron powder. In the
regime of pulsed compaction without plasticizer, the
density of samples relative to iron was 88% after press-
ing and increased to 92% after sintering, so that the
absolute value reached 7874 kgf/m3. Metallographic
investigations showed that the compacted material pos-
sesses a rather homogeneous fine-grained structure in
both the longitudinal and transverse directions. The
grain size was 1–5 µm.

The results of experiments with hardly deformable
powders confirmed the good prospects for the use of the
proposed method. For example, the relative density of
compacts obtained from a powdered mixture com-
prising synthetic diamond, iron, nickel, and copper
reached 95%.

In conclusion, we have proposed an original modifi-
cation of the Kolsky method, which makes it possible
to perform pulsed compaction of powders under con-
trolled loading conditions, to select optimum pressing
regimes, and to obtain high-quality homogeneous com-
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
pacts by loading powders at a pulse duration of 100–
400 µs and an amplitude of up to 1500 MPa.
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Fig. 2. Typical diagrams of the pressure P and the straining
rate v  versus strain d for the process of pulsed compaction
of a powder of reduced iron.
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Abstract—Europium(III) chloride particles have been encapsulated in a porous glass by impregnating it with
an aqueous salt solution followed by the removal of water from the pore space. The results of a comparative
analysis of the luminescence spectra of the obtained samples to the spectra of massive salt and the observed
concentration dependence of the emission parameters and the character of luminescence quenching in the
course of water vapor adsorption agree with the notions about the nanodimensional state of salt particles in the
matrix. © 2004 MAIK “Nauka/Interperiodica”.
Porous glasses, in which the pore radius can be reli-
ably controlled in the range r = 2–100 nm [1, 2], can be
used as matrices for the synthesis and stabilization of
nanoparticles of a large number of compounds [2–5].
The optical transparency of porous glasses in a broad
range of wavelengths makes especially interesting the
particle-size-dependent optical properties of the
obtained nanocomposites. A simple and convenient
means of deep fragmentation and stabilization of the
cluster forms of various salts and complex compounds
on the surface of silica gel is offered by a method based
on impregnation of a porous glass with solutions of a
given active component with variable concentration
followed by removal of the solvent [4, 5].

In this study, the possibilities of this approach are
demonstrated by the encapsulation of europium(III)
chloride nanoparticles in a porous glass carrier and the
investigation of the dimensional features in the lumi-
nescence of such composites.

The carrier was a fine disperse glass with a particle
size of 0.05–0.07 mm, a predominant pore size of
4.5 nm, and a specific surface of S = 80 m2/g. The
porous glass was modified by impregnation for one day
in an aqueous salt solution with a variable concentra-
tion within 0.01–1.0 mol/l, followed by dehydration
through heating at 120°C. The content of europium(III)
in the porous glass matrix was determined by dissolu-
tion in boiling water with subsequent photocolorimetric
analysis in the form of an arsenazo complex [6]. The
amount of adsorbed water was controlled in the range
of relative vapor pressures p/p0 = 0.1–0.95 using desic-
cators with sulfuric acid solutions. The luminescence
spectra were measured using powdered samples (dry or
containing adsorbed water) in hermetically sealed
quartz tubes with a diameter of 5 mm. The emission
1063-7850/04/3011- $26.00 © 20894
spectra in the visible spectral range and the lifetime of
the excited state were measured at room temperature
using a setup based on a universal computer-controlled
spectral complex (KSVU-1) with a photomultiplier
detector (FEU-100) [7]. The excitation source was a
pulsed nitrogen laser (LGI-21) operating at a wave-
length of λ = 337 nm and a pulse duration of τ = 10 ns.
The emission was measured at an angle of 90° relative
to the laser beam direction.

Figure 1 shows the luminescence spectra of the sam-
ples of europium(III) chloride in a porous glass matrix
(EuCl3/PG) with various concentrations of encapsu-
lated salt, Q = 1.5–150 µmol/g, upon drying at 120°C.
In all cases, the dominating band in the spectrum is that

1

2

3

4
5
6

I,
 a

.u
.

550 590 630 670 710
λ, nm

Fig. 1. The luminescence spectra of (1) polycrystalline
europium chloride and (2–6) EuCl3/PG with various con-
centrations of encapsulated salt Q = 1.5, 15, 60, 120, and
150 µmol/g, respectively.
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corresponding to the hypersensitive 5D0  7F2 transi-
tion (λmax = 613–618 nm) of trivalent europium. The
other transitions, 5D0  7F0.1.3.4, are manifested by
four weak bands with the maxima at 578, 590, 650, and
700 nm, respectively. Figure 1 also shows a character-
istic difference between the optical emission spectra of
the europium salt in the encapsulated and massive
forms. In the latter case, the intensity of the band due to
the hypersensitive (5D0  7F2) transition is close to
that of the magnetic dipole transition (5D0  7F1),
which is characteristic (according to the commonly
accepted notions [8, 9]) of a relatively high symmetry
of the coordination environment of Eu3+ cation. In the
spectra of intercalated salt, the ratio of intensities of
these bands changes sharply in favor of the hypersensi-
tive transition; this is accompanied by the characteristic
broadening of the band toward longer wavelengths,
which also reflects a decrease in symmetry of the sur-
rounding of Eu3+ cation [8–10].

Thus, we have established that small salt particles
acquire, under the action of the carrier surface, specific
optical properties different from those of the polycrys-
talline analog (precursor). The dimensional features
also account for the increased brightness of the emis-
sion from nanoparticles encapsulated in the porous
glass. Indeed, even a very small content of the optically
active intercalate (Q = 1.5 µmol/g or ~0.02 mass %)
provides for a significantly higher luminescence inten-
sity as compared to that from the polycrystalline salt
(Fig. 1). The nanodimensional state of the salt in the
porous glass matrix was even more clearly manifested
in the results of measurements of the lifetime of the
excited 5D0 state: the obtained value reaches τ* =
230 µs, which is much greater than the value (80–
90 µs) observed in massive europium chloride.

The character of growth and distribution of the salt
articles on the surface of through pores in the glass
matrix can be judged by changes in the integral inten-
sity I of the emission band due to the 5D0  7F2 tran-
sition and in the lifetime of the excited state in the series
of EuCl3/PG samples with variable salt content (Fig. 2).
As can be seen in Fig. 2, an increase in the content of
intercalate (Q) is accompanied by the growth in inten-
sity I and by a considerable increase in the lifetime τ*.
Both values reach maxima at Q = 30 µmol/g and then
exhibit a decrease. Apparently, the narrow initial
ascending regions in the curves reflect an increase in
the number of homogeneously distributed isolated
emission centers. This is accompanied by the increasing
trend of aggregation and, at Q > 30 µmol/g, the concen-
tration quenching of luminescence begins to prevail.

Using the known value of the specific surface of the
carrier (S = 80 m2/g) and the relation n = QNA/S (where
NA is the Avogadro number), it is possible to estimate
the “topographic” density n of the intercalate distrib-
uted on the silica gel surface. For Q = 30 µmol/g, the
estimate corresponds to one formula unit (quasi-mole-
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
cule) of EuCl3 per 500 Å2 pore surface area. Therefore,
the observed concentration quenching is already mani-
fested in the region of extremely low salt coverages of
the carrier surface. We may suggest that dimensions of
the salt clusters formed in this system are on the order
of several molecular units.

Additional information concerning the dimensions
of salt particles formed in the porous glass carrier is
provided by data on the luminescence quenching by
adsorbed water vapor. Figure 3 shows the curves of the
intensity I of the band due to the hypersensitive transi-
tion and the lifetime τ* of the excited state plotted ver-
sus the relative humidity (p/p0) for three EuCl3/PG
samples with an intercalate content of 1.5, 15, and
150 µmol/g. As can be clearly seen, the main quench-
ing takes place in the initial stage of adsorption, which
is evidence of the active incorporation of water mole-
cules into the coordination sphere of Eu3+ cations, lead-
ing to the nonradiative degradation of the energy of the
excited state as a result of the interaction with high-fre-
quency oscillations νOH. It should be noted that almost
compete quenching of the emission observed for Q =
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Fig. 2. Plots of (a) the intensity I of the emission band due
to the hypersensitive transition and (b) the lifetime τ* of the
excited state versus EuCl3 content Q in the porous glass
matrix.
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1.5 and 15 µmol/g can be realized only provided that
the cluster dimensions are very small, so that all cations
are accessible for water molecules. A significant
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Fig. 3. Plots of (a) the intensity I of the emission band due
to the hypersensitive transition and (b) the lifetime τ* of the
excited state plotted versus the relative humidity (p/p0) for
three EuCl3/PG samples with an intercalate content of
(1) 1.5, (2) 15, and (3) 150 µmol/g.
TEC
increase in the content of intercalated salt (up to Q =
150 µmol/g) probably leads to the formation of three-
dimensional nanoparticles. In such a case, a certain
fraction of Eu3+ cations is screened from adsorbed
water and can provide for a significant residual lumi-
nescence, which is observed even in the region of cap-
illary condensation of water in the porous glass (Fig. 3).
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Abstract—A new regime of secondary ion mass spectrometry (SIMS) is proposed, which allows a depth res-
olution of λ = 1.4 nm to be achieved. The profiles of arsenic implanted into silicon, measured using this regime
on a Cameca IMS-4f microprobe, were close to the true distributions. SIMS profiling of the samples of silicon
implanted with 30-keV As+ ions to a total dose of (1.25–3.13) × 1013 cm–2 through a 20-nm-thick thermal oxide
layer showed the presence of a sharp peak of arsenic accumulated at the oxide/silicon interface, which is
explained by the diffusion of arsenic to this interface as a result of annealing. © 2004 MAIK “Nauka/Interpe-
riodica”.
The technology of modern submicron field-effect
transistors requires the formation of shallow and
ultrashallow (buried at a depth below 50 nm) doped
regions in silicon [1]. The depth profiling of such
regions performed by secondary ion mass spectrometry
(SIMS) in the stage of development of the doping tech-
nology has to be performed with a depth resolution of
about 1 nm. The main aim of this study was to obtain
information on the distribution of arsenic implanted
into silicon and to elucidate factors responsible for the
transformation of this distribution after renewal of the
oxide layer and annealing of the sample.

The required depth resolution of SIMS profiling was
achieved through optimization of the conditions of
measurements performed on a Cameca IMS-4f micro-
probe equipped with a magnetic sector SIMS device.
By analogy with our recent investigation [2], we tried
SIMS profiling in an original regime using both nega-
tive molecular primary ions and negative molecular
secondary ions. Experimental data presented in Fig. 1
show that the proposed regime provides for a signifi-
cant gain in the depth resolution λ, defined as the layer
thickness on the exponential part of the profile over
which the impurity concentration decreases by a factor
of e. Using the new regime, it was possible to obtain the
As dopant profile featuring a change in the concentra-
tion by two orders of magnitude over a layer thickness
within 10 nm. As can be seen from Fig. 1, a peak due to
the signal of secondary AsSi– ions occurs in the region

of stationary values of the signal of  matrix ions.
The depth corresponding to the onset of stationary sput-
tering was about 1 nm.

The initial (100)-oriented single crystal silicon plate
(KDB-12 grade) with a 20-nm-thick thermal oxide
layer was implanted by 30-keV As+ ions to a total dose

Si2
–

1063-7850/04/3011- $26.00 © 20897
of 3.13 × 1013 cm–2. The SIMS profile of As in this sil-
icon sample is shown in Fig. 2 (curve 1). A distinctive
feature of the proposed regime of analysis is an
extremely low yield of AsSi– secondary ions from the
SiO2 matrix, so that the implanted As is detected almost
exclusively in silicon. The next sample for SIMS profil-
ing was a silicon plate, which differed from the previ-
ous sample in that the initial 20-nm-thick thermal oxide
was removed and a new 15-nm-thick oxide layer was
formed by 55-min oxidation at T = 850°C, followed by
annealing in a dry nitrogen atmosphere (T = 850°C,
4 h). Figure 2 (curve 2) shows the SIMS profile of As in
this sample with a 6.6-nm displacement in depth to
account for the oxide renewal procedure (this is the
value by which the silicon surface decreases relative to
the initial level after the formation of the new 15-nm-
thick oxide layer).

As can be seen from Fig. 2, the additional treatments
lead to a significant modification of the As profile. In
the interval of concentrations from 3.0 × 1018 to 6.0 ×
1019 cm–3, the distribution of As in profile 2 is mani-
fested by a narrow peak in the vicinity of the SiO2–Si
interface. The slope of this peak is characterized by λ =
1.4 nm. The levels of depth resolution close to this
value are usually achieved in the profiles of heterostruc-
tures or the samples with δ-doped layers [3]. This result
implies that As implanted to a total concentration above
3 × 1018 cm–3 is concentrated within a thin layer with a
very sharp boundary. 

The integral over profile 1 in Fig. 2 shows that the
dose of arsenic implanted into the initial structure is
2.09 × 1013 cm–2. For profile 2, this value was found to be
2.06 × 1013 cm–2. Therefore, renewal of the oxide layer
and the subsequent annealing only lead to a redistribu-
tion of arsenic in the vicinity of the SiO2–Si interface,
004 MAIK “Nauka/Interperiodica”
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rather than change the total content of arsenic in silicon.
The shape of the profile with the As peak was reliably
reproduced in a series of samples. The samples sub-
jected to an additional short-term heating (900°C,
15 min) either before or after the main annealing
(850°C, 4 h) exhibited no significant changes in com-
parison to profile 2 in Fig. 2. Thus, the annealing for
several hours at T = 850°C is the main factor determin-
ing the observed As distribution.

In order to elucidate the role of oxide renewal on the
distribution of As in silicon, this stage was excluded from
the sample preparation procedure. Figure 2 (curve 3)
shows the distribution of As in the initial silicon plate
implanted with arsenic and annealed for 3 h at 850°C.
As can be seen, the As profile with a narrow peak in the
region of the SiO2–Si interface, analogous to that
described above, is again observed. This result indi-
cates that oxide renewal in the structure studied is not
necessary for the formation of a narrow peak in the As
profile.

The comparison of profiles in Fig. 2 allows the fol-
lowing assumption to be made for explaining the for-
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Fig. 1. Depth–concentration (∆–C) profiles of As implanted
into silicon at an energy of 500 eV to a total dose of 1 ×
1014 cm–2 (standard sample): (1) traditional SIMS profiling

using primary  ions and secondary As+ ions (mass reso-

lution, M/∆M = 4200; oxygen pressure, 2 × 10–5 Torr; λ =

2.6 nm); (2) negative-ion SIMS regime using primary N

ions and secondary AsSi– ions (M/∆M = 2500; without oxy-
gen admission; λ = 1.6 nm); (3) simulation using TRIM pro-
gram package. Primary-ion energy, 2 keV; incidence angle,
59°; ion current scale converted into concentration scale via
the implantation dose; sputtering time scale converted into
depth scale via the crater depth measured on a Talystep pro-
filometer. The inset shows the time variation of the second-
ary ion count in regime 2 for (4) matrix  ions (left scale)

and (5) AsSi– ions (right scale).

O2
+

O2
–

Si2
–

TE
mation of the aforementioned As peak. We believe that
this peak is due to the transfer of a part of arsenic
(implanted to a total concentration in excess of (2–3) ×
1018 cm–3) toward the SiO2–Si interface. This is sug-
gested by the fact that (see Fig. 2) the dose of As in
region A (5.3 × 1012 cm–2) between profiles 3 and 1 is
close to the dose in region B (4.0 × 1012 cm–2) between
profiles 1 and 3. Additional evidence in favor of the
above assumption is provided by the well-known fact
of the diffusion of the interstitial silicon atoms (gener-
ated by ion implantation) toward the SiO2–Si interface.
This diffusion flow of silicon, in turn, induces the accu-
mulation of As atoms near the SiO2–Si interface [4]. At
the same time, the distribution of As in depths above
40 nm exhibits broadening upon annealing, which is
related to the As diffusion in the depth of the silicon. It
should be noted that a decrease in the total dose of
implanted As (to 1.25 × 1013 cm–2) and in the duration
of annealing at 850°C (to 2 h) only leads to a decrease
in the maximum concentration at the peak to 5 ×
1018 cm–3 rather than to a change in the aforementioned
concentration level. Thus, in the SiO2–Si structure
implanted with 30-keV As+ ions to a total dose of
(1.25–3.13) × 1013 cm–2, the annealing leads to the
redistribution of As by diffusion in the depth of the sil-
icon at concentrations below (2–3) × 1018 cm–3,
whereas above this level, As tends to diffuse toward the
SiO2–Si interface and accumulate there with the forma-
tion of a narrow peak in the dopant profile.

In order to precisely determine the thickness of the
As layer formed in the region of the SiO2–Si interface, it

1020
C, cm–3

0 20 40
∆, nm

1

23
A

B1019

1018

1017

60 80

Fig. 2. Depth–concentration profiles of As implanted into
silicon for the samples with thermal oxide layers on the sur-
face. Ion current scale converted into concentration scale
via the relative sensitivity coefficient measured for a test
sample of silicon implanted with 20-keV As+ ions to a total
dose of 5.0 × 1015 cm–2.
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is necessary to restore the true distribution of the dopant
using a convolution with the resolution function [5].
Such a resolution function corresponding to the condi-
tions of depth profiling can be determined only using a
special sample containing a δ layer of the given impu-
rity. However, to the first approximation, the thickness
of the As layer formed in the region of the SiO2–Si
interface can be evaluated using the profile of the stan-
dard sample presented in Fig. 1. Assuming that the
results of modeling using the TRIM program package
give the true As profile, we can estimate the degree of
broadening of profile 3 with depth as a result of the ion
beam mixing. A comparison of profiles 2 and 3 shows
that the level of concentrations equal to 1/10 of the
value at the peak of profile 2 is displaced by 2.5 nm rel-
ative to the true depth; by the same token, the level of
1/100 is displaced by 5.4 nm and the level of 1/1000, by
8.4 nm. Adopting this trend to profile 2 in Fig. 2, we
obtain the following estimates of the true depth of the
As layer relative to the SiO2–Si: on the level of concen-
tration corresponding to the base of the As peak (3 ×
1018 cm–3), the depth is 3 nm; on a level of 1 × 1018 cm–3,
the depth is 16 nm; and on a level of 1 × 1017 cm–3, the
depth is 31 nm.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
In conclusion, it should be noted that the task of this
study could not be completely solved on the IMS-3f
instrument in the traditional regime of SIMS profiling

using low-energy probing  ions, because of insuffi-
cient depth resolution. Only due to the new regime pro-
posed for the analysis of As in silicon, which ensured a
depth resolution as fine as λ = 1.4 nm at a detection
limit of 1 × 1017 cm–3, was it possible to obtain almost
true As profiles in the SiO2–Si structure and to establish
the factors responsible for the complicated shape of the
observed implant distribution.
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Abstract—We have studied the composition of plasma formed during nanosecond high-voltage discharge at
the surface of various insulators in vacuum. The flows of ions with velocities on the order of 102 km/s have been
revealed. The energy distribution of ions in the plasma extends from several hundred electronvolts to a few kilo-
electronvolts. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. The knowledge of processes deter-
mining the energy and charge distributions of particles
in the plasma of high-voltage vacuum discharge is very
important for the development of new sources of high-
energy multiply charged ions. Surface breakdown is
one of the most effective methods of generating plasma
with a high content of multiply charged ions. At the
same time, the presence of a high-velocity component
of the ion flow in this discharge allows it to be used as
a source of accelerated ions without special expensive
large-size ion accelerators.

As is known, the possibility of obtaining multiply
charged ions in plasma formed in the final stage of elec-
tric-arc development between insulators in vacuum is
determined by the magnitude of the arc current, which
can reach a level of I ~ 104–105 A at a microsecond
pulse duration [1]. In the stage of propagation of a
nanosecond surface discharge with particle velocities
reaching v  ~ 106 m/s, conditions at the propagating
front may favor a high degree of ionization in the
plasma even at significantly lower values of the current
(I < 100 A). The results of our previous photochrono-
graphic investigations of the physical processes
involved in nanosecond high-voltage vacuum discharge
between an anode and the surface of an insulator
showed that the discharge propagates at a velocity of
≈5 × 106 m/s. Therefore, we may also expect the pres-
ence of multiply charged ions in the plasma formed
under such conditions.

Experimental. The experiments were performed in
a vacuum of 10–6 Torr. The discharge gap was formed
between a central anode and a system of coaxial elec-
trodes. The vacuum gap width near the cathode was
0.5 mm. We have studied high-voltage discharge
between the anode and the surface of a high-density
poly(ethylene) (HDPE) or poly(tetrafluoroethylene)
(PTFE). The discharge was initiated by a high-voltage
pulse with an amplitude of 150 kV, a duration of 3 ns,
and a leading front width of ≈200 ps. The results of pro-
1063-7850/04/3011- $26.00 © 20900
cessing of the signals measured at the ion collector in
the case of discharge at the PTFE surface showed that
the maximum ion velocity was 3 × 105 m/s, at an aver-
age velocity of 1.5 × 105 m/s.

The energy, mass, and charge distributions in the
plasma flow were determined using the Thomson
method of parabolas. The intensity of emission in vari-
ous regions of the spectrogram was digitized and accu-
mulated over tens of measurements. Each spectrogram
was obtained by accumulating the signals from up to
50 discharges. This accumulation allowed components
of the ion spectrum not manifested in a single measure-
ment to be revealed. The calculated parabolas were
superimposed onto the accumulated experimental spec-
trograms and the relative intensities were determined
for each region of the calculated curve. As a result, we
obtained distributions of the ion-flow intensity with
respect to the ion charge, mass, and energy. The spec-
trometer was calibrated with respect to the signal of
hydrogen ions for discharge at the HDPE surface.

Results and discussion. Our investigation of the ion
energy and charge distributions revealed high-energy
multiply charged particles. Tables 1 and 2 present data
on the compositions and average energies for the ions
of various fractions formed during discharge at the sur-
face of HDPE and PTFE. As can be seen, the charge
distributions are characterized by a predominance of

Table 1.  Ion mass, charge, and energy distributions in nano-
second discharge plasma at the HDPE surface

Ion type and charge Content, % Average energy, eV

H+1 60 7239

C+4 26 1558

C+3 6.6 1622

C+1 6.9 1061
004 MAIK “Nauka/Interperiodica”
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multiply charged (+4 … +6) ions over the particles with
smaller charge (+1 … +3).

Figures 1 and 2 show the energy distributions of
each ion fraction for HDPE and PTFE, respectively. In
the case of discharge at the HDPE surface, there is a
group of hydrogen ions accelerated up to energies
within 20–30 keV, with the main peak at 15 keV. One
characteristic feature is the presence of numerous
intense peaks, each having an approximately a dome
shape with a thickness of several hundred electronvolts.
The total width of each spectrum is 2–3 keV. 

The presence of numerous peaks on the averaged
background may be evidence of the existence of several
principal regimes of ion acceleration. A considerable
spread in the energy of light hydrogen ions may indi-
cate that ions are accelerated by electric fields in the
plasma. The most probable mechanism is via ion accel-
eration in the regions of kinetic instabilities developed

0 2000 4000 6000 8000 10000

E, eV

J,
 a

.u
.

C+4

C+3

C+1

H+1

Fig. 1. The energy spectra of ions formed in discharge
plasma at the HDPE surface.

Table 2.  Ion mass, charge, and energy distributions in nano-
second discharge plasma at the PTFE surface

Ion type and charge Content, % Average energy, eV

C+6 37.8 3240

C+5 24.7 3057

C+4 17.7 2900

F+5 15.5 3779

F+4 4.2 4727
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
in the plasma, where nonstationary high-frequency
electric fields are present [2]. The phenomenon of vio-
lation of the percentage ion content in the case of poly-
ethylene requires further investigation.

Conclusions. The results of our experiments
showed that nanosecond high-voltage discharge at the
insulator surface offers an effective source of high-
energy multiply charged ions. In view of the simple
system design and availability of nanosecond high-
voltage pulse generators, this type of discharge is very
attractive for the development of new ion sources. A
considerable spread in the energy of light hydrogen
ions may be indicative of the mechanism of ion accel-
eration by electric fields in the plasma.
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Abstract—The effect of self-cleaning of the discharge gaps in electric barrier ozonizers featuring a turbulent
gas flow is related to the fact that the hydrodynamic forces (separating foreign solid and liquid particles from
the electrode surface) predominate over electric forcers (attracting such particles to the electrodes). In this
respect, ozonizers operating in a turbulent gas flow regime are advantageous over devices operating with a lam-
inar flow. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. A disadvantage of ozonizers used in
the systems of water purification is the need for peri-
odic halts of the system operation for the disassembly
and prophylactic cleaning of the working electrodes.
This is necessary because a thin film of nitrous bases
and dust tends to deposit on the glass barriers. Contam-
ination of the barrier surface sharply increases the sur-
face resistance, thus detrimentally influencing the dis-
charge conditions. Good surface resistance of the insu-
lating barriers is necessary for retaining the optimum
state of the barrier (corona) discharge in the air gaps of
the ozonizer [1]. For example, in developing the project
of a small ozonizing plant in Nytva (Perm oblast) for
the production of no more than 1 kg ozone per hour,
two ozonizers were envisaged: one device was in oper-
ation while the other was cleaned according to a special
technology.

We have studied laboratory ozonizers of the Micro-
zon type with a laminar air flow and checked the state
of their electrodes after operation for 20–30 h. In the
course of normal operation (in the beginning of test), all
the interelectrode space is uniformly filled with a violet
homogeneous glow and the device produced a weak
low-frequency (~100 Hz) sound reflecting the electro-
static oscillations of the electrodes.

At the end of test, the glass barriers in the ozonizers
exhibited filamentary surface discharges in the form of
lighting streaks obviously possessing the character of
electric arc (emitting bright white light). The character
of the acoustic noise changed as well: in the presence of
filamentary discharges, the sound became higher;
within a few minutes after that, there was a sharp break-
down and the ozonizer failed. Examination showed that
the filamentary discharge converted into spark, the
glass barrier cracked in several sites, and an electric arc
generated at the points of breakdown led to failure of
the device.
1063-7850/04/3011- $26.00 © 20902
By timely washing and drying electrodes of the ozo-
nizer so as to avoid breakdowns, it is possible to main-
tain stable operation of the device. However, this proce-
dure requires disassembly of the system and is very
laborious. It was found that the situation drastically
changes if the flow of air pumped through the ozonizer
is turbulent. In this case, the Reynolds number reaches
a level of Re = 3000–4000, which is well above the crit-
ical value characterizing the passage from laminar to
turbulent regime.

This study was aimed at explaining the observed
phenomenon of discharge gap self-cleaning in ozoniz-
ers operating with turbulent flow of the ozonized gas.
The working hypothesis was as follows: self-cleaning
of the ozonizer electrodes in a turbulent gas flow is due
to the fact that the hydrodynamic forces (separating for-
eign solid and liquid particles from the electrode sur-
face) predominate over electric forcers attracting such
particles to the electrodes. In this context, we have cal-
culated and compared the electric and hydrodynamic
forces acting upon solid and liquid particles occurring
in the discharge gap at the surface of ozonizer elec-
trodes.

Calculation of electric forces. For the sake of sim-
plicity, we assume that a particle occurring in the dis-
charge gap at the surface of glass barrier has a spherical
shape with the radius a and bears a charge q (Fig. 1).
This charged particle is attracted to the glass surface
due to electric interaction with the mirror image in the
insulator possessing the charge q/ε, where ε is the per-
mittivity of the glass barrier.

The force of electrostatic attraction according to the
Coulomb law is

(1)Fel
q2

16πε2ε0a2
-------------------------.=
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Taking into account that the potential difference
between electrodes in the ozonizer may increase only to
the value of air breakdown Vr = 1.8 × 106 V/cm, we may
assume that the particle potential at the glass barrier
surface may also increase only from 0 to Vr . The aver-
age value can be taken approximately equal to 0.5Vr .
Since the electric capacitance of the spherical particle is
C = 4πε0a, the average charge can be evaluated as q =
2πε0aVr . Substituting this value into formula (1), we
obtain an expression for calculating the electric force
attracting a particle to the glass barrier surface:

(2)

Calculation of hydrodynamic forces. The electric
force of attraction counteracts to a hydrodynamic force
Fdin arising due to a large pressure gradient at the chan-
nel wall. Now, we will calculate a projection of this
force onto the Oz axis. The relative thickness of a
boundary layer in the case of a turbulent air flow in the
discharge gap can be approximately evaluated [2] as

δ ≈ ∆/ , where ∆ is the gap width.

The longitudinal velocity component of gas parti-
cles in the boundary layer can be approximately deter-
mined [2] as

(3)

where z is the distance from a point on the particle sur-
face to the glass barrier surface. According to the Ber-
noulli law, the flow velocity at an arbitrary point obeys
the relation

(4)

where ρ is the density of air. For any point on the sur-
face of a particle occurring at the electrode,

(5)

where p0 is the static pressure in the main part of the
flow and V0 is the longitudinal velocity component in
this part of the flow. Using Eqs. (3) and (5), we can
express the pressure difference as

(6)

In order to retain a single independent variable ϕ, we
express z as

(7)

Fel
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For determining the force arising as a result of this
pressure difference and driving the article to separate
from the wall, we have to integrate the projection of this
pressure drop onto the Oz axis over the spherical sur-
face of the particle. The force acting on a spherical belt
(Fig. 1) with the area

(8)

can be expressed as

(9)

Integrating this force over the sphere and taking into
account formula (7), we obtain

(10)

By changing the variable and integrating by parts, we
obtain

(11)

Introducing the convenient characteristic quantities,
including the dynamic drag in the middle of the flow

(p0 = ρ /2), the particle cross section (S0 = πa2), and

∆S 2πa2 ϕ∆ϕsin=

∆F ∆p ϕ∆Scos=

=  πa2ρV0
2 2e

z
δ
--–

e
2z
δ
-----–

– 
  ϕ ϕ∆ϕ .sincos

F πa2ρV0
2 2e

a
δ
--- 1 ϕcos–( )–

e
2a
δ

------– 1 ϕcos–( )
– 

 

0

π

∫=

× ϕ ϕdϕ .sincos

F
πaδρV0

2

2
--------------------=

× 3 7δ
2a
------– 4e

2a
δ

------–

1 δ
a
---+ 

  e
4a
δ
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1 δ
2a
------+ 

 –+ .

V0
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∆ϕ
ϕ

a

δ
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Fel

FdinFdin

0

V(z)

Fig. 1. Schematic diagram illustrating the calculation of
hydrodynamic and electric forces acting on a charged parti-
cle in a discharge gap of an electric barrier ozonizer (see the
text for explanations).
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the relative diameter of the particle Drel = 2a/δ, we can
express the hydrodynamic force as a dimensionless
function of the relative diameter:

(12)

Finally, we obtain the dimensional dependence of the
hydrodynamic force on the relative diameter:

(13)

Discussion. Figure 2 shows a comparison of the
results of calculations using Eqs. (2) and (13) for the
electric and dynamic forces, respectively, acting on a
particle at various flow velocities. The numerical exper-
iments were performed for a discharge-gap width of

Φ Drel( ) 2
Drel
-------- 2 7

Drel
--------– 4e

Drel–
1 2

Drel
--------+ 

 +=

– e
2Drel–

1 1
Drel
--------+ 

  .

F Drel( ) p0S0Φ Drel( ).=

10–4
F, N

10–5

10–6

10–7

10–8

0 1 × 10–4 2 × 10–4 3 × 10–4 4 × 10–4

a, m

1
2
3

4

Fig. 2. A comparison of (1–3) hydrodynamic and (4) elec-
tric forces acting on charged particles of various radii at dif-
ferent flow velocities (m/s): (1) 12; (2) 20; (3) 30.
TE
3 mm. As can be seen, the aerodynamic force is actu-
ally competitive with the force of electrostatic attrac-
tion. As the Reynolds number increases, the aerody-
namic force becomes predominate for particles of a
smaller radius. Taking into account that the calculation
was performed for the maximum electric field strength,
it is natural to expect that particles of a somewhat
smaller size will be also separated from the barrier sur-
face and eliminated from the discharge gap by a turbu-
lent flow.

The results of the model calculations are confirmed
in practice by the fact that the ozonizer of the Aerozon
type employing turbulent flow of the ozonized gas has
been operating in our laboratory for five years without
prophylactic cleaning, and the electrodes in this device
exhibit no contamination.

It should also be noted that contamination of the
electrodes of ozonizers employing laminar gas flow
leads to a decrease in the ozone yield and, hence, in the
device efficiency [1]. Ozonizers operating in turbulent
regime are free of this disadvantage. A decrease in the
time of gas exposure to the discharge can be compen-
sated for by multiple passages through the gap.

Conclusion. Ozonizers with a turbulent regime of
gas flow through the discharge gap are preferred to the
ozonizers employing laminar flow regime.
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Abstract—The problem of determining equilibrium configurations of the free surface of a conducting liquid is
considered with allowance for a finite interelectrode distance. An analogy is established between this electro-
static problem and that of finding the profile of a progressive capillary wave on the free surface of a liquid layer
of a finite depth, which was solved by Kinnersley. This analogy allowed exact solutions to be obtained for the
geometry of liquid electrodes, which expand the existing notions about the possible stationary states of the sys-
tem. © 2004 MAIK “Nauka/Interperiodica”.
As is known [1], flat surface of a conducting liquid
exposed to a sufficiently strong electric field becomes
unstable. This instability is induced by the Coulomb
forces, whereas capillary forces play a stabilizing role.
In order to understand the main laws governing the
behavior of such systems, it is necessary to establish
both the conditions under which the mutual compensa-
tion of these forces is possible and the conditions under
which this is basically impossible. This, in turn, makes
necessary an analysis of the possible equilibrium con-
figurations of the charged surface of liquid electrodes.

Previously [2, 3], exact solutions were obtained for
the equilibrium configuration of the surface of a con-
ducting liquid in a homogeneous electric field. In appli-
cation to an analysis of the possible configurations of
liquid electrodes, this situation corresponds to the for-
mal limit of infinite interelectrode distances. The anal-
ysis in [2, 3] was based on the established analogy with
the problem of the description of progressive capillary
waves on the free surface of a deep ideal liquid, which
was solved by Crapper in 1957. The form of equations
for the two-dimensional potential of the electric field
and the stream function in these problems coincide to
within the notation.

This paper will demonstrate that, by expanding the
aforementioned analogy to the case of a finite distance
between electrodes (and, for capillary waves, to the
case of a liquid layer of a finite depth), it is possible to
construct exact solutions to the classical electrostatic
problem for the case of a finite geometry. The corre-
sponding solutions for progressive capillary waves
were found in 1976 by Kinnersley [4]; in 1999, these
solutions were obtained using a more rational method
by Crowdy [5].

Now we will write a set of equations determining
the equilibrium shape of the free surface of a cond-
ucting liquid for a given interelectrode distance d and
1063-7850/04/3011- $26.00 © 20905
a potential difference U. Let the vector of the electric
field strength be directed along the y axis of a Cartesian
coordinate system. In the unperturbed state, the liquid
boundary is a flat horizontal surface y = –d, and the
position of the upper (flat solid) electrode corresponds
to y = 0. Restricting our consideration to the case of pla-
nar symmetry, we can describe the shape of a perturbed
surface of the liquid electrode by the function η(x). For
incompressible liquids, the periodic solutions must

obey the condition d = –λ–1 (x)dx, where λ is the

period. The electric field potential Φ is described by the
Laplace equation

which has to be solved together with the boundary con-
ditions

The equilibrium relief of the liquid boundary is deter-
mined by the condition of the balance of forces acting
upon this surface:

where the first term on the left-hand side describes the
electrostatic pressure and the second term, the surface
pressure (α is the coefficient of surface tension and p
describes the difference between the external and inter-
nal pressures).

η
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Comparing the above equations to those [4] deter-
mining the shape of a capillary wave in the system of
coordinates moving at a phase velocity c with this
wave, we establish that these equations coincide to
within the substitutions

Here, Ψ is a stream function harmonically conjugated
with the velocity potential and ρ is the liquid density.
Using the known symmetric solutions of these equa-
tions (which correspond to case Ib in the notation of
Kinnersley [4]), we obtain the following explicit para-
metric expressions describing the electric field strength
distribution in the interelectrode gap:

(1)

(2)

Here, sn, cn, dn, sd, cd, nd are the Jacobi elliptic
functions; E is the incomplete elliptic integral of the
second kind; k is the modulus of the elliptic integral;

k'  =  is the complementary modulus; ϕ =

Φ is the dimensionless electric field poten-
tial, and ψ is the corresponding harmonically conju-
gated function. On the liquid surface, the potential ϕ

p ρc2/2, Φ 4πρΨ, η η ,–

y y.–
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One period of a stationary profile of the free surface of a
conducting liquid for k = 0.2 and u = 1.8. The curves show
the equipotential surfaces ϕ = 0.3, 0.6, 0.9, 1.2, and 1.5.
TEC
acquires the value u = U, so that the condi-
tion ϕ = u determines the unknown equilibrium surface
in the parametric form (ψ plays the role of a parameter).

It should be noted that the equilibrium configura-
tions of a charged liquid were previously studied only
in a weakly nonlinear limit, where the wavelength was
much greater than the amplitude of the surface defor-
mation (see, e.g., [6–8] and references therein). Using
Eqs. (1) and (2), it is possible to analyze (without allow-
ance for the gravity field) the possible substantially
nonlinear surface configurations for which the wave-
lengths and amplitudes are comparable (see figure). An
important distinction of such an analysis from that of
Kinnersley is the basically different parametrization of
the solutions. In the hydrodynamic problem, the main
control parameter was the phase velocity; in our case,
an analog of this velocity has no physical meaning. In
the electrostatic problem, the control parameters are the
potential difference U and the interelectrode distance d.
The latter quantity does not explicitly enter into the
expressions for solutions of Eqs. (1) and (2) and can be
calculated using the formula,

(3)

Convenient parameters characterizing the solutions are
offered by the wavelength

(4)

where K(k) and E(k) are the elliptic integral of the first
and second kind, respectively, and by the amplitude of
the surface perturbation

(5)

Excluding the moduli k, k' and the pressure difference p
from relations (3)–(5), we obtain the dependence of the
stationary wave amplitude A on the wavelength and the
system parameters (the potential difference U and the
interelectrode distance d). Analysis of this dependence,
which is beyond the framework of this short communi-
cation, will allow us to study qualitatively the obtained
solutions with respect to their stability and to formulate
criteria for the growth of perturbations on the charged
surface of liquid electrodes.
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Abstract—We have experimentally studied the regimes of homogeneous barrier discharge operation in air
at reduced pressure and observed behavior analogous to the normal current density effect in a dc discharge.
© 2004 MAIK “Nauka/Interperiodica”.
Barrier discharge is known as an effective means of
generating nonequilibrium plasma at high pressures of
a working gas. Although the first experiments with
barrier discharge were performed more than a century
ago [1], the most extensive investigations have been
undertaken in the past two decades. This discharge is
now widely used for the synthesis of ozone, modifica-
tion of surfaces, deposition of coatings, destruction of
nitrogen oxides, and excitation of excimer lamps and
plasma displays [2].

Barrier discharge may exist in various forms [2–4].
Depending on the composition and pressure of the
working gas, the thickness and material of the dielec-
tric, and the interelectrode distance, the barrier dis-
charge may take the form of a group of filaments (fila-
mentary mode), spatially organized spots (spot mode),
or spatially homogeneous plasma (diffuse mode). In the
latter case, a homogeneous breakdown takes place over
the entire volume of the discharge gap, and a nonequi-
librium plasma uniformly fills the entire gap. The cur-
rent flow through the plasma leads to a gradual decrease
in the voltage drop across the gap as a result of the
charging of the dielectric surface. When the electric
field strength in the gap is insufficient to maintain the
necessary level of ionization, the plasma exhibits
decay. Upon switching the polarity of the voltage
applied to the electrodes, a new breakdown takes place,
and the current flows in the reverse direction.

In recent years, the diffuse form of barrier discharge
has been frequently referred to in the literature as atmo-
spheric pressure glow and considered as a promising
and relatively simple method of obtaining homoge-
neous nonequilibrium plasmas at high pressures. As a
rule, homogeneous atmospheric pressure glow is most
readily obtained in pure helium or in mixtures where
helium is the dominating component [5]. Homoge-
neous forms of barrier discharge are also readily
obtained at reduced pressures. Recently [6], it was
demonstrated that the transitions between spark and
homogeneous forms of barrier discharge could be
1063-7850/04/3011- $26.00 © 20908
determined by the regime of matching of a high-fre-
quency oscillator to discharge. Although the number of
publications on the subject is continuously increasing,
the possible scenarios of the breakage of a homoge-
neous barrier discharge are not yet established and
explained.

This paper presents the results of an experimental
investigation of the electric parameters of barrier dis-
charge in air at reduced pressures. The experiments
used the experimental setup schematically depicted in
Fig. 1. The discharge was initiated between two alumi-
num electrodes, both with a diameter of 30 mm. The
electrodes were coated by insulating films of aluminum

1
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10

1112
I(t) V(t)

Fig. 1. Schematic diagram of the experimental setup:
(1) plexiglas discharge chamber; (2) aluminum electrodes;
(3) brass base; (4) quartz window; (5) gas inlet; (6) gas
valve; (7) pumping; (8) water cooling; (9) high-frequency
voltage oscillator; (10) resonance matching system;
(11) voltage divider; (12) current shunt.
004 MAIK “Nauka/Interperiodica”



        

AN ANALOG OF THE NORMAL CURRENT DENSITY EFFECT 909

                              
oxide. The oxide layer thickness was varied from 40 to
200 µm and the interelectrode distance, from 2 to
6 mm. The voltage with a frequency of 50–200 kHz
was applied to the electrodes via tunable resonance
matching system. The power amplifier (100 W) was
operating in a switching mode. The voltages between
electrodes and the discharge current were measured
using a capacitive divider and a shunt. The signal
shapes were observed with a 50-MHz digital oscillo-
graph, digitized, and stored in a computer for digital
processing. The electric power deposited in the dis-
charge was calculated as a product of the instantaneous
values of current and voltage averaged over many
periods.

Figure 2 shows the typical plots of the power depos-
ited in the discharge versus voltage between electrodes.
As can be seen, the characteristics exhibit two regions
with different slopes. At a minimum applied voltage,
the plasma occupies only a part of the electrode surface.
As the voltage is increased, the glow region expands
and the power grows, which corresponds to the left-
hand branch of the characteristics in Fig. 2. The bend-
ing point corresponds to the situation in which plasma
occupies the entire electrode surface. A subsequent
increase in the applied voltage is accompanied by a
much slower increase in the deposited power. The dis-
charge gradually spreads to the side surfaces of the
electrodes. We may suggest that the increase in power
on the right-hand branch of the characteristic is partly
due to an increase in the effective area of discharge. If
this assumption is valid, the right-hand branch of the
characteristic for systems with a large ratio of the linear
size of electrodes to the interelectrode distance will be
even less sloped or even horizontal.

This behavior resembles the effect of the normal
current density in a dc glow discharge. However,
because of the basically nonstationary character of cur-
rent passage through the plasma of a barrier discharge,
it would be expedient to introduce the normal power
density corresponding to the bending point of the char-
acteristics depicted in Fig. 2. The value of the normal
power density increases with the frequency of the
applied voltage, which approximately corresponds to a
constant power deposited with a single pulse of dis-
charge current. As the working gas pressure grows, the
normal power density increases. However, under other-
wise fixed parameters (dielectric layer thickness, volt-
age frequency, interelectrode distance), there exists a
threshold pressure above which the glow discharge
exhibits a transition to a filamentary form.
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
We believe that observation of the phenomenon of
normal power density has become possible due to cer-
tain features of the matching system. The role of the
resonance matching system is equivalent to a ballast
resistor in a dc discharge circuit and, similar to the case
of dc discharge, this resonance matching makes it pos-
sible to observe the regimes of barrier discharge with a
partly filled electrode surface and the normal power
density effect.
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Fig. 2. Plots of the power deposited in discharge at various
frequencies versus voltage between electrodes for discharge
in air at 20 Torr between electrodes spaced by 4.4 mm and
coated with 140-µm-thick insulating film.
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Abstract—The coherent interaction of solitonlike beams in a cubic photorefractive crystal of sillenite type has
been studied by method of numerical modeling. The effect of optical activity on the attraction and repulsion of
light beams is considered for various orientations of the external electric field. © 2004 MAIK “Nauka/Interpe-
riodica”.
The interaction of spatial solitons in photorefractive
crystals attracted attention because this phenomenon can
be used as a means of optical-beam switching [1, 2]. The
problem of interacting solitons has been extensively
studied [3–8]. The first experiment in which parallel
Gaussian light beams of the same polarization exhib-
ited coherent interaction in a Bi12TiO20 (BTO) crystal
under the action of an applied electric field was per-
formed and interpreted by Garsia-Quirino et al. [4].
However, despite the fact that BTO crystal is optically
active, the effect of this activity on the interaction of
light beams in that experiment was not studied because
the rotatory power for the light wavelength used (λ =
0.6328 µm) was as small as 6.3°/mm and could be
ignored for the 9-mm-thick BTO crystal studied.

The first experimental observation of the coherent
interaction between one-dimensional bright photore-
fractive screening solitons in a barium strontium nio-
bate crystal was reported by Meng et al. [6]. Clear
physical interpretation of the nature of soliton attrac-
tion and repulsion in cases of both coherent and nonco-
herent interaction was presented in [5, 6]. In recent
years, there have been a number of investigations of the
effect of optical activity on the propagation of soliton-
like beams in photorefractive crystals of the sillenite
type (see, e.g., [9–14]). However, to our knowledge, the
effect of optical activity on the interaction of solitonlike
beams in photorefractive sillenites was not studied.

This Letter presents the results of a theoretical
investigation and computer simulation of the coherent
interaction between two beams propagating in a BTO
crystal featuring a quasi-soliton regime with allowance
for the optical activity of the medium. Based on these
data, we will consider the effect of optical activity on
the attraction and repulsion of light beams.

The computer simulation was performed using a
one-dimensional Gaussian laser beam model and
assuming that the crystal features a drift nonlinearity
1063-7850/04/3011- $26.00 © 20910
regime favoring the formation of screening solitons [15].
Propagation of the light beams was described using an
equation for the vector envelope A(x, z) of the complex
amplitude of the laser radiation field in a paraxial
approximation [9, 11, 14]:

(1)

Here, k0 is the length of the wave vector of the mono-
chromatic light beam, n0 is the unperturbed refractive
index of the crystal,  is the electrooptical tensor of the
third rank for the class 23 crystal, I(x, z) is the light
beam intensity, Id is the dark intensity (in the general
case, including the background radiation intensity), and
ρ is the rotatory power of the crystal. The z axis of the
Cartesian coordinate system coincides with the direc-
tion of light beam propagation, and the x axis is parallel
to the external electric field E0 applied to the crystal.

Let us represent vector A in the following form [16]:

where ex and ey are the unit vectors of the coordinate
system; Ax and Ay are the projections of vector A onto
the x and y axes, respectively; u and v  are the dimen-
sionless polarization components of the normalized
light beam envelope vector; and η0 = (µ0/ε0)1/2. Passing
to the dimensionless variables s = x/x0 and ξ = z/(kx0)
(where x0 is an arbitrary spatial width [16]) and intro-
ducing the dimensionless parameters β =

i
∂A
∂z
------- 1

2k0n0
-------------∂2A

∂x2
---------+

–
k0n0

3

2
----------

I∞ Id+
Id I x z,( )+
-------------------------- Ar̂E0( ) iρ ez A,[ ]+ 0.=

r̂

A Axex Ayey+ 2η0Id/n0( )1/2 uex v ey+( ),= =
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( r41E0)/2 and δ = n0k0 ρ (where r41 is the elec-
trooptical tensor component), we obtain the following
system of differential equations for the polarization
components u and v :

(2)

where γ = I∞/Id,

(3)

,

and θ is the angle between the crystallographic direc-

tion [ ] and the electric field vector. When deriving
Eqs. (2), we used the expression for the light field inten-
sity I(x, z) = (n0/2η0)(|Ax|2 + |Ay|2) = Id(|u|2 + |v |2) [9].

The system of normalized equations (2), which dif-
fers from the system studied previously [9, 10] by an
arbitrary orientation of the external electric field in the

( ) plane relative to the crystallographic coordinate
system, was used for the numerical modeling of the
interaction between light beams in cubic photorefrac-
tive crystals.

Let two one-dimensional coherent parallel Gaussian

beams of a He–Ne laser propagate in a cubic, ( )-
cut optically active photorefractive BTO crystal of
symmetry class 23. First, we will consider the case in
which the light beams interact in the BTO crystal under
conditions close to those studied in the aforementioned
first experiment [4] on the interaction of solitons in this
crystal. The set of crystal parameters was selected as
follows: n0 = 2.25; r41 = 6.175 × 10−12 m/V; ρ =
6.3°/mm; crystal thickness d = 18 mm. The applied
electric field strength was E0 = 9 kV/cm. The input
beams had Gaussian profiles with a halfwidth of x0 =
19.5 µm, γ = 0, and Imax/Id = 1. The beams were linearly
polarized along the y axis and spaced by 39 µm. The

angle between the electric field vector and the [ ]
direction was θ = 90°.

Let the phase difference ∆ between the interacting
light beams be zero (Fig. 1a). Comparing the normal-
ized intensity of the combined beam in the middle of
the crystal (z = 9 mm) calculated without (curve 1) and
with (curve 2) allowance for the optical activity of the
crystal, we may conclude that the effect of this activity
in a BTO crystal of medium thickness (below 1 cm) for

n0
4k0

2x0
2 x0

2

i
∂u
∂ξ
------ 1

2
---∂2

u

∂s2
-------- β 1 γ+( )

µ1u µ2v+

1 u 2 v 2+ +
--------------------------------– δv–+ 0,=

i
∂v
∂ξ
------- 1

2
---∂2

v

∂s2
--------- β 1 γ+( )

µ2u µ3v+

1 u 2 v 2+ +
--------------------------------– δu+ + 0,=

µ1 3 θ θ,cos
2

sin=

µ2 θ 1 3 θsin
2

–( ),cos=

µ3 θ 1 3 θcos
2

–( )sin=

110

110

110

110
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moderate values of the electric field strength (about
10 kV/cm) is small and that the neglect of this effect in
interpretation of the experimental data in [4] was quite
justified. On the other hand, comparing the results of
numerical calculations of the light intensity (Fig. 1a) at
the output of our crystal (z = 18 mm) without (curve 3)
and with (curve 4) allowance for the optical activity
shows that the optically active crystal significantly
decreases self-focusing of the combined beam in the
course of attraction of the component beams. Thus, the
effect of the optical activity of the BTO crystal with a
thickness exceeding 15 mm is substantial.
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Fig. 1. The results of a computer simulation of the interac-
tion of two Gaussian light beams in a BTO crystal under
experimental conditions studied in [4], showing the inten-
sity profiles of the light beams at various distances z from
the front face of the crystal and various values of the rota-
tory power ρ: (a) phase difference between interacting
beams ∆ = 0; (1) z = 9 mm, ρ = 0; (2) z = 9 mm, ρ =
6.3°/mm; (3) z = 18 mm, ρ = 0; (4) z = 18 mm, ρ = 6.3°/mm;
(5) z = 0, individual initial beams; (6) z = 0, coherently
superimposed beams; (b) phase difference between inter-
acting beams ∆ = π; (1) z = 9 mm, ρ = 0; (2) z = 9 mm,
ρ = 6.3°/mm; (3) z = 18 mm, ρ = 0; (4) z = 18 mm,
ρ = 6.3°/mm; (5) z = 0, individual initial beams. The insets
show the tone diagrams of the intensity distribution for the
light beams interacting (top) in the crystal without optical
activity and (bottom) in the optically active crystal with
ρ = 6.3°/mm (the arrow in the bottom diagram in the inset
in Fig. 1a indicates the intensity maximum of the combined
beam).

x

x
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A comparison of the tone diagrams in the inset in
Fig. 1a shows that the optically active crystal signifi-
cantly increases the halfwidth and decreases the maxi-
mum intensity of the combined beam at the points of
maximum narrowing (see the bottom diagram). It
should be noted that the maximum narrowing in the
crystal without optical activity (see the top diagram) is
observed for z > 18 mm (z = 19.6 mm), while the min-
imum beam halfwidth in the optically active crystal is
observed at z = 13.6 mm.

In the case in which the phase difference between
the interacting light beams is ∆ = π (Fig. 1b), the inter-
ference of beams in the zone of their superposition is
destructive and there appears a region of zero intensity
(near x = 0), which gradually increases as a result of the
diffraction blurring of the beams. This leads to defor-
mation of the wave front of the beams and explains
their repulsion in the course of propagation. The non-
linear properties of the crystal are manifested by an
increase of the refractive index in the regions of the
maximum intensity of the light field in comparison to

0 14.6 43.4

40
 µ

m

70.3 96.2 120.0

A0 A1 A2 A3 A4 A5

0 15.1 48.0

40
 µ

m

84.2 117.3 120.0

A0 A1 A2 A3 A4 A5

mm

mm

(a)

(b)

Fig. 2. Computer-simulated distributions of the intensity of
two Gaussian light beams with ∆ = 0 interacting in a regime
of quasi-soliton propagation in a thick BTO crystal (a) with-
out optical activity and (b) with a rotatory power of ρ =
6.3°/mm. The maximum relative intensity at various points:
(a) I/Id = 3.3 (A1), 3 (A2), 3 (A3), 3 (A4), 2.5 (A5);
(b) I/Id = 3 (A1), 2.3 (A2), 2 (A3), 2 (A4).
TEC
the other regions. In the regions of maximum intensity,
the beams exhibit self-focusing and, hence, their
mutual repulsion decreases. The optical activity
decreases self-focusing as a result of the rotation of the
polarization plane of the light beams, since their initial
polarization was optimum. For this reason, the maxima
of curves 1 and 3 in Fig. 1b are situated above the max-
ima of curves 2 and 4. Accordingly, the repulsing
beams on the bottom diagram (see the inset in Fig. 1b)
corresponding to the optically active crystal are more
blurred than on the top diagram (in the absence of opti-
cal activity). In addition, note that the optically active
medium slightly decreases the mutual repulsion of the
light beams, which is manifested by lower separation of
their intensity maxima (curves 2 and 4), in comparison
to the case where the optical activity is ignored (curves 1
and 3).

Although the geometry of beam interaction, the
parameters of the light beams, and their spacing are the
same as in the experiment performed in [4], these con-
ditions are not optimum from the standpoint of illustra-
tive physical interpretation and effective self-focusing.
Indeed, the interaction of beams under these conditions
does not allow us to observe clearly the process of
attraction, since the beams are already combined at the
crystal input (see the tone diagrams in the inset in
Fig. 1a) because their spatial separation is small. More-
over, the selected crystal thickness does not allow us to
study the periodic character of spatial pulsation (focus-
ing and defocusing) in such a combined beam in the
case of attraction of its components (see Fig. 1a)
because the crystal regions under consideration contain
only one intensity maximum of the combined beam
(indicated by the arrow in the bottom diagram in the
inset in Fig. 1a) or the intensity maximum is not at all
reached within the crystal (top diagram in the inset in
Fig. 1a).

In order to provide for a more clear representation of
the picture of quasi-soliton interaction, let us consider
two parallel light beams with a halfwidth of x0 = 15 µm,
linearly polarized along the x axis and propagating in
the BTO crystal at a distance of 40 µm from each other.
The external electric field has a strength of E0 ≅
14 kV/cm and is oriented at an angle of θ = 35.3°. The
choice of the electric field direction is based on the
results obtained in [14], where it was shown that this
orientation is optimum for the effective self-focusing.
All other characteristics of the beams and BTO crystal
remain the same. 

Since the Gaussian beam shape differs from that of
the true soliton beam, we may only speak of solitonlike
beam propagation, even without taking into account the
optical activity of the medium. The curve of the exist-
ence of a soliton beam with x0 = 15 µm [6] suggests an
external field strength of E0 ≅  15.2 kV/cm, but we select
E0 ≅  14 kV/cm because this field strength ensures
almost constant intensity of separate Gaussian beam
along the z axis.
HNICAL PHYSICS LETTERS      Vol. 30      No. 11      2004
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Let us consider the physical explanation of the phe-
nomenon of spatially periodic pulsation of the intensity
of a combined beam obtained as a result of the interac-
tion of two Gaussian beams in a crystal of sufficient
thickness (Fig. 2). When the phase difference between
the entering light beams is absent, ∆ = 0, their coherent
interaction leads to the formation of a combined beam
with a large maximum intensity (Imax/Id = 2). This shifts
the combined beam on the curve of existence [6] and
leads to a decrease in the width of the resulting soliton-
like beam. For this beam, the applied electric field
strength is insufficient to compensate for the diffraction
divergence and the beam begins to blur. When the beam
travels a certain distance, its beam width increases, and
the field strength becomes again sufficient to provide
for self-focusing. This process is repeated to give the
pattern depicted in Fig. 2a.

Theoretical calculations showed that, in the case in
which the optical activity of the photorefractive crystal
is taken into account, the distance between intensity
maxima in the combined beam increases, while the
value of intensity in these maxima decreases (Fig. 2b).
In order to provide for a solitonlike regime of propaga-
tion of a Gaussian beam in a photorefractive optically
active BTO crystal, it is necessary to apply a field with
a strength of 19 kV/cm.

In conclusion, we have qualitatively and quantita-
tively evaluated the influence of optical activity on the
interaction of light beams in cubic photorefractive
crystals.
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Abstract—Analytical expressions describing the distribution of the magnetic field and the current density in a
cylindrical conductor are obtained in the case of rapid oscillatory variation of the external field. When the field
decreases, the system features the inverse skin effect, whereby the current density is maximum in the central
part of the conductor. © 2004 MAIK “Nauka/Interperiodica”.
As is known [1], rapid periodic variations of the
external electromagnetic field ~eiωt at a frequency ω
applied to a relatively thin cylindrical conductor result
in the so-called skin effect, whereby the current flows
only in a thin near-surface (skin) layer of the conductor
with the effective thickness

(1)

where µ is the magnetic permeability and σ is the elec-
tric conductivity.

It was demonstrated [1–3] that, when the current
varies according to an exponential law (~eβt), the cur-
rent density distribution changes depending on whether
the current increases or decreases. However, the fields
and the currents in electric circuits most frequently
have the character of oscillations. Therefore, it would
be of interest to find analytical solutions of the equation
of magnetic field diffusion in the case when a nonsta-
tionary boundary condition on the surface of a cylindri-
cal conductor with a radius a has the form of a sinusoi-
dal function.

The diffusion of a magnetic field into a cylindrical
conductor of infinite length can be described by the dif-
fusion equation

(2)

where Bϕ is the magnetic induction.

Separating variables and using the relation Bϕ(r, t) =
B(r)b(t), we obtain two equations:

(3)

(4)

where λ and the eigenvalues determined from the
boundary condition B(a, t) = B0sinωt.

δ 2
µσω
-----------,=

∂
∂r
----- 1

r
--- ∂

∂r
----- rBϕ( ) µσ

∂Bϕ

∂t
---------,=

µσḃ
b
--- λ2,=

1
B
--- ∂

∂r
----- 1

r
--- ∂

∂r
----- rBϕ( ) λ 2

,=
1063-7850/04/3011- $26.00 © 20914
The eigenfunction for the system of equations (3)
and (4) are as follows:

(5)

where the constant C is determined from the condition
B(a, π/2ω) = B0:

(6)

In order to determine the eigenvalue λ, let us expand
the temporal components of the eigenfunctions and
sinωt into series. Putting the common multiplier in
front of the brackets, we obtain the equation

(7)

Since the sum of the power series is zero when all coef-
ficients are zero, the equation can be written in the fol-
lowing form:

(8)

Taking the root of the (2k + 1)th power and multiplying
Eq. (8) by π/2, we obtain

(9)

B r t,( )

=  C
1
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where x = . For k  ∞, we have

exp   1 and x  ± . The eigenvalues

determined by Eq. (9) are  ≈ ± µσω, where l0 ≈ 0.7,
l1 ≈ 0.8, l2 ≈ 0.9, … lk ≈ 1. Since the sequence of l rap-

idly converges to unity, we may adopt λ1 ≈ ±  and

λ2 ≈ i , or λ1 = δ–1 and λ2 = iδ–1, where 

δ = . (10)

Note that the obtained expression for the skin layer
thickness (10) differs from the well-known formula (1)

by the factor .
Taking into account that the radial part of function (5)

is odd, we have to select the positive eigenvalue λ1. 

Since (λ2r)2n + 1 = (i)2n + 1  = i(–1)n ,

the general form of the approximate solution for the
increasing field at the conductor surface (ωt < π/2) is

(11)

πλ2/ 2µσω( )
x

2k 1+
---------------– 
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2
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λ k
2 lk
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Fig. 1. Radial profiles of the magnetic induction in a cylin-
drical conductor at various moments (time in nanoseconds
is indicated at the curves).
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and for the decreasing field (ωt < π/2),

(12)

where J1(r/δ) is the Bessel function of the first kind.

For ωt = π/2, the functions B1(r, t) and B2(r, t) can be
matched using the relation

(13)

Thus, the radial distribution of the current density

j1, 2 =  is described by the following rela-

tions:

(14)
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Fig. 2. Radial profiles of the current density in a cylindrical
conductor (time in nanoseconds is indicated at the curves).
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(16)

Let the conductor have the radius a0 = 0.52 mm and
an initial conductivity of 105 S/m. For the frequency
ω = 108 Hz and the field amplitude B0 = 54 T, the radial
distributions of the magnetic induction and the current
density at various moments in time are depicted in
Figs. 1 and 2. The curves of magnetic induction are
convex when the field increases and concave when it
decreases. The current density distribution at the time
t = 12 ns is inhomogeneous (δ ≈ 2.8 × 10–4 m < a) and
then exhibits redistribution. If the external field varies
so that dB/dt  0, the current density distribution
tends to homogeneous (t = 15 ns). When the field
decreases, the current density is maximum at the center
and drops in the surface layer.

A comparison of the results of approximate calcula-
tion to the numerical solution [3] showed quite good
convergence. The differences are related to the fact that
the numerical solution [3] was obtained for the com-

j r
π

2ω
-------, 

  1
2
--- ji r

π
2ω
-------, 

  j2 r
π

2ω
-------, 

 + .=
TE
plete set of the equations of magnetohydrodynamics
(with allowance for the heating and expansion of the
conductor). It should be emphasized that the analytical
solutions obtained previously did not describe the
inverse skin effect, according to which the current in the
case of δ ! a and decreasing field passes predomi-
nantly through the central part of the cylindrical con-
ductor.
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Abstract—We suggest measuring the nuclear-spin-dependent P-odd amplitude in the transitions between
hyperfine structure sublevels in the ground state of potassium isotopes. Since the main contribution to this
amplitude is due to the anapole moment of the nucleus, such measurements of the P-odd spin-dependent
effects may provide new information about weak interactions. It is established that the measurement of such
effects with a statistical error within 1% can be performed for approximately 1 h. © 2004 MAIK
“Nauka/Interperiodica”.
In recent years, considerable progress has been
achieved in the study of weak interactions by methods
of nuclear physics [1–3] used to measure the P-odd E1
amplitude in the optical transitions of heavy atoms. A
part of this amplitude that is independent of the nuclear
spin and bears information about the weak charge of
atomic nuclei is well studied. The measurement of this
part was among the most important evidence of the
existence of neutral currents. At the same time, the
P-odd effects dependent on the nuclear spin remain vir-
tually uninvestigated. The main contribution to the
P-odd spin-dependent amplitude is due to the anapole
moment of the nucleus. Therefore, the measurements of
such effects provide new information about weak inter-
actions in the hadronic sector. The first measurements
of the spin-dependent amplitude were performed for
Cs [1], where the obtained value of the anapole
moment constant has proved to exceed theoretical pre-
dictions.

Flambaum and Murray [4] use the experimental
data obtained in [1] for determining the P-odd potential
constants for proton and neutron. The results signifi-
cantly deviated from the corresponding values obtained
from nuclear physics experiments [5]. In this context,
new measurements of the P-odd potential constants for
other atoms would be of considerable importance.

Unfortunately, practical realization of such mea-
surements using optical transitions presents an
extremely complicated problem. This is related, first, to
the fact that the spin-dependent P-odd effect is about
100 times as small as the spin-independent one. More-
over, the hyperfine structure of the optical line is usu-
ally incompletely resolved, and the spin-dependent
P-odd effect is manifested only by a weak distortion of
the P-odd signal profile. Therefore, in order to extract
the spin-dependent part of the weak interaction ampli-
1063-7850/04/3011- $26.00 © 20917
tude from the measured signal, it is necessary to reli-
ably determine the profile of the P-off spin-independent
signal, which is by no means a simple task.

In the proposed experiment, we intend to measure
the spin-dependent P-odd amplitude in the transitions
between hyperfine components in the ground state of
41K isotope [6, 7]. This variant offers three principal
advantages over the optical experiments performed pre-
viously:

(i) The absence of the contribution to the amplitude
due to the spin-independent part of the P-odd interac-
tion makes the P-odd signal determined completely by
the nuclear-spin-dependent part of the weak interaction
Hamiltonian.

(ii) A record small value is achieved for the rate of
spin relaxation of the polarization of atoms into cells
for the transitions between hyperfine sublevels of the
ground state. This provides conditions for reaching an
extremely high statistical sensitivity with respect to the
P-odd signal.

(iii) The transition frequency for the 41K isotope in a
strong constant magnetic field can be reduced to
60 MHz. This allows a cell with a characteristic size on
the order of 3 cm to be arranged in the electric field
antinode (and, accordingly, in the magnetic field node)
so as to suppress the P-even amplitude of the magnetic
dipole transition by several orders of magnitude. More-
over, it is possible to provide for an additional suppres-
sion of the background M1 transition in a strong mag-
netic field. Indeed, when the magnetic field strength
varies in the range 400–4000 G, the magnetic transition
amplitude changes by an order of magnitude, while the
frequency and the P-odd amplitude remain virtually
unchanged. This circumstance allows us to control the
004 MAIK “Nauka/Interperiodica”
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main spurious effect related to the M1 transition ampli-
tude.1 

An additional advantage is the possibility of per-
forming measurements for the two other potassium iso-
topes with nonzero nuclear spins (39K, I = 3.2 and 40K,
I = 4). Using the results of measurements for the three
isotopes (two of which are odd-proton and one of which
is odd-odd), it is possible to extract information about the
P-odd potential constants for proton (gp) and neutron (gn).

The main idea of the proposed experiment consists
in measuring the interference between allowed (M1)
and the P-odd-interaction-induced (E1) matrix ele-
ments in the transitions between sublevels of the hyper-
fine structure of the ground state of potassium atom.
This experimental scheme was originally suggested for
hydrogen atoms and is described in detail in [8, 9].

Let us consider the time schedule of the experiment
for a three-pulse variant. Each series of measurements
of the P-odd effect begins with a pulse of right-hand-
polarized light propagating in the cell in the direction of
the magnetic field B0, which prepares an ensemble of
potassium ions in a single quantum state |E〉  (Fig. 1).
Then, the system is subjected to the action of a high-fre-
quency (RF) magnetic field with a conditional phase of
0°, b1 = β1cos(ωt)x, and a duration (τβ) sufficient to
rotate the magnetic moment vector of the system (ini-
tially oriented by the circularly polarized light in the
z-axis direction) to the xy plane. This action leads to
leveling of the populations of states |E〉  and |F〉 . Finally,
the system is subjected to the action of an RF electric
field with the phase ϕ, e2 = ε2cos(ωt + ϕ)y and the dura-
tion τε .

Then, the RF magnetic field pulse with the duration
τβ is applied again with a conditional phase of θ, b1 =

1 The idea of tuning the equipment in a weak field and measuring
the effect in a strong field was suggested by D. Budker.

Mj = –1/2

Mj = 1/2
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Repump
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G>
H>

~22 MHz

~22 MHz
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~3 GHz

~10 GHz

D1-line
770 nm

Fig. 1. Schematic diagram of optical pumping at
B0 ~ 4000 G.
TE
β1cos(ωt + θ)x. The amplitude of the probability of
finding atoms in the state |F〉  is

where

is the amplitude of the M1 transition |E〉  |F〉; µI is
the contribution due to the nuclear magnetic moment;
∆Ehfs is the hyperfine structure constant; d ≅  2 ×
10−14ea0 is the nuclear-spin-dependent P-odd-interac-
tion-induced E1 transition amplitude calculated in [6];
µB is the Bohr magneton; e is the electron charge; and
a0 is the first Bohr orbit radius.

The population of the final state |F〉  is probed by
means of optical excitation using a probing light pulse,
followed by detection of the fluorescence signal whose
intensity is proportional to the probability of the RF
transition from the initial state |E〉 ,

provided that dε2τε ! µβ1τβ. This estimate was
obtained with neglect of the relaxation between sublev-
els of the hyperfine structure. Thus, the signal S con-
tains the interference term proportional to the value d
that is to be determined.

By changing the relative phases of the RF magnetic
and electric fields (ϕ and θ) in the applied pulses, it is
possible to separate the P-odd amplitude. For example,
if the second series of measurements (following the
first with a zero phase) is performed with the electric
field phase changed by π, only the interference signal
will be retained upon subtraction of the signals mea-
sured in these series. Such series of measurements with
different relative phases of the RF fields can be period-
ically repeated and the signal digitized by an analog-to-
digital converter and accumulated in a computer mem-
ory. As a result, the observed asymmetry of the signal is
described by the expression

As can be seen from this formula, the observed value of
the asymmetry depends on the selection of the phase
shifts ϕ and θ. The time required for accumulating sta-
tistics sufficient for determining the nuclear-spin-
dependent P-odd effect with an error within 1% was
1 h [7] for the following parameters: (1) optical pump-

a = aM1 aE1 aM2+ +  = µβ1τβ dε2τεe
iϕ– µβ1τβe iθ– ,+ +

µ µB

3∆Ehfs

4µBB0
--------------------≅

S ϕ θ,( ) 4 µβ1τβ( )2 θ/2( )cos
2∝

+ 4 µβ1τβ( ) dε2τε( ) ϕ θ/2–( ) θ/2( ),coscos

A ϕ θ,( ) = S ϕ θ,( ) S ϕ π+ θ,( )–[ ]/ S ϕ θ,( ) S ϕ π+ θ,( )+[ ]
=  dε2τε ϕ θ/2–( )cos[ ] / µβ1τβ θ/2cos[ ] .
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ing efficiency, 100%; (2) fluorescence detection effi-
ciency, ~10%; (3) measurement cycle duration, ~0.1 s
(for the cell with a characteristic spin relaxation time of
~1 s); (4) RF electric field amplitude, ε2 ~ 1 kV/cm;
(5) constant magnetic field, B0 ≈ 4000 G; (6) RF mag-
netic field amplitude, β1 ~ 10–2 G.

Figure 2 shows a schematic diagram of the experi-
mental setup meeting all the above requirements. A cell
with potassium vapor is placed in the antinode of an RF
electric field in a hybrid single-mode resonator. This
resonator consists of a λ/4 coaxial line and a plane-par-
allel capacitor at the line end. There are several obvious
advantages in using such a resonator instead of a reso-
nance circuit with lumped LC elements. First, the
Q value of the proposed resonator in the frequency
range of interest reaches 1000, which provides for the
necessary electric field amplitude in the capacitor at a
relatively small dissipated RF power (about 6 W). Sec-
ond, use of the resonator eliminates the problem of par-
asitic capacitance, which can be comparable to the
main capacitance and randomly vary in an LC circuit.
Finally, the resonator ensures screening of the cell from
external RF fields, which might introduce uncontrolled
changes in the phase shifts, amplitudes, and spatial dis-
tributions of the probing RF fields applied to the cell.

1

2

3

4

5

6

7 8

y

z

Fig. 2. Schematic diagram of the experimental setup:
(1) λ/4 coaxial resonator; (2) cell with potassium vapor;
(3) pumping and probing laser beams; (4) magnet pole tips;
(5) fluorescence detector; (6) resonance frequency adjust-
ment plunger; (7) resonator excitation inductor; (8) light
guide. An additional set of RF rings (not depicted) applying
the RF field β1 (perpendicular to the figure plane) are
arranged at the cell.
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The resonator end loaded with a capacitor contain-
ing the experimental cell is exposed to a constant mag-
netic field B0 generated by an electromagnet and ori-
ented parallel to the capacitor plates in the resonator
(i.e., parallel to the z axis in Fig. 2). The RF magnetic
field β1 exciting the M1 transition is generated by two
opposite induction coils (Fig. 2) positioned over holes
in the resonator (x axis). The coils, coupled by a coaxial
line, are elements of a low-Q resonance circuit with
lumped elements. This ensures the equiphase character
of the fields generated by the coils. This circuit and the
resonator are tuned to the same frequency and excited
from the same master oscillator. The low Q value of the
circuit accounts for a small variation of the phase of the
β1 field generated by the inductance coils when the
oscillator frequency deviated from the resonance value.
Both induction coils are arranged in metal magnetic
screens.
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Abstract—Experiments revealed the formation of Ge islands on a Si(100) surface at an effective thickness of
the deposited germanium layer below the critical value for the transition from two- to three-dimensional
growth. The number density of Ge islands in the array was 3 × 108 cm–2. The results are interpreted within
the framework of a kinetic model of the island formation in heteroepitaxial systems with lattice mismatch.
© 2004 MAIK “Nauka/Interperiodica”.
Introduction. In recent years, peculiarities of the
formation of elastically strained nanoislands during
heteroepitaxy in the systems with lattice mismatch have
received increasing attention. This is related to the pros-
pects for using such island structures in modern micro-
and optoelectronic devices. The system of Si/Ge mate-
rials is one of the most interesting from the standpoint
of obtaining optoelectronic devices that can be
directly integrated into silicon IC technology. The
mechanisms of formation and the possible types of Ge
islands on the surface of silicon have been studied in
sufficient detail [1].

Previously, we have performed a series of experi-
mental and theoretical investigations devoted to eluci-
dating the mechanism of island formation in heteroepi-
taxial systems with lattice mismatch [2–5]. The results of
experiments for the two systems, Ge/Si [3] and
InAs/GaAs [4], agree well with the results of calcula-
tions performed within the framework of the kinetic
theory of island formation in these systems [2]. In par-
ticular, experiments revealed the formation of InAs
islands on GaAs at an effective thickness of the InAs
deposit of about 1.5–1.6 monolayer (ML), which is
below the critical value for the transition from two- to
three-dimensional growth [5].

This Letter is devoted to peculiarities of the forma-
tion and morphology of Ge islands on the surface of sil-
icon at a subcritical thickness of the deposited germa-
nium layer.

Experimental. The experiments were performed on
a molecular beam epitaxy (MBE) system of the SIVA
45 type (Riber, France). We have prepared two samples
on identical Si(100) substrates. In sample A, a Ge layer
with an effective thickness of 0.75 nm was deposited
above a 100-nm-thick buffer silicon layer at a substrate
temperature of 600°C. Sample B differed from sample A
only by a lower effective thickness of the deposited
1063-7850/04/3011- $26.00 © 20920
Ge layer, which amounted to 0.55 nm. In the course of
germanium deposition, the state of the sample surface
was monitored by reflection high-energy electron dif-
fraction (RHEED). After deposition, the samples were
immediately cooled down to room temperature,
extracted from the MBE system, and studied in air by
atomic force microscopy (AFM) in a contactless mode
using a setup from Digital Instruments Inc. (USA).

Results and discussion. The experimental value of
the critical thickness hc at which the Ge/Si system at
T = 600°C features the transition from two- to three-
dimensional growth is about 0.66 nm or 4.55 ML (1 ML
of Ge atoms has a height of d0 = 0.145 nm) [1]. In
sample A, the effective thickness of the Ge deposit
exceeds hc , and the formation of islands proceeded
according to the classical Stranski–Krastanov mecha-
nism, which was confirmed by the characteristic
changes in the RHEED pattern. Figure 1 shows an
AFM image of the surface of sample A. In this case, the
sample surface displays the so-called dome phase [1].
The dimensions of the Ge islands in sample A were as
follows: average lateral size, 73.5 nm, and average
height, 10.0 nm. The number density of islands was N =
5 × 109 cm–2.

In sample B, the effective thickness of the Ge
deposit was below hc . An AFM image of the surface of
sample B is presented in Fig. 2. As can be seen, there
are islands on the sample surface despite the subcritical
thickness of the deposit. In this case, the dimensions of
the Ge islands were as follows: average lateral size,
34.5 nm, and average height, 2.9 nm. Note that the
number density of islands in sample B, N = 3.1 ×
108 cm–2, was significantly lower than that in sample A.

These results can be explained within the frame-
work of a kinetic model of the island formation in het-
eroepitaxial systems [2–6]. Equilibrium thickness of
004 MAIK “Nauka/Interperiodica”
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the wetting layer heq is determined by the balance of
elastic and contact (wetting) forces [7] (here and below,
the layer thickness is expressed in ML units):

(1)

where Ψ0 is the contact energy density at the Ge–Si
interface, λ is the elastic modulus of germanium, ε0 is
the lattice mismatch, k0 is the effective range (expressed
in ML units) of the potential of attraction between ada-
toms and substrate, which exponentially decays with
the distance from the substrate. In the Ge/Si system, λ =
1.27 × 1012 dyn/cm2; ε0 = 0.042; d0 = 0.145 nm; and
Ψ0 = 450 erg/cm2 [6]. For k0 = 1.11, these data yield the
equilibrium thickness heq ≈ 2.91 ML. In the case of
h < heq, the contact layer is stable, and for h > heq it is
metastable. The formation of islands is possible only in
a metastable contact layer. The measure of “metastabil-
ity” is offered by the quantity ζ = h/heq – 1.

Now we will proceed with a generalization of our
model [2] to the case of subcritical deposits. Since the
rate of island nucleation depends very strongly on ζ, the
main part of the island size distribution corresponds to
H∗  ≈ h∗  and Φ∗  ≈ ζ∗ , where H is the effective thickness
of the deposit at the time t, Φ = H/heq – 1 is the ideal
metastability in the absence of island formation, and
the asterisk denotes the values at the point of maximum
metastability. The flow of substance to the substrate
surface, V (expressed in ML /s) during MBE is usually
constant at t < t0 and zero at t > t0, where t0 is the time
when the source is switched off. In this case, the time
variation of Φ is described by the expression Φ(t) = t/t∞
for t < t0 and Φ(t) = t0/t∞ for t > t0, where t∞ = heq/V is

heq k0

Ψ0

d0λε0
2

-------------- 
  ,ln≅

12

0

nm

0 2
µm

Fig. 1. AFM image of the surface of sample A (scanned
area, 2 × 2 µm).
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the time of deposition of the equilibrium contact layer,
t = 0 corresponds to h = heq, and Φ = ζ = 0.

Assuming that (i) all islands are initially character-
ized by the same ratio of the height to the lateral size,
(ii) all islands have the shape of square pyramids with
the base L × L and a contact angle θ, and (iii) adatoms
from the contact layer enter into islands through a
boundary with the perimeter 4L, we may introduce the
effective island “size” as ρ = i2/3 = (L/αl0)2. Here, l0 is
the average distance between adatoms on the substrate
surface, α = (6d0 nθ/l0)1/3 is the geometric factor,
and i is the number of atoms per nucleus. In terms of the
variable ρ, the island growth rate is independent of the
island size. For this reason, we may ascertain [2] that
the distribution function of islands with respect to size
ρ has the form g(ρ, t) = gs(ζ(x)). Here, gs(ζ) is a station-
ary distribution (independent of ρ), and x(ρ, t) =
z(t) − ρ. The function z(t) is determined by the equation
dz/dt = ζ/τ (where τ is the characteristic time of island
growth) with the initial condition z(t = t∗ ) = 0. By its
physical meaning, z(t) corresponds to the most repre-
sentative size of islands nucleated at the maximum con-
tact layer thickness.

According to the Zel’dovich formula, the stationary
distribution gs(ζ) is proportional to exp[–F(ζ)], where
F(ζ) is the activation barrier for nucleation (expressed
in thermal units). The model of the free energy of
nucleation developed in [2] leads to the expression [4]
F(ζ) = Te/Tζ2, where T is the surface temperature and Te

is the quasi-equilibrium temperature determining the
height of the nucleation activation barrier at a given
substrate temperature and contact layer thickness. The
quantity Te is determined by the energy constants of the

acot

2

0

nm

0 3
µm

1

Fig. 2. AFM image of the surface of sample B (scanned
area, 3 × 3 µm).
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heteroepitaxial system and by the island shape in the
initial nucleation stage:

(2)

and where σ(0) and σ(θ) are the surface energies of the
deposit for the (100) base and side faces of the pyramid,
respectively, and Z(θ) is the relative relaxation of elastic
stresses in the island [8]. Assuming for the Ge/Si sys-
tem the values σ(0) ≈ σ(θ) = 800 erg/cm2 and taking the
contact angle for the nucleated islands equal to θ = 20°
(Z ≈ 0.6), we obtain an estimate of Te ≈ 6700 K.

The extremely strong dependence of the stationary
distribution on the parameter ζ allows us to use the fol-
lowing approximation in the region of maximum meta-
stability [2]:

(3)

where Γ = 2F(Φ∗ ) @ 1 is the large parameter of the
classical nucleation theory. Using the equation of mass
balance on the surface in the form Φ = ζ + G (G is the
volume of islands per unit surface area divided by
d0heq), we obtain

(4)

In the region of maximum metastability, the function
Φ(x) can be presented in the following form:

(5)

where z0 = (Γ/c)(Φ0/Φ∗  – 1), Φ0 = H0/heq – 1, c =

Γ/ Q, and H0 = Vt0 is the amount of deposited mate-
rial expressed in ML units. The value of c depends on
the kinetic control parameter Q = t∞/τ @ 1, which is
equal to the ratio of the characteristic growth time of the
equilibrium contact layer to that of the islands. The
quantities z0 and Φ0 depend on the amount of deposited
material (H0): the case of H0 > hc corresponds to a
supercritical deposit, while H0 < hc represents the sub-
critical case.

Analytical description of the nucleation stage
requires using an expression for the island volume in
terms of the variables z and x:

(6)

Evidently, the surface number density N of islands is
determined as

(7)

Te
4
27
------ σ θ( )/ θcos σ 0( )–[ ] 3 6 anθcot( )2

kB 1 Z θ( )–( )λε0
2 heq/k0( )[ ] 2

-------------------------------------------------------------------------------,=

g x( ) gs Φ*( ) Γ
Φ*
------- Φ* ζ x( )–( )– ,exp=

Φ* ζ x( )– G x( ) Φ x( ) Φ*–[ ] .–=

Φ x( )
Φ* Φ*/Γ( )cx, x z0,≤+

Φ* Φ*/Γ( )cz0, x z0,>+



=

Φ*
2

G z( )
l0
2

heq
------- x z x–( )3/2g x( ).d

∞–

z

∫=

N xg x( ).d

∞–

∞

∫=
TE
Subsequent calculations are analogous to those
described elsewhere [2]. Expression (5) is substituted
into Eq. (4), and the result is substituted into formula (3)
and then into formula (6). This eventually leads to a
self-consistent integral equation for G(z), which is
solved by iterations. The result obtained in the first
approximation for G is substituted into formula (3),
which gives the island size distribution function. Inte-
grating this function with respect to x in accordance
with formula (7) yields an expression for the number
density of islands. In order to determine the values of
characteristics at the point of maximum metastability
for a supercritical deposit, we notice that, for H0 ≥ hc ,
dζ/dz(z = 0) = 0, and, hence, dG/dz(z = 0) = dΦ/dz(z =
0) = (Φc/Γ)c. This yields a relation between the quanti-
ties F(Φc) and Q (which appears to be F(Φc) = (5/2)lnQ
[2]) and gives the value of the normalization factor
gs(Φ∗ ) in formula (3). The expression for the critical
deposit thickness is as follows:

(8)

Thus, our model predicts a weak logarithmic depen-
dence of the critical thickness on the material flux [9].
Since hc can be determined with high accuracy by
RHEED, we can determine the parameter Q from rela-
tion (8), provided that heq, Te , and T are known. For
example, in the case of heteroepitaxy in the Ge/Si(100)
system under consideration, we have heq = 2.91 ML,
hc = 4.55 ML, Te = 6700 K, and T = 600 K, which yields
Q ≈ 1.56 × 104.

The final expression for the number density of
islands in the array is as follows:

(9)

where ϕ = Φ0/Φc = (H0 – heq)/(Hc – heq),

(10)

Fc = F(Φc), and the function U(f) is defined as

(11)

The maximum number density of islands achieved for
supercritical deposits is defined as [2]

(12)

Figure 3 shows the plot of the number density N of
germanium islands in the array on silicon versus the
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amount H0 of deposited germanium, which was calcu-
lated using Eqs. (9)–(12) for the parameters of the
Gs/Si(100) system at T = 600°C. As can be seen, the
number density of islands increases with the amount of
deposited germanium and exhibits saturation in the
supercritical region on a level of Nmax = 4.96 × 109 cm–2

(for l0 = 0.395 nm) determined by formula (12). The
calculated values of the number density at H0 = 0.55
and 0.75 nm (3.79 and 5.17 ML) fit quite well to the
experimental values obtained in this study.

50

N, 108 cm–2

40

30

20

10

0

6.05.55.04.54.03.53.02.5

H0, ML

Fig. 3. Calculated plot of the number density N of islands in
the array versus the amount H0 of Ge deposited onto Si.
Black squares show the results of measurements for sam-
ples A and B.
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To summarize, we have experimentally established
the possibility of island formation in the GeSi(100) sys-
tem at an effective thickness of the deposited germa-
nium layer below the critical value for the transition
from two- to three-dimensional growth. The observed
effect was explained within the framework of the
kinetic model of island formation in heteroepitaxial
systems with lattice mismatch.
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Abstract—New ferromagnets with high Curie temperatures, reaching 355 K, have been obtained by doping
a GdGeAs2 semiconductor compound with manganese. The obtained compounds are magnetically inhomoge-
neous, comprising a mixture of ferromagnetic (FM) and paramagnetic phases. The volume fraction of the FM
phase increases with the degree of doping. The development of ferromagnetism in this system is probably
related to the presence of vacancies of the (Cd, VC, Mn)GeAs2 type or to a nonstoichiometry of the (Cd, Ge,
Mn)GeAs2 type, since theoretical estimates show that the FM state is energetically more favorable than the spin
glass state only in these cases. © 2004 MAIK “Nauka/Interperiodica”.
In recent years, much attention has been devoted to
the investigation of dilute magnetic semiconductors,
which are promising materials for devices simulta-
neously employing both the magnetic and semiconduc-
tor properties [1, 2]. The most thoroughly studied sys-
tem is GaAs:Mn, in which the Curie temperature (TC)
does not exceed 110 K. However, applications in spin-
tronics require ferromagnetic (FM) semiconductors
with TC > 300 K. Recently, such high-TC ferromagnets
were found among manganese-doped chalcopyrites
CdGeP2:Mn, ZnGeP2:Mn [3–5] and ZnSnAs2:Mn [6],
in which the TC values fall significantly above room
temperature.

This paper reports on a new manganese-doped chal-
copyrite, CdGeAs2:Mn, which has a Curie temperature
as high as TC = 355 K.

A single crystal of CdGeAs2 containing 0.5 mass % Mn
was grown using a vertical variant of the Bridgman
method. Polycrystalline samples were obtained by
solid state reactions. According to the X-ray diffraction
data, all samples had a single-phase structure of chal-
copyrite. The magnetization measurements were per-
formed using a SQUID magnetometer. The electric
resistance was measured by the conventional four-
point-probe technique. The paramagnetic (PM) suscep-
tibility was measured by the weighing technique with
electromagnetic compensation.

Figure 1 presents the plots of magnetization M ver-
sus temperature T for all samples measured in a mag-
1063-7850/04/3011- $26.00 © 20924
netic field of 5 T. Figure 2 shows the M(T) curves for a
polycrystalline sample with 3 mass % Mn measured in
the course of cooling from 370 to 5 K in a magnetic
field of 100 Oe (curve 1) and in the course of heating
from 5 to 370 K in the same magnetic field after prelim-
inary cooling in a zero field (curve 2). The magnetiza-
tion isotherms at T > TC are nonlinear and exhibit no
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Fig. 1. Temperature dependences of the magnetization M(T)
of CdGeP2:Mn samples measured in a magnetic field of 5 T:
(1) single crystal containing 0.5 mass % Mn; (2–4) poly-
crystalline samples containing 1, 3 and 6 mass % Mn,
respectively.
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saturation up to the maximum values of applied mag-
netic field (5 T) used in this study. The coercivity of
polycrystalline samples was small (not exceeding
0.004 T), which was evidence of a low magnetocrystal-
line anisotropy.

For the single crystal doped with 0.5 mass % Mn,
the experimental M(T) curve measured in a field of 5 T
was well approximated by the Langevin function for a
system of noninteracting magnetic moments with µ =
7.1 µB. This is illustrated in Fig. 1, which shows how
the calculated M(T) curve (solid curve 1) fits to the
experimental points. In polycrystalline samples, the
temperature dependence of the magnetization was
more complicated than in the single crystal. At T >
80 K, the behavior of M(T) in polycrystalline samples
was characteristic of a ferromagnet, but at T < 80 K, the
magnetization M sharply increased with decreasing
temperature, and the shape of the M(T) curves was like
that for the single crystal.

The behavior of the magnetization of polycrystal-
line samples suggests that manganese ions are inhomo-
geneously distributed: one part of the sample occurs in
the FM state with a specific magnetization of M1, and
the other part occurs in a nearly PM state with the mag-
netization M2, so that M = M1 + M2, where M1 > M2 at
T > 80 K and M1 < M2 at T < 80 K. By extrapolating the
straight portions of the M(T) curves from the region of
T > 100 K to their intersection with the M axis, we
approximately estimated M1 for 5 K ≤ T ≤ 100 K and
then determined M2 = M – M1. It was found that M2(T)
for the FM phase of polycrystalline samples is well
approximated by the Langevin function for the mag-
netic moments µ = (7.4–8) µB (see table), which is
close to the value (µ = 7.1 µB) determined for the single
crystal. In the pure PM state, the maximum magnetic
moment µ would correspond to 5 µB per Mn ion. The
difference from the experimental values of µ = (7.4–
8) µB can be explained assuming that, in addition to the
noninteracting molecules with manganese ions, there
exist clusters involving several interacting molecules.
The magnetization M1 in polycrystalline samples
accounts for about 12, 76, and 91% of the total magne-
tization for the compounds containing 1, 3, and
6 mass % Mn, respectively. It is the presence of an
“almost-PM” part that accounts for the observed differ-
ence between M(T) curves of a sample cooled to 5 K in
a weak magnetic field (0.01 T) and a zero-field-cooled
sample heated in the same field (Fig. 2).

The Curie temperature of such samples with a two-
phase magnetic structure is essentially the TC value of
the FM part. Since the samples are magnetically inho-
mogeneous, their Curie temperatures cannot be deter-
mined by fitting the M(T) curves to the Brillouin func-
tion or by using the Belov–Arrott method of thermody-
namic coefficients. We determined the TC values by
extrapolating the steepest part of the M(T) curve to its
intersection with the T axis (the same method was used
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
in [4, 5]). The obtained values of TC are presented in the
table. The method used for determining TC is quite well
justified, since the contribution of M2 to the total
moment M in the region of TC for the samples contain-
ing 3 and 6 mass % Mn is virtually independent of the
temperature and is about two orders of magnitude
smaller than the contribution due to M1. This is clearly
demonstrated by the comparison of the M(T) curve for
the single crystal containing 0.5 mass % Mn (described
by the Langevin function) and the curves for the poly-
crystalline samples. Although the magnetic moments µ
in both cases are approximately the same, the value of
M2 for the polycrystalline samples at each temperature
is smaller than M of the single crystal because the vol-
ume of the “almost-PM” part is smaller than that of the
FM part. The PM susceptibility in polycrystalline sam-
ples obeys the Curie–Weiss law with the values of para-
magnetic Curie points θ given in the table. The values
of θ and TC are close, which is characteristic of ferro-
magnets.
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Fig. 2. Temperature dependences of the magnetization of a
polycrystalline CdGeAs2:Mn sample measured in a mag-
netic field of 100 Oe: (1) in the cooling mode; (2) in the
heating mode after zero-field cooling from 370 to 5 K.

Magnetic and electric characteristics of CdGeAs2:Mn

Sample TC, K θ, K µ, µB Tρ max, K

Single crystal with
0.5 mass % Mn

7.1

Polycrystal with
1 mass % Mn

350 301 7.4 276

Polycrystal with
3 mass % Mn

355 329 8.0 324

Polycrystal with
6 mass % Mn

355 321 8.0 291
04
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Figure 3 shows the temperature dependences of the
resistivity ρ for all CdGeAs2:Mn samples studied. As
can be seen, the ρ(T) curve of the single crystal (see the
inset in Fig. 3) has the shape typical of a nondegenerate
semiconductor. In polycrystalline samples, the ρ(T)
curves exhibit maxima at T = Tρ max ≤ TC (Tρ max values
are given in the table). The conductivity of these sam-
ples has a semiconductor character at T > Tρ max and a
metallic character at T < Tρ max. In all samples, the mag-
netoresistance is absent (to within the experimental
accuracy of 0.01%) in the entire range of temperatures
from 80 to 400 K. Determination of the type of charge
carriers from the sign of the thermopower at 300 K
showed that all samples, except for the composition
with 6 mass % Mn, exhibit hole conductivity, while the
latter sample has electron conductivity.

Recently, Akai et al. [7, 8] studied the nature of fer-
romagnetism in dilute magnetic semiconductors by
means of ab initio calculations of their electron struc-
ture. In these systems, the effective exchange interac-
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Fig. 3. Temperature dependences of the electric resistivity ρ
of (1–3) polycrystalline CdGeP2:Mn samples containing 1,
3 and 6 mass % Mn, respectively. The inset shows the ρ(T)
curve of the single crystal sample containing 0.5 mass % Mn.

3

TEC
tion is determined for the most part by competition
between the double exchange and superexchange inter-

actions. If Cd2+ ions in AIIBIV  are replaced by Mn2+

ions, the superexchange prevails and the ground state
corresponds to the spin glass [9]. When Ge4+ ions are
replaced by Mn3+ ions (which are acceptors in the case
under consideration), the system exhibits ferromag-
netism due to the double exchange mediated by holes.
However, calculations of the system formation energy
showed that the FM state is energetically unfavorable.
For the CdGeP2:Mn system, it was found [10] that the
presence of vacancies of the (Cd, VC, Mn)GeP2 type or
a nonstoichiometry of the (Cd, Ge, Mn)GeP2 type
makes the FM state energetically more favorable than
the spin glass state. Apparently, the same consider-
ations can be used to explain the FM state and the high
conductivity of the hole type in polycrystalline
CdGeP2:Mn samples containing 1 and 3 mass % Mn. In
the system with 6 mass % Mn, which exhibits electron
conductivity, a portion of the Mn atoms probably
occurs at interstitials.
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Abstract—A new optical method is proposed for probing transition layers on solid surfaces, which combines
the high precision inherent in holographic interferometry and the high sensitivity characteristic of optical
microscopy using surface electromagnetic waves. The proposed technique has been numerically modeled for
monochromatic radiation in the visible spectral range. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Holographic interferometry is widely
used for the investigation of rapid processes in bulk
samples [1]. The main advantage of this method in
comparison to classical interferometry is the com-
pletely differential character of the recording of the
wave front distortions. This feature is related to the fact
that the classical method is based on the interference of
spatially separated light waves existing at the same
instant of time, while the holographic technique
employs the interference of waves traveling over the
same path in different periods of time. Owing to this
circumstance, holographic interferometry detects only
the wave front distortions caused by the introduction of
an investigated object in the path of the wave, while the
distortions introduced by elements of the interferome-
ter circuit or by the viewports are not reflected by the
differential interferogram, since these distortions are
present in both interfering light waves. Using the differ-
ential character of the holographic interferometry, it is
possible to increase the accuracy of measurements and
to reduce the level of requirements of the quality of
optical elements and their stability in the course of
experiments.

The aim of holographic interferometry measure-
ments usually consists in obtaining information about
small variations of the volumetric properties of an
object. This information is contained in the interference
pattern superimposed on the virtual image of the object
formed by the scene wave. Visual observation of the
interference patterns restricts the accuracy of such mea-
surements to half of the bandwidth, while photographic
registration improves this parameter five to ten times.

There were attempts to apply holographic interferom-
etry to the study of microscopic deformations in solids
and physicochemical processes on solid surfaces [2, 3].
However, it was established that the precision of holo-
graphic measurements is insufficient for unambiguous
1063-7850/04/3011- $26.00 © 20927
interpretation of the results for systems involving tran-
sition layers formed on the sample surface.

In this paper, we suggest a new technique for the
holographic interferometry of transition layers on solid
surfaces, which is based on the excitation of surface
electromagnetic waves (SEWs) on the probed surface
area [4]. Using the proposed method, it is possible to
increase the accuracy of the measurements, since the
high precision inherent in holographic interferometry is
combined with the high sensitivity characteristic of the
SEW microscopy [5, 6].

Peculiarities of the photon excitation and detec-
tion of SEWs and the use of SEWs in optical micros-
copy. A SEW represents coupled formation of a wave
of free charges on a solid surface with negative real part
of the permittivity and an inhomogeneous p-polarized
electromagnetic wave. The SEW field exponentially
decays with the distance on both sides of the surface
and in the lateral direction of wave propagation. SEWs
are analogous to the Zennecke–Zommerfeld waves in
the radio wave range and to Fano modes in the IR
range.

The phase velocity of SEWs is lower than the veloc-
ity of light in the surrounding medium. For this reason,
the photon excitation of these waves in microscopy
applications is performed in the attenuated total reflec-
tance (ATR) mode. The excitation of SEWs is accom-
panied by an increase in the incident wave field inten-
sity (two to three orders of magnitude) and has a reso-
nance character because the sample surface plays the
role of an open resonator. Since the main part of the
energy of the SEW field is transferred in a near-surface
region, the characteristics of these waves (propagation
range, phase velocity, field distribution) are determined
by the properties of the sample surface and a transition
layer. Information about the characteristics of SEWs
and, hence, about the probed surface, is contained in the
reflected radiation. This makes possible the use of
004 MAIK “Nauka/Interperiodica”
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SEWs (called surface plasmons in the case of conduct-
ing samples) in all the main optometric techniques [6].

Along with enhancement of the incident wave field,
the excitation of SEWs is accompanied by a decrease in
the intensity and a jumplike change in the phase of the
reflected radiation [4–6]. For this reason, the main
methods used to detect the excited SEWs in the
reflected radiation are the amplitude and phase tech-
niques.

SEWs have been also effectively used for increasing
the sensitivity and vertical resolution of optical micros-
copy (holographic interferometry is in fact a kind of
optical microscopy) [7]. A number of optical micros-
copy techniques have been developed that employ the
SEWs excited by probing radiation on the sample sur-
face [6]. The names of these techniques usually corre-
spond to the characteristics of reflected radiation used
for detecting SEWs.

In the amplitude mode suggested in 1987 by Yeat-
man and Ash [8], the surface inhomogeneities are
detected using variations in the reflected radiation
intensity cased by differences in the efficiency of SEW
excitation on the clean and contaminated regions of the
sample.

In the phase mode of SEW microscopy proposed in
1991 [9], the surface inhomogeneities are detected
using variations in the phase of the reflected beam. In
this case, the surface inhomogeneities are manifested
by curved bands in the interference pattern formed with
the aid of a usual optical microscope on a screen and
observed in the region of intersection of the reference
and reflected beams (Fig. 1). The idea of SEW-phase
microscopy was used for the development of extremely
sensitive optical sensors for external actions [10].

The ellipsometric mode [11] employs variations in
both intensity and phase of the reflected p-polarized
radiation, which provides more complete information
about the distribution of inhomogeneities on the sample
surface.

λ = const
1

2

3

4

Fig. 1. Schematic diagram of the SEW-phase microscope:
(1) controlled attenuator; (2) microscope; (3) screen;
(4) sample.
TE
The above modes of SEW microscopy are charac-
terized by high vertical resolution (up to fractions of a
nanometer) and high sensitivity to external factors, but
the accuracy of measurements is insufficiently high.
This is related for the most part to a difference of the
trajectories of rays in the scene beam reflected from the
standard and probed regions of the sample surface. As
a result, the inhomogeneities and variations of the
parameters of the measuring device reduce the quality
of the image.

SEW in holographic interferometry. Obviously,
the resonance excitation of SEWs accompanied by con-
siderable enhancement of the incident wave field could
not escape the notice of the specialists in holography,
since these features of SEWs can be effectively used in
both writing and reading holograms. In 1969, shortly
after the first experiments with the excitation and detec-
tion of SEWs, Bryngdahl [12] suggested several
schemes for writing holographic images using SEWs
excited by the reference or scene beams. Using these
schemes, it is possible to obtain three-dimensional
interferograms in a layer of photoresist deposited above
a transparent metal film on a flat glass plate. While writ-
ing a hologram, the entire free surface of the plate is
brought into optical contact (via an immersion liquid)
with an ATR prism through which SEWs are excited in
the metal film by one (reference or scene) of the light
beams. The use of SEWs in writing and reading holo-
grams offers the following advantages [12]: (i) it is pos-
sible to obtain very thin flat holograms with a thickness
determined by the SEW penetration depth in the photo-
resist (~1 µm); (ii) the resonance character of the SEW
excitation (with respect to the incidence angle θ and the
radiation frequency ω) allows reading to be performed
by white light, whereby the required θ and ω are auto-
matically selected; (iii) the image can also be recon-
structed using a monochromatic light with arbitrary ω,
by selecting an appropriate θ value that ensures the
excitation of SEWs in the metal film under photoresist.

The ideas of applying SEWs to holography were
continuously developed [13, 14], and preference was
given to using SEWs in the stage of image reconstruc-
tion, which provides for the following positive effects:
(i) the reconstructing beam used to excite SEWs exhib-
its total internal reflectance from the prism base and,
hence, creates no background interference for an
observer monitoring the system from the other side of
the prism; (ii) the image brightness and contrast are
markedly improved due to an increase in the diffraction
efficiency; (iii) this approach can be used for obtaining
flat holographic screens using SEWs excited by TM
modes of a planar metal–clad dielectric optical
waveguide.

Our new proposal consists in using holographic
interferometry for the investigation of transition layers
on solid surfaces by exciting SEWs on the sample sur-
face by the scene beam in the stage of hologram writ-
ing. However, not one of the schemes suggested previ-
CHNICAL PHYSICS LETTERS      Vol. 30      No. 11      2004
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ously [12] is suited for this purpose. The problem con-
sists in that both the layer to be studied and the
photoresist film have to occur on the same side of the
sample surface. However, when photoresist is applied
onto the sample (metal film), it blocks access to the sur-
face. Should photoresist be applied onto the film after
the transition layer formation, none of the existing
holographic interferometry schemes—neither the real
time (RT) technique nor the double exposure (DE)
method—can be realized. Therefore, in order to study
the transition layer by holographic interferometry,
SEWs should be involved in the formation of holo-
grams implicitly, being excited by the scene beam,
rather than directly. In this case, a hologram is written
essentially in the scheme of SEW-phase microscopy
(Fig. 1), in which the holographic plate is used instead
of the screen. The recorded hologram can be recon-
structed using either SEWs or a bulk wave.

Using the proposed method for writing the holo-
gram of a transition layer, it is possible to compare the
interferograms measured in various stages of a process
on the sample surface in the RT or DE modes. The new
method combines advantages of both SEW microscopy
(high sensitivity and vertical resolution) and holo-
graphic interferometry (completely differential charac-
ter of writing wave-front distortions and a fundamen-
tally new level of studying dynamic processes using the
RT and DE techniques).

As an example, let us consider the possibility of
studying inhomogeneities in a LiF layer (with na = 1.3)
on the surface of a copper film (nf = 0.145, kf = 3.50) by
means of the proposed method using an ATR prism
with np = 1.51 and radiation with λ = 632.8 nm for the
SEW excitation in the sample structure. Figure 2 shows
calculated curves of the increments in the reflectance
(∆Rp) and phase (∆ϕ) of the p-polarized component
versus thickness da of the LiF layer. The calculations
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Fig. 2. Calculated curves of the (a) ∆Rp and (b) ∆ϕ versus
thickness da of a LiF layer on a 45.5-nm-thick copper film,
in which SEWs are excited by radiation with λ = 632.8 nm
via an ATR prism with np = 1.51.
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were performed for the copper film thickness d =
45.5 nm and the incidence angle θ = 44°09′. Taking into
account the measurement accuracy for Rp (to within
1%) and ∆ϕ (to within 10–2 rad), we may conclude from
the curves of ∆Rp(da) and ∆ϕ(da) in Fig. 2 that the
method of holographic interferometry with SEW exci-
tation by the scene beam provides the detection and
identification of variations below 1 nm in the LiF layer
thickness. According to [7], the sensitivity of ∆Rp and
∆ϕ response to the variations in da can be controlled by
changing the incidence angle θ or the efficiency of
SEW excitation in the stage of hologram writing.

Conclusions. We have proposed a new optical
method for probing transition layers on solid surfaces
by means of SEWs, which combines the advantages of
both holographic interferometry and SEW microscopy.
The new method has especially good prospects for
investigations of the dynamic processes in transition
layers on solid surfaces.
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Abstract—The conductivity and the Hall coefficient of nanostructured TiN films synthesized by nonreactive
RF magnetron sputtering have been experimentally studied. The mechanism of conductivity and the role of
grain size are discussed. © 2004 MAIK “Nauka/Interperiodica”.
The results of investigations of the transfer phenom-
ena in nanostructured films of titanium nitride (TiN)
have been reported, for example, in [1–5]. However, to
our knowledge, data on the effect of grain size on the
galvanomagnetic properties of such films were only
reported in [1] for multilayer TiN/VN epitaxial film
structures (superlattices) with layer thicknesses δ in the
range from 0.5 to 6 nm (δTiN = δVN). It was therefore of
interest to study the role of grain size L in single-layer
TiN films.

Titanium nitride films with a thickness of about
1 µm were obtained using a method described previ-
ously [4] based on the nonreactive RF magnetron sput-
tering of sintered powder targets with a diameter of
80 mm and a thickness of ~8 mm at a power of N =
0.7 kW. The samples were prepared at an argon pres-
sure of 0.4 Pa and a substrate temperature of 150°C.
The films were deposited onto silicon (for the measure-
ment of electrical and galvanomagnetic properties) and
stainless steel (for the transmission electron micros-
copy investigation) substrates.

The grain size in the deposit was controlled by
applying an external magnetic field (H = 400 Oe),
which was previously [6] shown to decrease both the
average grain size and its mean square deviation (i.e.,
the width of the grain size distribution). The grain size
distributions were constructed using the results of analy-
sis of the dark-field electron microscopic images
obtained using a Jeol 200CX electron microscope and
processed using the special computer program packages
Image-Pro Express 4.0 and Statistica. Each distribution
was obtained using a data array for 1000–1500 grains. In
order to avoid errors during the image analysis, the
measurements were started with a minimum grain size
of about 1 nm. The sample surface topography was
studied using a Nanoscope IIIa atomic force micro-
scope (AFM). The AFM images presented in Fig. 1
clearly illustrate the difference in microstructure and
1063-7850/04/3011- $26.00 © 20930
surface roughness of two TiN films with the average
grain size L (by electron-microscopic data) 29.0 ±
15.0 nm for film I (deposited without applied magnetic
field) and 8.8 ± 2.2 nm for film II (deposited in the mag-
netic field).

According to the X-ray diffraction and electron
microdiffraction data, the films were single-phase and
possessed a face-centered cubic structure of the NaCl
type (with a = 0.4292 nm) typical of TiN. The results of
analyses by means of Auger electron spectroscopy
(AES) and energy-dispersive X-ray spectroscopy
(EDX) showed quite uniform distribution of elements
in depth of the films. The films were also analyzed for
the content of oxygen and carbon impurities. Taking
into account the single-phase structure and assuming
that both oxygen and carbon atoms occupy lattice sites
in the nitrogen sublattice of TiN, the general empirical
formula of the deposited compound according to the
AES data can be written as Ti(N0.6O0.2C0.2)1.58 [5],
which implies that the sample films were superstoichi-
ometric. The electric resistance of the films on silicon
substrates was measured by the conventional four-
point-probe technique in the range of temperatures
from 85 to 300 K. The Hall effect measurements were
performed in a field of 1 T at room temperature.

Table 1 summarizes the main results of measure-
ments, including the charge carrier density n and the
mobility µ (estimated from the well-known relations
valid in the single-band approximation RH = –1/en and
σ = enµ, where RH is the Hall coefficient, σ is the con-
ductivity, and e is the electron charge) and the conduc-
tivity activation energy Q determined from the tem-
perature dependence of σ (Fig. 2). For comparison,
Table 2 gives data for some other titanium nitride sam-
ples reported in the literature [1, 7, 8].

An analysis of the data presented in Tables 1 and 2
leads to the following conclusions:
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Three-dimensional AFM images (1 × 1 µm) of ~1 µm TiN films deposited by nonmagnetron RF sputtering (a) without and
(b) with applied magnetic field.
(i) The general level of conductivity in the TiN films
studied is much lower compared to the values reported
in [1, 7, 8], which is explained by the superstoichiomet-
ric character of our samples. A significant (by three to
five orders of magnitude) decrease of electric conduc-
tivity in the superstoichiometric compositions, which is
typical of group IV transition metal nitrides, is related to
an increase in the fraction of the ionic bond component
(including the transition from nitride to monoxide in
MeIVN–MeIVO type) and is sometimes accompanied by
inversion of the RH sign [8, 9].

(ii) Judging from the sign of RH, the major charge
carriers in the samples studied were electrons. The val-
ues of RH were also the same in the films of types I
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
and II. At a constant carrier density, a change in the
conductivity with decreasing L in these films is deter-
mined only by a decrease in the mobility of carriers
caused by their scattering on the grain boundaries. This
is qualitatively consistent with the data reported in [1]
(see Table 2) for nitride films with metallic conductivity.

(iii) In contrast to metal-like substoichiometric and
stoichiometric nitrides [8], our films exhibited expo-
nential growth in conductivity with increasing temper-
ature. As is known (see, e.g., [10]), the conductivity
activation energy can be determined by the presence of
potential barriers. In the region of T > 150 K, the values
of Q for the films of types I and II are close (0.21 and
0.18 eV, respectively). However, the plot of σ = f(1/T)
Table 1.  Electrical and galvanomagnetic characteristics of TiN films

Sample 
type

Grain
size L, nm

Conductivity σ, Ω–1 cm–1
Hall coefficient

RH, cm3/C
Carrier density

n, cm–3
Carrier mobility

µ, cm2/(V s)T = 300 K –Q, eV

Film I 29 ± 15 250 0.21 (T > 150 K)
0.087 (T < 150 K) –2.6 × 10–4 2.4 × 1022

0.065

Film II 8.8 ± 2.2 26.5 0.18 0.007

Table 2.  Room-temperature kinetic characteristics of TiNi (published data)

Sample σ × 10–4, Ω–1 cm–1 RH, cm3/C n, cm–3 µ, cm2/(V s)

Single crystal TiN film [7] 5.56 – – –

Superlattice TiN/VN [1] 3.33 –~1.4 × 10–4 (4.5 ± 1) × 1022 5 (δTiN > 3 nm)

1.43 ~1.5 (δTiN = 0.5 nm)

Sintered TiN [8] 0.5–3 (–0.6 – +2) × 10–4 1022–1023 1–10
04
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for the coarse-grained film (type I) exhibits a break at
T ~ 150°C, whereby the activation energy decreases
approximately by half, which is probably related to a
manifestation of the tunneling effect.

As is known [11], the fraction θ of near-boundary
regions in nanostructured materials can be estimated
from the relation θ = 3s/L, where s is the width of the
boundary region (usually assumed to be ~1 nm). For the
films studied, these estimates are θ1 ~ 10% and θII ~ 34%.
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Fig. 2. Temperature dependence of the conductivity of
nanostructured TiN films of (a) type I and (b) type II.
TE
However, the difference must be more substantial with
allowance for the grain size distribution. Thus, the den-
sity of carriers (predominantly electrons) in the sam-
ples of types I and II is the same despite a significant
difference in the fraction of near-boundary regions. The
temperature dependence of the conductivity of TiN
films studied is exponential and exhibits a break for the
films of type I. Elucidation of the nature of this anomaly
requires additional investigations.
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Abstract—Analytical inversion of the hypersingular operator is obtained and used to develop an effective
numerical-analytical method of solving hypersingular integral equations. Applications of the inverse operator
to the theory of antennae are considered. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. By definition, a hypersingular inte-
gral equation has the following form:

(1)

where

(2)

(3)

Accordingly, operator A is also called hypersingular.
Equation (1) is involved in the solution of many prob-
lems in the theories of diffraction and elasticity. More-
over, this is the basic equation in the theory of antennae.
For this reason, there are many papers addressing the
solution and analysis of Eq. (1).

In particular, it was suggested [1, 2] to use integra-
tion by parts for passing to a singular equation with
respect to a derivative of an unknown function. Alterna-
tively, direct numerical techniques have been devel-
oped [3, 4] for solving Eq. (1), which employ the collo-
cation method and the Galerkin method.

However, direct numerical techniques are ineffec-
tive in many applications, in particular, in the antenna
excitation theory. This is related to peculiarities of the
right-hand part of Eq. (1) involving the v(τ) function,
which may have a pronounced extremum and behave as
a slowly converging series. In such cases, direct numer-
ical techniques are ineffective.

In this Letter, a new method is proposed for solving
the problem under consideration, which is based on the
analytical inversion of the hypersingular operator.

Analytical inversion of the hypersingular opera-
tor. Previously, the hypersingular operator was studied

Au( ) τ( ) Nu( ) τ( )+ v τ( ), 1– τ 1,≤ ≤=

Au( ) τ( ) 1
π
--- ∂

∂τ
----- u t( ) ∂

∂t
----- 1

t τ–
-------------ln t,d

1–

1

∫=

Nu( ) τ( ) u t( )N t τ,( ) t.d

1–

1

∫=
1063-7850/04/3011- $26.00 © 0933
in [4], where it was written in a different form as

(4)

Since operator A is unbounded in space L2[–1, 1], by the
identity of operators defined by Eqs. (2) and (4) we
imply their equality on a dense set. This can be readily
checked using the well-known relation

where C is the Euler constant.

It was demonstrated [4] that operator A has a dense
domain of definition in space L2[–1, 1] and is a symmet-
ric and positive definite operator. This allows us to
introduce the energy space HA of this operator. In the
analytical form, an orthonormal basis set of the energy
space HA can be analytically expressed as

(5)

(6)

where (·, ·) denotes the scalar product in L2[–1, 1] and
Un(τ) are the Chebyshev polynomials of the second
kind: U1(τ) = 1, U2(τ) = 2τ, U3(τ) = 4τ2 – 1, etc.

In view of the importance of (6), let us consider a
proof of this relation. As is known [2], the Chebyshev

Au( ) τ( ) x u t( ) ix t τ–( )( )exp td x.d

1–

1

∫
∞–

+∞

∫=

1
τ t–
-------------ln  = C

τ t–( )xcos 1–
x

------------------------------------ xd

0

1

∫ τ t–( )xcos
x

--------------------------- x,d

1

+∞

∫+ +

ϕn τ( ) = 2
πn
------ n τ( )arccos[ ]sin  = 2

πn
------ 1 τ2– Un τ( ),

n 1 2 3 …,, , ,=

Aϕn ϕm,( )
1, m n=

0, m n,≠



=
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polynomials of the first kind obey the relation

(7)

Performing integration by parts in the expression for
Aϕm , calculating the integral using relation (7), and dif-
ferentiating the result, we obtain

(8)

This yields

which proves relation (6).
Let us consider an equation containing only the

hypersingular operator,

(9)

and find a solution of this equation in the form of a
series,

(10)

Substituting formula (10) into Eq. (9), multiplying both
parts by ϕm in L2[–1, 1], and taking into account rela-
tion (6), we obtain

Therefore, a solution of Eq. (9) can be written as

(11)

1
π
--- n t( )arccos( )cos

1 t2–
--------------------------------------

1–

1

∫ 1
t τ–
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1
n
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π
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2
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1–

1

∫

=  2
πm
-------m

2
πn
------ mϕ( ) nϕ( )sinsin ϕd

0

π

∫
1, m n,=

0, m n,≠



=

Au( ) τ( ) = 
1
π
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1–

1

∫  = v τ( ),

1– τ 1,≤ ≤

u t( ) cnϕn t( ).
n 1=

+∞

∑=

cn y ϕm,( ).=

u t( ) v ϕn,( )ϕn t( ).
n 1=

+∞

∑=
TEC
Taking into account definition (5) of the basis set func-
tions ϕn(t), this series can be rewritten as

(12)

Using the known sum of the series,

(13)

we obtain the final expression for the solution of
Eq. (9):

(14)

where θ(t) = . Thus, we have analytically
found a solution of Eq. (4), that is, obtained the analyt-
ical inversion of the hypersingular operator.

Reduction of the hypersingular equation to an
infinite system of Fredholm-type equations of the
second kind. A numerical-analytical method of
solution. In order to solve the initial hypersingular
equation,

(15)

let us expand the unknown function in terms of the
basis set,

(16)

and reduce Eq. (15) in space HA to an equivalent infinite
system in the space of sequences l2,

(17)
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=  
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where

If the operator A–1N is completely continuous in
space HA , then Eq. (17) is a Fredholm-type equation of
the second kind in the space of sequences l2, whereby
the matrix elements Nmn form a completely continuous
operator. One criterion of the complete continuity of
the A–1N operator in space HA was formulated in [4].

Now, let us proceed with solving the infinite system
of equations (17). In many problems of mathematical
physics, infinite systems can be successfully solved by
method of truncation. According to this, an approxi-
mate solution is found for a truncated system,

(18)

and an exact solution of the hypersingular equation is
obtained using the formula

The rate of convergence of the truncation procedure
also depends on the rate of decrease of the right-hand
side of Eqs. (17). In many applied problems, this rate is
slow and the truncation method is ineffective. This
problem can be solved using the new numerical-analyt-
ical method described below. Let us look for a solution
of the infinite system (17) in the following form:

(19)

Substituting expression (19) into Eq. (17), we obtain 

(20)

The right-hand side of this system decreases quite rap-
idly because the matrix elements Nmn determine a com-
pletely continuous operator. Solving system (20)
by method of truncation and taking into account
formula (19), we obtain a solution of hypersingular equa-
tion (15) in the following form:

(21)

where  is the solution of the truncated system corre-
sponding to Eqs. (20). Applying formula (14) for the
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.
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analytical inversion of the hypersingular operator, we
can express solution (21) as follows:

(22)

Hypersingular equation of a dipole antenna. A
hypersingular equation describing the current I(τ)
flowing over the surface of a dipole has the following
form [4]:

(23)

where

I0 and K0 are the modified Bessel functions; E0 is the
primary electric field; ε and µ are the dielectric permit-
tivity and magnetic susceptibility, respectively; 2l is the
electrical length; and a is the electrical radius of the
dipole.

In the theory of dipoles, as well as in mathematical
physics in general, the primary field is frequently repre-
sented in terms of the delta function as

(24)

where δ(τ) is the Dirac delta and U0 is the voltage
amplitude. However, this model is inapplicable for
exactly solving Eq. (23) because, according to the for-
mulas of analytical inversion, the solution would
become infinite. For this reason, let us represent the pri-
mary field as

(25)

When the parameter T tends to zero, function (25)
approaches delta function (24) in the integral sense. 
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In this case, integral (14) can be calculated explic-
itly:

(26)

where

An analysis of expression (26) reveals various proper-
ties of the system. For T = 1, the right-hand side of this

2
π
--- E0 t( ) 2ln

2
-------- θ t( ) θ τ( )+

2
---------------------------

1
2
--- τ t–ln–sinln+ 

  td
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1

∫

=  U0
f T τ,( ) f T– τ,( )–

πT
--------------------------------------------,

f t τ,( ) 2ln
2

--------t
1
2
--- 1 tτ– 1 t2– 1 τ2–+

2
------------------------------------------------------- t τ–( )ln+=

–
θ t( ) 1 τ2–

2
---------------------------- t τ–( ) 1 τ–( )ln

2
-------------------------------------.–

The input impedance of a dipole antenna calculated by two
methods

N
Galerkin method Numerical-analytical

method

ReZ ImZ ReZ ImZ

2 91.347 51.292 115.41 22.880

5 100.53 44.011 116.59 19.332

10 105.44 38.999 116.62 19.431

15 107.95 35.854 116.54 19.682

20 109.65 33.467 116.49 19.822
TEC
equation obeys the Meixner edge conditions. For τ = 0
and T  0, the right-hand side in Eq. (26) logarithmi-
cally tends to infinity (which explains the inapplicabil-
ity of delta function model (24)).

In conclusion, let us consider a solution obtained
using formula (22) for hypersingular equation (23) with
the parameters I = π/2, a = l/20, and T = 0.01. The
results of calculation of the input impedance of a dipole
defined by the formula

for various numbers of basis set functions N are pre-
sented in the table. These data illustrate slow conver-
gence of the Galerkin method and rapid convergence of
the proposed numerical-analytical method.
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Abstract—The kinetics and spatial characteristics of the optical emission and absorption have been studied in
the course of explosive decomposition of silver azide initiated by a pulsed electron beam. The emission and
absorption observed after the induction period reflect the process of formation and expansion of the products
of chemical decomposition of silver azide. © 2004 MAIK “Nauka/Interperiodica”.
The mechanism of explosive decomposition of
heavy metal azides (HMAs) initiated by pulsed electron
and laser beams is still incompletely clear and subject
to discussion [1–5]. One of the most effective and
promising methods for the investigation of primary
processes involved in the explosive decomposition of
HMAs consists in monitoring, with high time resolu-
tion (on a nanosecond level), the kinetics of optical
emission and absorption accompanying the explosion.

Aduev et al. [2, 3] established that optical emission
kinetics exhibits a complicated character: the first peak
of optical emission arises with an 0.2 µs delay relative
to the excitation pulse and lasts for 1–1.5 µs, while the
second emission peak is observed between 2.5 and
7 µs. It was suggested that the first peak, characterized
by a continuous emission spectrum, and the synchro-
nously observed optical absorption within the excita-
tion band are caused by processes occurring in the solid
phase prior to mechanical disintegration of the explo-
sive (these phenomena are called “preexplosion lumi-
nescence” and “preexplosion optical absorption”). The
second peak was assigned [2] to the emission from
plasma formed at the moment of explosive decomposi-
tion of HMAs.

Previously [6], we reported that HMA samples
excited by a pulse of accelerated electrons exhibited
a noninertial peak of optical emission with properties
typical of pulsed cathodoluminescence from wide-
bandgap semiconductors: the emission pulse at 300 K
had a duration below 20 ns and a spectrum with a short-
wavelength limit at the fundamental absorption edge.
Thus, according to the above model, two peaks of emis-
sion—the first (with duration below 20 ns) and the sec-
ond (1–1.5 µs wide and delayed by 0.2 µs)—are attrib-
uted to luminescence from the solid phase, which is
hardly probable.
1063-7850/04/3011- $26.00 © 20937
The aim of this study was to monitor the kinetic and
spatial characteristics of the optical emission from sil-
ver azide excited by a pulsed electron beam and to
establish the nature of delayed (inertial) optical emis-
sion and absorption observed after the induction period.
The main experimental problem was to separate the
solid-phase luminescence and the optical emission
from plasma and to determine the moment of phase
transition in the explosive.

The dynamics of formation and expansion of the
products of explosion was studied using an experimen-
tal scheme depicted in Fig. 1. The explosion was initi-
ated by a pulsed electron beam with an effective elec-
tron energy of ~0.3 MeV, a pulse duration of ~25 ns,
and a power density of ~0.1 J/cm2. Powdered silver
azide (AgN3) was compacted under a pressure of 109 Pa
into samples having the form of disks with a thickness
of d2 = 200–300 µm and a diameter of 5 mm. Sample 1
was mounted in holder 2 (having a channel for the elec-
tron beam passage) and surrounded by ring screen 3

L0 L1
L2 S2

S1

e

1 3
2

4

Fig. 1. Schematic diagram of the monitoring of optical
emission and transmission of the products of explosive
decomposition of silver azide (see the text for explana-
tions).
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having a thickness of d1 ≥ d2. Sheet screen 4 was placed
at a distance of L0 from the sample in order to block
expansion of the explosion products.

The optical transmission of the products of explo-
sive decomposition of AgN3 was measured using a col-
limated probing laser beam (He–Ne laser, λ =
632.8 nm) passing parallel to the rear sample surface at
a distance of L1 from the sample. The intensity of radi-
ation transmitted through the plasma torch of the explo-
sive decomposition products was studied as a function
of the time after excitation of the sample. Images of the
sample and the plasma expansion zone were projected
by lenses onto the exit slits of two grating monochro-
mators (MDR-23). Using two photomultipliers
(FEU-118), it was possible to monitor the kinetics of
both optical emission and transmission of the products
of explosive decomposition of AgN3 at the given dis-
tance from the rear side of the sample. The signals from
photodetectors in both (emission and transmission)
channels was fed via matched loads (R = 50 Ω) into a
double-beam oscillograph (S8-14). The optical emis-
sion and transmission could be monitored in any region
of the expansion zone of the plasma torch. The dimen-
sions of these regions were determined by the mono-
chromator slit widths and the apertures (S1 = 0.5 mm

1

0

1

0

100

100

1

0

1

1

0

0 1 2 3 4 5 6 7 8

(c)

(d)

(e)

(a)

(b)

I, a.u. T, %

t, µs

Fig. 2. Kinetics of optical emission and transmission
accompanying the explosive decomposition of silver azide
(see the text for explanations).
TE
and S2 = 2 mm) arranged in front of the entrance slits.
In the scheme depicted in Fig. 1, the optical emission
from the AgN3 sample could not reach the detector
measuring the emission kinetics. Therefore, any emis-
sion measured by this detector originates outside of the
sample and is due to the products of the explosive
decomposition of AgN3.

Figures 2a and 2b show the typical kinetics of the
optical emission (λ = 600 nm) and transmission of the
products of explosive decomposition measured for the
zones near the rear surface of AgN3 (L2 = 0.2 mm) and
near screen 4 (L1 = 9 mm), respectively. The results of
panoramic monitoring of the optical emission from the
entire plasma torch zone bounded by the screen are pre-
sented in Fig. 2c. The time is measured from the
moment of sample excitation by the electron beam. The
curves in Figs. 2a and 2b indicate that the signals due
to the optical emission and absorption of the explosive
decomposition products appear with a delay of t1 =
t2 + t3 , where t2 is the induction period and t3 is the time
of plasma front propagation to the probed region. For
L2 = 0.2 mm, the delay time is ~300–400 ns, while for
L1 = 9 mm this time is t1 ~ 2.8–3 µs. The kinetic curve
obtained by panoramic monitoring of the entire plasma
torch zone exhibits both emission peaks.

In order to study the complete kinetics of emission
accompanying the explosive decomposition of AgN3,
we used an experimental arrangement in which the
sample was oriented at an angle of 45° relative both to
the electron beam direction and to the optical axis of the
detection scheme. In this geometry, it was possible to
measure (without spatial resolution) all kinds of elec-
tron beam initiated emission from the irradiated surface
of the sample. The oscillograms of optical emission
were measured under different conditions. The curve
presented in Fig. 2d was obtained for the open exposed
surface of the sample, while the curve in Fig. 2e corre-
sponds to the same surface screened by a thin (~10-µm-
thick) aluminum foil. Such a foil is transparent for the
electron beam, but not for the light. A comparison of the
results of two experiments shows that the first curve
displays two emission peaks, corresponding to the non-
delayed cathodoluminescence and the emission
delayed by ~0.2 µs, while the second curve has only
one peak. The pulse of cathodoluminescence is not
transmitted through the foil, but the second peak is
observed because the foil is destroyed by the expanding
explosive decomposition products. The peak of the sec-
ond curve is shifted by ~100 ns relative to that of the
corresponding signal observed from the open
(unscreened) sample surface, which is related to a cer-
tain retardation of the expanding products by the foil.

The experimental facts described above provide
unambiguous evidence for the plasma origin of the
delayed emission peaks and agree well with the theory
of explosive decomposition. Indeed, according to this
theory [7], the products of explosion in the initial stage
CHNICAL PHYSICS LETTERS      Vol. 30      No. 11      2004
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exist in the form of a dense (compressed by a pressure
of 3 × 1010 Pa) plasma with a temperature of up to
3500−4400 K. The maximum of the continuous emis-
sion spectrum of this plasma must occur at a wave-
length of ~700–800 nm. Note that the maximum of
“preexplosion luminescence” was observed in this very
interval [3].

The kinetic characteristics of the optical emission
and absorption accompanying the explosive decompo-
sition of AgN3 can be explained as follows. At the
moment of the electron beam action, AgN3 exhibits a
cathodoluminescence pulse with a width equal to that
of the excitation pulse (~25 ns). After termination of the
induction period, with approximately ~0.2 µs delay, the
explosive decomposition of AgN3 leads to the forma-
tion of a dense low-temperature plasma cloud. This
moment corresponds to the leading front of the first
delayed emission peak and the accompanying optical
absorption signal. The kinetics of decay of this emis-
sion component is determined by the process of free
expansion of the plasma torch in vacuum. The subse-
quent plasma expansion stage does not influence the
optical emission, but is always manifested in the
absorption. The second delayed emission peak is
observed only if the expanding plasma torch meets an
obstacle.

Thus, the results of our investigations show that the
luminescence from AgN3 takes place only at the
moment of electron beam action on the explosive. The
following delayed optical emission peak is related to
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
the emission from gaseous products of explosive
decomposition near the excited sample surface.
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Abstract—A method is proposed for the use of time series for reconstructing the equations of a system with
time-delay feedback characterized by two delay times. The performance of the proposed method is illustrated
by application to a generalized Mackey–Glass equation. © 2004 MAIK “Nauka/Interperiodica”.
Introduction. Dynamical systems with time-delay
feedback (time-delay systems), the behavior of which
is not entirely determined by the present state, but
depends on the preceding states as well, are frequently
encountered in nature [1]. Accordingly, time-delay sys-
tems are usually described in terms of differential equa-
tions with delayed arguments. Such models are suc-
cessfully used in various fields of physics, biology,
physiology, and chemistry [2–6]. In modeling a time-
delay system, it is frequently necessary to take into
account the dependence of the current state on several
preceding states, that is, to use a model with several
delay times [7–9]. In recent years, several different
approaches were developed for reconstructing the
model equations of delay systems from their time
series [10–19]. However, the proposed methods were
used only for the reconstruction of differential equa-
tions with a single delay time. Application of the pro-
posed methods in the case of systems with two or more
delay times is not always possible.

In this paper, methods developed previously [16, 17]
for the reconstruction of the model equations of time-
delay systems from their chaotic time series are
extended so as to include the case of systems character-
ized by two delay times.

Description of the method. Consider a time-delay
system described by a first-order differential equation
with two delay times, τ1 and τ2, of the following general
type:

(1)

In order to restore the delay times τ1 and τ2 from the
observable time series x(t), we will use a method [16]
employing the fact that time series of delay systems of
the type (t) = G(x(t), x(t – τ)) possess virtually no
extrema separated from each other by τ. It will be
shown that this method, based on the laws governing

ẋ t( ) F x t( ) x t τ1–( ) x t τ2–( ), ,( ).=

ẋ

1063-7850/04/3011- $26.00 © 20940
the distribution of maxima in the time series of time-
delay systems, can be applied to the systems of type (1).

Differentiating Eq. (1) with respect to time, we
obtain

(2)

The extrema of the time series x(t) described by Eq. (1)
in the typical case are quadratic. Such extremal points
obey the conditions (t) = 0 and (t) ≠ 0. Therefore,

(3)

where

,

Inequality (3) holds provided that (t – τ1) ≠ 0 or
(t – τ2) ≠ 0. This implies that the derivatives (t) and
(t – τ1), as well as (t) and (t – τ2), do not vanish

simultaneously or, in other words, there are no extrema
spaced by τ1 or τ2 from a given quadratic extremum. In
order to find τ1 or τ2, one has to indicate extrema in the
initial time series x(t), determine the numbers N of the
pairs of extrema spaced by various times τ, and con-
struct the distribution N(τ). The N(τ) curve will exhibit
pronounced minima at τ = τ1 and τ = τ2 corresponding
to the delay times. Note, however, that the minima in
N(τ) are not as pronounced as in the case of a system
with a single delay time because only one term in ine-
quality (3) must be nonzero.

ẋ̇ t( ) ∂F
∂x t( )
------------ ẋ t( ) ∂F

∂x t τ1–( )
----------------------- ẋ t τ1–( )+=

+
∂F

∂x t τ2–( )
----------------------- ẋ t τ2–( ).

ẋ ẋ̇

a ẋ t τ1–( ) bẋ t τ2–( ) 0,≠+

a ∂F x t( ) x t τ1–( ) x t τ2–( ), ,( )/∂x t τ1–( )=

b ∂F x t( ) x t τ1–( ) x t τ2–( ), ,( )/∂x t τ2–( ).=

ẋ
ẋ ẋ
ẋ ẋ ẋ
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Reconstruction of the other parameters of a system
with two delay times from its time series will be illus-
trated for delay systems described by the equation

(4)

where f1 and f2 are nonlinear functions and ε0 is a
dimensionless parameter characterizing the inertia of
the system. Differentiating Eq. (4) with respect to time,
we obtain

(5)

This equation indicates that the conditions

(6)

lead to the relation ε0 (t) = – (t), which yields a for-
mula for the parameter of inertia:

(7)

Thus, the parameter ε0 can be evaluated by finding
points obeying conditions (6) in the time series x(t),
determining the first and second derivatives at these
points, calculating the corresponding values by for-
mula (7), and taking their average.

In order to reconstruct the nonlinear functions f1 and
f2, let us project a trajectory described by Eq. (4) from
the infinite-dimensional phase space of time-delay sys-
tem (4) onto the three-dimensional space (ε0 (t) + x(t),
x(t – τ1), x(t – τ2)). In this space, the set of points visited
by the system occurs on a two-dimensional surface
because, according to Eq. (4),

(8)

A section of this surface by the plane x(t – τ2) = const
allows the nonlinear function f1 to be determined to
within a constant. Indeed, the points in this section sat-
isfy the equation ε0 (t) + x(t) = f1(x(t – τ1)) + c1, where
c1 = f2(x(t – τ2)) for the selected x(t – τ2) = const. Using
the same method, we may reconstruct (to within a con-
stant) the nonlinear function f2 by using a section of the
above surface by the plane x(t – τ1) = const. The points
in this section satisfy the equation ε0 (t) + x(t) =
f2(x(t – τ2)) + c2, where c2 = f1(x(t – τ1)) for the selected
x(t – τ1) = const.

Verification of the method. We will demonstrate
the performance of the proposed reconstruction method

ε0 ẋ t( ) x t( )– f 1 x t τ1–( )( ) f 2 x t τ2–( )( ),+ +=

ε0 ẋ̇ t( ) ẋ t( )–
∂ f 1 x t τ1–( )( )

∂x t τ1–( )
---------------------------------- ẋ t τ1–( )+=

+
∂ f 2 x t τ2–( )( )

∂x t τ2–( )
---------------------------------- ẋ t τ2–( ).

ẋ t τ1–( ) ẋ t τ2–( ) 0,= =

ẋ̇ ẋ

ε0
ẋ t( )
ẋ̇ t( )
---------.–=

ẋ

ε0 ẋ t( ) x t( )+ f 1 x t τ1–( )( ) f 2 x t τ2–( )( ).+=

ẋ

ẋ
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by applying the procedure outlined above to a general-
ized Mackey–Glass equation with two delay times:

(9)

Dividing both parts of Eq. (9) by b, we reduce this
equation to the form of Eq. (4) with ε0 = 1/b. We have
performed numerical calculations with a unit integra-
tion step for a system (9) with the parameters a1 = 0.2,
a2 = 0.3, b = 0.1, c = 10, τ1 = 70, and τ2 = 300, which
corresponded to the motion on a chaotic attractor of
high dimensionality.

Figure 1a shows the plot of N(τ). The first two of the
most pronounced minima of this function allow the
delay times to be estimated as  = 69 and  = 300.
Note that another characteristic minimum in N(τ) is
observed near τ = τ1 + τ2. For these reconstructed values
of  and , the average value of the parameter of

inertia is  = 9.4 (ε0 = 1/b = 10). The derivatives (t)

and (t) were evaluated from the time series using a
local parabolic approximation. In order to decrease the
error of determination of the parameter ε0 by formula (7),
the points with very small (t) values were rejected.

By projecting a time series of Eq. (9) onto the three-
dimensional space ( (t) + x(t), x(t – ), x(t – ))
and constructing the sections of this space by the planes

ẋ t( ) bx t( )–
1
2
---

a1x t τ1–( )
1 xc t τ1–( )+
------------------------------- 1

2
---

a2x t τ2–( )
1 xc t τ2–( )+
-------------------------------.+ +=

τ1' τ2'

τ1' τ2'

ε0
' ẋ

ẋ̇
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Fig. 1. Reconstruction of a system with two delay times:
(a) plot of the number N of the pairs of extrema in a time
series of Eq. (9) spaced by various times τ, normalized to
the total number of extrema; (b) plot of the segments length
L versus τ1 for points (ordered with respect to abscissa) on

the plane (x(t – τ1) + , (t) + x(t)); (c) L versus τ2 for

points on the plane (x(t – τ2) + , (t) + x(t)); (d) L ver-

sus ε for points on the plane (x(t – ) + , ε (t) + x(t)).
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x(t – ) = const and x(t – ) = const, we reconstructed
(to within constants) the nonlinear functions f1 and f2.
However, because of relatively large errors involved in
the determination of parameters τ1 and ε0, these non-
linear functions were determined with insufficient
accuracy.

In order to provide for a higher quality of recon-
struction of the model equation, it is possible to use the
following procedure of refining the system parameters.
By varying the value of τ1 in a small vicinity of  = 69,

we constructed the plots of (t) + x(t) versus x(t –

) +  (where  is determined by selecting the sec-

tion x(t – ) = const) so as to obtain the most unambig-
uous (single-valued) relationship. A quantitative crite-
rion of such a unique relationship necessary for the
refinement of τ1 was the minimum length of a segment
L(τ1) connecting points (ordered with respect to
abscissa) on the plane (x(t – τ1) + , (t) + x(t)). The
curve of L(τ1) (Fig. 1b) normalized to the number of
points in the section under consideration exhibits a
minimum at  = 70. Using the same procedure, we
have refined the delay time τ2 in a small vicinity of

τ1' τ2'

τ1'

ε0' ẋ

τ1' c1' c1'
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Fig. 2. Reconstruction of the nonlinear functions in Eq. (4)
for  = 10.1,  = 70 and τ2 = 300: (a) reconstructed sur-

face described by Eq. (8) representing the sum of functions
f1 and f2; (b) reconstruction of the nonlinear function f1 to

within = f2(x(t – )) for x(t – ) = 1; (c) reconstruction

of the nonlinear function f2 to within = f1(x(t – )) for

x(t – ) = 1.

ε̂0 τ̂1

ĉ1 τ̂2 τ̂2

ĉ2 τ̂1

τ̂1
TE
 = 300 (Fig. 1c). Note that the section x(t – ) =

const is constructed using the refined value of  = 70.

A minimum in L(τ2) is observed at  = 300 (Fig. 1c).

In the general case,  ≠  and the procedure of refine-

ment for τ1 is repeated for the section x(t – ) = const.
Sequential refinement of the τ1 and τ2 values is contin-
ued until the delay times cease to change. For small
deviations of the initial approximated parameters 

and  from the true values, the procedure is converg-
ing and allows both delay times to be exactly deter-
mined.

After refinement of the delay times, it is necessary
to refine the parameter of inertia as well. The new esti-
mate, , can be obtained using formula (7) and the
procedure described above. However, more reliable
evaluation is provided by using all points in one of the
sections. This is achieved by varying ε in a small vicin-
ity of  and constructing the plots of ε (t) + x(t) ver-

sus x(t – ) +  (where  is determined by selecting

the section x(t – ) = const) so as to obtain the most
unambiguous relationship. The corresponding curve of
L(ε) (Fig. 1d), normalized in the same way as L(τ1) and
L(τ2), exhibits a minimum at  = 10.1. It should be
noted that the time of computation of the proposed pro-
cedure of sequential refinement of the system parame-
ters is several orders of magnitude higher than that of
the method based on the simultaneous trial of three
variable parameters (ε, τ1, τ2) in the embedding space
(ε (t) + x(t), x(t – τ1), x(t – τ2)).

Figure 2 shows the results of reconstruction of the
nonlinear functions f1 and f2 for time-delay system (4)
with refined parameters , , and . The set of
points in the three-dimensional space (Fig. 2a) repro-
duces with a good precision the two-dimensional sur-
face described by Eq. (8). Using the corresponding sec-
tions of this surface (Figs. 2b and 2c), it is possible to
reconstruct the nonlinear functions f1 and f2 to within a
constant. The quality of reconstruction of these func-
tions increases with the increasing sampling frequency
(with decreasing integration step). In order to check the
performance of the proposed method in the presence of
perturbations, we applied it to a noisy system. It was
found that the procedure described above ensures resto-
ration of a time-delay system when the noise level is on
the order of 10%.
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Abstract—The fluctuations of a response signal during acoustic cavitation in water in an ultrasonic field were
studied by photometry of the transmitted laser radiation. In a broad range of frequencies, the spectral density
of photocurrent fluctuations exhibits the 1/f behavior and their amplitude distribution function has a bimodal
character. Coarsening of the scale of the experimental time series makes the bimodal character more pro-
nounced and reveals the scale invariance of fluctuations. © 2004 MAIK “Nauka/Interperiodica”.
Many systems of both natural and technogenic ori-
gin feature stochastic processes in which low-fre-
quency fluctuations account for a considerable fraction
of energy. Mathematically, this is manifested by a
power form, S ~ 1/f α, of the frequency dependence of
the fluctuation power. The exact inverse proportionality
of the power spectral density to the frequency (α = 1) is
characteristic of the voltage drop fluctuations observed
for an electric current passing in a resistor [1]. Such
processes have been studied in radiophysics for a long
time. The interaction of nonequilibrium phase transi-
tions in thermal systems also gives rise to fluctuations
with a power spectral density proportional to 1/f [2–5].
In this case, the fluctuations are not small and their
amplitude is sometimes comparable to the average
signal. Despite extensive investigations devoted to the
1/f spectra, the question concerning a single origin of
such spectra and the possible mechanism of generation
of the scale-invariant fluctuations is still under discus-
sion. A single source of the 1/f fluctuations during
phase transitions was experimentally established for
the local crisis of nitrogen boiling on the surface of a
current-carrying superconducting film [2].

According to the phenomenological theory of 1/f
fluctuations [2–5], the 1/f spectrum arises as a result of
the interaction of various nonequilibrium phase transi-
tions. The simplest stochastic equations describing the
dynamics of fluctuations in a discrete system are as fol-
lows:

(1)

where φ, ψ are the dynamic variables and Γ1(t), Γ2(t) are
the Gaussian δ-correlated noises with identical disper-
sions. Note that the coefficient 2 at φ in the second

∂φ
dt
------ φψ2– ψ Γ1 t( ),+ +=

∂ψ
∂t
------- φ2ψ– 2φ Γ2 t( ),+ +=
1063-7850/04/3011- $26.00 © 20944
equation makes the two equations in system (1) non-
equivalent. System (1) can generate stationary stochas-
tic processes φ(t) and ψ(t) with power spectra obeying
the 1/f and 1/f 2 laws, respectively. The function χi =

ψi/(ε + ) (inverse with respect to ψi), where ε is a
small parameter, also has a spectrum of the 1/f type.
The theory of fluctuation processes with 1/f power
spectra for nonequilibrium phase transitions shows that
ψi is a scale-invariant function.

The probability density distribution P(χi) has two
maxima (bimodal shape) and is described by the for-
mula [5]

(2)

where σχ is the standard deviation and C is the normal-
ization factor. If the time scale is increased by averag-
ing over a certain time interval τ (called the scale trans-
formation coefficient or scaling factor) according to the
equation

(3)

where xi is the stochastic variable (φi or χi), the Gauss-
ian distribution for the stochastic process φ(t) tends to
P(χ) and acquires an exponential character typical of
the statistics of extremal fluctuations (2).

It should be noted that the behavior of the distribu-
tion function for the nonequilibrium phase transitions
differs from that for the turbulent pulsations. In the lat-
ter case, coarsening of the time scale leads to the Gaus-
sian character of distribution (see, e.g., [6]). The above
results refer to the case of a single source of 1/f fluctu-
ations. During scaling transformations of the ensemble

ψi
2

P χ i( ) Cχ2 χ i

σχ
-------– 

  ,exp=

y j
τ( ) 1

τ
--- xi, 0 j N /τ ,≤ ≤

i τ j=

τ j 1+( ) 1–

∑=
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of sources, the Gaussian character of distribution of the
averaged time series is retained by virtue of the central
limit theorem. Such cases are most frequently encoun-
tered in experiment. Scaling transformations of the dis-
tribution functions of experimentally measured fluctua-
tions in the case of nonequilibrium phase transitions of
various origins are of considerable interest from the
standpoint of determining the source and elucidating
the mechanism of formation of the 1/f spectrum.

This paper presents the results of experimental
investigation of 1/f  fluctuations during acoustic cavita-
tion in water. Both theoretical and experimental investi-
gations of the phenomenon of acoustic cavitation [7–9]
show that the complicated character of the interactions
between cavitation pockets and between these pockets
and acoustic waves in a cell may lead to bistability and
to transitions between stationary states. Such transi-
tions in the cavitation cloud can be considered as non-
equilibrium phase transitions in the complicated system
of interacting cavitation pockets and acoustic waves.
The stationary stochastic process involving such non-
equilibrium phase transitions in the acoustic field may
have a spectrum of the 1/f type.

The experiments were performed using a standard
magnetostrictive source of ultrasonic oscillations with
a frequency of 22 kHz. The radiator was placed into an
optical cell filled with water. An increase in the radiator
power to a certain level led to the appearance of cavita-
tion. Variation of the radiator frequency gave rise to res-
onance phenomena enhancing cavitation. The integral
spectra of the power of fluctuations in the cell were
measured using a piezoelectric sensor. In the low-fre-
quency range, the spectra were typical of white noise
(with uniform distribution of the power over frequen-
cies). The fluctuations of current measured in the radi-
ator coils also had the form of white nose.

Substantially different results were obtained by
laser probing of cavitation pockets in the cell, which is
related to the more local character of this probe. The
laser beam was passed through the cell, the transmitted
light intensity was measured using a photodiode, and
the response signal was digitized by an analog-to-digi-
tal converter and fed to a computer for recording and
processing.

The spectra of the stochastic process accompanying
cavitation were obtained by probing various regions of
the cavitation cloud with the laser beam. The results
only weakly depended on the region probed. In the ini-
tial stage of cavitation, the spectrum of photocurrent
fluctuation power in the low-frequency range had (like
the acoustic emission spectrum) a shape typical of
white noise. An increase in the radiator power led to a
sharp growth in the intensity of fluctuations, while
some variation of the frequency was accompanied by
transitions between two levels of these oscillations.

Figure 1 presents the typical experimental time
series and the corresponding distribution (1) of the
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
oscillation amplitudes. The bimodal character of the
distribution function was clearly revealed by scaling
transformations of the fluctuations. Coarsened time
series were obtained by averaging the experimental
patterns over a certain time interval τ according to for-
mula (3), where the stochastic variable was represented
by the photocurrent intensity. For the first scale, the
coarse time series represents the initial one. The length
of each subsequent coarse time series decreases by a
factor of τ, that is, contains N/τ points. Figure 1 shows
a sequence of such coarsened time series and the corre-
sponding distribution functions (2–4). As the scaling
factor increases, both the coarse time series and the dis-
tribution functions become alike (cease to depend on τ).
In other words, the amplitude distribution becomes scale
invariant in agreement with the theoretical model [5]. It
should be noted that the presence of short-wavelength
high-amplitude peaks as such does not influence the
scale invariance and the 1/f  behavior of power spectra,
because these components account for a very small
fraction of energy.

Figure 2 shows the power spectrum of fluctuations
in the transition regime of cavitation. As can be seen,
the spectrum exhibits the 1/f behavior for the power
varying over four orders of magnitude.

In conclusion, the acoustic cavitation in water fea-
tures a regime characterized by the 1/f behavior of the
power spectral density and by a bimodal distribution of
the amplitude of fluctuations. Coarsening of the scale
of the time series leads to scale-invariant distributions.
The obtained results agree with theoretical notions

4

1

3

2

Fig. 1. Initial (1) and coarsened (2–4) time series and the
corresponding distribution functions of photocurrent fluctu-
ation amplitudes for the scaling factor τ = 1 (1), 30 (2),
100 (3) and 200 (4).
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about the generation of 1/f fluctuations during nonequi-
librium phase transitions.
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Abstract—The dependence of characteristics of a stratified Luneberg lens on the layer parameters has been
studied in numerical experiments using a mathematical model based on the rigorous solution of the electrody-
namic problem of diffraction on a multilayer sphere. © 2004 MAIK “Nauka/Interperiodica”.
Manufacturing a classical Luneberg lens with a con-
tinuous radial refraction index profile encounters con-
siderable difficulties. For this reason, it is a common
practice to use such antennas with stepped rather than
continuous index profiles [2–6].

This paper presents the results of numerical experi-
ments using the mathematical model of a multilayer
(stratified) Luneberg lens developed in [3–8]. Obvi-
ously, the characteristics of such a system depend on
the parameters of layers. Below, we will consider the
role of the following factors:

(i) Deviations of the permittivity of layers from the
calculated values.

(ii) The number of layers (it was established that
even a small number of layers is sufficient to provide
that the characteristics of a stratified lens would be vir-
tually identical to those of an analogous continuous
system [2, 3]).

(iii) The method of subdivision into layers.
(iv) Dielectric losses in the lens material. The

consideration is based on the known dependence of
the antenna gain on its diameter for various values of
the loss tangent  [3]. This dependence has
a maximum because the gain is proportional to
exp{−D }, where D is the antenna diameter. It
was demonstrated [3] that losses compensate for an
increase in the directivity.

The analysis will be applied to an antenna with the
following parameters: relative diameter, D/λ = 10;
distance from the lens center to feed, b = 1.1D/2; feed
radiation pattern, exp{–3.12 × 10–4ϑ2}; feed field
intensity level at the lens edge (ϑ  = 65°), 0.26 (for the
maximum antenna gain [3]); permittivity of the lens
material, ε' = 2.55; and loss tangent of the lens mate-
rial,  = 10–3.

In the classical Luneberg lens, the refraction index
has a continuous radial profile and is equal to unity at
the lens edge. In a real lens, the index at the edge is
greater than unity. For this reason, the Luneberg lens is

δtan

δtan

δtan
1063-7850/04/3011- $26.00 © 20947
considered as comprising a sphere of radius a with a

continuous index profile  = , where ε1 is the

permittivity at the lens edge) and a homogeneous outer
layer [1] (in our example, ε1 = 1.1). The continuous part
is subdivided into layers. We will consider three
approaches to this subdivision:

(1) The index profile is divided into equal parts with

respect to n (n = ), so that the radii of sequential lay-
ers are r1, r2, …, rnl – 1 = a (nl is the number of layers),
and each layer is divided into halves. The index of each
layer is determined as the average, ni = n(ri – 1 + 0.5(ri –
ri – 1)), which yields a subdivision uniform with respect
to the refraction index n.

(2) The permittivity profile is divided into equal
parts with respect to ε, so that the radii of sequential
layers are r1, r2, …, rnl – 1 = a, and each layer is divided
into halves. The permittivity of each layer is deter-
mined as the average, εi = ε(ri – 1 + 0.5(ri – ri – 1)), which
yields a subdivision uniform with respect to the permit-
tivity ε.

(3) The lens is divided into layers of equal thickness,
so that the radii of sequential layers are r1, r2, …,
rnl − 1 = a, where r1 = r2 – r1 = r3 – r2 …. The permittivity
of each layer is determined as the average, εi = ε(ri – 1 +
0.5(ri – ri – 1)), which yields a subdivision uniform with
respect to the radius.

Since the dielectric losses depend on the permittiv-
ity, it is convenient to introduce the effective permittiv-
ity and effective loss tangent [3]:

where n' =  and  is the permittivity of a given
layer. In contrast to [5, 6], we take into account the

a
D/2
---------

 1

ε1

--------


ε

εeff εeff' 1 i δefftan–( ),=

δefftan
n'

εeff'
------------

εeff' 1–
n' 1–

-------------------- δ,tan=

ε' εeff'
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properties of a real insulator (penopolystyrene) used for
manufacturing such antennas. The smaller the permit-
tivity (the greater the relative volume of air in the lens
material), the lower the level of losses.

For a lens with the given diameter, it is sufficient to
take five to seven layers [2, 3]. The results of numerical
experiments using different methods of subdivision and
various numbers N of layers are presented in the table,
where b/(D/2) is the distance to the feed in relative
units, G is the antenna gain (with allowance for dielec-
tric losses), AE is the aperture efficiency (in relative
units), and FSL is the first side lobe level (upper,
E-plane; lower, H-plane). The experimental procedure
involved focusing of the antenna. A criterion was min-

0

–10
–20
–30

–40
–50

0.020

F(ϑ), dB

σ

0.015

0.010

0.005

0 20 40 60 80 100 120 140 160 180

ϑ°

N = 20
N = 7

Fig. 1. (a) The radiation patterns of two stratified Luneberg
lenses and (b) the standard deviation of the radiation pat-
terns (in the E-plane) of the antennas with N = 7 made of a
material with and without permittivity errors.

(a)

(b)
TE
imization of the FSL level. Each variant was character-
ized by radiation patterns in the E- and H-planes.

Let us consider the variants with various N. For
N = 20, the radiation patterns are independent of the
method of subdivision and virtually coincide. This pat-
tern will be considered as the reference. In the analysis
of other cases, we will compare the behavior in three
regions: (A) forward radiation (0°–65°), (B) side
radiation (65°–115°), and (C) backward radiation
(115°–180°).

N = 8. In the case of subdivision with respect to n,
the radiation pattern is distorted, especially in regions B
and C. The subdivision with respect to r gives good
results in the regions A and C, but the level of side lobes
in region B is 10 dB greater than that in the reference
pattern. The best result is provided by the subdivision
with respect to ε, for which the radiation pattern differs
from the reference only in several points.

N = 7. The subdivision with respect to n leads to sig-
nificant differences of the radiation pattern from the
reference only in region C. For the subdivision with
respect to r and ε, the situation is practically the same
as above.

N = 6 and 5. For all variants of subdivision, the
radiation patterns exhibit considerable distortions in
region A (which are somewhat lower in the case of sub-
division with respect to ε).

In all cases, the radiation patterns are more signifi-
cantly distorted in the H-plane, which is related to a dif-
ference in the coefficients of reflection from interfaces
for various polarizations.

Based on the data presented in the table and taking
into account the above considerations, we may select
for further investigation the lens consisting of seven
layers uniform with respect to ε. Figures 1a and 2a
show the radiation patterns of this lens in comparison to
the reference.
Characteristics of N-layer Luneberg lenses determined in numerical experiments using different methods of subdivision into layers

Subdivision uniform with respect to n Subdivision uniform with respect to ε Subdivision uniform with respect to r

G, dB AE FSL, dB G, dB AE FSL, dB G, dB AE FSL, dB

5 1.14 29.36 0.87 –21.2 1.13 29.38 0.88 –21.2 1.1 28.63 0.74 –21.8

–21.9 –21.9 –22.1

6 1.12 29.41 0.88 –21.2 1.11 29.40 0.88 –21.2 1.1 29.00 0.81 –21.7

–21.7 –21.6 –22.3

7 1.11 29.44 0.89 –21.2 1.11 29.43 0.89 –21.1 1.1 29.23 0.85 –21.5

–21.4 –21.6 –22.1

8 1.11 29.33 0.87 –20.9 1.1 29.45 0.89 –21.2 1.1 29.38 0.88 –21.4

–21.0 –21.4 –21.7

20 1.1 29.47 0.90 –21.4 1.1 29.47 0.90 –21.4 1.1 29.47 0.90 –21.4

–21.4 –21.4 –21.4

b
D/2
--------- b

D/2
--------- b

D/2
---------
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In the synthesis of a material for the lens, deviations
of the real permittivity from the required value are
unavoidable. For this reason, it is necessary to study the
influence of such errors on the radiation pattern. For
example, let us consider the case when the error is uni-
formly distributed and the layer permittivity  is set as

follows: εi + ∆i >  > εi – ∆i , where εi is the preset value
and ∆i = 0.02εi . In the numerical experiment, the radia-
tion patterns were constructed for 20 various realiza-
tions of the radial permittivity profile (with focusing of
the antenna). It was established that the optimum dis-
tance from the lens center to the feed (focal distance)
varied within small limits, b = 1.11 ± 0.02D/2, the aver-
age gain was G = 29.35 dB (862.04 ± 0.55 a.u.), and the
average aperture efficiency value was ν = 0.87 ±
0.03 a.u. The average radiation pattern practically coin-
cided with that of a lens made of a perfect material. 

εi'

εi'
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–50
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0.015
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N = 20
N = 7

Fig. 2. (a) The radiation patterns of two stratified Luneberg
lenses and (b) the standard deviation of the radiation pat-
terns (in the H-plane) of the antennas with N = 7 made of a
material with and without permittivity errors.

(a)

(b)
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Figures 1b and 2b show the angular dependence of the
standard deviation of the radiation pattern of an antenna
made of a material with errors from the pattern of the lens
made of a perfect material [9, formula (14.2.14)].

When constructing a stratified Luneberg lens of a
different diameter or made of a different material, it is
necessary to reproduce the investigation described
above. Optimization of the layer parameters signifi-
cantly reduces the cost of the antenna. Depending on
the level of requirements for the lens characteristics, it is
possible to reduce the number of layers and/or use a
material with a higher level of losses and reduced level of
requirements with respect to errors in the permittivity.

Acknowledgments. The author is grateful to Prof.
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preparation of this paper.
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Abstract—We have studied the structure of transverse cross sections of a heterocomposition consisting of
porous layers of silicon carbide polytypes (substrate 6H-SiC/por-6H-SiC/epi-3C-SiC/por-3C-SiC). The epitax-
ial layer of 3C-SiC polytype (epi-3C-SiC) was grown by sublimation in vacuum on the surface of a porous
6H-SiC sublayer (por-6H-SiC) obtained by electrochemical etching of a 6H-SiC substrate. The boundary
between the 3C-SiC epilayer and the porous 6H-SiC sublayer contains no defective transition layer, and the
3C-SiC epilayer is free of dislocations. © 2004 MAIK “Nauka/Interperiodica”.
Silicon carbide (SiC) is known to be a polytype
material, 4H-SiC and 6H-SiC being the most widely
occurring and thoroughly studied polytypes. Since the
commercially available SiC single crystals still contain
a large number of micropipes and dislocations, the for-
mation of high-quality epitaxial layers suitable for
device applications on this basis is still problematic.

From the standpoint of modern electronics, the most
attractive material is the cubic modification of silicon
carbide (3C-SiC) characterized by higher mobilities of
electrons and holes in comparison to the other poly-
types. Unfortunately, the use of cubic silicon carbide
for basic research and semiconductor technology is
limited because of the absence of methods capable of
providing for the growth of 3C-SiC polytype of high
quality in sufficient amounts. Investigations are mostly
performed on single crystal 3C-SiC epilayers grown on
silicon or 6H-SiC substrates. In the latter case, how-
ever, it is difficult to obtain a sharp interface between
the two polytypes, which is a necessary condition for
high-quality heterostructures [1].

In recent years, much effort has been devoted to
investigations of the optical and electrical properties of
porous layers formed by electrochemical etching of
4H- and 6H-SiC polytypes, which are characterized by
increased photoluminescence [2–5].

It can be assumed that electrochemical etching
under certain conditions can lead to the removal of
some structural defects, such as dislocations, micro-
pipes, and composition inhomogeneities, which opens
ways to using these etched surfaces for the subsequent
growth of epilayers with a lower density of defects as
compared to the initial substrates. In particular, previ-
ously [6, 7] we demonstrated that single crystal epilay-
1063-7850/04/3011- $26.00 © 20950
ers can be obtained on a porous surface of 6H-SiC poly-
type. The fact that the porous material was depleted of
silicon at the inner surfaces of pores had no negative
effect on the epilayer, whose composition insignifi-
cantly deviated from stoichiometry only in the vicinity
of the interface [8].

There have been several publications devoted to the
structure of porous 3C-SiC layers [9–11]. However, the
porous material was in all cases formed in 3C-SiC lay-
ers grown on silicon substrates. To our knowledge, no
data were reported on the structure of porous 3C-SiC
layers formed on SiC substrates. In addition, it would
be of interest to study the structure of the boundary
between the porous 6H-SiC and epitaxial 3C-SiC lay-
ers. This system admits the formation of 3C-SiC micro-
inclusions (quantum dots) inside the 6H-SiC layer.
Such structures are of considerable basic and applied
interest in view of the development of novel optoelec-
tronic devices.

In this context, our investigations were aimed at
obtaining an epilayer of the cubic modification of sil-
icon carbide (epi-3C-SiC) on a porous silicon carbide
(por-6H-SiC) sublayer on the Si-side of a single
crystal 6H-SiC substrate, followed by electrochemi-
cal etching of the epilayer with the formation of an
outer porous (por-3C-SiC) layer. In this study, we
have used X-ray topography and transmission elec-
tron microscopy (TEM) to characterize the structure
of the following heterocomposition: 6H-SiC substrate
(thickness, ~250 µm)/por-6H-SiC (~20 µm)/epi-3C-SiC
(14 µm)/por-3C-SiC (7 µm).

The samples were prepared using Lely-grown
6H-SiC substrates with a low density of basal disloca-
tions (~10–1 cm–2), as determined from X-ray topo-
004 MAIK “Nauka/Interperiodica”
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grams measured using CuKα radiation for ( )
reflections in the transmission mode. The porous layers
were obtained using the following procedure. The first
porous layer was formed on the Si-side of a single crys-
tal 6H-SiC substrate (initial concentration of uncom-
pensated donors, 8.5 × 1017 cm–3) by electrochemical
etching in an HF–H2O–C2H5OH (1 : 1 : 2) electrolyte
solution for 15 min at a current density of 20 mA/cm2.
The thickness of this porous layer, determined by
examining a cleaved substrate in a scanning electron
microscope, was 18.2 ± 0.1 µm. The gravimetric poros-
ity was 18.5 ± 0.5%. Then, a 3C-SiC epilayer was
grown above the porous layer by sublimation in vac-
uum at 1800°C at an excess pressure of silicon. The
layer thickness determined using the interference pat-
tern in the reflection spectrum of the epilayer was
13.7 ± 0.3 µm. The second (outer) porous layer was
obtained by electrochemical etching of the epilayer at
the same current density (20 mA/cm2), but for a shorter
period of time (5 min).

The structural perfection of the epilayer was charac-
terized by X-ray backscattering using CuKα radiation.
An analysis of the topograms measured in the (311) and
(331) reflections showed that the epilayer grown on the
porous Si-side of 6H-SiC has a structure of 3C-SiC
comprising twinned regions misoriented by 60°. In the
X-ray topograms (Fig. 1), these regions are manifested
by the opposite contrast: dark (B) against bright (A).
The twinned regions had various dimensions, and it
was possible to find twins with an area of several square
millimeters. The twinned regions consisted of small
twin lamellae and stacking faults typical of 3C-SiC
epilayers (in Fig. 1, these defects can be observed in the
bright A-regions). The twinned structure of 3C-SiC
epilayers was originally reported in [12].

The transverse sections ( ) of the heterocompo-
sition were studied by TEM. In order to prepare the

sample with a ( )-cut surface relative to the hexag-
onal substrate, the heterocomposition was oriented in a
DRON-3 diffractometer so as to determine the azi-
muthal direction, in which the cut was made with a dia-
mond disk. Subsequent sample preparation followed
the conventional procedure, including gluing two cuts
together with their epitaxial surfaces in contact,
sequential grinding with various abrasive powder frac-
tions to a thickness of 30–40 µm, and final ion-beam
thinning until the appearance of perforation sites.

The results of our structural investigations were as
follows. The patterns of microdiffraction from the
transverse sections with hexagonal and cubic structures

confirmed that the cut was made via a ( ) plane rel-
ative to the hexagonal substrate. A continuation of this

plane in the cubic epilayer was the ( ) plane, which
implied that a (111)-oriented epilayer was grown on a
(0001) surface of the substrate.

1120

1120

1120

1120

112
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Of special interest was the structure of the upper part
(~0.5-µm-thIck) of the porous 3C-SiC layer (Fig. 2).
This layer was strongly inhomogeneous and exhibited
peculiarities previously observed both in transverse
sections [13, 14] and on planar samples [14] of the
6H-SiC substrates with porous 6H-SiC layers. It was
suggested [13, 14] that these peculiarities correspond to
the sites of the onset of active interaction between elec-
trolyte and silicon carbide surface upon voltage appli-
cation to the electrochemical cell. The appearance of
these peculiarities is probably related to the presence of
structural detects on the initial substrate surface. The
regions of bright contrast in the electron micrographs
(Fig. 2) correspond to channels (pores) formed as a
result of the electrochemical etching. The pores form a
fanlike structure, in which the outer pores are oriented
at a small angle relative to the surface of the porous
layer. The minimal angle between inner pores is ~60°.
At a distance of about 1.5 µm from the surface, the
inner pores sharply change their orientation (the angle
between outer and inner pores is ~120°) to form a fan-
like pattern of rays converging downward. At a depth of
~2.5 µm, the pores change the orientation again, but
their subsequent propagation in depth does not exhibit
any clear orientation. Only near the boundary between

AA

B

B

Sample edge

2 mm

Fig. 1. X-ray topogram in the backscattering mode for the
asymmetric (311) reflection from a 3C-SiC epilayer grown
on a porous layer of the 6H-SiC(0001) substrate. Bright
areas (A) correspond to the regions of the 3C-SiC epilayer
occurring in the reflecting position, while dark areas (B)
represent the regions of twinned orientation. The bands
observed in the bright areas reflect the presence of stacking
faults in the epilayer.
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the porous and epitaxial 3C-SiC layers (~0.3 µm from
the por-3C-SiC/epi-3C-SiC interface) are the channels
again aligned in the [111] direction (perpendicular to
the interface and parallel to the current lines during the
anodic etching).

The remaining part of the 3C-SiC layer (below the
outer porous layer) has a quite homogeneous single
crystal structure. We did not observe any defects in this
layer. The structure of the porous 6H-SiC sublayer (on
which the 3C-SiC epilayer was grown) is close to a
structure described previously [8]. The boundary
between the 3C-SiC epilayer and the porous 6H-SiC
sublayer is not sharp and exhibits a wavy character.
Within a 1- to 1.5-µm-thick layer, pores extended in the
direction perpendicular to the interface are significantly
greater (in the average size) compared to pores in the
remaining part of the porous 6H-SiC layer. This pecu-
liarity of the porous layer at the boundary with the epil-
ayer is explained by sublimation etching taking place

1 mm[111]

3C-SiC
porous epilayer

1 mm
(112)

–

(112)
–

3C-SiC epilayer

1 mm
(1120)

–

(1120)
–

[0001]
6H-SiC porous

layer 

1 mm

6H-SiC substrate

Fig. 2. Electron micrographs showing the structure of all
regions in the cross section of the heterocomposition stud-
ied (substrate, first porous layer, epilayer, second porous
layer). Note zig-zag changes in the direction of pores (chan-
nels) in the 3C-SiC epilayer (top image). Arrows indicate
the sites of preferred pore nucleation.

6H-SiC
porous layer
TEC
prior to the epitaxial growth. A part of the porous layer
is sublimed and pores in the remaining layer are proba-
bly etched and increased in size. In the remaining part
of the porous 6H-SiC sublayer, the pores are rather
strictly aligned in the [0001] direction, that is, perpen-
dicularly to the boundary between this layer and the
6H-SiC substrate (i.e., parallel to the current lines dur-
ing the first anodic etching). The interface between the
porous 6H-SiC layer and the substrate is very sharp, in
agreement with the results of all electron-microscopic
investigations of such boundaries.

It should be noted that, in the case when the 3C-SiC
epilayer is grown immediately on a hexagonal 6H-SiC
substrate (without porous interlayer), it is difficult to
avoid the formation of a transition region comprising
alternating layers of the two (6H-SiC and 3C-SiC)
polytypes [15]. As is known, epitaxial growth of the
3C-SiC polytype on a 6H-SiC substrate surface is per-
formed in the presence of excess silicon in a growth
reactor. Even small deviations from this condition lead
to unstable growth of the 3C-SiC polytype because the
energies of formation for the two polytypes are close.
Apparently, the presence of inhomogeneities on the
substrate surface may also favor unstable growth of the
3C-SiC polytype. As a result, there appears an interme-
diate layer consisting predominantly of 6H-SiC with
uniformly distributed islands of the 3C-SiC polytype.
Evidently, by controlling the ratio of silicon and carbon
in the reactor during epitaxial growth by sublimation in
vacuum, it is possible to obtain structures with quantum
dots of the 3C-SiC polytype.

In conclusion, it should be noted that the main struc-
tural feature of the porous layer of 3C-SiC, in contrast
to the porous layer of 6H-SiC, is the direction of pore
propagation in depth of the layer. In the 6H-SiC poly-
type, the pores are aligned in the [0001] direction par-
allel to the current lines in the etching stage, whereas
the direction of pores propagating in depth of the
3C-SiC polytype initially deviates from the current
lines. The structure of 3C-SiC has three physically
equivalent {111} planes, which are not perpendicular
to the (111) surface of the epilayer. As a result, pre-
ferred etching may proceed along these planes, rather
than along the normal to the sample surface.

Thus, we demonstrated the possibility of obtaining
3C-SiC epilayers with highly perfect structures on
porous 6H-SiC sublayer on the Si-side of a single crys-
tal 6H-SiC substrate. The electron-microscopic exami-
nation of the porous 3C-SiC layer showed that the char-
acter of pore propagation in depth of this layer differs
from that in the 6H-SiC polytype. In 3C-SiC, the direc-
tion of pore alignment into channels down to a depth of
2–3 µm deviates from the current lines perpendicular to
the sample surface.
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Obtaining X-ray Shadow Images
Using High-Resolution Enlargement Kumakhov Optics
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Abstract—X-ray shadow images have been obtained using cone-shaped polycapillary structures of high-reso-
lution Kumakhov optics. The proposed method develops a substantially new direction in X-ray microscopy.
This technique does not require using expensive microfocus X-ray sources employed in the traditional X-ray
imaging systems characterized by spatial resolution on a level of 5–6 µm. The images obtained in this study
show resolution on a level of 1 µm. © 2004 MAIK “Nauka/Interperiodica”.
In order to obtain images with spatial resolution on
a micron level using the existing X-ray shadow imaging
microscopes, it is necessary to use special expensive
X-ray sources based on synchrotrons or microfocus
X-ray tubes [1, 2]. This circumstance significantly
increases the price and complicates the design of X-ray
microscopes. One solution of this problem is offered by
developing X-ray optical systems for microscopes
based on Kumakhov optics [3–7]. This polycapillary
optics provides for an increase in both contrast and res-
olution of X-ray images.

In contrast to the projection scheme of enlargement
in air gap, where the resolution is determined by the
source size, the resolution of a scheme employing cap-
illary optics is determined for the most part by the
entrance dimensions of capillaries. Using polycapillary
structures in the optical scheme of a transmission
microscope, it is possible to obtain X-ray images with
a resolution on the level of two to three entrance diam-
eters of the channel [5, 6].

Since the first experiments in polycapillary X-ray
microscopy [5, 6], the technology of polycapillary
structures has been significantly developed. This
progress provides for a significant increase in the per-
formance of X-ray microscopy schemes implementing
the principles of Kumakhov optics. Therefore, it is
expedient to study the possible applications of modern
Kumakhov optics to high-resolution X-ray microscopy.

This paper presents the results of experiments show-
ing the possibility of using high-resolution cone-shaped
polycapillary structures of Kumakhov optics for
obtaining X-ray shadow images.

The experimental optical scheme comprised an
X-ray source, a test object, a polycapillary cone struc-
ture, and an X-ray image converter (Fig. 1). The opera-
tion of this scheme of X-ray microscopy is based on
projecting an X-ray shadow image onto the entrance of
a polycapillary cone structure with a large ratio of the
1063-7850/04/3011- $26.00 © 20954
exit (Dk) and entrance (dk) diameters: Mk = Dk/dk =
5−15. The lattice of the entrance holes of the polycap-
illary structure divides the image into elements, thus
forming an array. Each capillary accepts an element of
the image and transfers it with enlargement to a detec-
tor (X-ray film or image converter). This provides for
the first stage of image enlargement (in the X-ray
range). This enlargement is determined by the ratio
M0 = D0/d0, where d0 and D0 are the entrance and exit
diameters of the capillaries, respectively (note that
M0 = Mk ≡ M).

The cone function is to form and enlarge the image,
improve the resolution, and increase the contrast. The
length L and magnification M of the polycapillary cone
structure are related to the focal distance f (a distance
from the X-ray tube focus to the cone entrance) by the
formula f = L/(M – 1). For example, a structure with
M = 10 and L = 45 mm has f = 5 mm. The imaged area
is determined by the entrance area of the polycapillary
cone structure.

On the existing level of technology developed at the
Institute of X-ray Optics (Moscow), it is possible to
obtain polycapillary cones with an entrance channel

d0

dk Dk

D0

1 2 3 4

Fig. 1. Schematic diagram of the experimental arrange-
ment: (1) focal spot of the X-ray tube; (2) test object;
(3) polycapillary cone structure: (4) X-ray image converter.
004 MAIK “Nauka/Interperiodica”
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diameter of d0 = 0.15 µm and the ratio of the exit and
entrance diameters D0/d0 = 10–15.

In these experiments, we used a polycapillary cone
with an entrance channel diameter of d0 ≈ 0.3 µm and
an exit diameter of D0 ≈ 4.5 µm. The whole assembled
structure had an entrance diameter of dk = 0.3 mm and
an exit diameter of Dk = 4.5 mm, so that Mk = 15. Using
this structure, it is possible to obtain a magnification of
M = 15 in the X-ray optics tract. Previously, Nikitin [6]
used a polycapillary cone structure with d0 = 0.8 µm,
D0 = 4 µm, and L = 23 mm, for which M = 5.

The X-ray source was a microfocus tube (BS-13) of
the transmission type with a copper anode and electro-
magnetic beam focusing operating in the regime of
2.5 W, 40 kV. The X-ray tube provided for a focal spot
size of about 200 µm; the exposure duration was 10 s.

The X-ray pattern obtained at the polycapillary cone
exit is converted into an optical image on the scintilla-
tion screen of the X-ray image converter. Then, the
image of the object studied is further enlarged by a
microobjective in the optical tract and the image bright-
ness is enhanced in an electrooptical converter. Finally,
the enlarged and enhanced image is detected by a CCD
camera and converted into a digital form. The total res-
olution of the X-ray image converter in the phosphor-
coated plane was ~5 µm.

The video image from the CCD camera is fed into a
personal computer and processed using a program
package with pixel accumulation, averaging, and divi-
sion, after which the final enlarged image is displayed
on the computer monitor.

Figure 2 shows the X-ray shadow image of a test
object representing a 2-µm-thick tungsten plate on a
2.5-µm-high silicon pedestal protruding above a thick
silicon plate. The silicon pedestal had a small thickness
(~10 µm) in the direction of the X-ray beam, which
explains the much lower contrast of the pedestal as
compared to that of the ~0.5-mm-thick base silicon
plate. The thickness of the tungsten sample in the X-ray
beam direction was about 10 µm, which was sufficient
for obtaining a good contrast. As can be seen in Fig. 2,
the image displays clearly resolved details on a micron
level, which agrees with theoretical estimates of the
resolution (R = 3d0 = 0.9 µm). The image also displays
a network formed due to the polycapillary structure
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
walls. Methods aimed at eliminating this network at the
computer processing stage are in progress.

Nikitin et al. [5] obtained images of two gold wires
with a diameter of 10 µm spaced by 3 µm. However, an
analysis of the obtained pattern allowed the real resolu-
tion to be evaluated at 1.5–2 µm. The images of the test
object obtained in this study are directly indicative of
the micron resolution. The results of our experiments
indicate that the resolution can be further improved to
reach a level on the order of 0.1 µm through optimiza-
tion of the optical scheme and the characteristics of
important components, in particular, the polycapillary
cone structure.
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Fig. 2. Enlarged images of the test object (a) in the electron
microscope and (b) in the X-ray shadow projector with
high-resolution polycapillary Kumakhov optics.
04



  

Technical Physics Letters, Vol. 30, No. 11, 2004, pp. 956–958. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 30, No. 22, 2004, pp. 58–64.
Original Russian Text Copyright © 2004 by Muratikov.

                                                                                                                                     
Laser Photoacoustic Imaging of Inhomogeneous Objects
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Abstract—The process of photoacoustic response formation in inhomogeneous objects is analyzed. In a quasi-
static case, the photoacoustic image is formed predominantly due to inhomogeneities in the thermoelastic cou-
pling coefficient. Expressions describing thermoelastic strains in an inhomogeneous object with allowance for
the inhomogeneous thermoelastic coupling coefficient in the general form are obtained within the framework
of a three-dimensional model using the perturbation theory. A comparative analysis is performed for the process
of photoacoustic image formation in various regimes of piezoelectric sensor operation. The results are used to
explain the behavior of a photoacoustic signal at the ends of vertical cracks. © 2004 MAIK “Nauka/Interperi-
odica”.
Processes involved in the generation, propagation,
and detection of thermal waves excited by laser radia-
tion in inhomogeneous solids have received much
attention (see, e.g., [1, 2]). The interest in studying
these processes is related to the need for correct inter-
pretation of the results obtained by methods of photoa-
coustic and photothermal microscopy. While the prob-
lems pertaining to photothermal microscopy have been
studied in sufficient detail [3, 4], the situation in photo-
acoustic microscopy with piezoelectric signal detection
is much less satisfactory. Interpretation of the results of
photoacoustic experiments with a piezoelectric detec-
tor is usually based on the models of photoacoustic
response formation developed for homogeneous
objects [5]. An important distinctive feature of photoa-
coustic microscopy with piezoelectric signal detection,
in comparison to photothermal microscopy, is the need
to take into account thermoelastic strains arising in the
probed object as a result of absorption of the laser radi-
ation energy. It should be noted that no systematic anal-
ysis of the formation of photoacoustic piezoelectric
response from inhomogeneous objects have been per-
formed so far within the framework of a three-dimen-
sional model.

In this context, the main aim of this study was to ana-
lyze the process of excitation of acoustic oscillations in
inhomogeneous objects under the action of nonstation-
ary laser radiation. In order to solve this task, it is neces-
sary to determine nonstationary thermoelastic strains
arising in a solid in the course of absorption of modu-
lated laser radiation. In the general case, these strains can
be described using the equations of motion [6],

(1)

where ρ is the density of a given material, ui are the
components of the strain tensor, and σij are the compo-
nents of the stress tensor in the object.

ρ
∂2ui

∂t2
---------

∂σIj

∂x j

---------,=
1063-7850/04/3011- $26.00 © 20956
In this study, the object is suggested to be inhomo-
geneous. Accordingly, the stress tensor components can
be represented in the form usual for the analysis of ther-
moelasticity [6], with the coefficients of elasticity and
thermoelastic coupling dependent on the coordinates.
The inhomogeneity of the object is assumed to be
weak, so that the Lamé elastic constants (λ and µ) and
the thermoelastic coupling coefficient (γ) can be repre-
sented as λ = λ0 + λ1, µ = µ0 + µ1, and γ = γ0 + γ1, where
λ0, µ0, and γ0 are the values of parameters characteriz-
ing the corresponding homogenous properties of the
object and λ1, µ1, and γ1 are small components describ-
ing the inhomogeneities inside the object. By virtue of
the above assumptions, λ0 @ λ1, µ0 @ µ1, and γ0 @ γ1.

Taking into account these conditions, the strain vec-
tor components ∆ui and the temperature variations ∆T
in the object excited by nonstationary laser radiation

can be also represented as ∆ui = ∆  + ∆  and ∆T =

∆T(0) + ∆T(1), where ∆  and ∆T(0) describe the strain
and temperature distributions generated by laser radia-

tion in the homogeneous object, while ∆  and ∆T(1)

correspond to the perturbations caused by inhomogene-
ities present in the object.

In accordance with the above assumptions, equa-
tions of motion (1) can be linearized with respect to

∆  and ∆T(1). In addition, we will take into account
that, in a broad range of frequencies, the lengths of
acoustic waves in solids are much greater than the
lengths of thermal waves. Even in materials with high
thermal conductivities, this relation is valid up to fre-
quencies on the order of 1 GHz. Therefore, the photoa-
coustic images formed within this frequency range are
determined predominantly by thermal waves, since the
images formed by the acoustic waves are poorly
resolved. Within the framework of the model under

ui
0( ) ui

1( )

ui
0( )

ui
1( )

ui
1( )
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consideration, the analysis will be restricted to the case
of objects homogeneous with respect to thermal prop-
erties. Then, we may assume that ∆T(1) = 0 and ∆T(0) can
be determined from the equation of heat conduction in
a homogeneous object. Under the above assumptions,
the left-hand side of Eq. (1) can be transformed so as to
correspond to the linear equations of motion in a quasi-
static form [6], while the right-hand side can be trun-

cated so as to retain only terms of the type (γ1∆T(0)).

In order to solve the obtained equations, it is neces-
sary to set the boundary conditions. These conditions
are usually formulated for a fixed or free boundary [6].
In this analysis, we will consider the formation of a
response signal in the object with a fixed upper bound-
ary. The Green function for the equations of motion in
the infinite space in a quasi-static approximation was
obtained in [6]. Using this result and the method of
reflections [7], the Green function for a semi-infinite
space with the boundary conditions ∆ui|z = 0 = 0, which
corresponds to the case of an object with a fixed upper
boundary, can be represented in the following form:

(2)

Here, σ is the Poisson coefficient, E is the Young mod-
ulus, and

r(±) = ,

n(±) = .

Once the Green function (2) is known, we can deter-

mine the components of the ∆  vector by the
formula

(3)

Expressions (3) correspond to the complete solution
of the problem under consideration in the first order of
perturbation theory. According to this, the photoacous-
tic image of an inhomogeneous object in our case is
formed due to inhomogeneities in the thermoelastic
coupling coefficient.

The expressions for ∆  can be simplified in the
case when z @ |x – x0| and z @ |y – y0| (see figure). For
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example, the strain components ∆  and ∆  are
given by the formulas

(4)

Using these formulas, it is possible to determine the
response signal detected by a piezoelectric sensor at a
distance of z from the upper boundary. Depending on
the oscillation mode excited in the piezoelement, the

response signal ∆V can be proportional to  or

 +  [5, 8]. The latter expression refers

to thin piezoelectric sensors exhibiting bending oscilla-
tions in the course of signal detection.

It is possible to show that, in accordance with for-
mulas (4), the piezoelectric signals are determined to
within a constant factor by the same expression. In the
first case,

(5)

where C1 is a coefficient dependent on the piezoelectric
sensor characteristics. Formula (5) presents the general
solution of the problem under consideration in the first
order of perturbation theory. As can be seen from this
expression, the photoacoustic image is determined by
inhomogeneities of the thermoelastic coupling coeffi-
cient. In order to calculate the photoacoustic signal
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Geometry of photoacoustic imaging: (1) exciting laser radi-
ation; (2) inhomogeneity in the probed object; P(x, y, z) is
the point of strain registration.
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using formula (5), it is necessary to know the tempera-
ture distribution ∆T(0) in the homogeneous object. The
solution of this problem has been studied in a number
of publications and is not considered here.

For the sake of illustration, the results obtained
above can be applied to objects in which the inhomoge-
neities are caused by the initial strains. Within the
framework of the proposed model, the dependence of
γ(1) on the initial strains in the first order of perturbation
theory can be represented as follows: γ(1) = β0(Uxx +
Uyy + Uzz), where Uik are the initial strain components
and β0 is a coefficient of proportionality.

An important application of the obtained expression
for γ(1) is an analysis of the behavior of a photoacoustic
signal at the ends of radial cracks. The conditions of
photoacoustic signal formation in this case were con-
sidered previously [9–12]. It was established that, by
determining the internal stresses via the initial strains,
it is possible to find a relationship between the photoa-
coustic piezoelectric response and internal stresses.
According to this approach, the photoacoustic signal
∆V1 can be represented in terms of formula (5) as

(6)

where  and  are components of the internal
stress tensor. Using explicit expressions for the stress

tensor components  and  [12], formula (6) can
be rewritten as

(7)

where KI and KII are the stress intensity coefficients
characterizing the behavior of a crack with respect to
the normal and tangential stress components, respec-
tively, and θ is the angle between the crack and axis in
the direction to the point of observation.

Formulas (6) and (7) represent a three-dimensional
generalization of the results obtained previously using
a one-dimensional model [13, 14]. According to this
theory, the influence of internal stresses on the photoa-
coustic signal is related entirely to nonlinear ther-
moelastic properties of the object, rather than with any
other special properties. Therefore, the obtained results
have a universal character and can be used for the inter-
pretation of experimental data obtained through detec-
tion of internal stresses in various materials.

In particular, the obtained expressions indicate that
the dependence of the photoacoustic signal on internal
stresses is determined by the same quantities as those
involved in the stress pattern analysis by measurement
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TE
of thermal emission (SPATE) [15], although the pro-
cesses underlying these methods are of different physi-
cal natures. These differences are of principal signifi-
cance from the standpoint of determination of the spa-
tial resolution. Indeed, the spatial resolution of SPATE
falls within a millimeter range, whereas photoacoustic
imaging is capable of providing the resolution on a
micron level. It should be noted that formula (7) can be
used, in accordance with the methods developed previ-
ously [11, 12], for determining the cracking stress
intensity coefficients from the data of photoacoustic
measurements taking into account the three-dimen-
sional character of thermal wave generation.
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Abstract—The heat capacity of a nanocrystalline solid possessing a fractal structure is considered within the
framework of the Debye model. An expression for the heat capacity is obtained from which the Debye and
Dulong–Petit laws follow in particular cases. The heat capacity of nanocrystalline solids may decrease at high
temperatures and increase at low temperatures, depending on the fractal dimension of the sample structure.
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In recent years, much attention has been devoted to
low-dimensional solid structures in view of the pros-
pects of their use in nanoelectronics and the develop-
ment of methods such as molecular beam epitaxy and
nanoprobe lithography. Recently, Malinovskaya and
Sachkov [1] studied the heat capacity of a nano-
crystalline solid and pointed out that polycrystalline
nanodisperse materials can be expected to possess
reduced heat capacity. The calculations in [1] were per-
formed with allowance for the volume and surface con-
tributions to the energy, and it was assumed that atoms
both in the bulk and on the surface oscillate at constant
frequencies. However, this assumption can be consid-
ered as adequate from the standpoint of physics only
within a rather narrow frequency interval (in the optical
range), which can be hardly acceptable in the case of
nanocrystalline substances.

In this study, the heat capacity of solids is calculated
using an approach based on the concept of fractal
dimension. According to the proposed model, a nanoc-
rystalline substance is modeled by a fractal filled with a
phonon gas.

As is known, the fractal dimension is introduced in
the problem of covering a geometric set (with balls or
cubes) and defined via the relation [2] z = ξ–D, where
z is the number of cells covering the given set, ξ is the
similarity factor (equal to the ratio of dimensions of the
cell and the set), and D is the fractal dimensions. Taking
into account this definition, the number of phonons can
be expressed as

(1)

where λ and ω are the phonon wavelength and fre-
quency and C and B are constant quantities dependent
on the geometry, structure, and physical properties of
samples. According to Eq. (1), the dimension D may

z
C

λD
------ BωD,= =
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vary from one to three. The corresponding spectral
density

(2)

must obey a normalization condition. Since the number
of allowed frequencies is equal to the number of
degrees of freedom [3], the normalization condition in
the case under consideration is as follows:

(3)

where ω0 is the characteristic frequency (Debye fre-
quency) and NA is the Avogadro constant. Substituting
formula (2) into Eq. (3), we obtain

(4)

Using relation (4), we exclude constant B from for-
mula (2) and obtain the final expression for the spectral
density:

(5)

Taking into account this equation and the expression for
the phonon energy, E(ω) = "ω/[exp("ω/kT) – 1], we
obtain for the average energy
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Substituting the variable x = "ω/kT into expression (6),
we obtain

(7)

where θ = "ω0/k is the characteristic temperature and
R is the gas constant. The integral in formula (7) cannot
be expressed in terms of elementary functions.

At high temperatures (T @ θ), x is small and
exp(x) ≈ 1 + x. In this case, Eq. (7) yields the following
expression for the heat capacity:

(8)
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Fig. 1. Plots of the heat capacity versus temperature for the
systems with various fractal dimensions.
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Fig. 2. A plot of the equilibrium temperature versus fractal
dimension.
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Formula (8) is an analog of the Dulong–Petit law for
fractals. At low temperatures (T ! θ), the upper integra-
tion limit in formula (7) can be replaced by infinity and
the heat capacity is expressed as

(9)

where Γ(D + 1) is the Euler gamma function and
ζ(D + 1) is the Riemann zeta function. Formula (9) is
an analog of the Debye law for fractals.

In the general case, Eq. (7) yields the following
expression for the heat capacity:

(10)

As can be readily seen, Eqs. (7)–(10) for D = 3 lead to
the classical relations of the Debye model [3]. Figure 1
shows the temperature dependences of heat capacity
calculated for various D. As expected, in a broad tem-
perature range, reduction in the system dimension is
accompanied by a decrease in the heat capacity. How-
ever, at low temperatures (T < 0, 1θ), reduction in the
system dimension may lead to an increase in the heat
capacity. In order to confirm this conclusion, it is nec-
essary to perform thorough experimental investigations
of the heat capacity as a function of the fractal dimen-
sion and temperature.

A change in the crystal structure of a substance is a
second-order phase transition that may influence the
heat capacity. According to the general phenomenolog-
ical theory, such a transition leads to the appearance of
a certain ordered state characterized by a special
parameter, which is equal to zero in the state of com-
plete disorder and acquires only positive values upon
ordering [4]. In our case, the ordering is associated with
the concept of fractals and the aforementioned special
parameter is the fractal dimension D. It is possible to
show that the equation

(11)

which is the condition of equilibrium of a given struc-
ture, has a nontrivial solution. Indeed, calculating
derivative of the energy (7) with respect to D, we obtain

(12)

where y = T/θ. As can be readily seen from Eq. (12), the
integrand may acquire (depending on the relation
between y and D) both positive and negative values,
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which is evidence of the existence of a solution.
The solution of Eq. (12) is a positive function y(D).
Figure 2 shows this function calculated with suffi-
ciently high precision by numerical methods. A
remarkable feature of this function is the characteristic
extremum reached at a fractal dimension D between
two and three.
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Abstract—We have studied the electrical properties of Schottky diodes based on epitaxial n-Si films irradiated
by low-energy (300 keV) hydrogen ions. The implantation of protons at room temperature leads to the forma-
tion of shallow donors whose concentration–depth profile coincides with that of the incorporated hydrogen.
These donor centers are stable on heating up to 150°C and are completely annealed at a temperature of about
250°C. Heating above 270°C leads to the formation of well-known donor centers with a concentration more
than two times that of the centers of the first type. Donors of the second type are annealed in two stages at
375−425 and 450–525°C. The nature of the donor centers of both types is related to the formation and trans-
formation of two-dimensional hydrogen-containing defects in a radiation-damaged crystal. © 2004 MAIK
“Nauka/Interperiodica”.
As is known [1–3], proton irradiation of silicon to a
total dose of 1016–1017 cm–2 followed by a short-term
(~20 min) annealing at 350–550°C leads to formation
of hydrogen-containing donor centers of two types,
including deep double (HDD) and shallow (SHD)
donors. The relative content of HDD and SHD centers
depend on the irradiation dose and annealing tem-
perature [4]. The formation of these donor centers is
accompanied by annealing of the radiation-induced
defects [5, 6]. However, the results of the investigations
performed so far did not elucidate the nature of hydro-
gen-containing shallow donors.

This Letter presents new data on the formation of
hydrogen-containing donors in epitaxial silicon films
irradiated by low-energy hydrogen ions.

The experiments were performed with Schottky
diodes based on epitaxial n-Si films with ρ ≈ 1.2 Ω cm.
The thickness of a phosphorus-doped epitaxial layer
was about 5 µm. The surface of the silicon layer was
coated with vacuum-deposited films of molybdenum
and silver (ohmic contact). Then, the samples were irra-
diated at room temperature by 300-keV H+ ions to a
total dose of 1015 cm–2. The irradiation was performed
through the Ag–Mo contact layer at an ion beam inten-
sity of 3 × 1012 cm–1 s–1, which completely excluded
heating of the targets during ion bombardment. Finally,
the hydrogen-implanted samples were annealed in air
in a quartz tube. The electron density distribution in the
diode base was studied by the conventional C–V tech-
nique at a frequency of 1.2 MHz.

Figure 1 presents the typical electron density distri-
butions (N) in the base of a Mo–Si Schottky diode in the
initial state, after ion irradiation, and in various stages
of isochronous (20 min) annealing. The solid curve in
1063-7850/04/3011- $26.00 © 20962
Fig. 1 shows the calculated concentration–depth profile
(NH) of incorporated hydrogen ions simulated using the
TRIM program package [7]. As can be seen, the elec-
tron density immediately after irradiation (curve 2)
increases by ~1 × 1016 cm–3. This increase takes place
in a thin layer of the diode base coinciding with the
region of localization of implanted hydrogen (curve 6)
and is related to the formation of hydrogen-containing
donors of a new type.
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Fig. 1. Electron density (N) profiles in the base of a Mo–Si
Schottky diode (1) in the initial state, (2) after ion irradia-
tion, and (3–5) in various stages of isochronous (20 min)
annealing at T = 175 (3), 350 (4), and 450°C (5). Curve 6
shows the calculated concentration–depth profile (NH) of
incorporated hydrogen ions [7].
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As is known, the implantation of hydrogen into sili-
con leads to the formation of a large number of com-
pensating radiation-induced defects [8]. These are deep
defects characterized by ionization energies above
0.1 eV, which lead to compensation of the material. In
our case, the observed defects are shallow donors with
ionization energy below 0.1 eV, which are formed with-
out heat treatment in the base region free of radiation-
induced defects. Indeed, the mean projected range of
hydrogen ions from the surface of the multilayer
(Ag−Mo–Si) target, according to our calculations, is
Rp = 1.65 µm, and Rp is greater by (0.3–0.4)Rp than the
average depth of formation of the radiation-induced
defects [9]. This fact was experimentally confirmed
in [10]. Therefore, the radiation damage in the region of
the maximum of the implanted hydrogen profile
(Fig. 1) has to be small. The results of the deep-level
transient spectroscopy measurements showed that the
concentration of radiation-induced acceptors (~7 ×
1014 cm–3) is comparable with that observed in the sam-
ples annealed at 350–550°C [4].

Figure 2 shows the results of measurements per-
formed in the course of isochronous annealing of an
ion-irradiated sample. As can be seen, the observed
donors are annealed at 250°C. Subsequent increase in
the temperature is accompanied by the formation of the
well-known centers of the HDD and SHD types [3].
The maximum concentration of these centers is
observed after heat treatment at 350–550°C. HDD cen-
ters are annealed within the temperature interval 375–
475°C, while the reconstructed SHD centers are
annealed at T > 475°C [4]. Our results also confirm the
reversible character of variation of the SHD concentra-
tion in samples quenched from 90–300°C in water.

In conclusion, we have observed shallow hydrogen-
containing donors formed without heat-treatment in the
epitaxial silicon layers implanted with low-energy
hydrogen ions. These donors are annealed at T = 100–
250°C, and the subsequent increase in the annealing
temperature leads to the formation of the well-known
donor centers of the HDD and SHD types. The forma-
tion and annealing of the hydrogen-containing donors
of all three types, as well as the reconstruction of SHD
centers during cyclic temperature variations, take place
in the same base region coinciding with the maximum
of the implanted ion concentration–depth profile.
Long-term (~10 h) heat treatments of the samples at
temperatures up to 500°C did not produce any signifi-
cant smearing of the profiles of hydrogen-containing
donors. Therefore, the mechanism of formation and
reconstruction of the observed hydrogen-containing
donors cannot be determined by hydrogen impurity
diffusion and is most likely related to the formation
TECHNICAL PHYSICS LETTERS      Vol. 30      No. 11      20
and  transformation of low-mobility two-dimensional
hydrogen-containing structures [11, 12].
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Abstract—Bimolecular description of the mechanism of radiative recombination in the region of interband
transitions fails to explain the linear dependence of the electroluminescence (EL) intensity on the current in sin-
gle crystal silicon at 300 K for a high level of injection and the exponential decay of emission after switching
off the current. The results of experiments can be adequately interpreted within the framework of an exciton
mechanism of the radiative recombination in silicon. © 2004 MAIK “Nauka/Interperiodica”.
In recent years, there has been a considerable
growth in the number of papers devoted to radiative
recombination in the region of interband transitions in
single crystal silicon (c-Si). This interest is related to
the fact that the quantum efficiency reached for the
interband transitions in this material [1–3] became
practically comparable with that in direct-band semi-
conductors. Recently [4], it was shown that interpreta-
tion of the linear dependence of the electrolumi-
nescence (EL) intensity on the forward current through
the p–n junction [4, 5] in single crystal silicon at
~300−500 K for a high level of injection requires revi-
sion of some commonly accepted physical notions con-
cerning the recombination of charge carriers in c-Si.

The existing theory of radiative recombination in
c-Si, which was developed by van Roosbroeck and
Shockley [6], is based on the so-called bimolecular
mechanism, according to which the rate (R) of radiative
recombination per unit volume in the absence of degen-
eracy is proportional to the densities of holes (p) and
electrons (n):

(1)

where β is the proportionality factor independent of n
and p. Such a bimolecular description of the radiative
recombination process was recently used, for example,
in [7–9]. However, as was demonstrated in [4], the lin-
ear dependence of the interband EL intensity on the
current in c-Si under conditions of a high level of injec-
tion (whereby the density of major carriers is signifi-
cantly greater than the dopant concentration and, by
virtue of quasineutrality, n ≅  p) can be explained on the
basis of relation (1) only provided that the lifetime of
minority carriers (τp) is inversely proportional to their
density. It is known (see, e.g., [10]) that the relation
τp ∝  1/p can hold if the recombination proceeds accord-
ing to the Auger mechanism involving impurity centers.
However, such a behavior contradicts (as will be dem-

R βnp,=
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onstrated below) the results of investigations of the EL
decay kinetics in c-Si.

We have experimentally studied the room-tempera-
ture EL of c-Si using a commercial silicon diode
(D245A) with a donor concentration in the base region
below 1014 cm–3 and a p–n junction area of about
20 mm2. The emission was extracted via a hole made in
the diode case. The experimental procedure of mea-
surement of the EL spectrum and kinetics was
described in detail elsewhere [4]. A new important fea-
ture of this study was that the kinetics was measured
under the conditions of practically absent loss of carri-
ers from the diode to the external circuit.

Figure 1 shows the EL spectrum of the silicon diode
studied. The vertical lines in Fig. 1 indicate the energies
of quanta corresponding to the onset of EL intensity
growth in the long-wavelength part of the spectrum for
various mechanisms of radiative recombination in c-Si.
It can be seen that (at least) a considerable pert of EL
intensity is due to recombination via excitons with the
participation of phonons. The integral EL intensity Y
exhibited a linear dependence on the diode current, at
least in the range of currents from 0.3 to 1.2 A. In this
interval, the conditions of high injection level were sat-
isfied as confirmed by estimates of the carrier density
obtained using the carrier lifetimes measured by con-
ventional methods [13, 14].

Figure 2 shows the EL decay kinetics for three val-
ues of the diode current. The EL decay with the time t
can be described by the exponent Y ∝  exp(–t/τ), where
τ is a constant quantity. For the recombination of free
charge carriers (with neglect of the formation and
recombination of excitons in the region of EL decay),
we obtain the relation

(2)d p xd

0

L

∫ 
 
 

/dt p x/τ p,d

0

L

∫–=
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where integration is performed over a semiconductor
layer with the thickness L in which the recombination
takes place [4]. In the case of τp ∝  1/p and exponential
decay of the EL intensity, Eqs. (1) and (2) lead to the

relation dx ∝  dx. This relation can be valid

only for p = const, which contradicts the experimental
data. Therefore, the exponential EL kinetics cannot be
explained for τp ∝  1/p. The same result is obtained
when Eq. (2) takes into account a partial recombination
via excitons.

It was shown [4] that the linear dependence of the
interband EL intensity on the current, as well as the EL
kinetics observed for a high level of injection, can be
explained assuming that β ∝  1/p. However, within the
framework of the notions about bimolecular recombi-
nation of free charge carriers, it is impossible to select
the physical mechanisms and laws ensuring that
β ∝  1/p.

An adequate explanation of the observed behavior
can be provided by assuming that virtually all radiative
recombination in the region of interband transitions in
c-Si proceeds via excitons not only at low temperatures
(as is usually assumed), where the exciton character of
the spectrum is consistent with the linear dependence of
the EL intensity on the excitation level and with the
exponential decay [15], but at room temperature and at
higher temperatures as well. In this case, the recombi-
nation kinetics in the region where the EL intensity is a
linear function of the current is describe by the equation

(3)

Here, w and τw are the exciton concentration and life-
time, respectively; j is the current density; and q is the
elementary charge. The rate of radiative recombination
via excitons per unit volume is

(4)

where τr is the radiative lifetime of excitons. Assuming
that τr and τw are independent of w, we obtain under
equilibrium conditions (whereby the left-hand side of
Eq. (3) is zero) a relation,

(5)

from which it follows that Y ∝  j for dx/τp ∝  j. This

dependence is experimentally confirmed for τp =
const(p) [10]. It can be shown that the exciton mecha-
nism does not contradict the exponential EL decay

p2

0

L∫ p
0

L∫

d p xd

0

L

∫ 
 
 

/dt d w xd

0

l

∫ 
 
 

/dt+

=  j/q p x/τ pd

0

L

∫– w x/τw.d

0

L

∫–

Rw w/τ r,=

Y w xd

0

L

∫ 
 
 

/τ r∝ i/q p x/τ pd

0

L

∫–
 
 
 

τw/τ r,=

p
0

L∫
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kinetics. Moreover, it was demonstrated that the shape
of the EL spectrum can also be described within the
framework of the notions about recombination via
excitons [16].
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Fig. 1. The EL spectrum of the silicon diode measured for a
current of 0.4 A (curve 1). The vertical dashed lines indicate
the energies of quanta corresponding to (2) the bandgap
width in c-Si (Eg = 1.12 eV), (3) Eg minus the energy spent
for recombination of the TO phonon (Ept ≅  58 meV)
accounting for the main EL peak [8], (4) Eg minus Ept and
minus the exciton binding energy Eex ≅  15 meV [11], (5) Eg
minus the maximum energy of the optical phonon in c-Si
(Ept ≅  120 meV) [12], and (6) Eg minus Ept ≅  120 meV and
minus Eex.
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Fig. 2. EL decay kinetics measured in a silicon diode for
three values of the forward current (A): (1) 0.4; (2) 0.8;
(3) 1.2.
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The presence of a considerable contribution of exci-
ton radiation (estimated at ~50% at 300 K) to the spec-
trum of interband (edge) EL in c-Si was recently
reported in [17, 18]. However, for this (partial) contri-
bution, it is impossible to explain all experimental
results—in particular, the absence of bending points at
the intersections of curve 1 (Fig. 1) with lines 3 and 5.
The concentration of excitons was estimated, under
assumption of thermodynamic equilibrium, from theo-
retical stipulations of [11]. For currents within the
range 0.3–1.2 A, the estimates amount to several per-
cent of the density of holes injected into the diode base.
Therefore, the above model notions require that τr be
smaller by more than two orders of magnitude than the
radiative lifetime of free charge carriers (τf). Such a
considerable difference between τr and τf may be
related to the fact that the average distance between free
carriers in the experiments was more than five times the
Bohr radius of the exciton (rB = 4.2 nm [19]). In addi-
tion, radiative recombination in c-Si requires a certain
correlation in the mutual arrangement of electron, hole,
and phonon, which is most probably realized in the case
of recombination via excitons. According to estimates
available in the literature (see, e.g., [19, 20]), τr falls in
the range from 10–6 to 10–3 s. For some τr from this
interval, the EL intensities observed in experiment
coincide with the values determined using formula (4)
despite the fact that the exciton concentrations w are
much smaller than the values predicted by the theory [11].
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Abstract—Photosensitive structures of the n-ZnO:Al/CoPc/p-Si type were synthesized for the first time using
vacuum sublimation of cobalt phthalocyanine (CoPc) and magnetron sputtering of a ZnO:Al target. The maxi-
mum photoresponse is observed when the structure is illuminated from the side of the ZnO layer and amounts
to ≅ 400 V/W at T = 300 K. Mechanisms of current transfer and peculiarities of the photosensitivity spectrum
are considered. It is suggested that the new photosensitive structures can be used in multiband photoconverters
of natural radiation with a broad working spectral range. © 2004 MAIK “Nauka/Interperiodica”.
An important direction in the development of mod-
ern electronics is related to the synthesis of new organic
and inorganic semiconductors and their implementa-
tion for the creation of a new generation of device struc-
tures [1–3]. Recently [4], we demonstrated the possibil-
ity of obtaining photosensitive structures based on the
contact of an organic semiconductor with crystalline
silicon. The organic component in these structures was
copper phthalocyanine (CuPc), representing a broad
class of organic semiconductors. The molecules of
phthalocyanines of various metals possess a cen-
trosymmetric planar structure [5, 6]. Since all inter-
atomic bonds in the large Pc ring have the same length
(1.34 ± 0.03 Å), such a molecule represents a resonance
hybrid. This is confirmed by the presence of diamag-
netic anisotropy and by the discrete spectrum of optical
absorption [5].

Thus study continues our previous investigation [4]
and is devoted to the photoelectric properties of the first
structures based on cobalt phthalocyanine (CoPc). It
can be expected that a change in the type of metal enter-
ing into the phthalocyanine structure may provide a
means of effective control of the parameters of a new
class of photosensitive materials.

Synthesis. The samples of new photosensitive
structures were obtained on single crystal p-Si sub-
strates representing commercial KDB-0.03 wafers with
a chemically polished (111) surface. Thin layers (with
a thickness of d ≅  1 µm) of cobalt phthalocyanine (an
organic semiconductor) were deposited onto the
p-Si(111) surface by thermal vacuum sublimation of a
preliminarily synthesized CoPc powder. The CoPc
films grown on the p-Si(111) surface had a mirror sur-
face and were characterized by a strong adhesion to the
surface of crystalline silicon. Then, the surface of the
1063-7850/04/3011- $26.00 © 20967
CoPc layer was covered by a strongly doped n-ZnO:Al
film with the density of free electrons n ≅ 1020 cm–3

(T = 300 K). This film was formed by magnetron sput-
tering of a stoichiometric target made of ZnO with
~2.5 wt % Al additive. The n-ZnO:Al films were depos-
ited during ~4 h in argon at a pressure of ≅ 0.5 Pa and a
substrate temperature not exceeding 50°C.

Electrical measurements. The results of measure-
ments of the stationary current–voltage (I–V) character-
istics of the first synthesized n-ZnO:Al/CoPc/p-Si
structures showed that the samples exhibit a clear
rectification effect. Figures 1a–1c show the typical
I−V curves for one of the sample structures. The for-
ward current direction corresponds to a bias voltage
applied with minus on the n-ZnO:Al side. In the best
samples, the dark current in the forward direction
exceeded the reverse current by a factor of ~8 × 103 at
T = 300 K.

In the forward branch of the I–V curve of the
n-ZnO:Al/CoPc/p-Si structures for applied bias volt-
ages of U ≤ 0.8 V, the initial region obeys the well-
known equation established for the structures with inor-
ganic semiconductors [7],

(1)

where the saturation current at T = 300 K is I0 ≅  10–9 A
and the diode coefficient is within n ≅  6.5–7.1. The lat-
ter value suggests that the current transfer in the for-
ward direction in n-ZnO:Al/CoPc/p-Si structures, as
well as in the analogous CuPc-based structures [4], pro-
ceeds according to a tunneling-recombination mecha-
nism.

According to Fig. 1a, the forward current in the
n-ZnO:Al/CoPc/p-Si structure biased to U > 5 V is a

I I0 eU/nkT( )exp 1–[ ] ,=
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linear function of the applied voltage,

(2)

where the cutoff voltage is U0 ≅  4.5 V and the residual
resistance is R0 ≅  2 × 104 Ω at T = 300 K.
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Fig. 1. Typical stationary current–voltage characteristic of
an n-ZnO:Al/CoPc/p-Si structure at T = 300 K plotted in
(a) usual, (b) semilogarithmic, and (c) logarithmic scale:
(1) forward branch; (2) reverse branch.
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Fig. 2. The typical spectral dependence of the relative quan-
tum efficiency of photoconversion in the n-ZnO:Al/CoPc/p-Si
structure illuminated by nonpolarized radiation from the
side of the n-ZnO:Al film (T = 300 K). Arrows indicate the
energy positions of peaks in the η("ω) spectrum measured
at T = 300 K.
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The reverse current in the n-ZnO:Al/CoPc/p-Si
structures studied usually obeyed the power law I ~ Um,
where the exponent m increased with the voltage
(Figs. 1a and 1c). In the interval of negative bias volt-
ages below 1 V, this exponent is close to unity, which
corresponds to the regime of tunneling or a current lim-
ited by the space charge in the regime of velocity satu-
ration [8]. In the interval of negative voltages U ≅
1−6 V, the exponent increases to m ≅  2, which may be
evidence of a current limited by the space charge in the
regime of mobility saturation [8]. A sharp growth in the
reverse current observed for U > 7 V and the corre-
sponding increase in the exponent up to m ≅  7 (Figs. 1a
and 1c) are indicative of a “soft” breakdown.

Photoelectric measurements. Illumination of the
n-ZnO:Al/CoPc/p-Si structures gives rise to a photo-
voltaic effect with a sign corresponding in all cases to
minus on the exposed (frontal) n-ZnO:Al film side. The
photovoltaic effect was always dominating in the case
of structures illuminated from this side, and the indi-
cated sign remained unchanged when a probing light
beam (with a diameter of ≈0.5 mm) scanned over the
sample surface and when the photon energy and/or the
incident light intensity was varied. It should be also
noted that the sign of photo emf corresponded to the
direction of rectification in the same structure. The
maximum photoresponse in the best structures illumi-
nated from the ZnO side amounted to ≈400 V/W.

Figure 2 shows the typical spectral dependence
η("ω) of the relative quantum efficiency of photocon-
version in the n-ZnO:Al/CoPc/p-Si structure illumi-
nated by nonpolarized radiation from the side of the
wide-bandgap component (n-ZnO:Al). As can be seen,
the structures based on CoPc, as well as the
n-ZnO:Al/CuPc/p-Si structures studied in [4], are char-
acterized by high photosensitivity in a broad range of
incident photon energies bounded by the gap widths of
the narrow- and wide-bandgap components. Indeed, the
long-wavelength growth of photosensitivity in the
n-ZnO:Al/CoPc/p-Si structures is observed at "ω >
1 eV, in agreement with the onset of interband optical
transitions in the p-Si substrate of these structures. The
long-wavelength edge of the η("ω) spectrum is well
described by a law characteristic of indirect interband
transitions [7],

(3)

where A is a constant factor and  is the width of the
semiconductor bandgap; extrapolation (η"ω)1/2  0

gives  corresponding to that of crystalline silicon [9].
Therefore, both the energy position and the character of
the η("ω) spectrum at the long-wavelength edge sug-
gest that this edge is related to the photoabsorption in
the crystalline silicon substrate.

The onset of the short-wavelength decay in photo-
sensitivity of the n-ZnO:Al/CoPc/p-Si structures at

η A
"ω
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"ω ≥ 3.1 eV (Fig. 2) satisfactorily agrees with the band-
gap width of ZnO [9]. For this reason, the short-wave-
length boundary of photosensitivity can be related to
the onset of direct interband transitions in ZnO films.
As a result, an increase in the optical absorption coeffi-
cient is accompanied by a decrease in the depth of
absorption in the ZnO film and by the elimination of the
corresponding layer of photogenerated charge carriers
from the active region of the structure studied.

Therefore, the n-ZnO:Al/CoPc/p-Si structures
exhibit maximum photosensitivity in the energy inter-
val between bandgap widths of the component semi-
conductors (Si and ZnO), In this respect, the synthe-
sized n-ZnO:Al/CoPc/p-Si structures are similar to the
well-known heterojunctions, including the layers of
inorganic diamondlike semiconductors [7, 10]. How-
ever, in contrast to these heterojunctions, the new struc-
tures are characterized by the appearance of several
photoresponse peaks with well-reproduced positions

("  ≅  1.56 eV; "  ≅  1.88 eV; "  ≅  2.3 eV; and

"  ≅  2.76 eV). We may suggest that these peaks
reflect the discrete character of the optical absorption
spectra of phthalocyanines, which is related to their
specific structural features and determined by the type
of the metal atom [5]. This probably accounts for the
differences between the spectra of photosensitivity of
the n-ZnO:Al/CoPc/p-Si and n-ZnO:Al/CuPc/p-Si [4]
structures observed in the interval between the bandgap
widths of Si and ZnO. Indeed, these structures differ
only by the types of metal atoms entering into the mol-
ecule of the organic semiconductor. Therefore, similar
to the case of heterojunctions based on diamondlike
semiconductors [1, 10], by changing the type of metal
atoms in the structure, it is possible to control the spec-
tral features of η("ω) in the interval between the band-
gap widths of semiconductor components. Using this
approach, it is possible to create multiband photocon-
verters.

ω1
m ω2

m ω3
m

ω4
m
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In conclusion, we have synthesized for the first time
photosensitive structures of the n-ZnO:Al/CoPc/p-Si
type based on heterojunctions between a thin layer of
cobalt phthalocyanine (organic semiconductor) and
diamondlike semiconductors (Si, ZnO). The obtained
structures were characterized with respect to rectifica-
tion properties and the photovoltaic effect. The new
structures have good prospects for use in semiconduc-
tor electronics.
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Abstract—We have studied peculiarities of the high-temperature diffusion of arsenic implanted into variable-
gap epitaxial CdHgTe layers. The nonmonotonic shape of the diffusion profiles can be explained by the
presence of an inhomogeneous internal electric field related to the variable band structure of the epitaxial layers.
© 2004 MAIK “Nauka/Interperiodica”.
The spatial inhomogeneity of the band structure
inherent in variable-gap semiconductors strongly influ-
ences the transport of free charge carriers in these
materials, thus leading to some physical effects not
manifested in energetically homogeneous semicon-
ductors [1]. This inhomogeneity of the band structure,
accounting for the existence of internal electric fields in
variable-gap semiconductors [2–5], must also signifi-
cantly influence the diffusion of charged impurities [6].
Despite the obvious importance of this problem, no sys-
tematic experimental investigations of the diffusion of
impurities in variable-gap semiconductors have been
performed so far.

This study was aimed at obtaining direct experimen-
tal evidence of the influence of a variable band structure
on the diffusion of charged impurities. For this purpose,
we studied the diffusion profiles of arsenic in variable-
gap epitaxial layers of CdHgTe.

The experiments were performed with an intrinsic
defect epitaxial CdHgTe layer of the n type grown by
the evaporation–condensation–diffusion technique [7]
with (Nd − Na|77 K = 2.1 × 1016 cm–3, µ77 K = 2.7 ×
104 cm2/(V s), and the initial relative content of Cd on
the surface xCd = 0.21. The source of the impurity was
provided by implanting arsenic ions at an energy of
100 keV to a total dose of Φ = 1 × 1015 cm–2. The vari-
able band structure in the subsurface region of CdHgTe
was formed in the course of heat treatment of the initial
structure for 10 min at T = 600°C in saturated vapors
of Hg (PHg = 3.3 × 105 Pa) and Cd. This treatment leads
[8, 9] to conversion of the surface composition of the
CdHgTe layer (up to the formation of CdTe). The diffu-
sion of the impurity in the variable-gap layer was
caused by heat treatment in the same regime (T =
600°C, t = 10 min).
1063-7850/04/3011- $26.00 © 200970
Figure 1 shows the typical distributions of arsenic in
the samples studied by the method of secondary ion
mass spectrometry (SIMS) profiling. As can be seen

Fig. 1. SIMS profiles of arsenic impurity in a variable-gap
epitaxial CdHgTe layer measured (1) after ion implantation
and (2) after diffusion annealing in Hg and Cd vapors (T =
600°C, t = 10 min). Curve 3 is a plot of the intensity of the
202Hg130Te line versus depth.
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from these data, the sample composition in the subsur-
face region exhibits variations that are most pro-
nounced within a layer with a thickness of about
0.3 µm. The same region features a nonmonotonic pro-
file of the diffusing impurity with a clearly pronounced
maximum and minimum. We believe that this behavior
of the impurity is explained by the influence of the
internal electric field on the diffusion of arsenic. It
should be noted that, since the areas under the curves of
the initial and final arsenic profiles coincide to within
4%, the back diffusion of arsenic (escape of impurity
from the sample) can be ignored.

Using results obtained previously [6], we obtain an
expression for the strength of the internal electric field
arising in the variable-gap CdHgTe structure due to the
spatial inhomogeneity of the bandgap width Eg and the
electron affinity χ:

(1)

where N is the concentration of acceptors, z is the
degree of ionization of the acceptor impurity, ni is the
intrinsic carrier density in CdHgTe [10], and e is the
absolute value of the electron charge. In writing Eq. (1),
we used the following relation, which is valid for the
variable-gap layers of CdHgTe [11]:

As can be seen from the inset in Fig. 2, the field
strength profile Egr exhibits a sharp variation in the
interval ~0.18 µm < x < 0.26 µm, where Eg reaches a
maximum value of ~10 kV/cm.

In addition to the electric field related to the variable
band structure of the epitaxial CdHgTe layer, there also
exists a field caused by an inhomogeneous distribution
of the charged impurity. The strength of this field is
given by the formula [12]

(2)

Taking into account the electric field components
described by Eqs. (1) and (2), we have numerically
solved the equation of electrodiffusion,

(3)

where D is the coefficient of diffusion for the impurity
at a small concentration in the absence of an electric
field. The initial condition for Eq. (3) corresponded to
the impurity profile after ion implantation, while the
boundary conditions reflected the absence of mass
transfer through the epitaxial layer.

Figure 2 shows the results of modeling of the diffu-
sion of arsenic in the variable-gap epitaxial CdHgTe
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layer for D = 1.4 × 10–13 cm2/s. This value provided the
best fit to the experimental profile in the vicinity of the
maximum. In the absence of the internal electric field
related to the variable band structure, the concentration
of the impurity monotonically decreases in depth
(curve 4). Making allowance for the variable-gap field
component leads to the appearance of a maximum and
minimum on the impurity diffusion profile (curves 2
and 3). The position of this maximum virtually coin-
cides with the region of sharp decrease in the electric
field strength. The reason for the appearance of the
maximum on the impurity profile is quite clear, since
the drift component of the diffusion flow sharply drops
and the impurity is accumulated in the region of mini-
mum field strength.

The profiles of arsenic diffusion presented in Fig. 2
were calculated for the cases of singly (curve 3) and tri-
ply (curve 2) charged impurity ions [13]. In the latter
case (curve 2), the profile exhibits a deeper minimum
and the entire curve in the subsurface region is closer to
the experimental profile. In our opinion, this circum-
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Fig. 2. Arsenic diffusion profiles in a variable-gap epitaxial
CdHgTe layer: (1) experiment; (2, 3) calculation with the
parameters T = 600°C; t = 10 min, D = 1.4 × 10–13 cm2/s for
triply and singly charged ions, respectively; (4) calculation
in the absence of an internal electric field. The inset shows
a profile of the internal electric field strength Egr calculated
using the experimental composition profile of the variable-
gap epitaxial CdHgTe structure.
04



972 VLASOV et al.
stance is additional evidence in favor of triply charged
arsenic impurity ions in CdHgTe.

Thus, the observed peculiarities in the high-temper-
ature diffusion of arsenic in a variable-gap sample of
CdHgTe can be explained by the presence of an inho-
mogeneous internal electric field. This, in turn, can be
considered as experimental confirmation of the model
of diffusion of a charged impurity in variable-gap semi-
conductors [6]. However, it should be noted that coin-
cidence of the experimental results and calculated data
has a qualitative rather than quantitative character. For
a more strict comparison of the experimental and theo-
retical diffusion profiles, it is necessary to take into
account a number of factors, including the multicompo-
nent character of arsenic diffusion, concentration
dependence of the diffusion coefficient, near-surface
bending of the energy bands, etc.
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