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Abstract—The notions of “stiffness” and “rigidity” of the temperature profile in a tokamak are introduced and
formalized. By stiffness is meant the consistency of the profile when the plasma density, boundary temperature,
and heating power change. By rigidity is meant the strong dependence of the central temperature on the bound-
ary temperature. Analytical and numerical estimates carried out in a transport model with critical temperature
gradients show that, at a low boundary temperature (the L-mode), the profiles are, as a rule, stiff but are not
rigid. For a sufficiently high temperature pedestal in the H-mode, there exists a parameter range in which the
profiles are stiff and at the same time rigid. However, when the pedestal temperature is too high and the depos-
ited power profile is flat, the temperature profile may be neither stiff nor rigid. This behavior of the electron
temperature profile was observed in a number of H-mode discharges with high plasma densities in the DIII-D
and JET tokamaks. An analysis is also made of the stiffness and rigidity of the temperature profiles in the MAST
and T-10 tokamaks. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Beginning with the familiar paper by B. Coppi [1],
the consistency (preservation) of the temperature pro-
files in a tokamak has been pointed out in many studies.
For a number of reasons, only the electron temperature
profile has been discussed so far. However, in recent
experiments on the ASDEX Upgrade tokamak, the evo-
lution of both the electron and ion temperature profiles
was traced in several regimes [2]. Those experiments
have provided additional evidence for the conservation
of the shape of the relative temperature profiles when
the plasma parameters change considerably. To the best
of our knowledge, this is the first evidence that the ion
temperature profiles maintain their shape even better
than do the electron temperature profiles.

Along with the notion of profile consistency, the
notion of profile stiffness is often used in the literature.
Unfortunately, the latter is somewhat ambiguous. Stiff-
ness is most frequently understood as the consistency
of the relative profile shape when the discharge condi-
tions change. Sometimes, however, the profile is
regarded as being stiff if the magnitudes of the temper-
ature inside the plasma column are proportional to the
boundary temperature. This second definition of stiff-
ness is not actually equivalent to the first one. It is only
when the relative temperature profile maintains its
shape over the entire plasma column (up to the plasma
boundary) that the definitions are equivalent. However,
in experiments, the profile consistency is usually
observed only in the so-called gradient zone 0.4a < r <
0.8a, where a is the minor plasma radius. In the edge
plasma region r > 0.8a, there can be a transition layer
[3] in which the strong relationship between the tem-
perature profile within the plasma and the boundary
conditions is violated. In the present paper, for brevity,
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the property of the plasma to conserve the temperature
profile will be called the profile stiffness (or simply
stiffness), while the strong relationship between the
magnitudes of the central temperature and the bound-
ary temperatures will be called the profile rigidity (or
simply rigidity). More precise definitions will be given
below.

In transport models, the consistency of the tempera-
ture profile shape is described using the notion of the
critical temperature gradient. When the temperature
gradient becomes greater than its critical value, the heat
flux increases sharply, so that the temperature profile
changes only slightly. The critical temperature gradient
can be defined in different ways. Ryter et al. [4] related
the critical gradient to the stability boundary of drift
oscillations such as the ion temperature gradient (ITG)
mode, the electron temperature gradient (ETG) mode,
and the trapped electron mode (TEM). In our earlier
papers [5, 6], the critical gradient was treated as being
connected with the canonical profiles of the tempera-
ture and current, which were defined in terms of the
minimum of the free plasma energy functional.

Our purpose in the present paper is to find out the
conditions under which the electron and ion tempera-
ture profiles acquire the property of being stiff and
rigid. In Section 2, more rigorous definitions are given
of the notions of stiffness and rigidity. In Section 3,
examples of discharges with different deposited power
profiles are considered in terms of the transport model
with a critical gradient [6] and the conditions under
which the temperature profile is stiff and rigid are deter-
mined. In Section 4, results are presented from numer-
ical simulations of the effects related to the profile stiff-
ness and rigidity in the T-10 and MAST tokamaks. In
the last part of this section, results are reported of com-
puter simulations of a number of high-density H-mode
004 MAIK “Nauka/Interperiodica”
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discharges in the DIII-D and JET tokamaks. It is shown
that, in these discharges, the electron temperature pro-
files do not possess the property of being stiff and rigid.
In the Conclusion, the limiting values of the plasma
parameters at which the temperature profiles may or
may not be stiff and rigid are discussed.

2. DEFINITION OF THE STIFFNESS 
AND RIGIDITY OF THE TEMPERATURE 

PROFILE

In order to define the profile stiffness, we introduce
the stiffness coefficient

S = (T(r = 0.4a) – Ta)/(T(r = 0.8a) – Ta). (1)

Here, T is the electron (or ion) temperature and Ta =
T(r = a) is the temperature of the particles of a given
species at the plasma boundary. In what follows, all
definitions and formulas will refer to the electrons, as
well as to the ions.

The temperature profile is called stiff if ratio (1)
depends weakly on the plasma density n, deposited
power Ptot, and boundary temperature Ta.

The choice of the surface r = 0.4a in stiffness coef-
ficient (1) is dictated by the fact that, in the region r <
0.4a, the temperature profile is often perturbed by saw-
tooth oscillations. The choice of the surface r = 0.8a is
governed by the existence of a transitional (“soft”)
layer in the edge plasma (see the Introduction). The
inner region 0.4a < r < 0.8a is often referred to as a gra-
dient zone. Ratio (1) contains the temperatures at the
boundary surfaces of this zone. The magnitude of the
ratio can depend on the plasma current, plasma geome-
try, and deposited power profile [7]. As the deposited
power profile changes from peaked to flat, the stiffness

Fig. 1. What happens to the profile when the boundary tem-
perature Ta is increased by a factor of two? If the profile is
absolutely flexible, then the central temperature increases
by an amount equal to Ta. If the profile is absolutely rigid,
then the central temperature doubles. The region of rigid
profiles is hatched.
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coefficient S decreases. In particular, for H-mode dis-
charges in ASDEX-U, we have Si ≈ 2.3 and Se ≈ 5 [2].
The reasons for choosing ratio (1) as a basis for the def-
inition of stiffness will be discussed in Section 3.1.3.

The notion of the profile rigidity is associated with
the dependence of the central temperature T0 = T(r = 0)
on the boundary temperature Ta = T(r = a). In order to
define this notion, it is convenient to introduce the
rigidity coefficient

R = (Ta/T0)dT0/dTa. (2)

The stiff temperature profile is called rigid if the coeffi-
cient R satisfies the condition

R > R0 = 0.4. (3)

Integrating coefficient (2) over T0 gives

T0 = (4)

The profile is rigid if the exponent in this relationship
satisfies condition (3). The magnitude of R depends on
many factors, such as the boundary temperature, the
magnitude and profile of the deposited power, and the
plasma geometry. From the examples given below, it
will be clear that, for a low boundary temperature, con-
dition (3) fails to hold and the temperature profile is not
rigid.

The notion of the profile rigidity is illustrated in
Fig. 1, which shows how the temperature profiles char-
acterized by different values of the rigidity coefficient
R can change as the boundary temperature Ta increases
by a factor of two. If the profile is not rigid (or, in other
words, is “flexible”), R ! 1, then the central tempera-
ture can be expected to increase by the same amount as
the boundary temperature, δT0 = δTa (see the “abso-
lutely flexible” profile in Fig. 1). If the profile is “abso-
lutely rigid” (R = 1), then, by virtue of relationship (4),
the central temperature depends linearly on the bound-
ary temperature. In Fig. 1, the region of rigid profiles,
satisfying inequality (3), is hatched.

3. ANALYTIC ESTIMATES OF THE REGION 
OF STIFF AND RIGID PROFILES

3.1. Linearized Temperature Equation
with a Critical Gradient

As an example, we consider the temperature equa-
tion for a circular-cross-section plasma column with the
minor radius a and the major radius R. By the tempera-
ture T here we mean the electron temperature, but the
analysis below also refers to the ion temperature. The
heat flux Γ is described by the following expression
with the critical gradient [6]:

(5)

Here, κ and κ0 are the main and background thermal
conductivities (κ @ κ0), Tc is the canonical temperature

CTa
R
.

Γ– κ dT /dr dTc/dr( )T /Tc–[ ] κ 0dT /dr.+=
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profile, and r is the radial coordinate. The background
thermal conductivity κ0 includes the neoclassical ther-
mal conductivity and the anomalous thermal conductiv-
ity, which is not associated with the critical gradients.
Note that expression (5) for the heat flux admits a heat
pinch. If the gradient dT/dr becomes smaller than the
critical gradient (dTc/dr) T/Tc, heat flux (5) can change
its sign. This problem will be discussed in more detail
below in Section 3.2. We introduce the dimensionless
critical gradient Ωc = R/LTc = –R/TcdTc/dr and dimen-
sionless coordinate ρ = r/a, in terms of which expres-
sion (5) for the heat flux takes the form

–Γ = ((κ + κ0)/a)[dT/dρ + λT], (6)

where

λ = (κ/(κ + κ0))λ0, λ0 = Ωc/A (λ < λ0), (7)

and A = R/a is the aspect ratio. The parameter λ
describes the rate at which the solution increases expo-
nentially from the boundary of the plasma toward its
center. In this section, we are assuming that the quanti-
ties κ, κ0, and λ are constant over the plasma radius and
are independent of T. Having made these assumptions,
we also ignore both the toroidicity-induced corrections
in the expression for the divergence and the ion–elec-
tron energy exchange term to write the time-indepen-
dent temperature equation in the form

–(1/ρ)d/dρ{ρ(κ + κ0)/a2[dT/dρ + λT]} = P. (8)

Here,

P = P(ρ) = P0 f(ρ) (9)

is the deposited power profile, f(ρ) is a dimensionless
function,

P0 = Ptot /(2VF(1)), (10)

F(ρ) = (11)

Ptot is the total deposited power, and V is the plasma
volume. Under the above assumptions, Eq. (8) is linear.
Integrating this equation once, we obtain

dT/dρ + λT = –T*. (12)

Here,

T* = g(ρ) (13)

is the characteristic temperature that depends on the
magnitude and profile of the deposited power and on
the thermal conductivity,

(14)

(15)

f ρ'( )ρ' ρ',d

0

ρ

∫

Ta*

Ta* Ptot/ R κ κ 0+( ) 2π( )2( ),=

g ρ( ) Ptot ρ( )/ ρPtot( ), g 0( ) = 0 g 1( ) = 1,( ),=
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
and

is the power deposited within a surface of radius ρ. By
virtue of expression (6) and Eq. (12), we have Γ = (κ +
κ0)T*/a.

We consider the boundary-value problem for
Eq. (12) with the boundary condition

T(ρ = 1) = Ta. (16)

Since Eq. (12) is linear, the solution to this problem can
be represented as the sum

T = T1 + T2, (17)

where

T1 = Taexp(λ(1 – ρ)) (18)

is the solution to Eq. (12) with zero on the right-hand
side that satisfies boundary condition (16) and

(19)

is a particular solution to inhomogeneous equation (12)
that satisfies the zero boundary condition T2(ρ = 1) = 0.
The solution T1 depends linearly on the boundary con-
dition and its profile coincides (to within the replace-
ment of κ + κ0 by κ) with the canonical temperature
profile Tc = exp(λ0(1 – ρ)). The profile of the solution is
peaked centrally because of the presence of the heat
pinch. The solution T2 depends on the magnitude and
profile of the deposited power and is independent of the
boundary condition.

Substituting relationships (17)–(19) into formula (1)
yields the following expression for the stiffness param-
eter:

S = exp(0.4λ)S0, (20)

where

(21)

γ = /Ta. (22)

Using formula (2) and relationships (17)–(19), we
obtain the rigidity criterion

R = 1/{1 + γexp(–λ)G(0)} > R0. (23)

Expressions (20) and (21) for S and expression (23) for
R contain two dimensionless physical parameters: λ,
given by formula (7), and γ, given by formula (22). The
first parameter, λ, depends on the plasma geometry and

Ptot ρ( ) P Vd

Vρ

∫ PtotF ρ( )/F 1( )= =

T2 Ta*G ρ( ),=

G ρ( ) λ ρ' ρ–( )( )g ρ'( ) ρ'dexp

ρ

1

∫ 0≥=

S0 1 0.6λ–( )exp–{=

+ γG 0.4( ) 0.6λ–( )exp } / 1 0.2λ–( )exp–{
+ γG 0.8( ) 0.2λ–( )exp } ,

Ta*
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on the parameter q. The second parameter, γ, depends
on the total deposited power and the boundary temper-
ature, as well as on the plasma density (through the
thermal conductivity). By the definition of stiffness, the
temperature profile is stiff if the parameter S is inde-
pendent of γ. Since the numerator and denominator in
expression (21) are both linear in γ, the parameter S is
generally a weak function of γ. In the limits of infinitely
large (@1) and infinitely small (!1) values of the
parameter γ, it drops out of the expression for S, so that
the temperature profile is stiff. The intermediate case
γ ~ 1 will be considered below in the discussion of par-
ticular examples.

The rigidity criterion can be rewritten as the follow-
ing condition for the parameter γ:

γ < γmax, (24)

where

γmax = (1/R0 – 1)/(exp(–λ)G(0)) = 1.5exp(λ)/G(0).  (25)

3.2. Nonlinear Temperature Equation
without a Heat Pinch

When the gradient dT/dr is sufficiently small, the
heat flux Γ given by expression (5) changes its sign. A
reversal of the direction of the heat flux at a constant
sign of the temperature gradient is usually called the
heat pinch effect. Since the question of whether this
effect does indeed occur in experiments remains open,
it is expedient to consider, along with expression (5),
the following expression for the heat flux, which does
not allow a heat pinch:

(26)

where H = H(x) is the Heaviside step function defined
as H(x) = 1 for x ≥ 0 and H(x) = 0 for x < 0. Note that
expression (26) for the heat flux is strongly nonlinear.
Below, we will use the following notation for the
dimensionless argument of the Heaviside function:

∆ = [ΩT – Ωc], (27)

where

(28)

is the critical gradient and Tc is the canonical tempera-
ture profile. If

∆ > 0, (29)

then the Heaviside function H in expression (26) is
equal to unity and fluxes (5) and (26) coincide. If ine-
quality (29) fails to hold in the gradient zone, then the
profile ceases to be stiff, in which case the temperature
profile within the gradient zone becomes flatter than the

Γ– κ dT /dr dTc/dr( )T /Tc–[ ]=

× H dT /dr( )/T dTc/dr( )/Tc–[ ]–( ) κ0dT /dr,+

ΩT R/a( ) dT /dρ( )/T– 0,>=

Ωc R/a( ) dTc/dρ( )/Tc– 0>=
canonical profile. Using Eq. (12), we can reduce ine-
quality (29) to

T*(ρ)/T(ρ) > λ/β, (30)

where

β = κ/κ0 @ 1. (31)

Inserting expressions (13) and (17)–(19) for T* and
T into inequality (30) and resolving the resulting ine-
quality with respect to the parameter γ, we arrive at the
following new condition, which is equivalent to those
above:

γ > γmin(ρ), (32)

where

γmin(ρ) = λ exp(λ(1 – ρ))/[g(ρ)β – λG(ρ)]. (33)

We emphasize that this condition, which determines the
boundary of the region of stiff and rigid temperature
profiles, stems from the assumption that there is no heat
pinch and from the fact that expression (26) for the heat
flux contains the Heaviside function. By virtue of ine-
quality (31), the denominator in expression (33) is pos-
itive almost everywhere, i.e., everywhere except possi-
bly for a small neighborhood of the plasma axis ρ = 0
where the function g(ρ) is small.

At the boundary of the plasma column (ρ = 1), we
have g = 1, G = 0, and γmin(1) = λ/β, so that inequality (32)
takes the form

γ > λ/β. (34)

Inequality (30) is usually satisfied even for H-mode dis-
charges. This indicates that, at the plasma edge, the
temperature gradient exceeds the critical gradient and
the Heaviside function in expression (26) is equal to
unity for this region.

For sufficiently large (>1) values of the parameter λ,
the quantity γmin(ρ) increases exponentially toward the
plasma axis, so that, within a certain surface of radius
ρ = ρ0, inequality (32) may fail to hold. In the region
ρ < ρ0, the Heaviside function is equal to zero, H = 0,
and the temperature profile becomes flatter. It is clear
that, for this effect to be pronounced, the surface of
radius ρ0 should occur inside the gradient zone. Since,
in this case, the characteristic surface is the one having
the radius ρ = 0.5, we consider the quantity γmin(ρ) pre-
cisely at this radius:

(35)

If γ < γmin, then the temperature profile ceases to be stiff
and loses its possible rigidity. Hence, the temperature
profile is stiff under the condition

γ > γmin (stiffness condition), (36)

and is rigid under the condition

γmin < γ < γmax (rigidity condition), (37)

γmin γmin ρ = 0.5( )≡
=  λ λ /2( )/ g 0.5( )β λG 0.5( )–[ ] .exp
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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where γmax is defined by expression (25).

The above considerations, as well as formula (35),
are valid for λ > 1. For small-aspect-ratio tokamaks, we
have λ < 1 (the canonical profiles are flatter [6]) and the
exponential factor in expression (33) changes only
slightly over the cross section of the plasma column. As
a result, as the parameter γ decreases, inequality (32)
may begin to be violated at the plasma edge rather than
in the plasma core. Numerical simulations for the
MAST tokamak that will be described in Section 4 con-
firm that this can be the case.

3.3. Examples

3.3.1. Deposited power profiles. The value of the
parameter S, defined by expression (20), and rigidity
criterion (37) depend on the deposited power profile
through the function G(ρ). Here, we consider four char-
acteristic profiles, namely, the localized profile

f = fl = 1 (ρ < ρ0), fl = 0 (ρ > ρ0) ρ0 ~ 0.1 ! 1 (38l)

and three profiles in the form of power-low functions

f = fj = ρj – 2 (0 < ρ < 1, j = 1, 2, 3). (38j)

The corresponding functions g(ρ) are given by the rela-
tionships

gl(ρ) = ρ/ (ρ < ρ0), gl(ρ) = 1/ρ (ρ > ρ0) (39l)

gj = ρj – 1 (0 < ρ < 1, j = 1, 2, 3). (39j)

The plots of functions (38) are shown in Fig. 2. Note
that the dimensionless parameter

ξ = 2P(1)V/Ptot (40)

characterizes the deposited power profile and is equal
to zero for a localized profile and to j for profiles in the
form of power-low functions.

3.3.2. Localized input power profile fl. We con-
sider a localized deposited power profile separately
because, in this case, the function G(ρ) cannot be
expressed in terms of elementary functions. In the
region ρ > ρ0, the function G(ρ) has the form

Gl(ρ) = exp(–λρ)(Ei(λ) – Ei(λρ)), (41)

where

Ei(x) = (42)

is the integral exponent (the symbol “pv” denotes the
principal value of the integral). In the region 0.2 < x <
2.5, the integral exponent Ei(x) is well approximated by
a linear function:

Ei(x) ≈ 3.12(x – 0.4).

ρ0
2

pv z( )/z zdexp

∞–

x

∫
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As a result, we can write the following approximate
expression for the function G(ρ):

(43)

Substituting expression (43) into expression (21) yields

(44)

To find γmax, we need to determine the value G(0),

Gl(0) = Gl(ρ0) + ∆G, (45)

(46)

Using expressions (25) and (43)–(46), we obtain

(47)

3.3.3. Deposited power profiles fj in the form of
power-low functions. In this case, the functions Gj(ρ)
are expressed in terms of elementary functions. Thus,
we have

( j = 1) G1(ρ) = [exp(λ(1 – ρ) – 1]/λ. (48)

S01 = [1 – exp(–0.6λ)]/[1 – exp(–0.2λ)]. (49)

For j = 1 (which corresponds to a hyperbolic deposited
power profile), the function S0 is independent of γ, so
that the temperature profile is stiff for all γ values. We
also have

(50)

Gl ρ( ) 3.12λ 1 ρ–( ) λρ–( )exp≈
ρ0 ρ 1 0.2 λρ 2.5 0.2 λ 2.5< <,< <,< <( ).

S01 1 0.6λ–( )exp– 1.87γλ λ–( )exp+[ ] / 1[=

– 0.2λ–( )exp 0.62γλ λ–( )exp+ ] .

∆G g ρ'( ) λ ρ' ρ–( )( ) ρ'dexp

0

ρ0

∫ 1/2≈=

for ρ0 0.1 ! 1∼( ).

Gl 0( ) 3.12λ 1/2,+=

γl
max

1.5 λ( )/ 3.12λ 1/2+( ).exp=

j = 2( )

G2 ρ( ) 1/λ 2( ) λ 1–( ) λ 1 ρ–( )( )exp 1 λρ–+[ ] ,=
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f

Fig. 2. Plots of the function f for four profiles of the depos-
ited power.
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(51)

The parameter G(0) characterizes the peakedness of the
temperature profile. Knowing G(0) and using expres-
sion (25), we can calculate γmax. The dependence of γmax

on ξ for different values of λ is shown in Fig. 3. It can
be seen that γmax increases almost linearly with ξ. The
dependence of γmin on ξ will be considered later.

3.3.4. Estimates of the dimensionless parameters
for T-10, JET, and MAST. In addition to λ and γ, for-
mula (35) for γmin also contains the dimensionless
parameter β = κ/κ0. Let us examine the possible values
of this parameter in more detail. We describe the coef-
ficient κ by the same expression as that adopted in [6]:

(52)

Here, the coefficient κ is expressed in 1019 m–1 s–1, α is
equal to 3.5 for electrons and to 5 for ions, M is the rel-
ative mass of an ion, the temperature T is in keV, the
plasma density n is in 1019 m–3, the magnetic field B is
in T, and the major plasma radius R is in m. In these
units, we have

(53)

where the total deposited power Ptot is given in MW.

As for the coefficient κ0, the experimental data on its
value and its variation over the cross section of the
plasma column, as well as on its dependence on the

j = 3( )

G3 ρ( ) 1/λ 3( )=

× λ2
2λ– 2+( ) λ 1 ρ–( )( )exp λ 2ρ2

2λρ– 2+( )–[ ] .

κ α /M 1/A( )3/4
q ρ = 1/2( )qcyl ρ = 1( )=

× T
1/2 ρ = 1/4( )n/B 3/R( )1/4

.

γ Ta*/Ta 15.6Ptot/ R κ κ 0+( )( )/Ta,= =

10

8

6

4
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Fig. 3. Regions of stiff, rigid, and flexible temperature pro-
files in a parameter plane.
plasma parameters, are very unreliable. The most
straightforward way of determining the coefficient κ0

and the ratio κ/κ0 is to carry out experiments with
strongly localized off-axis heating, e.g., with off-axis
electron cyclotron resonance heating (ECRH). In the
T-10 experiments [8], an ECRH power of about
0.5 MW was deposited in the vicinity of the surface
ρEC = 0.4. In this case, the thermal diffusivity χ = κ0/n
in the region ρ ~ 0.3 < ρEC was equal to χ ≈ 0.25 m2/s
and, in the region ρ ~ 0.45 > ρEC, it was equal to χ =
(κ + κ0)/n ≈ 1.8 m2/s. This indicates that, in the latter
discharge region, the ratio in question is approximately
equal to κ/κ0 ≈ 6. The ratio κ/κ0 can also be determined
from the ratio of the temperature gradients inside and
outside the transport barrier. The ratio so determined
usually lies between 5 and 10.

In this section, we assume that the coefficient β is
constant over the entire cross section of the plasma col-
umn, is the same for all the shots under discussion, and
is equal to β = κ/κ0 = 6. Note that this assumption does
not contradict the above experimental data. The depen-
dence of γmin on the parameter ξ for the chosen value of
β and for different values of the parameter λ is also pre-
sented in Fig. 3. In this figure, the region γ > γmax corre-
sponds to stiff temperature profiles, which is usually the
case in L-mode discharges. In the region between the
curves γmax and γmin, the temperature profiles are stiff
and rigid simultaneously. Finally, in the region γ < γmin,
the temperature profiles are flexible, i.e., they are nei-
ther stiff and nor rigid. In this case, the Heaviside func-
tion drives the term with the critical gradient to zero, so
that the temperature profiles are flat. By virtue of for-
mula (35), the quantity γmin is almost inversely propor-
tional to the parameter β = κ/κ0. Consequently, the rel-
ative errors in determining β and γmin are essentially the
same.

In order to determine the parameter λ, which is
defined by formula (7), we turn to the results of [5, 6].
In those papers, an algorithm for calculating the critical
gradient Ωc was developed and the critical gradients
were determined numerically for a large number of
shots on seven different tokamaks. It is convenient to
represent the calculated results in terms of their depen-
dence on the self-similarity parameter Aq/(k(q + 4)). In
order to diminish the spread in the calculated points, we
normalize the critical gradient to the dimensionless
ratio Aq/(q + 4). The results of calculating the normal-
ized critical gradient Ωc(q + 4)/Aq are displayed in
Fig. 4. Knowing the discharge parameters A, q, and k
and using Fig. 4, we can find Ωc. Then, using formula
(7), we can determine the sought-for value of λ. In what
follows, the estimates will be made in terms of the
physical units utilized in formulas (52) and (53).
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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(i) Estimates for T-10.
We consider a representative T-10 discharge,

namely, shot no. 32 913, with localized off-axis ECRH
and with the parameters

M = 2, A = 5, q(1) = 4, q(1/2) = 1.5,

n = 1.86 × 1019 m–3, B = 2.5 T, R = 1.5 m, (54)

Te(1/4) = 2 keV, Te(1) = 0.04 keV, Ptot = 0.5 MW.

Using expression (53) and parameter values (54), we
find κ = 3.2, κ0 = 0.53, and γ(T-10) = 1.27 ×
Ptot[MW]/Ta[keV] = 35. 

From Fig. 4 we then obtain λ = 1.85. These param-
eters, as well as the quantities γmax, γmin, and S, calcu-
lated from formulas (20), (25), (35), and (44), are
included in the table. We can see that γ @ γmax; conse-
quently, in the ECRH regime in T-10, the temperature
profile is stiff but is not rigid.

(ii) Estimates for JET.
Here, we consider representative L- and H-mode

discharges with the parameters [11]

M = 2, A = 3, q(1) = 4, q(1/2) = 1.5, n = 4 × 1019 m–3,

B = 3 í, R = 3 m, Te(1/4) = 9 keV, (55)

TeL(1) = 0.25 keV, TeH(1) = 2 keV, Ptot = 16 MW.

Using expression (52) and parameter values (55),
we find κ = 18, κ0 = 3, γL(JET) =
0.25Ptot, e[MW]/Ta[keV] = 8, and γH = 1. 

For the plasma density value indicated above, the
deposited power profile can be approximated by a
hyperbolic function with j = 1. The parameter values
calculated with this approximation are also given in the
table. It is easy to see that, in the L-mode, the tempera-
ture profile is stiff but is not rigid, while, in the H-mode,
the profile is both stiff and rigid.

We now consider the electron plasma component in
a high-density H-mode discharge in JET, namely, in
shot no. 52022 [11]. In this case, the profile of the
power deposited in plasma electrons is markedly
peaked at the plasma boundary, so that the quantity γmin

can be estimated from the half-sum γmin ≈ [γmin( j = 2) +
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
γmin( j = 3)]/2. The parameters of the shot at hand are as
follows:

M = 2, A = 3, q(1) = 4, q(1/2) = 1.5, n = 8 × 1019 m–3,

B = 3 T, R = 3 m, Te(1/4) = 3 keV, (56)

Te(1) = Te, ped = 0.8 keV, Ptot = 10 MW.

The parameter values calculated for this shot are also
presented in the table. We can see that γ < γmin, so that
the temperature profile is flexible.

(iii) Estimates for MAST.
We consider MAST shot no. 6326 with the parame-

ters

M = 2, A = 1.55, q(1) = 6.6, q(1/2) = 1.5,

n = 4.2 × 1019 m–3, B = 0.5 í, R = 0.8 m, (57)

Te(1/4) = 1.2 keV, Te(1) = 0.04 keV, Ptot, e = 1.9 MW.

In this case, the deposited power profile is nearly flat
and can be approximated by a power-low function with
j = 2. The corresponding calculated parameter values
are also shown in the table. Note that, for the small-
aspect-ratio MAST tokamak with a weak magnetic
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Aq/(k(q + 4))

Ωc(q + 4)/(Aq)

MAST

DIII-D

JET
ASDEX-U

TEXTOR

T-10

Fig. 4. Dependence of the normalized critical gradient on
the parameter Aq/(k(q + 4)) for six different tokamaks.
Table

Tokamak
and operating mode κ κ /κ0 λ γ γmax γmin S Profile

T-10 shot no. 32913 3.2 6 1.85 35 1.5 0.47 6.3 Stiff with large S

JET, L-mode, j = 1 18 6 1.5 8 2.9 0.65 4.2 Stiff

JET, H-mode, j = 1 18 6 1.5 1 2.9 0.65 4.2 Stiff and rigid

JET shot no. 52022,
j = 2 and 3

20 6 1.3 1.38 4.45 3.4 – Flexible, γ < γmin

MAST shot no. 6326,
j = 2

63 6 0.53 12 3.2 0.25 2.3 Stiff with small S
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field, the coefficient κ is very large and the parameter λ
is, on the contrary, small in comparison to those in
moderate-aspect-ratio tokamaks. That is why, even for
L-mode discharges in MAST, the parameter γ, though
it is six times smaller than that for T-10, is nevertheless
not small enough for the temperature profile to be rigid.

4. NUMERICAL SIMULATIONS

4.1. Increase in the Boundary Temperature
in T-10

Since expression (26) for the heat flux is strongly
nonlinear, the general transport problem can be solved
only numerically. To do this, we invoke the previously
developed canonical profile transport model (CPTM),
which is briefly described in [6] (where one can find
references to earlier works on the subject). In the
CPTM, the behavior of the electron and ion tempera-
tures is described by heat fluxes of the form of (26),
which account for radiation and contain the ion–elec-
tron energy exchange term. The model also includes the
diffusion equation for the poloidal magnetic flux. The
values of the plasma density and its radial profile are
assumed to be known from experiment.

The dependence of the central electron temperature
Te(0) = Te0 on the boundary temperature Te(a) = Ta was
simulated using T-10 shot no. 32913 with parameters
(55) as an example. The initial stage of the discharge
(t < 0.55 ms) consists of Ohmic plasma heating. Then,
during the time interval 0.55 < t < 0.62 s, the plasma
was heated by two 140-GHz gyrotrons with a total
power of 0.4 MW, which provided off-axis power dep-
osition (in the vicinity of a surface of radius rEC =
12 cm). Finally, during the time interval 0.8 < t < 0.86 s,
the plasma was heated by one 130-GHz 0.53-MW
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8 í-10

On-axis ECRH

 Off-axis ECRH

éç

í(‡), keV
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Fig. 5. Dependence of the central electron temperature on
the boundary temperature Ta at the end of the Ohmic heat-
ing stage (dashed-and-dotted curve), at the end of the off-
axis ECRH stage (dashed curve), and at the end of the on-
axis ECRH stage (solid curve) for the parameters of T-10
shot no. 32913.
gyrotron providing on-axis power deposition (in the
plasma core region of radius rEC = 1–1.5 cm). Under the
T-10 conditions, and for a localized deposited power
profile P(ρ), the region of rigid temperature profiles is
determined by inequality (37), with γmin = 0.47 and
γmax = 1.5 (see table).

We begin the analysis by noting that our simulations
of the T-10 discharge in question are simply conjectural
because the boundary temperatures assumed here are
inaccessible in experiments. Since T-10 is equipped
with a solid limiter, the actual temperature at the plasma
boundary does not exceed 50–100 eV in all operating
regimes. Simulations for boundary temperatures of up
to about 2 keV are of interest from the standpoint of
comparing the calculated results with experimental
data from tokamaks in which such boundary tempera-
tures are actually achievable.

The simulation results are illustrated in Fig. 5,
which shows how the central electron temperature Te0
depends on the boundary temperature Ta in different
discharge stages. In this figure, the dashed-and-dotted
curve (OH) refers to the end of the Ohmic heating stage
(t = 0.5 s), the dashed curve (off-axis ECRH) refers to
the time at which two gyrotrons that provide off-axis
plasma heating are switched off (t = 0.6 s), and the solid
curve (on-axis ECRH) refers to the time at which the
gyrotron that heats the plasma core is switched off (t =
0.86 s). The three curves are seen to exhibit similar
behavior. As long as the boundary temperature Ta is
low, there will be a transition layer in the plasma edge
that weakens the coupling between Te0 and Ta. It can be
seen that, for Ta < 0.2 keV, the temperature Te0 is essen-
tially independent of Ta. For Ta > 0.3 keV, the coupling
between Te0 and Ta becomes pronounced and the elec-
tron temperature profile becomes more rigid.
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Fig. 6. Dependence of the stiffness and rigidity parameters
on the boundary temperature in the stages of on-axis ECRH
(dashed curve), off-axis ECRH (solid curves), and Ohmic
heating (OH). The remaining parameters correspond to
T-10 shot no. 32913.
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Figure 6 demonstrates the dependence of the stiff-
ness parameter S, defined by formula (1), on the
boundary temperature in three different heating stages.
When Ta < 0.2 keV, the parameter S remains nearly
constant throughout each of the discharge stages and
lies within the range 4 < S < 5.1. For higher boundary
temperatures Ta, the behavior of S is different in differ-
ent stages. In the Ohmic heating stage (OH), the current
profile flattens and the voltage decreases. As a result,
the total deposited power decreases and its profile flat-
tens. Accordingly, the quantity γmin approaches γmax, the
region of a rigid temperature profile does not originate,
the parameter S rapidly decreases, and the temperature
profile becomes flat and loses its stiffness. In the ECRH
stage, the parameter S begins to decrease at Ta ~ 1 keV.
Accordingly, for a localized ECRH power profile, for-

mula (35) gives γmin = γ = 1.27Ptot[MW]/ [keV] ≈
0.6; this value is close to the estimate presented in the
table (γmin = 0.47).

Figure 6 also illustrates the behavior of the rigidity
parameter R = (Ta/T0)dT0/dTa in both of the ECRH
stages. We can see that the dependence R(Ta) is non-
monotonic. At low boundary temperatures Ta, there is a
transition layer in the edge plasma, R < R0, and the tem-
perature profiles are not rigid. As Ta increases, the
parameter R also increases and the rigidity condition
R > R0 (γ < γmax) begins to be satisfied. This is seen to
take place at Ta ~ 0.5 keV. For this boundary tempera-
ture, we have γ = 1.27Ptot /0.5 = 1.3 ≈ γmax; this value is
again close to the estimate presented in the table (γmax =
1.5). The rigidity R reaches its maximum values, R ~
0.65–0.8, at Ta ~ 1–1.2 keV. As the temperature Ta

increases further, the left-hand inequality in conditions
(37) begins to be violated and the temperature profile
becomes less rigid.

Figure 7 depicts the radial profiles of the relative
electron temperature gradient ΩT = –R(dT/dr)/T and of
the critical gradient Ωc = –R(dTc/dr)/Tc at Ta = 1.8 keV
for the on-axis heating stage. It can be seen that, in the
region 8 < r < 21 cm, the relative temperature gradient
is lower than the critical gradient. This is the reason
why the rigidity parameter R decreases at high bound-
ary temperatures. As a result, the temperature profile
becomes flat and loses its stiffness and rigidity.

4.2. Increase in the Boundary Temperature
in MAST

Because of the small aspect ratio of MAST and
because of its weak operating magnetic field, the
behavior of the temperature profiles in this device dif-
fers radically from that in moderate-aspect-ratio toka-
maks. The main differences are as follows:

(i) The value of the critical gradient Ωc is small (see
Fig. 4), with the result that the temperature profiles are
flatter than those in moderate-aspect-ratio tokamaks.

Ta
max
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(ii) The value of the thermal conductivity κ (see
table) is high, which is a consequence of the following
semi-empirical dependence of the coefficient κ in
expression (53) on the aspect ratio, major plasma
radius, and magnetic field: κ ~ A–3/4B–1R–1/4. Estimates
from formula (53) show that the thermal conductivity κ
for MAST is about three times higher than that for JET.
Formula (53) was derived by comparing the experimen-
tal and numerical results for DIII-D and JET, which
have an aspect ratio of A ~ 3, with those for T-10 and
TEXTOR, which have an aspect ratio of A ~ 5. In all
these devices, the magnetic field is nearly the same, B ~
2.5–3 T. That formula (53) applies to START and
MAST, which have low aspect ratios A and operate
with weak magnetic fields B, was confirmed in our ear-
lier studies [5, 6, 9], so that we can safely use it here for
calculations.

The tendency of κ to decrease as B and R increase
was pointed out in several other papers, among which
was a paper by Rebut et al. [10], who assumed the
dependence κ ~ B–1, and a paper by Garbet [3], who
considered the dependence κ ~ B–2R–1. Note that
expression (26) for the heat flux contains the product
κ(ΩTe – Ωc). This indicates that, if κ is high, then the
difference ΩTe – Ωc is small, the heat flux being the
same. As a result, the temperature profile in MAST is
far closer to the canonical profile than those in the other
tokamaks under discussion.

(iii) Under the MAST conditions, the coefficient κ0

is determined very unreliably. As was mentioned
above, the most straightforward way of determining the
background thermal conductivity is to measure it in
experiments with strongly localized off-axis plasma
heating. However, such experiments are impossible to
carry out in MAST. That is why the calculations
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Fig. 7. Critical and relative electron temperature gradients
calculated for a boundary temperature of 1.8 keV and for
the parameters corresponding to T-10 shot no. 32913.
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described in this section were performed with the for-
mula [6]

κ0 = C0T1/2(ρ = 1/2)/R, (58)

where C0 = 1–2. For C0 = 1, we have κ/κ0 ~ 10–12.

(iv) The energy of hot neutrals (E0 < 50 keV) used
for auxiliary neutral beam injection (NBI) heating is
low. For such energies, the total cross sections for
charge exchange and ionization are still high and, at
densities of n > 4 × 1019 m–3, an appreciable fraction of
the neutral beam power is absorbed by the edge plasma
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Fig. 8. Calculated (solid curve) and measured (asterisks)
temperature profiles for MAST shot no. 6252.
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Ω = –RT '/T
(especially in the H-mode). As a result, the profile of
the power deposited in plasma electrons turns out to be
radially increasing.

The dependence of the central electron temperature
Te(0) = Te0 on the boundary temperature Ta was simu-
lated using as an example MAST shot no. 6252 with the
parameters

M = 2, A = 1.45, q(1) = 8.6, q(1/2) = 1.5,

(59)

PNBe = 1.85 åW, PNBi = 0.45 åW.

Figure 8 shows the calculated (heavy curve) and
measured (asterisks) electron temperature profiles.
From this figure, it is clear that the model adopted here
reliably describes the experiment. Figure 9 shows the
radial profiles of the critical gradient Ωc and of the elec-
tron temperature gradient ΩTe. We can see that, over the
entire cross section of the plasma column, the tempera-
ture gradient exceeds the critical gradient (ΩTe > Ωc),
condition (29) is satisfied, and the Heaviside function is
equal to unity. The dashed curve in Fig. 9 shows the cal-
culated radial profile of the power deposited in plasma
electrons. This profile is seen to be nonmonotonic: it is
peaked in the vicinity radius ρ = 0.65.

Now, we proceed to a description of the results from
simulations of an increase in the boundary temperature.
In Fig. 9, we also plot the radial profile of the relative
temperature gradient calculated for Ta = 0.4 keV. In the
region 0.5 < ρ < 0.8, the Te profile is seen to be very
close to the canonical profile. However, in the regions
0 < ρ < 0.5 and ρ > 0.8, the temperature profile is flatter
than the canonical profile and the Heaviside function is
equal to zero. Figure 10 shows the radial profiles of the

effective thermal diffusivity  calculated for two dif-
ferent values of the boundary temperature, Ta = 0.05
and 0.4 keV. We can see that, although the plasma tem-
perature increases with Ta (and, accordingly, the ther-
mal conductivity κ increases), the effective thermal dif-
fusivity over the entire plasma column decreases by a
factor of 2 to 3 as the electron temperature profile
approaches the canonical profile.

Figure 11 illustrates the dependence of the central
temperature Te(0), the stiffness coefficient S, and the
rigidity coefficient R on the boundary temperature Ta.
It can be seen that the electron temperature profile is
rigid in the range 0.12 < Ta < 0.27 keV. For boundary
temperatures above 0.27 keV, the profile ceases to be
stiff and rigid. The loss of stiffness and rigidity at such
a low boundary temperature (in comparison with that in
T-10) is attributed to the fact that the aspect ratio is
small and the deposited power profile is peaked at the
plasma edge.

It is important to point out the following feature of
MAST discharges: during the transition to the H-mode,

n = 4.1 × 1019 m–3, I = 0.73 MA, B = 0.46 T,

R = 0.8 m, a = 0.55, Te(1) = 0.05 keV,

χe
eff
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the pedestal temperature is very low, Tped < 0.15 keV.
Presumably, this is explained by the fact that a pro-
nounced temperature pedestal can form only when the
temperature profile is stiff. It is only in this case that the
transport barrier with steep temperature gradients can
build up. Our analysis shows that, as the pedestal tem-
perature increases, the temperature profile becomes
less stiff and can even lose its stiffness. This indicates
that, throughout the H-mode stage, the pedestal temper-
ature should remain lower than a certain maximum
temperature Ta, max. Our simulations have allowed us to
estimate this maximum temperature by Ta, max <
0.2 keV (in Fig. 11, the rigidity coefficient R at this
temperature reaches its maximum value). This estimate
is in reasonable agreement with the maximum pedestal
temperature in the MAST shot in question.

4.3. Simulations of High-Density H-Mode Discharges 
in DIII-D and JET

In our earlier paper [6], we investigated scaling for
the relative gradient of the measured electron tempera-

ture,  = –(R/ )d /dr, by comparing the data
from the ITER database [11] for discharges in eight dif-
ferent tokamaks. For most of these discharges, the rela-
tive temperature gradient was found to be reasonably
well described in terms of only one parameter, namely,
the self-similarity parameter A2q/k(q + 4) or Aq/k(q +
4). Such a scaling was possible because of the stiffness
of the electron temperature profiles in these discharges.
However, for some discharges considered in that
paper—two high-density H-mode discharges in DIII-D
(shot nos. 77557, 77559) and in JET (shot nos. 52015,
52022)—the scaling yielded more peaked electron
temperature profiles than the measured ones. Now, we
are going to show that this discrepancy, the causes of
which were not clarified in [6], is explained by the vio-
lation of the left-hand inequality in conditions (37), i.e.,
by the loss of stiffness and rigidity in these four dis-
charges.

There are two main factors that cause the electron
temperature profile to become flatter. One other reason
for the flattening of the profiles is a “competition”
between the values of the discharge parameters. Thus,
the features of the above two DIII-D discharges are as
follows:

(i) There is a high pedestal in the plasma density,
n ~ (4–5) × 1019 m–3. For a plasma heated by a neutral
beam with an energy of E0 ~ 75 keV, such a high density
pedestal leads to a relatively flat profile of the absorbed
NBI power.

(ii) For a pedestal temperature of Te, ped ~ 0.6–
0.8 keV and for a neutral beam particle energy of E0 ~
75 keV, up to about 70% of the power absorbed by the
edge plasma goes into heating the electrons. As a result,
the profile of the power deposited in the electrons is far

ΩTe
exp

Te
exp

Te
exp
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flatter than that of the power deposited in the ions. In
some cases, the former is peaked at the plasma edge.

The flat profile of the power going into heating the
electrons and sufficiently high pedestal temperature
cause the electron temperature gradient to decrease,
with the result that, over an appreciable portion of the
cross section of the plasma column, the gradient of Te

turns out to be lower than the critical gradient.

The experimental data and numerical results are
compared in Figs. 12–15. Figure 12 shows the mea-
sured and calculated electron temperature profiles for
DIII-D shot no. 77 559 with the parameters I = 1 MA,
n = 4.8 × 1019 m–3, and PNBI = 10.2 MW. The figure also
shows the profile of the power deposited in the elec-
trons. Radial profiles of the dimensionless gradients

 = –(R/ )d /dr, ΩTe = –(R/Te)dTe/dr, andΩTe
exp

Te
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Te
exp
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Ωc = –(R/Tc)dTc/dr are shown in Fig. 13. It can be seen

that, in the region r < 0.5 m, the gradients  and ΩTe

are markedly lower than the critical gradient Ωc. In this
region, the Heaviside function is equal to zero, H = 0.
As a result, the electron temperature profile Te(ρ) is
flexible, i.e., it is neither stiff nor rigid.

These properties of the two DIII-D discharges are
also possessed by the two JET discharges mentioned
above. The results of simulating JET shot no. 52022
with the parameters I = 2.48 MA, n = 8.93 × 1019 m–3,
and PNBI = 14.2 MW are illustrated in Figs. 14 and 15,
which refer to the time t = 60.44 s. Figure 14 displays
the calculated and measured radial profiles of the elec-
tron temperature, as well as the profile of the power
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Fig. 12. Calculated (solid curve) and measured (dashed
curve) electron temperature profiles for DIII-D shot
no. 77559. The radial profile of the power deposited in
plasma electrons is also shown by the dashed-and-dotted
curve.
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Fig. 14. Calculated (solid curve) and measured (squares)
electron temperature profiles for JET shot no. 52022. The
radial profile of the power deposited in plasma electrons is
also shown by the dashed curve.
PNBe deposited in the electrons. The profile of PNBe is
seen to be peaked at the plasma edge. This is because
the high pedestal in the plasma density, nped ~ 5.5 ×
1019 m–3, prevents the neutral beam from penetrating
into the plasma core. Radial profiles of the relative gra-

dients ΩTe, , and Ωc for JET are depicted in
Fig. 15, which thus corresponds to Fig. 13 for DIII-D.
One can see that, in the region ρ < 0.6 in JET, the pro-

files of the gradients ΩTe and  lie below the profile
of the critical gradient Ωc. For JET shot no. 52015 with
a higher plasma density, n = 9.6 × 1019 m–3, and with
the NBI power PNBI = 11.8 MW, the relative gradients
behave in a similar manner.
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Fig. 13. Radial profiles of the measured and calculated tem-
perature gradients and of the relative critical gradient for
DIII-D shot no. 77559.
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Hence, experiments confirm that the temperature
profiles can become flexible when the pedestal temper-
ature is sufficiently high and the profiles of the power
deposited in the plasma are either flat or peaked at the
plasma edge. Because the temperature profiles are nei-
ther stiff nor rigid, the temperature gradients in the cor-
responding discharges do not conform to the scaling
based on experimental data from discharges with stiff
profiles [6, 9].

5. CONCLUSIONS

In the present paper, we have introduced and formal-
ized the notions of stiffness and rigidity of the temper-
ature profile in a tokamak. Analytical estimates and
numerical simulations carried out in terms of a model
with critical gradients show that, at a low boundary
temperature (in the L-mode), the profiles are, as a rule,
stiff but are not rigid. In the H-mode, there exists a
parameter range in which the profiles can become rigid.
However, when the pedestal temperature is sufficiently
high and the deposited power profile is flat, the temper-
ature profile can lose its stiffness and rigidity. Such
behavior of the electron temperature profile was
observed in a number of H-mode discharges in DIII-D
and JET. In the small-aspect-ratio MAST tokamak, the
temperature profiles are flatter than those in moderate-
aspect-ratio tokamaks. As a result, the maximum ped-
estal temperature in the H-mode in MAST turns out to
be markedly lower than that in other tokamaks. In the
case of injection of low-energy neutrals, the deposited
power profile is flat, which also prevents an increase in
the pedestal temperature in MAST. The existence of the
region of flexible temperature profiles is confirmed by
the absence of a heat pinch.
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Abstract—The mathematical model constructed in the first part of our paper is used to numerically investigate
the development of the beam–plasma instability in a traveling-wave tube amplifier in the presence of a residual
neutral gas. It is shown that the self-generation of ion acoustic waves in a plasma-filled amplifier can give rise
to a modulation regime with a rigid excitation threshold. The dependence of the threshold for the self-modula-
tion instability on the amplifier parameters is determined. The effect of self-modulation on the spectral and
energy characteristics of the amplifier is analyzed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, high-power microwave devices
operating in a continuous-wave mode have been cre-
ated on the basis of plasma-filled waveguide structures
(PWSs) [1, 2]. In order to adequately describe the exci-
tation of a PWS by an electron beam, a self-consistent
theory of the beam–plasma instability (BPI) has been
elaborated that takes into account both variations in the
medium (plasma) parameters under the action of high-
power microwave radiation and the effect of these vari-
ations on the excitation and propagation of radiation.
Note that plasma nonlinearity influences primarily the
excitation of a synchronous wave by a beam rather than
its propagation.

Plasma nonlinearity can be caused by several
effects. One of them is related to the action of the pon-
deromotive force on a plasma [3]. The development of
a theory allowing for this action in a quasistatic approx-
imation was started in [4, 5]. A theory that takes into
consideration the action of an unsteady ponderomotive
force on the generation and amplification of microwave
oscillations in a long-pulse plasma-filled traveling-
wave tube (TWT) was elaborated in [6–10]. In those
papers, it was shown that the displacement of the
plasma out from the region where the amplitude of the
microwave oscillations is maximum results in two new
effects: the onset of low-frequency modulation of a
microwave signal a PWS by an electron beam were con-
firmed experimentally by the examples of hybrid struc-
tures [11] and a magnetized plasma waveguide [10].

The second cause of plasma nonlinearity is the onset
of a beam–plasma discharge (BPD) in a PWS [12]. The
point is that, in many microwave devices, plasma is pro-
duced by collisional ionization of a neutral gas by the
beam electrons. In [6–10], it was assumed that the exci-
tation of a high-power microwave field results only in
the spatial redistribution of the plasma density and does
1063-780X/04/3009- $26.00 © 20730
not influence the plasma source itself. This is true, how-
ever, either for a fully ionized plasma or for relatively
small amplitudes of microwave oscillations, when the
oscillatory energy of the plasma electrons is insufficient
to ionize the neutral component of the plasma. Other-
wise, a BPD develops in the system. The BPD is an
additional plasma source whose power and spatial dis-
tribution depend on the parameters of the excited wave.
In the first part of our paper [13], we developed an ana-
lytic theory that took into account the effect of a BPD
on the wave amplification in a linear magnetized
plasma-filled TWT amplifier. Here, by linear amplifier
we mean an amplifier with a small amplitude of the out-
put signal such that the nonlinearity of the beam parti-
cle motion in the field of the excited wave can be
ignored; however, the entire beam–wave–plasma sys-
tem is considered to be nonlinear. As was shown in
[13], the plasma propagating from the source region
toward the beam causes effects similar to those occur-
ring under the action of the ponderomotive force (e.g.,
the loss of stability of a steady-state amplification
regime and a transition to the self-modulation mode)
and some new effects. The latter are related to the
threshold character of the BPD and manifest them-
selves, in particular, in the rigid character of the excita-
tion of low-frequency instability.

In the present paper, we use the mathematical model
developed in [13] to numerically investigate the effect
of a BPD on BPI in a nonlinear plasma-filled TWT
amplifier. The paper is organized as follows. Section 2
describes the mathematical model and the main theo-
retical results concerning the stability of the steady-
state operating regimes of a linear TWT amplifier. In
Section 3, the stability of the steady-state operating
regimes of a nonlinear amplifier is studied numerically
and the results obtained are compared to the analytic
predictions. In Section 4, the effect of low-frequency
004 MAIK “Nauka/Interperiodica”



        

UNSTEADY BEAM–PLASMA DISCHARGE: II. NONLINEAR THEORY 731

                                                                                               
instability on the power and spectral characteristics of
the amplifier is analyzed. In the Conclusion, we formu-
late the main results that follow from the theory pro-
posed.

2. MATHEMATICAL MODEL

Let us consider the TWT amplifier that is a slow-
wave structure partially filled with a magnetized
plasma in which a nonrelativistic electron beam propa-
gates. We will assume that a residual neutral gas is
present in this structure. If the amplitude E0(z, t) of the
microwave field in a certain region exceeds the thresh-

old value Ecr = ω  (where ω is the wave fre-
quency and Wi is the ionization energy of the gas), then
a BPD develops there. A mathematical model of such a
TWT amplifier was developed in [13]. The model
includes

(i) time-independent BPI equations describing the
amplification of a microwave in a nonuniform unsteady
plasma,

(1)

with initial conditions

(2)

(ii) and linear equations describing the plasma
dynamics in the presence of a plasma source S (in our
case, a BPD),

(3)

with boundary conditions on the left (ζ = 0) and right
(ζ = l) boundaries of the structure,

(4)

In Eqs. (1)–(4), the following dimensionless vari-
ables are introduced: ζ is the longitudinal coordinate; τ
is time; ε is the amplitude of the amplified wave; ϕ is
the phase of a beam particle in the wave; ϕ0 is the initial
value of the phase in the beam injection plane ζ = 0;

1(ζ, τ) = η(ζ, τ) –  is the detuning of

the wave phase velocity; ζ0 is the length of the region
where the wave amplification is linear; η and u are the

2mWi/e

∂ε
∂ζ
------ i1 ζ τ,( )ε+

1
2π
------ e

iϕ ϕ 0 ζ,( )–
ϕ0,d

0

2π

∫–=

∂2ϕ
∂ζ 2
--------- Re εe

iϕ( )=

ε 0 τ,( ) ε 0, ϕ 0 τ,( ) ϕ0,= =

∂ϕ
∂ζ
------ 0 τ,( ) 0, 0 ϕ0 2π;≤ ≤=

∂η
∂τ
------ ∂u

∂ζ
------+ S ζ τ,( ),

∂u
∂τ
------ ∂η

∂ζ
------+ 0= =

1 γ+( )η 0 τ,( ) 1 γ–( )u 0 τ,( )+ 0,=

1 γ+( )η l τ,( ) 1 γ–( )u l τ,( )– 0.=

1
ζ0
----- η ζ τ,( ) ζd

0

ζ0∫
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averaged (over the beam cross section) perturbations of
the plasma density and plasma velocity, respectively;

S = S0(θ1(ζ, τ) – θ2(ζ, τ))(|ε|2(ζ, τ) – ), S0 is the neu-
tral gas pressure; εi is the normalized threshold value of
the wave amplitude Ecr introduced above; θ1, 2 = θ(ζ –
ζ1, 2), θ(ζ) is the Heaviside function; ζ1, 2(τ) are the
coordinates of the left and right boundaries of the BPD
region, respectively (these coordinates are the solutions
to the equation |ε |(ζ, τ) = εi; at |ε|(l) > εi, the right
boundary corresponds to the output of the amplifier,
ζ2 ≡ l); and γ is the coefficient of reflection of an ion-
acoustic wave from the system boundaries (the inequal-
ities –1 < γ < 1 and γ < 0 correspond to the conservation
of the phase of a low-frequency wave when it is
reflected from the boundary, while γ > 0 corresponds to
the case where the phase of the reflected wave changes
by π).

The procedure of deriving Eqs. (1) and (3) and the
relationships between the dimensionless and dimen-
sional variables are described in detail in [10, 13]. Here,
we only mention the main conditions under which the
above equations are valid:

(i) The spatial growth rate of BPI must be small
compared to the wavenumber of a microwave and the
plasma density perturbations caused by the BPD must
small compared to the initial density.

(ii) The ion-acoustic velocity must be low compared
to the group velocity of the microwave wave, vg @ cs.
This condition, which is usually satisfied by a large
margin in the cases that are of practical interest, allows
one to use time-independent equations for BPI and to
describe the time evolution of the plasma parameters by
the time dependence of the wave phase velocity.

(iii) the maximum amplitude of the microwave field
in the amplifier must be close to the threshold value Ecr.
This condition allows one to use a linear approximation
for the dependence of the ionization cross section σ ~
(W – Wi) of the neutral gas molecules by the plasma
electrons on their average oscillator energy W =
e2 |E |2/2mω2 (note that this condition is satisfied in a
rather wide energy range, Wi ≤ W ≤ 1.5Wi).

1 

The set of Eqs. (1)–(4) represent a closed mathemat-
ical model of a BPD in a magnetized plasma-filled
TWT amplifier. It can easily be seen that, under given
boundary and initial conditions (the parameters l, |ε|0,
and γ), this model contains two intrinsic parameters: S0
and εi .

1 We assume that the amplifier is filled with a low-pressure, weakly
ionized gas, so that the condition that the plasma is weakly colli-
sional, le, n > L, is satisfied (here, le, n is the mean free path of
electrons in elastic collisions with neutrals and L is the amplifier
length). In this case, the total energy of electrons is mainly deter-
mined by their oscillatory energy. Estimates of the electron mean
free path under typical experimental conditions [10, 11] show
that le, n > 102 cm > L by the instant of the BPD onset.

εi
2
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Let us find stationary solutions to the set of Eqs. (1)
and (3) with conditions (2) and (4). Assuming that
∂/∂τ ≡ 0, from Eqs. (3) and (4) we obtain

(5)

Let us now turn to Eq. (1). It can be seen from
Eq. (5) that, in a steady-state regime, the plasma is uni-
form. It then follows from the definition of the phase-
velocity detuning 1 that 1st ≡ 0. This means that, in a
steady-state regime, Eqs. (1) and (3) are unrelated, and
the effect of the BPD reduces merely to a uniform
increase in the density. In the general case (even for a
uniform plasma), the spatial profile of the wave ampli-
tude can be found from Eq. (1) only numerically. For a
uniform plasma, this profile is well known and has the
shape shown in Fig. 1.

In the case of linear amplification (|ε(ζ)| ! 1),
steady-state solutions to Eq. (1) can be found by ana-
lytically. The steady-state solution satisfying condi-
tions (2) has the form

(6)

where λi are the roots of the equation λ3 = i/2.

Taking into account that the function |ε|st(ζ) = εi  is
monotonic and assuming that the amplifier length is
sufficiently large (l @ 1) and the BPD region is short
(ζ2 – ζ1 ! l), from the equality |ε|st(ζ) = εi  we obtain

(7)

η st
1
2
--- 1 γ–

1 γ+
------------S0 ε st
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∫ const.= =
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β
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3εi

ε 0
-------, ζ2ln l,= =
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0 161412108642
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ζ

Fig. 1. Spatial profile of the stationary amplitude of the
microwave field in the case of a uniform plasma for |ε|0 =
0.01.
where β = 2–4/3 . Analogously, from Eqs. (5), (6) and
(7) it follows that

(8)

The stability of steady-state solutions (6) and (8)
was examined analytically in [13]. It was shown that, if
the amplifier parameters satisfy the relationship

(9)

then the steady-state regime becomes unstable and
changes to a self-modulation regime as either the beam
current or the gas pressure increases. This effect is
attributable to the excitation of ion-acoustic waves by a
localized plasma source (the BPD). The dispersion
relation for these waves has the form

(10)

In relationship (9), we introduced the quantity P ≡
 and the parameter µn ≡ Ωn/2β, charac-

terizing the ratio between the spatial scales of the ion-
acoustic wave and the microwave field (it follows from
Eq. (3) that, in dimensionless variables, K ≡ Ω, where Ω
and K are the frequency and wavenumber of a low-fre-
quency wave, respectively).

The function Pc(µ) has a minimum at µ =  = ;
hence, the ion-acoustic wave with the frequency Ωk =
2πk/l (where k is an integer), which is the closest to

 = , will be excited first.

3. STABILITY OF STEADY STATES
OF A NONLINEAR AMPLIFIER

The problem of the stability of the steady states of a
nonlinear amplifier can be solved only numerically. The
results of such a study are presented below.

In solving the set of Eqs. (1) with initial conditions (2),
the electron beam dynamics was simulated by the mac-
roparticle method and Eqs. (3) with boundary condi-
tions (4) were solved by the method of characteristics.

3.1. Stability of Steady-State Solutions in the Absence 
of Reflection from the Boundaries (γ = 0)

Let us examine how the stability of the steady-state
amplification regime depends on the sort of the work-
ing gas (which is characterized by the parameter εi), its
pressure (the parameter S0), and the initial amplitude of
the microwave field |ε|0.

Let us fix the initial amplitude: |ε|0 = 0.01. Assuming
that the amplifier length is l = 9.5, we obtain that the
field intensity in the amplifier is lower than the maxi-
mum field value |ε|tr ≈ 1.47, determined by the trapping

3
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of the beam electrons by the field of the amplified wave
(it can seen from Fig. 1 that the maximum field at the
amplifier output is reached at the length l = ltr = 10.0).
Numerical calculations show that, at a given value of
the parameter εi, there is the threshold value of the pres-
sure S0 = (S0)c (and, accordingly, the threshold value of
the parameter P = Pc) at which the steady-state regime
becomes unstable. Figure 2 shows the dependence of
(S0)c and Pc on the parameter εi. The right vertical line
corresponds the value εi, max = 1.41, above which a BPD
is absent. The left vertical line indicates the value
εi, min = 1.15, which is the applicability limit for the lin-
ear approximation of the dependence of the ionization
cross section on the plasma electron energy. It follows
from the results of numerical calculations presented in
Fig. 2 that, as in case of a linear TWT amplifier (see for-
mula (9)), the threshold value of the parameter P does
not depend on the sort of gas, Pc ≈ 6.5. The period of
the ion-acoustic wave excited in the course of instabil-
ity is T ≡ 2π/Ω = 2.8. Note that expressions (9) and (10)
yield the following values of these parameters: Pc ≈ 7.1
and T = 3.1.

Similar calculations were performed for different
values of the parameters |ε|0 and l. The results obtained
allow us to conclude that, first, the threshold value of
the parameter P does not depend on the sort of gas at
l ≤ ltr (Pc ≈ 6.5) and, second, expressions (9) and (10)
can be used as estimates even in the case of a nonlinear
amplifier; in this case, the error does not exceed 10%.

Below, we will examine how the parameter Pc

depends on the other parameters. The corresponding
dependences (S0)c will not be analyzed, because they
can easily be found from definition of the parameter P.

Let us choose the amplifier length such that the con-
dition l > ltr is satisfied. Figure 3 shows the results of
numerical calculations. The limiting values marked in
the figure are εi, max = 1.475 and εi, min = 1.2. It follows
from this figure that, in most of the range of εi, the value
of Pc remains constant (Pc ≈ 4.3); however, this value is
approximately 1.5 times smaller than in the case of
l ≤ ltr (see Fig. 2). Only at the very small length of the
region occupied by the BPD (εi ≈ εi, max), the value of Pc

increases with increasing εi and tends to Pc ≈ 6.5 at
l < ltr.

To understand the reason for this behavior of the
parameter Pc, we calculated the dependence of this
parameter on the initial field amplitude |ε|0 in an ampli-
fier with l = 10.0 and εi = 1.2. The calculated depen-
dence is shown in Fig. 4. The vertical dotted line sows
the value |ε|0, min = 0.00475, below which a BPD is not
excited at the given value of εi . It follows from this fig-
ure that Pc remains constant (Pc ≈ 6.5) up to |ε|0 = 0.01.
At this value of the initial amplitude, the field at the
amplifier output reaches its maximum possible value,
|ε|tr ≈ 1.47. At higher values of |ε|0, Pc rapidly decreases
to Pc ≈ 4.3. It should be noted that, at the given ampli-
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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Fig. 4. Parameter Pc vs. initial field amplitude |ε|0 for εi =
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fier length, the value of the initial amplitude |ε|0 =
(|ε|0)tr = 0.01 separate two characteristic regions. At
|ε|0 < (|ε|0)tr, the electron bunch formed in the course of
BPI is in the decelerating phase of the wave throughout
the entire BPD region. At |ε|0 > (|ε|0)tr, there is an inter-
val within the BPD region where the bunch is in the
accelerating phase. As the difference |ε|0 – (|ε|0)tr

increases, the length of this interval increases and, at
|ε|0 ≈ 0.014, becomes comparable to the length of the
interval within which the bunch is in the decelerating
phase. Therefore, we may suppose that, in the acceler-
ating phase of the wave, the beam is less stable against
the plasma density perturbations as compared to the
decelerating phase.

Taking into consideration the aforesaid, the analysis
of the data presented in Figs. 2–4 allows us to draw the
following conclusion. At γ = 0, the entire four-dimen-
sional (S0, |ε |0, l, εi) region of the amplifier parameters
can be conventionally divided into three domains:

(i) In the first domain, the beam is in the decelerat-
ing phase of the wave throughout the entire BPD
region. The threshold value of the parameter P in this
domain is nearly constant and equal to Pc ≈ 6.5.

(ii) In the second domain, the length of the BPD
region is on the order of unity and is nearly evenly
shared between the intervals within which the beam is
in the decelerating and accelerating phases. In this
domain, the threshold value of the parameter P is also
nearly constant and equal to Pc ≈ 4.3.

(iii) In the third domain, the interval in the BPD
region where the beam is in the accelerating phase is
very short. In this domain, the value of Pc varies within
the limits determined by its values in the above two
domains.

10

8

6

2

0.80.40–0.4–0.8

Pc

γ

Fig. 5. Parameter Pc vs. reflection coefficient γ for l < ltr,
|ε|0 = 0.01, l = 9.5, and εi = 1.2.
3.2. Influence of Reflections on the Stability
of Steady-State Solutions γ ≠ 0

Let us consider how reflections of ion-acoustic
waves from the amplifier boundaries influence the
threshold for the onset of instability of a steady-state
regime. Let us choose the amplifier parameters |ε|0 =
0.01 and l = 9.5, such that the condition l < ltr is satis-
fied. Let us fix the parameter εi (εi = 1.2). Figure 5
shows the results of numerical calculations of the
dependence of the threshold value of the parameter P
on the reflection coefficient γ. The dotted line shows the
dependence

(11)

which follows from the linear theory. It can be seen
that, at γ ≤ 0 (the phase of the reflected ion-acoustic
wave does not change), the behavior of the function
Pc(γ) for a nonlinear amplifier is satisfactorily
described by expression (9), derived for the case of a
linear amplifier. At γ > 0 (the phase of the reflected
wave changes by π), Pc does not increase with increas-
ing γ, as is predicted by formula (9), but, first (within
the interval 0 < γ < 0.5), remains almost constant and,
at γ > 0.5, rapidly decreases. In our opinion, such
behavior of Pc(γ) can be explained as follows:

At l < ltr, the source of plasma density perturbations
(the BPD) is located near the right boundary of the
interaction region, where, at γ = –1, there is an antinode
or, at γ = 1, a node of low-frequency oscillations of the
plasma-filled cavity (at another values of |γ|, there are a
maximum or minimum, respectively, of the amplitude
of the density oscillations). The excitation of oscilla-
tions by an external force is most efficient when the
force is applied to the antinode region of the eigen-
modes of a bounded system (or to the region where
their amplitude is maximum). Hence, at l < ltr, density
oscillations are excited more efficiently at γ ≤ 0 than at
γ > 0; accordingly, the threshold values of Pc(γ) are
lower at γ ≤ 0 than at γ > 0. At |γ|  1, the Q factor of
the cavity increases; hence, we have Pc(γ)  0,
regardless of the sign of γ.

If the length l is so large (l > ltr) that the maximum
of the filed of the amplified wave is reached far from the
right boundary, the excitation efficiency of low-fre-
quency eigenmodes at γ > 0 is approximately the same
as at γ < 0, because the perturbation source (the BPD)
is located neither in the antinode nor in the node of
oscillations. Figure 6 shows a typical dependence Pc(γ)
at l > ltr. A decrease in the total level of Pc(γ) in compar-
ison to the case l < ltr is attributed to a change in the
phase of an electron bunch in the amplified wave in the
BPD region, as was described in the previous section. A
fair agreement between the calculated curve and ana-
lytic dependence (11) (in which γ is replaced with –γ;
see the dotted line in Fig. 6) in the (Pc < 4, γ > 0) domain
is probably due to the same effect.

Pc 6.5
1 γ+
1 γ–
------------,=
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4. INFLUENCE OF LOW-FREQUENCY 
MODULATION OF A MICROWAVE FIELD 

ON THE SPECTRAL AND POWER 
CHARACTERISTICS OF A TWT AMPLIFIER 

IN THE BPD REGIME

Let us consider the dynamics of the processes in an
amplifier after the onset of low-frequency instability
(P ≥ Pc). We will vary the value of the parameter S0 and
fix the remaining parameters. Let us choose the initial
microwave field amplitude (|ε|0 = 0.01) and the ampli-
fier length (l = 10.0) such that the output amplitude in
the steady-state regime is maximum (|ε(l)| ≈ 1.47); i.e.,
the TWT amplifier operates in the optimum regime (see
Fig. 1). The other parameters are γ = 0 and εi = 1.2.

Figure 7a shows the time evolution of the micro-
wave field amplitude |ε|(l, τ) and the plasma density
η(l, τ) at the amplifier output after the onset of instabil-
ity. The dotted line shows the value of the microwave
field amplitude |ε| = εi , starting from which a BPD is
excited. Figure 7b shows the time dependence of the
plasma density at the amplifier input, η(0, τ). We draw
the reader’s attention to two important circumstances.

First, the amplitude of the ion-acoustic wave propa-
gating toward the beam (the amplitude of plasma den-
sity oscillations at the input of the TWT amplifier,
Fig. 7b) is several times larger than the amplitude of
the copropagating wave (Fig. 7a, curve 2). It is the
counterpropagating wave that produces the distributed
feedback in the system, so that the microwave ampli-
fier transforms into a generator of low-frequency
oscillations. Large-amplitude oscillations of the
plasma density in the counterpropagating wave cause
large-amplitude oscillations of the microwave field
(Fig. 7a, curve 1). That the amplitudes of the counter-
and copropagating waves do not coincide is explained
by the fact that, in the self-modulation regime, the max-
imum of the microwave field in the (ε, ζ) plane
describes an ellipsoid around its steady-state value in

6

2

0.80.40–0.4–0.8

Pc

γ

4

Fig. 6. Parameter Pc vs. reflection coefficient γ for l > ltr,
|ε|0 = 0.01, l = 11.0, and εi = 1.3.
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the anticlockwise direction. In Fig. 1, this curve is
shown by the dotted line and the direction of motion is
indicated by the arrow. Due to such motion of the field
maximum, the power of the source moving toward the
beam exceeds that of the source moving in the same
direction as the beam. The higher power source more
efficiently pumps the low-frequency wave propagating
in the same direction with it (toward the beam), because
the interaction with this wave is more prolonged in
comparison to the wave propagating toward the source
(in the beam propagation direction).

Second, it follows from numerical calculations that
the microwave amplitude and the amplitude of steady-
state plasma density oscillations in Fig. 7 do not depend
on the small excess over the instability threshold. Only
the time during which the self-modulation regime is
established depends on this value. Thus, in the BPD
regime, a plasma-filled TWT amplifier has a “rigid”
threshold for the excitation of oscillations. A character-
istic feature of this process is that the amplitude of
oscillations of the output power becomes large just after

0.4

0 20

η(0)

τ
40 60 80 100
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0.4

|ε|(l), η(l)
(a)

0.8

1.2
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0.8

1.2

1.6

0

1

2

Fig. 7. Time dependences of (a) the microwave field ampli-
tude (curve 1) and the plasma density at the amplifier output
(curve 2) and (b) plasma density at the amplifier input at the
threshold of instability for |ε|0 = 0.01, l = 10.0, εi = 1.2, S0 =
3.25, and γ = 0.
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Fig. 8. Dynamics of the spectrum of the output signal of the amplifier in the BPD regime for |ε|0 = 0.01, l = 10.0, εi = 1.2, and γ = 0
for S0 = (a) 3.25, (b) 15.0, (c) 20.0, and (d) 40.0.
the onset of instability (see Fig. 7a).2 In our opinion, the
“rigid” character of excitation is caused by the oscilla-
tions of the boundaries of the BPD region.

Let us now consider how the modulation of the
microwave field amplitude influences the spectral char-
acteristics of the amplifier. Figure 8 shows how the
spectrum of the output signal from the TWT amplifier
changes with increasing parameter S0. The values of the
remaining parameters are the same as in Fig. 7. In
Fig. 8, the spectral density normalized to its maximum
value σ is plotted on the ordinate, while the dimension-
less frequency f is plotted on the abscissa. It follows
from Fig. 8a that, after the steady-state amplification
regime becomes unstable, an almost single-mode
regime of oscillations of the microwave amplitude is
established (S0 = 3.25). Figure 8b illustrates a multi-
mode regime of the low-frequency self-modulation at a
sufficiently large value of the parameter S0 = 15.0. It is
clearly seen from Fig. 8c that the value S0 = 20.0 is the
threshold for the stochastization of the plasma-filled

2 As was shown in [10], a similar amplifier in which plasma non-
linearity is caused by the ponderomotive force has a “soft” excita-
tion threshold: the oscillation amplitude of the output power is
proportional to the excess over the threshold.
TWT amplifier. The amplifier now demonstrates all the
characteristic features of a generator (there are parame-
ter regions in which regular and stochastic self-modu-
lation occur), specifically, the generator of low-fre-
quency oscillations. It should be noted that the parame-
ter S0 at the threshold for stochastization is six times
larger than its value at the instability threshold, (S0)c =
3.25. Thus, the low-frequency generator has a rather
wide band of regular self-modulation. It follows from
Fig. 8d (S0 = 40.0) that, when the parameter S0 is two
times larger than the threshold value for stochastiza-
tion, the spectrum has a strong stochastic component.

After the steady-state amplification regime becomes
unstable, ion-acoustic waves propagating in the TWT
amplifier result in low-frequency oscillations of the
output microwave power. From the standpoint of the
choice of the optimum operating regime, an important
characteristic of the structure is the dependence of the
average power on the neutral gas pressure (parameter
S0). It is well known that the efficiency of a TWT ampli-
fier (the ratio of the output wave power to the beam

power Pb = , where Sb is the area of the beam

cross section) is proportional to the dimensionless wave

1
2
---nbSbmv b

3
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amplitude squared, |ε|2. The proportionality factor is
determined by the parameters of the slow-wave struc-
ture and beam. Summing the results of numerical cal-
culations of the time evolution of the output microwave
power for different values of the parameter S0, we

obtain the dependence , which is shown in
Fig. 9.

It follows from Fig. 9 that, starting from S0 = (S0)c =
3.25 (the modulation threshold), plasma nonlinearity
caused by the action of a nonsteady source (the BPD)
leads to a rather fast decrease in the mean square value
of the field amplitude with increasing S0. We note that a

similar decrease in  with increasing the beam
current or the plasma density also takes place when an
unsteady regime arises due to plasma nonlinearity
caused the action of the ponderomotive force [10]. Let
us consider this problem in more detail.

Under the action of the ponderomotive force, a
region with a reduced plasma density appears in the
vicinity of the maximum of the microwave field in a
steady-state operating regime of the TWT amplifier.
The phase velocity of the amplified microwave propa-
gating through the region with a reduced density
decreases. This leads to an increase in the time during
which the wave is in resonance with the decelerating
beam. As a result, the field amplitude decreases sub-
stantially (by a factor of 1.5) as compared to the case of
a uniform plasma. When the steady-state regime
becomes unstable, the region with a reduced plasma
density begins to move toward the beam (i.e., toward
the amplifier input). Its role now becomes adverse
because the wave phase velocity begins to deviate from
the beam velocity already in the stage of the bunch for-
mation. This causes strong (up to 100%) oscillations of
the microwave field amplitude over one ion-acoustic
wave period. Thus, the average field amplitude
decreases in comparison to the steady-state amplitude.
At even larger ponderomotive force, the fragmentation
of time scales begins to manifest itself (the time depen-
dence of the plasma density over one period of the low-
frequency wave has the shape of narrow depressions,
whereas the time dependence of the field amplitude has
the shape of narrow peaks), which leads to a further
decrease in the average amplitude of the amplified wave.

If plasma nonlinearity is caused by the presence of
an unsteady source (the BPD), then rather strong oscil-
lations of the plasma density and field amplitude arise
just after the steady-state regime becomes unstable
(Fig. 7). Since the density oscillations are symmetric
about their mean value (which determines the fre-
quency of the most amplified microwave) at the instant
at which the steady-state regime becomes unstable
(S0 = (S0)c = 3.25), (see Fig. 9), the mean square value
of the field amplitude is equal to its steady-state value.
As the parameter S0 increases, the symmetry of plasma
density oscillations breaks. The adverse effect of the

ε 2
S0( )

ε 2
l( )
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enhanced (in comparison to its mean value) plasma
density on the behavior of the microwave field ampli-
tude increases, thus decreasing its average value. At
large values of the parameter S0, the time dependence of
the plasma density over one period of the low-fre-
quency wave has the shape of a single narrow peak
(Fig. 10b). It follows from Fig. 10a that the time depen-
dence of the output amplitude of the microwave wave
has the shape of small peaks and much larger dips rela-
tive to the threshold level for the excitation of a BPD
(Fig. 10a, dotted line). For this reason, the increase in
the excess parameter S0/(S0)c is accompanied by a
smoother decrease in the mean square value of the filed
amplitude in comparison to the case with the pondero-
motive force.

It follows from Fig. 9 that a transition to the regime
of stochastic self-modulation of the amplifier signal
(S0 > 20.0) only slightly influences the character of the

dependence .

The dependence  cannot be obtained from
model (1)–(4) analytically throughout the entire range
of S0 variations. Nevertheless, it follows from Fig. 9
that this dependence in the self-modulation regime is
rather simple. We will try to construct this dependence
from the following considerations. First, the mean
square value of the microwave field amplitude at the
amplifier output should be proportional to the ampli-

tude squared in the steady-state regime; i.e.,  ~

. Second, this value decreases with increasing
ratio S0/(S0)c. Numerical calculations show that the
dependence

(12)

ε 2
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ε 2
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ε 2
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ε st
2

l( )

ε 2
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Fig. 9. Mean square value of the microwave field amplitude
vs. parameter S0 for |ε |0 = 0.01, l = 10.0, εi = 1.2, and γ = 0.
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adequately describes the behavior of the mean square
value of the microwave field amplitude over a wide
range of the amplifier lengths and the reflection coeffi-
cients of ion-acoustic waves. Dependence (12) is
shown in Fig. 9 by the dotted line.

Numerical calculations show that the average power
of the microwave field at the amplifier output depends
strongly on the coefficient of reflection of ion acoustic
waves from the amplifier boundaries. The average
power decreases significantly for large reflection coef-
ficients (|γ| ≈ 1). This also follows from expression (12),
because (S0)c decreases with increasing |γ|, as was
shown in the previous section.

In conclusion, we note that a comparison of the the-
ory of an unsteady BPD developed in this paper with
the experimental data from [10] is a rather laborious
problem, one which is beyond the scope of this paper.
Here, we only give estimates of the parameters S0 and
(S0)c under experimental conditions: the working gas is
argon, Wi = 16 eV, and the pressure in the middle of the
pressure range corresponding to the existence of a BPD

1
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|ε|(l)
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0.8
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Fig. 10. Time dependences of (a) the microwave field
amplitude and (b) plasma density at the amplifier output in
the regime of developed low-frequency modulation for
|ε|0 = 0.01, l = 10.0, εi = 1.2, S0 = 30.0, and γ = 0.
is 10–5 torr. To estimate S0, we use an expression from
[13] and the calculated dependences of the other
parameters from [10]. As a result, we arrive at the esti-
mate S0 ≈ 2.5. As was shown in [10], a waveguide filled
with a plasma has the very high coefficient of the reflec-
tion of ion-acoustic waves from its boundaries, |γ| > 0.6.
Numerical calculations carried out at these values of
the reflection coefficient show that, under experimental
conditions, this parameter is (S0)c < 1. It follows from
the comparison of this value with the above estimate of
S0 that, even with the use of such a low-power beam (in
the experiments described in [10], a beam with a power
of Pb = 50 W was used), it is necessary to take into con-
sideration the possibility of the existence of a regime
with an unsteady BPD.

5. CONCLUSIONS

It follows from the nonlinear BPI theory elaborated
in this paper that, as the neutral gas pressure or the
beam current increases, the steady-state operating
regime of a plasma-filled TWT amplifier becomes
unstable. The onset of instability is caused by the
plasma density perturbations arising in the BPD region.
Propagating toward the beam, these perturbations
affect the conditions of microwave amplification and
change the field distribution in the amplifier, thereby
causing a distributed delayed feedback. This means that
the microwave amplifier also operates as a source of
low-frequency oscillations of the wave amplitude, thus
demonstrating the features peculiar to the latter, in par-
ticular, a transition to the regular and stochastic self-
modulation modes.

The average microwave power at the output of the
TWT amplifier in the modulation regime decreases as
the neutral gas pressure or the beam current increases.
The boundary conditions at the ends of a plasma-filled
structure have a substantial effect on both the parameter
values corresponding to the change of the amplification
regimes and the average output power.

Note that the theory of an unsteady BPD developed
in this paper must be adapted to a particular TWT
amplifier. The reason is that the plasma density in a real
experimental setup changes as the neutral gas pressure
or the beam current varies; this, in turn, causes varia-
tions in both the frequency of a microwave that is in res-
onance with the beam and the growth rate of BPI. As a
result, the remaining dimensionless parameters also
vary. The character of these variations depends on the
design of a particular slow-wave structure. In this
paper, we have studied the characteristics of this regime
that are related to the physical processes occurring in
any plasma-filled TWT amplifier in the presence of a
residual neutral gas, regardless of the design features of
the slow-wave structure.
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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Abstract—A set of wave equations is derived that describes electromagnetic waves at frequencies on the order
of the ion gyrofrequency in a plasma column with an arbitrary electron temperature. This set takes into account,
in particular, the resonant interaction of electrons with waves in the transit-time magnetic pumping regime. The
effect of the amplification of the electromagnetic fields of current-carrying antennas by the plasma is analyzed.
The evolution of the fields with an increase of plasma density from a zero value (vacuum) is considered. The
main parameters are determined for minority ion cyclotron resonance heating in the planned EPSILON system.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The characteristic wavelength of the electromag-
netic waves used for ion cyclotron resonance (ICR)
plasma heating is usually comparable to or exceeds the
plasma dimensions. Such waves are excited by an
antenna, so that the structure of their electromagnetic
fields is largely governed by the antenna shape. Cur-
rent-carrying antennas in which the electric current has
both longitudinal and transverse (azimuthal) compo-
nents have proved to be the most successful for ICR
heating of the plasma column. Among these are helical
antennas and Nagoya type III antennas. In a helical
antenna, the current-carrying conductor has the form of
a helix wound around the plasma column. In a Nagoya
type III antenna, the current-carrying conductor con-
sists of purely longitudinal and purely azimuthal por-
tions. ICR plasma heating is provided by the transverse
(left-polarized) component of the RF electric field.
Such antennas are advantageous in that the transverse
electric field generated by them can be amplified (rather
than weakened) by the presence of plasma. The reason
for this is that the antennas in question excite two dif-
ferent electromagnetic modes whose transverse electric
fields are in antiphase. The plasma responds differently
to these modes, which can lead to the amplification of
the total transverse electric field (see, e.g., [1, 2]). The
objective of the present paper is to analyze the physical
nature of the electromagnetic fields generated by a cur-
rent-carrying antenna in vacuum and to consider how
the fields evolve with an increase of plasma density.
Another objective is to discuss the influence of Alfvén
and plasma resonances.

During ICR heating, the RF power is usually depos-
ited in the so-called resonant minority ions (ω = ,

where ω is the RF field frequency and  is the gyrof-
requency of the minority ions). The structure of the

ωi'

ωi'
1063-780X/04/3009- $26.00 © 20740
electromagnetic fields is especially sensitive to the ratio
between the field frequency and the gyrofrequency of
the main plasma ions, –ωi. In what follows, a study will
be made of the cases of light (ω > ωi) and heavy (ω <
ωi) impurities.

The plasma response to electromagnetic fields
depends on the electron temperature, in particular, on
the temperature-dependent ratio between the wave
phase velocity along the magnetic field and the electron
thermal velocity. In order for the analysis to be applica-
ble to an arbitrary value of this ratio, it is necessary to
take into account the effects of the finite electron Lar-
mor radius. Associated with these effects is, in particu-
lar, the so-called transit-time magnetic pumping
(TTMP) effect—the Cherenkov resonance interaction
of charged particles with the transverse (with respect to
the main magnetic field) electric field of the electro-
magnetic waves. Along with the finite-Larmor-radius
effects, the TTMP effect can become important at high
plasma densities, in which case the zero-Larmor-radius
approximation, used in [1–4], becomes inadequate.

Numerical methods developed in the present study
were used to estimate the prospects for ICR heating in
the planned EPSILON system [5]. An analysis shows
that, among the various possible plasma heating meth-
ods, an optimum one seems to be the heating of a
plasma with a small addition of heavy resonant ions,
e.g., a hydrogen plasma with a deuterium minority at a
sufficiently high electron temperature (>1 keV).

2. ELECTRIC CURRENT EXCITED
BY RF OSCILLATIONS IN PLASMA

Let us formulate the approximations with which to
analyze the minority ICR plasma heating. Under cyclo-
tron resonance conditions, the ions interact most effi-
ciently with the left-polarized component of the trans-
004 MAIK “Nauka/Interperiodica”
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verse electric field of the waves used to heat plasma. If
the time dependence of the RF field is represented in
the form e–iωt, then this component is described by the

expression E+ = (Er + iEθ), written in a cylindrical

coordinate system with the z axis directed along the
main magnetic field. The terms “transverse” and “lon-
gitudinal” are here used to signify the direction with
respect to this field. The resonant interaction of the ions
with the right-polarized and longitudinal components
of the electric field is governed by finite-Larmor-radius
effects and, for kρi ! 1, is weaker than the interaction
with the left-polarized component (here, k is the wave-
number and ρi is the mean ion gyroradius). Of course,
the above assertions are valid if the plasma does not
weaken the left-polarized electric field component.
This turns out not to be the case for minority ICR heat-
ing.

The intensities of the interaction of the main (non-
resonant) plasma ions with each of the electric field
components are of the same order, so that, in describing
nonresonant interaction, the effects of ion thermal
motion can be ignored.

In the above approximations, the ion current is given
by the expression

(1)

Here,  = , g(i) = ,  = 1 –

 + ,  = 1 –  –

, ωpi is the Langmuir frequency of the main

plasma ions, ωi is their gyrofrequency, the prime indi-

cates the quantities characterizing the minority ions,  =

,  = , W is the probability integral of

complex argument, and b = B0/B0. In expression (1), the
longitudinal ion current is ignored because it is low in
comparison to the longitudinal electron current.

The longitudinal electron current should be deter-
mined with allowance for both longitudinal and trans-
verse electric fields (see, e.g., [6]). The corresponding
off-diagonal elements of the dielectric tensor contain

the large parameter  and also the small parame-

ter (k⊥ ρe)χe, where χe =  for ω ! k||vTe and χe =

1
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 for ω @ k||vTe. For a plasma with hot electrons

(ω ! k||vTe), these tensor elements are of the same order
of magnitude as the tensor elements for the ions that
were used in deriving expression (1). This is why the
approach employed in [1–4], in which the off-diagonal
elements of the dielectric tensor were ignored because
of the smallness of the electron gyroradius, requires
refinements. Further analysis shows that these elements
are important at fairly high plasma densities. Note that,
when the temperatures of the main plasma ions and
minority ions are comparable, the contribution of the
former to the off-diagonal elements is small because of

the factor χi =  and the contribution of the latter is

also small because they are present in small quantities.

In order for the analysis to be consistent, it is also
necessary to take into account the transverse electron
current component driven by the longitudinal electric
field. Other important components of the transverse
electron current are associated with the drift of elec-
trons in the crossed wave electric and main magnetic
fields and with the TTMP effect. The additive contribu-
tions of the TTMP effect to the dielectric tensor ele-

ments are on the order of (k⊥ ρe)2δe, where δe =

exp  is the amount of resonant electrons.

As for the ions, the TTMP effect is unimportant for
them because there is only a small number of resonant
minority ions.

The electron current is determined in terms of the
perturbation of the electron distribution function f by an
RF field. The perturbed distribution function is
described by the kinetic equation linearized in small
perturbations:

where the unperturbed electron distribution function
f0(ε, η) depends on the integrals of motion, namely, the
energy ε = mv 2/2 and the θ component of the general-

ized momentum, η =  + . We consider a plasma

cylinder in which the density varies in the radial direc-
tion and assume that the uniform magnetic field is
directed along the z axis. In this case, it is convenient to
expand the perturbed quantities in Fourier integrals,

e.g., E(r, t) = exp(i(–ωt + krr + mθ + k||z)).
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The standard method of integration along the trajec-
tories yields the expression

(2)

where ψ = , ξe = k⊥ v ⊥ /ωe, and b = B0/B0.
The electron trajectories were described by the equa-
tions v(t) = (v ⊥ cos(α0 + ωet), v ⊥ sin(α0 + ωet), v ||) and

r(t) = r(0) + , where α0 is the initial phase of

electron gyration. In expression (2), the electron gyro-
radius is assumed to be small in comparison to the
wavelength and the wave frequency is assumed to be
much lower than the electron gyrofrequency ωe.

Using expression (2) gives the following expres-
sions for the density of the electron current driven by an
RF electric field:

(3)

where Q1 = –2 , Q2 =

− (1 + ), ζe = , and vTe =

. In expressions (2) and (3), the transverse

electric field of the waves is expressed through the lon-
gitudinal magnetic field by means of Maxwell’s equa-
tions.

3. TTMP EFFECT

Using expressions (3), we can determine the energy
absorbed by the electrons. Taking the volume integral
of the quantity j · E* by parts, we arrive at the following
expression for this quantity:
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The last term in parentheses on the right-hand side of
expression (4) arises from the TTMP effect and the sec-
ond term accounts for the interference between the
Cherenkov resonance interaction and the TTMP.

Expression (4) can also be derived from the expres-
sion

(5)

where µe =  is the magnetic moment of an elec-

tron.
Expression (5) shows that an electron is subject not

only to the force of the electric field but also to the dia-
magnetic force in the direction of the main magnetic
field, F|| = –µe∇ ||B||. This result is quite natural because,
in the case of long-wavelength low-frequency waves,
an electron moving along a Larmor orbit can be
regarded as a point charged particle with a nonzero
magnetic moment.

Of course, an electron exchanges energy with the
RF electric field rather than with the magnetic field.
The rate of change of the electron energy, averaged over
the cyclotron period, is described by the equation

(6)

where the integration is carried out along a Larmor cir-
cle. Using the induction equation and the Cherenkov
resonance condition ω = k||v ||, we can rewrite Eq. (6) as

This equation shows that, although the electric field
of the waves performs work on the transverse degree of
freedom of an electron (rotation along a Larmor circle),
the longitudinal energy of an electron also changes. The
energy transfer from the transverse degree of freedom
to the longitudinal one is governed by the action of the
magnetic field of waves, which turns the electron veloc-
ity vector. This result confirms the well-known fact
(see, e.g., [7]) that, whatever the polarization of waves,
the energy transferred to or from a charged particle (in
the case at hand, an electron) in resonant interaction in
a magnetic field is distributed over the degrees of free-
dom in accordance with the relationship

(7)

Relationship (7) implies that, under the Cherenkov
resonance conditions (ω = nωe + k||v ||, n = 0), only the
longitudinal energy of the particle changes.

To conclude this section, note that the TTMP effect
can take place in the interaction of electrons with mag-
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netosonic and Alfvén hydrodynamic waves, in which
the longitudinal electric field is suppressed because of
the high electron mobility.

4. WAVE EQUATIONS AND EXPRESSIONS 
FOR THE WAVE ELECTRIC FIELD

Using Maxwell’s equations and expression (3) for
the perturbed current density, we arrive at the following
set of equations describing waves in a longitudinally
homogeneous axisymmetric plasma column:

(8)

Here,

, (9)

C|| = iN||E||, l1 = F  + G , l2 = G  + F , F = (ε⊥  –

)/D, G = g/D, D = (ε⊥  – )2 – g2 = (ε+ – )(ε– – ),

g = g(i) – , ε|| = 1 + 2 (1 + ζeW(ζe)),

all of the quantities having the dimension of length are
normalized to c/ω, and the prime denotes the derivative
with respect to the radius.

Using expressions (9), we reduce wave equations (8)
to

(10)

where L1 =  –  +  and L2 =

 –  + .

Set of wave equations (10) is a generalization of the
set of equations obtained in [8] for the case of cold elec-
trons.
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The circularly polarized components of the electric
field are represented in terms of the solutions to
Eqs. (10) by the following comparatively simple
expressions:

(11)

A particularly important role in ICR plasma heating
is played by the left-polarized electric field component
E+. In the vicinity of the plasma axis (r = 0), the radial
dependence of B|| and E|| is represented in a universal
form: B||, E|| ∝ r |m |f (r2). For this region, we also have

 ∝  r. Taking into account these relationships, from
expressions (9) we see that, in the axial region, the
waves running in the same direction as the ions move
(m < 0) have the largest amplitude |E+ |; moreover, we
have E+(0) ≠ 0 only for m = –1.

In the case of a high plasma density, it is more con-
venient to use another expression for E±:

(12)

Expression (12) has no fictitious singular points (see
[9]) corresponding to the zeros of the denominator in
expression (11) (see below).

5. FORMULATION OF THE PROBLEM
FOR NUMERICAL ANALYSIS

In what follows, results will be presented from a
numerical integration of wave equations (10) over the
interval (0, rB) (where rB is the radius of a perfectly con-
ducting wall) and from a direct numerical integration of
Maxwell’s equations over the same interval. The cur-
rent density that enters Maxwell’s equations was
described by the expressions derived in Section 2. The
agreement between the results obtained by these two
different methods guarantees the correctness of calcu-
lations; on the other hand, a comparison between the
results makes it possible to determine the limits of
applicability of each of the methods.

In wave equations (10), the quantities F and G
become infinite at the points at which the condition

ε−(r) =  (where ε– = 1 +  + )

is satisfied. In [9], it was shown that, in this case, the
solution remains regular. However, because of the pres-
ence of such fictitious singular points, the sweep
method used to solve Eqs. (10) numerically can gener-
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ally fail. It is presumably for this reason that the solu-
tion to the wave equations begins to deviate from the
solution to Maxwell’s equations. For the waves under
consideration, namely, those with a frequency on the
order of the ion gyrofrequency, the fictitious singularity
arises under the condition ωpi ≥ k||c. The longitudinal
size of a typical antenna used for ICR plasma heating is
about 1 m; in this case, the density of a hydrogen
plasma should be higher in order of magnitude than
1012 cm–3. For heavier ions, the “critical” plasma den-
sity is proportional to their mass number. It should be
noted that, for a plasma with hot electrons, the fictitious
singularity begins to influence the solutions when the
plasma density is at least one order of magnitude higher
than the critical density. Note also that the singular

point at which the condition ε+ =  holds is displaced
from the real axis in the complex plane because of the
contribution of resonant minority ions. When the den-
sity of minority ions is not too low, solving Eqs. (10)
presents no problem.

In integrating Maxwell’s equations, the boundary-
value problem was solved by a shooting method. In
order to satisfy the boundary conditions (which imply
that the solution is finite at the axis of the plasma cylin-
der and that the tangential components of the electric
field vanish at a perfectly conducting wall), Newton’s
method was used. The iterative procedure begins to
diverge if the solution is subject to sufficiently sharp
variations over the interval of integration. In the prob-
lem under analysis, the longitudinal electric field can
depend strongly (exponentially) on the radius. For a
low-density plasma (ωpi ≤ k||c), this exponential depen-
dence is governed by the strong damping of Trivel-
piece–Gould (TG) modes excited by the antenna (see
below). For a high plasma density (ωpi ≥ k||c), the expo-
nential dependence is due to the appearance of an

N ||
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Fig. 1. Radial plasma density profiles given by (1) formula (13)
and (2) formula (14).
Alfvén resonance surface, the region inside which is
opaque to lower hybrid waves (in this region, their
amplitude decreases exponentially toward the plasma
axis).

If the plasma density is not too high (ωpi ≤ k||c),
Newton’s method can be made convergent by slightly
reducing the integration interval, i.e., by excluding
from consideration a small subinterval corresponding
to the immediate vicinity of the plasma axis. This is
correct because, close to the axis, the longitudinal elec-
tric field of waves is negligibly low and the longitudinal
magnetic field has a simple (power-law) dependence on
the radius, ∝ r |m |. The result of integrating Maxwell’s
equations over the remaining part of the integration inter-
val coincides with the solution to wave equations (10).
This procedure made it possible to perform calculations
for low electron temperatures.

The calculations were carried out for two radial pro-
files of the plasma density (see Fig. 1). The first profile
is given by an analytic expression implying that the
plasma occupies all the integration region up to the sys-
tem boundary (r = rB):

(13)

Changing the parameters r0 and ∆0 in expression (13)
provides the possibility of modeling smooth (Gaussian)
density profiles (∆0 ≥ r0) and also steplike profiles
(∆0 ! r0).

The second, parabolic, profile assumes that the
plasma terminates radially without contact with the
wall (r = rp < rB), i.e., that there is a vacuum gap
between the plasma and the wall:

(14)

An antenna generating electromagnetic fields was
modeled by the following radial profiles of the electric
current density:

(15)

where ∆A ! rA, and

(16)

In expressions (15) and (16), the electric current is
normalized to the total current and the current continu-
ity condition is taken into account.
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The parameters of the smooth plasma density profile
given by expression (13) were chosen so that the
plasma density near the antenna was about two orders
of magnitude lower than the maximum (central) den-
sity. This choice correspond to typical experimental
conditions, under which the plasma density decreases
from the axis to the boundary by one to two orders of
magnitude.

For the second density profile, namely, that given by
expression (14), the antenna was assumed to be posi-
tioned in vacuum and the antenna current density was
described by expression (16). For the vacuum region
(rP < r < rB), analytic solutions to Eqs. (10) were con-
sidered. In this region, the equations have the form

(17)

where ρext =  in accordance with

the charge conservation condition. For current-carrying
antennas, we have ρext = 0.

The second of Eqs. (17) implies that, for N @ 1, the
electric current having a nonzero divergence generates
electric fields far more efficiently than does the diver-
gence-free current (the potential electric field of the
former is N2 times stronger than the vortex field; see
also below).

The matching conditions at the antenna (r = rA) have
the form

(18)

(19)

These conditions were derived by taking into
account the fact that, in Eqs. (17), the radius is normal-
ized to c/ω.

The solutions to Eqs. (17) on the interval rP < r < rB

are expressed in terms of the modified Bessel functions
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of the first (Im) and second (Km) kinds. This makes it
possible to switch from the boundary conditions

(20)

at the wall surface (r = rB) to the boundary conditions at
the plasma surface (r = rP),

(21)

(22)

where Φ(ρ1, ρ2) = Im(ρ1)Km(ρ2) – Km(ρ1)Im(ρ2) and

ρ1, 2 = (  – 1)1/2r1, 2.

It is also necessary to account for a jump in the
radial derivative of the longitudinal magnetic field B|| at
the plasma surface (r = rP):

where δ  0. Boundary condition (21) contains the
derivative of this component in the vacuum region at
r = rP + δ.

The goal of numerical calculations was twofold: to
demonstrate the main regular features of the excitation
of electromagnetic fields in the plasma column and to
qualitatively estimate the prospects for using minority
ICR heating in the EPSILON system [5], whose param-
eters served as the basis for calculations (the magnetic
field was ≈3 kG, the maximum plasma density was
≤1012 cm–3, the electron temperature was ≤10 keV, the
ion temperature was ≈100 eV, the system diameter was
≈30 cm, and the length of the heated region was ≈1 m).

The electromagnetic fields generated by the antenna
are highly sensitive to the ratio between their phase
velocity and the electron thermal velocity. In order to
reveal the features in question, calculations were car-
ried out for two limiting cases: that of hot electrons
(Te = 10 keV) and that of cold electrons (Te = 10 eV).
The general properties of the ICR plasma heating were
analyzed under the assumption that the plasma temper-
ature is constant along the radius. Note that the uniform
temperature distribution is characteristic of open sys-
tems in which the plasma is heated while flowing
through them. In Section 8, the closed EPSILON sys-
tem is considered under the assumption that the temper-
ature profile is parabolic.

The structure of electromagnetic fields in the plasma
depends significantly on the ratio between the RF field
frequency (which was chosen to be equal to the gyrof-
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requency of the minority ions) and the gyrofrequency
of the main plasma ions. The calculations were carried
out for a deuterium plasma with a hydrogen minority
and for a hydrogen plasma with a deuterium minority.
The parameter values corresponding to the first case are
as follows: N|| = 30, rB = 3 × 10–2, r0 = ∆0 = rP/2 =
0.834 × 10–2, rA = 2.5 × 10–2, ∆A = 0.5 × 10–3. In the sec-
ond case, the gyrofrequency of the main plasma ions is
two times lower than that in the first case, so that the
parameter values were recalculated in accordance with
the relationships N|| ∝ ω –1 and rB, r0, ∆0, rP ∝ ω . The
plasma density was varied from zero (vacuum) to
n0(0) = 2 × 1012 cm–3.

In Section 6, the relative density of the minority
ions, α = /ni, is taken to be 0.3%. With this value of
α, it is convenient to demonstrate the general features
of the excitation of RF fields in a plasma containing
several ion species. In particular, in such a plasma, the
characteristic properties exhibited by the plasma waves
due to the presence of plasma and/or Alfvén resonances
are very pronounced. Note that an analysis of the heat-
ing efficiency as a function of α shows that the opti-
mum α value can be close in order of magnitude to the
value chosen above.

The current distribution in the azimuthal direction
was assumed to correspond to the first mode (m = –1),
which runs in the same direction as the ions (this
assumption was justified in the previous section). If we
consider a plane cutting the antenna at a right angle to
the plasma axis, then we can see that, in the case of the
first mode, the currents flowing at any given time in the
opposite semicircles produced by the intersection of the
antenna and the plane are oppositely directed. In calcu-
lations, each of these currents was set equal to 1 A. In
all figures that show radial profiles of the electromag-
netic fields, the electric and magnetic fields are
expressed in V/cm and in G, respectively.

6. ELECTROMAGNETIC FIELDS
IN A VACUUM WAVEGUIDE

In order to gain insight into the processes occurring
when the current flows in the antenna, we first consider

ni'

(‡) (b)

Fig. 2. Contour plots of the electric field of the lowest radial
eigenmodes with the azimuthal number m = 1 in a plasma
waveguide: (a) íÖ11 mode and (b) íå11 mode.
the excitation of electromagnetic waves in a cylindrical
vacuum waveguide.

In analyzing electromagnetic waves, it is expedient
to introduce the notion of the wave mode—a superpo-
sition of electric and magnetic fields that are described
by an independent solution to Maxwell’s equations.
Two types of modes can propagate in a cylindrical
waveguide: TE and TM modes. The electric field of the
TE mode is perpendicular to the waveguide axis (and,
accordingly, has no longitudinal component). The mag-
netic field of the TM mode is oriented in the same man-
ner. This, the TE modes can be conveniently character-
ized by the longitudinal magnetic-field component
B||(r, t), and the TM modes, by the longitudinal electric-
field component E||(r, t).

In the case of a vacuum waveguide (ε± = 1, Q1, 2 = 0),
it is possible to obtain the following expression for the
transverse component of the electric field:

(23)

The eigenmodes that can propagate along the
waveguide are described by the solutions to Eqs. (17)
with zero on the right-hand sides:

where the quantity κ =  is determined with the
help of boundary conditions (20).

Approximate contour plots of the transverse electric
fields of the largest scale eigenmodes are shown in
Fig. 2. These fields are seen to have a large potential
component, which is generated by the charges induced
at the perfectly conducting wall of the waveguide. That
the charges are indeed present is indicated by the fact
that the electric field component of each of the two
modes that is normal to the wall surface is nonzero
everywhere except for certain values of the azimuthal
angle.

For low-frequency electromagnetic fields with N|| @ 1,
which are usually used for ICR plasma heating, the
waveguide in question is overcritical. Such fields can
only be sustained by antennas.

In the region r < rA, the solutions to Eqs. (17) that
satisfy matching conditions (18) and (19) and boundary
conditions (20) are given by the expressions

(24)

where ρ = (  – 1)1/2r (as in the previous section).
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Let us consider the transverse electric field, assum-
ing that the longitudinal size of the antenna is much
larger than its transverse size, rN|| ! 1. To zero order in
this parameter, we obtain

(25)

Using expressions (23) and (25) and taking into
account the current continuity condition, we find that
the resulting transverse electric field excited by the
antenna vanishes. The transverse electric field is non-
zero only in the next-order approximation, i.e., to
within terms on the order of (rN||)2, in which case it is

equal in order of magnitude to E⊥  ≈ . Recall that all

of the quantities having the dimension of length are
normalized to c/ω (rA  rAω/c).

The result just obtained is quite natural because the
electric fields excited by current-carrying antennas are
of an inductive nature and are completely governed by
the time-delay effect.

As was mentioned above, the transverse electric
field of the TE mode, as well as of the TM mode, also
has the potential component. Let us consider the origin
of this potential component in an overcritical
waveguide. To do this, we first assume that the only
mode that is excited in such a waveguide is the TE
mode, whose longitudinal electric field is zero, E|| = 0.
In order to drive the right-hand sides of Eqs. (17) to
zero, it is necessary that the antenna current have not
only the θ component but also the z component. This
condition, together with the charge conservation condi-

tion, gives  = jθ, ext. In this case, the density

of the space charges within the antenna is nonzero,

 = , and the electric field excited by them

is potential.
Under the same assumptions as those made in deriv-

ing expressions (25), Poisson’s equation has the
approximate solution

This solution and expressions (23) and (25) imply that,
under the conditions Nθ @ N|| @ 1, the potential electric

field is equal in order of magnitude to E⊥ , pot ≈ ;
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i.e., it is stronger than the vortex electric field by a fac-

tor of  (where L|| is the characteristic longitudinal

size of the antenna). Expression (23) with E|| = 0 pro-
duces precisely the same result.

To generate the TM mode, whose longitudinal mag-
netic field is zero, B|| = 0, it is sufficient to use an
antenna carrying only a longitudinal current with the

density . The total charge density in the antenna,

 + , is equal to zero when  = – .

The electric field excited by this charge is equal in order

of magnitude to E⊥ , pot ≈ ; for B|| = 0, this result

agrees with expression (23) at Iθ = 0.

Hence, the above analysis shows that the helical cur-
rent excites TE and TM modes simultaneously. The
transverse potential electric fields of the modes are
comparatively strong. However, they cancel one
another out, so that there remains only a substantially
weaker vortex field.

The potential electric fields that are generated by
charges can be determined from Poisson’s equation,
which, at first glance, is independent of Eqs. (17). How-
ever, for the periodic processes under consideration
here, Poisson’s equation can be obtained from Max-
well’s equations, which were used to derive Eqs. (17).
Consequently, information on the potential electric
fields should be contained in Eqs. (17).

The above considerations are illustrated by Fig. 3,
which shows numerical results on the longitudinal elec-
tromagnetic field components contained in expression
(11) for the transverse electric field, namely, on the
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Fig. 3. Radial profiles of the electromagnetic fields (1) B||
and (2) –C|| of a helical current in an overcritical vacuum
waveguide.
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quantities B|| and –C|| = –iN||E||. The sum B|| + C|| is the
magnitude of E⊥  in vacuum. Figure 3 implies that,
inside the antenna, this sum is much smaller than either
of the two quantities, B|| and –C||, which is in accord
with expressions (25). Note that, at the current-carrying

conductors of the antenna, the quantities B|| and 

change sharply. In the limit ∆A  0, these quantities
undergo jumps (see matching conditions (18) and (19)).

7. ELECTROMAGNETIC FIELDS 
IN A PLASMA WAVEGUIDE

7.1. Amplification of the Transverse Electric Field
in a Low-Density Plasma

The plasma responds differently to TE and TM
modes. The TM mode has a substantial longitudinal
electric field. Since the electrons actively respond to
this field, the plasma exerts an important effect on the
TM mode even when its density is comparatively low,

dC||

dr
---------

0.002

0.004

0.006

0.008

0.010

0.014

0.012

0.016

0.018

0.020

0

1

2

3

(‡)

(b)

0.002

0.004

0.006

0.008

0.010

0 0.004 0.008 0.012 0.016
r

|E+|

1

2

3

|E|||

Fig. 4. Radial profiles of the electromagnetic fields of a heli-
cal current in low-density hydrogen plasmas with a 3% deu-
terium minority, with hot electrons (Te = 10 keV), and with

different central densities: n0 = (1) 0, (2) 2 × 106, and (3) 2 ×
107 cm–3.
ωpe ≥ max(ω, k||vTe). In vacuum, the TE mode has no
longitudinal electric field. In the plasma, the longitudi-
nal electric field of the TM mode is weak. The response
of the plasma to the transverse electric field is far
weaker. According to Eqs. (10), the plasma has a signif-
icant effect on the TE mode only under the conditions

ε⊥ , g ≥ . In the opposite case, the spatial distribution
of the longitudinal magnetic field can be determined
from the first of Eqs. (17), which refer to the vacuum
region.

As for the TM mode, it becomes electrostatic (i.e.,
converts into the so-called TG mode) under the condi-
tion N⊥ rA @ 1, where N⊥  is the characteristic radial
refractive index. In this case, the terms with the longi-
tudinal magnetic field in the second of Eqs. (17) can be
omitted, so that the equation becomes

(26)

Here, it is also assumed that Q1, 2 ! 1.
In the quasiclassical approximation, the dispersion

relation for the TG modes has the form

This dispersion relation yields N⊥  ≈ . For

the parameter values adopted in calculations, the above
condition N⊥ rA @ 1 is satisfied when the electron tem-
perature and the density of minority ions are not too
high. Otherwise, the longitudinal magnetic field B|| may
have an appreciable effect on the distribution of E||.

For a vacuum waveguide such that rN|| ≤ 1, the radial
dependence of the longitudinal electric field in the
interval (0, rA) can be approximated by E|| ∝ r|m| (see
above). If the electrons are hot (ω ! k||vTe), then, by vir-

tue of the relationship Reε|| ≈ 1 +  > 1 and

because of the absorption of RF energy by the resonant
electrons and minority ions, the longitudinal electric
field E|| decreases from the antenna toward the plasma
axis somewhat more abruptly (see Fig. 4b). Since, in
the TM mode, the longitudinal and transverse electric
fields are mutually coupled to one another, the latter
decreases accordingly. The transverse electric fields of
the TM and TE modes excited by a helical current are
opposite in direction (see the previous section); conse-
quently, the screening of the TM mode leads to an
increase in the total transverse electric field.

In the case of cold electrons, the presence of plasma
reduces the longitudinal dielectric response,

; therefore, an increase in the plasma

density leads to an increase in the longitudinal electric
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field of the TM modes. As a result, unlike in the case of
hot electrons, the transverse electric field decreases
(Fig. 5a, curve 2) as long as the condition B|| + C|| > 0 is
satisfied in the axial plasma region. As the plasma den-
sity increases, the quantity B|| + C|| changes sign; in this
case, the transverse electric field begins to increase.
When the longitudinal dielectric response ε|| becomes
negative, the plasma waveguide ceases to be overcriti-
cal for TM modes and they convert into TG modes. If
the parameters of the antenna current are close to those
of the TG eigenmodes, then the transverse electric field
of the TM mode is much stronger than that of the TE
mode and, accordingly, it makes the dominant contribu-
tion to the total field.

The parameters of the TG eigenmodes are rather
sensitive to the details of the radial profile of the plasma
density. That is why, at a low electron temperature, even
a slight difference in the profiles can produce profound
differences in the amplitude and profile of the electric
field of the helical current. On the other hand, in a
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Fig. 5. Radial profiles of the electromagnetic fields of a heli-
cal current in plasmas with cold electrons (Te = 10 eV) and

with different central densities: n0 = (1) 0, (2) 2 × 105,

(3) 2 × 106, and (4) 2 × 107 cm–3.
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plasma with hot electrons, TG modes do not exist, so
the electric fields differ only slightly (see Fig. 6).

7.2. Moderate-Density Plasma: Plasma Resonance

As long as the ion contribution to the transverse
dielectric function is small (ε⊥  ≈ 1), the waves under
consideration are purely electron waves. The higher the
plasma density, the more important the role played by
the ions and the greater the difference between the
cases of light and heavy minority ions. In the first case
(e.g., a deuterium plasma with a hydrogen minority), if
the plasma density at the axis of the column is suffi-
ciently high, then the transverse dielectric function cal-

culated for the main plasma ions, ε⊥  = 1 + , can

change sign at a certain surface of radius r = rpl . (Recall
that, in the case of minority ICR plasma heating, the RF
field frequency is chosen to satisfy the condition for the
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Fig. 6. Radial profiles of the electromagnetic fields of a heli-
cal current in hydrogen plasmas with a 3% deuterium minor-
ity, with (a) cold (Te = 10 eV) and (b) hot (Te = 10 keV) elec-
trons, and with different density profiles given by (1) formula
(13) and (2) formula (14) with the same central density n0 = 2 ×
108 cm–3.
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field to be in cyclotron resonance with minority ions.)
For the TG modes, this is a singular surface (plasma
resonance surface) [see Eq. (26)]. In its vicinity, the
transverse wavenumber of the TG modes and, accord-
ingly, their transverse electric field increase abruptly. At
the same time, since the plasma density is radially
decreasing, the surface r = rpl is the boundary between
the regions transparent to the TG modes (r > rpl) and
opaque to them (r < rpl). From Fig. 7b we can see that,
in the opaque region, the longitudinal electric field is
essentially absent: TG modes do not penetrate into this
region. The TM mode also does not penetrate deep into
a plasma with hot electrons because it is damped by
them. As a result, regardless of the electron tempera-
ture, the total transverse electric field in the axial region
of the plasma column coincides with the vacuum field
of the TE mode. In turn, the plasma begins to affect the
TE mode when its density is high enough to satisfy the

condition ε⊥  ≥  (see the next section).N ||
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Fig. 7. Radial profiles of the electromagnetic fields of a heli-
cal current in moderate-density deuterium plasmas with a
0.3% hydrogen minority, with the same central density n0 =

2 × 109 cm–3, and with (1) cold (Te = 10 eV) and (2) hot
(Te = 10 keV) electrons.
The higher the plasma density, the larger the radius
of the plasma resonance surface. For a sufficiently high
plasma density described by a smooth radial profile of
form (13), the radius of the plasma resonance surface
becomes equal to the wall radius. In this case, the entire
plasma column is opaque to the TG modes.

In a low-density plasma, the ion plasma component
has only a slight effect on the distribution of the electro-
magnetic fields (see the previous section). Of course, in
this case, the relative percentage of the ion species
present in the plasma is unimportant. As the plasma
density increases, the damping of electromagnetic
waves by the ions becomes one of the main factors gov-
erning the structure of the electromagnetic fields. In
order to reveal the characteristic features of the waves
generated under the plasma and Alfvén resonance con-
ditions, in numerical calculations described in this sec-
tion and the next, the density of minority ions was cho-
sen to be low, 0.3%.

In a plasma in which minority ions are heavier than
the main ions, the plasma resonance surface is absent.
In this case, for plasma densities satisfying the condi-
tion ωpi ≈ ω, the spatial structure of the electromagnetic
fields does not possess any irregular properties (see
Fig. 7).

7.3. High-Density Plasma: Alfvén Resonance

At sufficiently high plasma densities satisfying the

conditions ε⊥ , g ≥ , the TE mode converts into mag-
netosonic modes or into Alfvén modes. The approxi-
mate dispersion relation for magnetosonic and Alfvén
modes has the form

(27)

The plasma is transparent to magnetosonic modes

when ε– > . Alfvén modes can only propagate in a
plasma whose density lies within the range determined

by the conditions ε+ >  > ε⊥ . These conditions imply
that the frequency of Alfvén modes is lower than the ion

gyrofrequency. Here, the quantities ε± =  +  =

1 ± , as well as ε⊥ , are calculated for the

main plasma ions.
Alfvén and magnetosonic modes are nonpotential—

their electric and magnetic fields both oscillate. The
only modes that can be excited in a dense deuterium
plasma with a hydrogen minority (ω > ωi) are magne-
tosonic modes. Presumably, it is this excitation process
that is responsible for the amplification of the longitu-
dinal component of the RF magnetic field in a high-
density plasma (see Fig. 8). The radial profiles shown in
Fig. 8 remain essentially the same regardless of the
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electron temperature. This result is quite natural
because the electrons have an insignificant impact on
the magnetosonic mode—they merely make the longi-
tudinal electric field vanish. The profiles are slightly
different only in the boundary region, where the plasma
density is low. If the plasma resonance surface occurs
near the plasma boundary, then the transverse electric
field in the boundary region is seen to increase abruptly
(see the previous section).

In a high-density plasma, the TG modes, too, change
their nature: they become nonpotential and convert into
the so-called lower hybrid modes, in which, in contrast
to the TG modes, the longitudinal electric and magnetic
fields, E|| and B||, both alternate. Lower hybrid modes
obey the following dispersion relation, which is a gen-
eralization of the dispersion relation for the TG modes:

(28)

A comparison between dispersion relations (27) and
(28) shows that the characteristic spatial scale of the
lower hybrid modes is small in comparison with those
of Alfvén and magnetosonic modes. In the case of a
plasma with light minority ions, lower hybrid modes
are confined to the antenna and do not penetrate deep
into the plasma. On the other hand, in a plasma with
heavy minority ions (ω < ωi), lower hybrid modes can
have a considerable effect on the electromagnetic fields
in the central regions of the plasma column because of
the presence of Alfvén resonance. The Alfvén reso-

nance surface is determined by the condition ε⊥  = .
From Eqs. (26) and (27), it follows that, at this surface,
the characteristic spatial scale of the long-wavelength
Alfvén modes becomes equal to zero and that of the
short-wavelength lower hybrid modes becomes infinite.
Of course, for such values of N⊥ , the applicability con-
ditions of the quasiclassical approximation, which was
used to derive dispersion relations (27) and (28), fail to
hold. In fact, in the vicinity of the Alfvén resonance sur-
face, the modes occurring on different spatial scales are
converted into one another.

The Alfvén resonance surface is the boundary
between the regions of transparency and opaqueness
for Alfvén and lower hybrid modes. For the parameter
values under consideration, the characteristic wave-
length of Alfvén modes is comparable to the plasma
radius; as a result, the vicinity of the Alfvén resonance
surface does not show up in the profiles of the Alfvén
modes. At the same time, the Alfvén resonance surface
can be readily seen in the spatial profiles of the lower
hybrid modes. Short-wavelength lower hybrid modes
differ from long-wavelength Alfvén and magnetosonic
modes in that their electric field has a substantial longi-
tudinal component. In a plasma with cold electrons
(ω @ k||vTe), the transparency region for lower hybrid
modes is that in which the plasma density is below its
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resonant value (ε⊥  < ). In a plasma with hot elec-
trons (ω ! k||vTe), the transparency region is that in
which the plasma density exceeds its resonant value

(ε⊥  > ). In the first of these regions, lower hybrid
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1011, and (3) 2 × 1012 cm–3.
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modes are potential (they do not perturb the magnetic
field). In the second region, they are nonpotential (see
above). These conclusions are illustrated by Figs. 9 and
10, which, in particular, show radial profiles of the lon-
gitudinal electric field.
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Fig. 9. Radial profiles of the electromagnetic fields of a heli-
cal current in hydrogen plasmas with a 0.3% deuterium
minority, with cold electrons (Te = 10 eV), and with differ-

ent central densities: n0 = (1) 2 × 1011 and (2) 2 × 1012 cm–3.
Note that approximate dispersion relations (27) and
(28) do not contain the quantities Q1, 2, in terms of
which the effects of the finite Larmor radius of the ions
are taken into account in general wave equations (10).
Since dispersion relation (27) derives from the first of
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Eqs. (10) in the approximation E|| = 0, it should contain
only the quantity Q1. However, for the parameter values
adopted here, this quantity is small and so is omitted in
dispersion relation (27). Dispersion relation (28)
derives from both of Eqs. (10). It is easy to see that, in
the quasiclassical approximation, the quantities Q1 and
Q2 drop out of complete dispersion relation (28).

The computational difficulties mentioned in Section 5
hindered numerical analysis of the problem of ICR
heating of a high-density plasma such that ωpi @ k||c.
For ωpi ≤ k||c, the properties of waves in the plasma col-
umn differ radically between the cases ω > ωi and ω < ωi.
In the first case, only magnetosonic modes can propa-
gate in the plasma. In the second case, both magneto-
sonic and Alfvén modes are possible; moreover, from
the side of higher plasma density, the transparency
region for Alfvén modes is bounded by the Alfvén res-
onance surface. As the plasma density increases, the
boundary surface of the transparency region for Alfvén
modes is displaced toward the plasma periphery. In this
case, whatever the ratio between ω and ωi, the major
part of the plasma column becomes transparent to mag-
netosonic modes (see dispersion relation (27)). The
absence of Alfvén resonance in the case ω > ωi s favor-
able for ICR plasma heating because, in this case, the
RF energy is not absorbed in the peripheral plasma.

The longitudinal component of the electric field of
the magnetosonic modes is negligibly small. The trans-
verse electric-field components of these modes are
described by the following expression in the quasiclas-
sical approximation (see [7]):

where N± = (Nr ± iNθ)/ .

Taking into account Eq. (27) for , we find

(29)

This relationship can also be obtained from expres-
sions (11).

For the quantities ε± in relationship (29), we can use
the order-of-magnitude estimates ε+ ≈

max  and ε− ≈ . Relationship (29)

implies that, for α ≥ k||ρi, the energy input into the ions
decreases as the density of minority ions increases,
Wi ∝ α| E+ |2 ∝ α –1. This circumstance can reduce the
efficiency of the heating of a dense plasma.
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8. ION CYCLOTRON RESONANCE HEATING
IN THE EPSILON DEVICE

Knowledge of the RF electromagnetic fields gener-
ated by the antenna makes it possible determine the RF
power deposited in the plasma and also the antenna
impedance. The corresponding calculations were carried
out for different versions of the heating of a hydrogen
plasma with a deuterium minority and of a deuterium
plasma with a hydrogen minority under the operating
conditions of the EPSILON device. The radial profile of
the plasma density was given by expression (13) with
n0(0) = 2 × 1012 cm–3. The radial electron temperature
profile was assumed to be parabolic,

with ∆ = 0.01. A study was made of the cases of hot
electrons, Te(0) = 10 keV (ω < k||vTe), and cold elec-
trons, Te(0) = 100 eV (ω > k||vTe).

ICR plasma heating was analyzed under the usual
assumption that the energy absorbed by minority ions is
redistributed over all the plasma ions by ion–ion colli-
sions. Calculations show that, in all the plasma-heating
versions in question, the efficiency with which the RF
energy is transferred to the ions is of the same order of
magnitude. However, the optimum version seems to be
the heating of a hydrogen plasma with a deuterium
minority and with hot electrons. In this version, by vir-
tue of the condition ω =  < ωi, the Alfvén resonance
surface occurs within the plasma column for the plasma
densities under consideration. The region inside the
Alfvén resonance surface, including the plasma axis, is
transparent to lower hybrid modes. Hence, in the cen-
tral plasma region, there can exist both large-scale mag-
netosonic modes and small-scale lower hybrid modes.
It is presumably the interference between these modes
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Fig. 11. Energy density deposited in the ion component at
the axis of a deuterium-containing hydrogen plasma col-
umn vs. density of deuterium minority ions.
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that is responsible for a dip in the dependence of Wi(0)

on the relative density α = /ni of the minority ions
(see Fig. 11). (Recall that, in calculations, the total
antenna current was taken to be 1 A.) It should be noted
that the dependence of the efficiency of minority ICR
heating on the density of the impurities is characteristi-
cally nonmonotonic. It is clear that, as the density of the
“absorbing agents” decreases to zero, the heating effi-
ciency does so too. That the heating efficiency
decreases as α increases is explained as being due to the
following two effects: depolarization of the modes (i.e.,
reduction in the left-polarized component of the RF
field in the central region of the plasma column) and
enhancement of the absorption at the plasma periphery.
This second effect ensures that, in spite of a decrease in
the absorption intensity in the central plasma region,
the radius-averaged ion heating rate depends weakly on
α in the range α ≥ 0.01 (Fig. 12). Consequently, the
antenna impedance is also a weak function of α (see
Fig. 13). The radial profile Wi(r) calculated for the rel-
ative minority density α = 0.012, at which the on-axis
energy input Wi(0) is maximum, is shown in Fig. 14.
We can see that RF power is deposited in the ion plasma
component predominantly in the region around the
Alfvén resonance surface. The energy absorbed by the
electrons is lower than that absorbed by the ions.

In a plasma with cold electrons, the region transpar-
ent to lower hybrid modes is one outside the Alfvén res-
onance surface. Consequently, the maximum in the
radial profile Wi(r) is displaced somewhat outward in
comparison with that in the case of a plasma with hot
electrons (see Fig. 15). From Fig. 15 we see that, in the
central plasma region, which is opaque to lower hybrid
modes and in which the longitudinal RF field is negli-
gibly weak, the electrons do not draw energy from the
modes. At the same time, the electrons in the lower-
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Fig. 12. Radius-averaged heating rates of the ions and elec-
trons vs. density of deuterium minority ions in a deuterium-
containing hydrogen plasma.
density plasma region are heated even more intensely
than the ions.

During ICR heating of a deuterium plasma with a
hydrogen minority, the RF field frequency should be
higher than the gyrofrequency of the main plasma ions.
In this case, the region transparent to long-wavelength
magnetosonic modes is smaller than that in the case
considered above, in which both Alfvén and magneto-
sonic modes can propagate in the plasma. Also, for ω =

 > ωi, Alfvén resonance is impossible, so that short-
wavelength lower hybrid modes are confined to the
plasma boundary. It is presumably for these reasons
that the maximum density of the energy deposited in
the ion plasma component at the axis of the plasma col-
umn is about five times lower than that in the case of

ωi'
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Fig. 13. Antenna impedance vs. density of deuterium
minority ions in a deuterium-containing hydrogen plasma.
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Fig. 14. Radial profiles of the energy density deposited in
the ion and electron components in a deuterium-containing
hydrogen plasma with hot electrons.
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heating of a hydrogen plasma with a deuterium minor-
ity. On the other hand, because of the intense absorption
of RF energy at the periphery of the column, the radius-
averaged ion heating rate and the antenna impedance
turn out to be approximately the same as those in the
previous case.

9. CONCLUSIONS

In the present paper, a model description has been
developed of electromagnetic waves excited in a
plasma column by an external antenna at frequencies of
about the ion gyrofrequency. The model takes into
account the effects of the finite Larmor radius of the
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Fig. 15. Radial profiles of the energy density deposited in
the ion and electron components in a deuterium-containing
hydrogen plasma with cold electrons.
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electrons, which, in particular, give rise to the TTMP
effect. The mechanism for the amplification of the elec-
tric fields of a helical current in the plasma has been
analyzed. The evolutionary pattern of changes in the
wave properties of the plasma column with an increase
of plasma density from a zero value (vacuum) has been
obtained. The prospects for using minority ICR heating
in the planned EPSILON system have been discussed.
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Abstract—A study is made of the formation of the spectra of Langmuir waves excited as a result of the devel-
opment of beam–plasma instability in a collisionless magnetized plasma with low-frequency turbulence. Equa-
tions are derived that describe the dynamics of the formation of spectra in the quasilinear statistical approxima-
tion. The equations obtained account for small- and large-angle scattering of the electron-beam-excited waves
by given background plasma density fluctuations. The scattering of Langmuir waves leads to the redistribution
of their energy in phase space and, under appropriate conditions, to the appearance of a characteristic dent in
the wave spectra in the frequency range where the spectral intensity is maximum. Numerical simulations carried
out for plasma parameters typical of the polar cap of the Earth’s magnetosphere help to explain the shape of the
spectra of Langmuir waves that were recorded by the Interball-2 satellite when it was flying through this mag-
netospheric region. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

An analysis of the results of wave measurements
carried out by the Interball-2 satellite in the polar cap at
altitudes of two to three Earth radii revealed small-scale
bursts of Langmuir waves [1]. Modulated packets of
Langmuir waves were often recorded earlier in space
plasmas, e.g., the solar wind plasma [2, 3] and the plas-
mas in the upper part of the auroral ionosphere and in
the auroral zones of the Earth’s magnetosphere [4–6]. A
comparison of the data from observations of the activity
of Langmuir waves in different regions near the Earth
shows that Langmuir waves share some common fea-
tures, such as irregular structure, amplitude variation,
and low-frequency modulation. Observations in the
solar wind plasma and in the auroral zones revealed a
correlation between the generation of Langmuir waves
in a certain region and the passage of electron beams
through this region. In the polar cap, small-scale bursts
of Langmuir waves were also observed to be generated
in the regions where electron beams with energies of
300–400 eV were propagating. The low-frequency
spectra always show the presence of electrostatic waves
with frequencies close to the ion Langmuir frequency.
Hence, in order to interpret the experimental data, it is
necessary to consider how Langmuir waves are excited
by an electron beam in a plasma with low-frequency
turbulence.

In this paper, we present the results from analyzing
the wave measurements carried out by the Interball-2
satellite in the polar cap and propose a theoretical
model for interpreting the experimental data in the qua-
silinear statistical approximation.
1063-780X/04/3009- $26.00 © 20756
2. EXPERIMENTAL RESULTS

Here, we use the data obtained from the Interball-2
satellite, which was launched into Earth orbit as part of
the Interball space project for detailed measurements at
altitudes of two to three Earth radii in the inner regions
of the Earth’s magnetosphere. The scientific equipment
on board the satellite included a very low frequency
(VLF) receiver for detecting the electric and magnetic
components of radiation in the frequency band from
8 Hz to 20 kHz [7] and also an ION device [8] for mea-
suring electron and ion fluxes in the energy range from
5 eV to 20 keV. An analysis of the signals in a frequency
band of up to 20 kHz revealed local small-scale bursts
of Langmuir waves in the polar cap. As a rule, the sig-
nals under investigation consist of several bursts whose
intensity changes in an irregular manner. The total
duration of a packet of bursts is about 0.05–10 s, and
the duration of an individual burst varies from 0.02 to
2–3 s. The characteristic dimensions of the spatial
regions where the bursts were recorded range from a
few hundred meters to 2–3 km. The signals have the
form of chains of Langmuir waves modulated at low
frequencies and having amplitudes of 1–40 mV/m. Fig-
ure 1 shows a representative signal waveform recorded
on December 3, 1996, between 20:53:47.7 UT and
20:53:47.75 UT. For higher time resolution, Fig. 1b dis-
plays a fragment of the waveform (with a duration of
6 µs) shown in Fig. 1a. The carrier frequency of the
waves corresponds to the local electron Langmuir fre-
quency. The possible role of three-wave interactions in
the formation of the low-frequency envelope of a wave-
form was examined by a bispectral analysis of the wave
measurements [9]. For each individual event of the
Langmuir wave activity, the waveform was divided into
004 MAIK “Nauka/Interperiodica”
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M parts (usually, M = 50) and the Fourier spectrum of
the electric field in the ith time interval was calculated.
Then, the square of the absolute value of the normalized
three-wave correlation function, b2(k, l), was deter-
mined from the formula

where

the normalization being analogous to that in [10],

The results obtained showed that the quantity b2(k, l) is,
as a rule, very small; it is only in rare cases that it is as
large as 0.3–0.35.
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Fig. 1. (a) Waveform of Langmuir oscillations recorded on
December 3, 1996, between 20:53:47.7 UT and
20:53:47.75 UT by a satellite flying through the polar cap
and (b) a higher-resolution fragment of the waveform
shown in Fig. 1a.
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The width of the Langmuir wave spectra recorded in
the region of the polar cap is about 10% of the local
Langmuir frequency. Such a large spectral width cannot
be attributed to the dispersion of Langmuir waves.
There is also a characteristic dent in the spectra in the
frequency range where they are peaked. Figure 2 shows
typical spectra of the electric oscillations in the polar
cap region that were recorded by the satellite on
December 3, 1996. The spectrum measured between
20:53:47.7 UT and 20:53:48.5 UT is shown in Fig. 2a.
The local peak at a frequency of 13.6 kHz is of artificial
origin. Langmuir waves give rise to a peak at a fre-
quency of about 10 kHz. The fragment of the waveform
that corresponds to these waves is given in Fig. 1. In
Fig. 2b, the spectrum measured between 20:11:17.07 UT
and 20:11:18.7 UT is shown. The spectral peak at a fre-
quency of 10 kHz is produced by the Langmuir waves.
Both of the spectra in Fig. 2 show the presence of low-
frequency oscillations at frequencies close to the ion
Langmuir frequency. The intensity of these waves in
the bottom spectrum is higher than that in the upper
spectrum, while the intensity of the Langmuir waves in
the right spectrum is lower than that in the upper spec-
trum.
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Fig. 2. Energy spectra of electric waves measured experi-
mentally in the polar cap region on December 3, 1996.

(b)

(‡)



 

758

        

BURINSKAYA 

 

et al

 

.

                                                                       
3. THEORETICAL RESULTS

Experiments show that Langmuir waves were
always observed against the background of low-fre-
quency oscillations; moreover, the sizes of the regions
of low-frequency turbulence were several orders of
magnitude greater than those of the regions in which
the Langmuir wave were recorded. The effect of the
low-frequency oscillations in the plasma under investi-
gation is that the electron-beam-excited Langmuir
waves can be scattered by plasma density fluctuations
and thereby can depart from resonance with the beam
electrons. Because of this scattering, the energy of
Langmuir waves can be transferred into the phase space
regions in which the linear growth rate of the beam–
plasma instability is low and can even be negative. In
order to investigate the effect of scattering on the for-
mation of the spectra of Langmuir waves, we consider
the linear stage of the beam–plasma instability in a
plasma with low-frequency turbulence. We will be
interested in a low-density plasma in a magnetic field in
which the electron gyrofrequency is much higher than
the electron Langmuir frequency. Such relationships
between the plasma parameters are characteristic of the
polar cap region, in which the Langmuir waves in ques-
tion were observed.

The basic equation for the processes under analysis
is the well-known Zakharov equation for the envelope
of the high-frequency potential Φ in a magnetized
plasma [11]. In this equation, we treat the plasma den-
sity fluctuations δn(t, r) as prescribed random functions
such that 〈δn〉  = 0:

(1)

Here, n0 is the background plasma density, ωp and ωc

are the electron Langmuir frequency and electron
gyrofrequency (it is assumed that ωc > ωp), and λD is the
Debye radius. The operator  describes the growth or
damping of Langmuir waves, the Fourier representa-
tion of the quantity  in wavenumber space being
γkΦ(k), where the Fourier coefficients γk are assumed to
be independent of the plasma density fluctuations (i.e.,
the inverse effect of the waves on the distribution func-
tion of the beam electrons is ignored). Equation (1) was

derived under the assumptions k|| @ k⊥  and  ! 1

and also under the inequality  > /ωcc2 (where c is
the speed of light). The last assumption is made
because, for ωc > ωp, Langmuir waves are described by
the short-wavelength portion of the dispersion curve,

while the long-wavelength portion at  < /ωcc2

corresponds to the whistler mode.
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Switching to the Fourier representation and assum-
ing that the given ensemble of plasma density fluctua-
tions δn is statistically uniform in coordinate space, we
can obtain the general dynamic equation for the spec-
tral density of Langmuir waves by closing the corre-
sponding set of equations for the Fourier coefficients in
a quasilinear manner (see [12]):

(2)

Here and below, we use the following dimensionless
variables:

(3)

where Te is the electron temperature of the background
plasma. The wave vector k refers to Langmuir waves
and the wave vector q refers to low-frequency oscilla-
tions. The quantity γk is the sum of the rate of Landau
damping by the background plasma and the Landau
growth or damping rate due to the presence of an elec-
tron beam. The frequencies and wave vectors are non-

dimensionalized by dividing by ωp and ,

respectively. The operators  and  describe the
scattering of waves by the plasma density fluctuations
and the operator Ssp accounts for the spontaneous emis-
sion:

(4)

(5)

(6)

where ωq is the frequency of the low-frequency oscilla-
tions. The quantity R± is the deviation of the sum of the
wave frequencies involved from the exact resonance.
Since we are interested in the resonant case R± = 0, we
use the delta function δ(R) in Eqs. (4) and (5).

The spectral correlation function of the plasma den-
sity fluctuations, Cq, is given by the expression
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Fig. 3. Energy spectra of Langmuir waves calculated numerically for different values of δn/n (see the text).
Equations (2)–(7) describe the diffusion of Langmuir
waves in the limit in which the characteristic spatial
scale q–1 of the plasma density fluctuations is much
longer than the characteristic spatial scale k–1 of the
Langmuir waves. In the opposite limit, these equations
describe large-angle scattering of the waves. Hence,
Eqs. (2)–(7) account for the processes of wave scatter-
ing through arbitrary angles.

The results of numerically solving Eqs. (2)–(7) that
are presented in this paper were obtained under the
assumption that the plasma density fluctuations are
steady-state, ωq = 0. This assumption was made
because data from measurements taken on board the
Viking satellite showed that, during periods of magneto-
spheric disturbances in the polar cap region at altitudes
of up to 13500 km, there were a vast variety of small-
scale (<1 km) plasma density fluctuations that drifted
with velocities far lower than the ion thermal speed
[13]. In numerical simulations, the spectral function of
the fluctuations of the background plasma density was
calculated by the formula

(8)

where q||0 and q⊥ 0 are the characteristic wavenumbers
of the density fluctuations in the directions parallel and
perpendicular to the magnetic field and, by virtue of
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Eq. (7), the normalizing factor A has the form A =

.

Equations (2)–(8) were solved assuming the axial
symmetry with respect to the magnetic field. The
numerically calculated spectra of Langmuir waves are
shown in Fig. 3, in which the ordinate is 〈E〉2 =

. The computations were carried out for

parameter values typical of the polar cap plasma. The
ratio of the electron gyrofrequency to the electron
Langmuir frequency was taken to be ωc/ωp = 2, the
ratio of the plasma thermal velocity to the electron
beam velocity was set to be 0.06, and the ratio of the
electron thermal velocity to the directed velocity of the
beam was chosen to be 0.65, the ratio of the beam elec-
tron density to the background plasma density being
0.01. The characteristic dimensionless wavenumbers of
the plasma density fluctuations were equal to q||0 =
0.002 and q⊥ 0 = 0.01. The total time during which the
processes in question were followed numerically was

3000 . The spectrum shown in Fig. 3a was calcu-

lated for δN ≡ 〈(δn/n)2  = 0, and the spectra shown in
Figs. 3b and 3c were computed for δN = 1 and 4%,
respectively. The spectrum shown in Fig. 3d was
obtained for the same parameter values as the spectrum
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in Fig. 3c, the only difference being that the ratio of the
plasma thermal velocity to the electron beam velocity
was taken to be 0.12. A comparison between the spectra
presented in Fig. 3 shows that, as was expected, the
larger the quantity δN, the lower the intensity of the
Langmuir waves. The shape of the spectrum changes
radically when the process of wave scattering by den-
sity fluctuations is taken into account: the spectrum
becomes wider because of the redistribution of the
energy of Langmuir waves in phase space and a charac-
teristic dent (analogous to that observed in the mea-
sured spectra) appears in the calculated spectrum. The
reconstruction of the waveforms from the numerically
obtained results under the assumption that the scattered
waves have random phases shows that the waveforms
consist of modulated chains of wave packets that are
similar to the experimentally observed signals. Hence,
the modulation of the envelope of the packets of Lang-
muir waves results from the interference between
waves with close frequencies that are excited by an
electron beam and arise as a result of wave scattering by
the background plasma density fluctuations.

4. CONCLUSIONS
The results of our investigation demonstrate that the

processes of wave scattering by background plasma
density fluctuations can play a governing role in the for-
mation of the spectra of Langmuir waves excited as a
result of the development of beam–plasma instability in
a plasma with low-frequency turbulence. The equations
describing the dynamics of the formation of the spectra
of Langmuir waves in a collisionless magnetized
plasma with low-frequency turbulence have been
derived using the quasilinear statistical approximation.
Numerical results show that the scattering of Langmuir
waves leads to the redistribution of their energy in
phase space and to the formation of wave spectra anal-
ogous to those observed experimentally. The calcula-
tions carried out for plasma parameters typical of the
polar cap of the Earth’s magnetosphere have made it
possible to explain the formation of the spectra of
Langmuir waves that were recorded by the Interball-2
satellite when it was passing through this magneto-
spheric region.
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Abstract—A method for measuring the plasma electron density from the dynamic current–voltage probe char-
acteristic is considered. For this purpose, an additional rectangular negative voltage pulse or a high-frequency
sinusoidal voltage is applied to a negatively biased probe. Analytic expressions are derived for two cases: when
the space charge sheath obeys the 3/2 law and when the voltage varies over a time shorter than the ion transit
time through the sheath so that the sheath does not obey the 3/2 law. Dynamic and statistic probe methods for
determining the electron density are compared experimentally. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interpretation of the current–voltage (I–V)
probe characteristics usually assumes that the probe
potential varies at a sufficiently slow rate such that the
plasma region perturbed by the probe has time to rear-
range in accordance to the potential variations (the
quasi-steady regime).

However, the opposite case of fast variations in the
probe potential (when the plasma parameters in the
quasineutral region have no time to follow the potential
variations and are determined by the average probe
potential, whereas the electron component in the elec-
trode sheath follows the instantaneous probe potential
in accordance to Poisson’s equation) is also of interest.
In this case, the amplitude of the probe current varia-
tions depends only on the electron density near the
sheath boundary and does not depend on the state of the
probe surface (probe contamination, secondary emis-
sion, surface dielectric layers, etc.). The amplitude of
the probe current variations can exceed the average
(static) probe current; as a result, the sensitivity of
probe measurements increases.

Let the probe be at a negative (relative to the plasma)
potential U0 corresponding to the ion saturation current.
In this case, the ion sheath with the current density 

(1)

forms near the probe. Here, N is the ion density at the

sheath boundary, v 0 =  is the ion-acoustic velocity,

and e is the electron charge. A criterion for the exist-
ence of a collision-free sheath (the Bohm criterion) is
the equality of the ion drift velocity at the sheath
boundary to v 0 [1, 2]. In [3], it was shown that the
velocity with which the ions enter the sheath is equal to
v 0 and does not depend on the collision frequency in the
quasineutral region, provided that the ion–neutral colli-

j0 eNv 0=

kT
M
------
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sion frequency is sufficiently low for the drift velocity
of the ions within the sheath to be higher than v 0. A
transition from the plasma density N at the sheath
boundary to the unperturbed plasma density at various
pressures was investigated in [4].

2. APPLICATION OF A STEP VOLTAGE
TO THE PROBE (Um @ U0)

Let us consider reverse currents to the anode (see
[5]). The presence of an external probe inductance L
inhibits instantaneous variations in the probe voltage.
The parasitic external capacitance produces an addi-
tional current in the measurement circuit; this current
can be compensated in the absence of a plasma. The
probe voltage is determined by the equation

(2)

When the current reaches its maximum, we have

 = 0 and U = Um. The current density at the probe is

equal to

(3)

where δ is the length of the space charge sheath.

The first term on the right-hand side of Eq. (3) cor-
responds to the static ion current to the probe, and the
second term describes the escape of electrons from the
boundary region to the opposite electrode as the sheath
length increases. Expression (3), which is valid for any
probe configuration, was used in [5, 6] to calculate
reverse currents to the anode.

Um U L
di
dt
-----+ U LS

dj
dt
-----.+= =

dj
dt
-----

j eNv 0 eN
dδ
dt
------,+=
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2.1. Slow Increase in the Probe Voltage

When the sheath length δ is smaller than the ion
mean free path, the 3/2 law for the sheath has the form

(4)

where A = . Moreover, we have  ! ,

where ∆t =  is the ion transit time through the

sheath. After simple manipulations, we obtain

(5)

Expression (5) determines the applicability of the
3/2 law.

Integrating expression (3) over time from zero to the
instant at which the current reaches its maximum, we
obtain

To derive the time dependence of the current den-
sity, it is necessary to simultaneously solve Eqs. (2),
(3), and (4). Substituting Eq. (3) into Eq. (2) yields

(6)
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Fig. 1. Solutions to Eq. (6) at different values of the param-
eter C.
This equation can be reduced to the dimensionless
form

where y =  – 1, t ' = , τ0 = , C = , and

δ∞ = .

Figure 1 shows the solutions to Eq. (6) for different
values of the parameter C. One can see that the current
increases to its maximum value according to the sinu-
soidal law. Thus, we can assume that

As a result, we obtain the following expression for
the density:

(7)

2.2. Application of a Step Voltage 
with a Rise Time Shorter than the Ion Transit Time 

through the Sheath

In this case, the ion density in the sheath can be
assumed to be time-independent. Assuming that the
sheath length is small in comparison to the probe size,
we find from Poisson’s equation that

(8)

(9)

(10)

The applicability of the approach used is determined
by the inequality inverse to inequality (5). Combining
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formulas (7) and (10), for an arbitrarily increasing
probe voltage we obtain

(11)

The inductance does not enter into the expression
for the density because an increase in the time tm is bal-
anced by a decrease in jm. The density N is found from
formula (11) by the iteration method.

3. SINUSOIDAL PROBE VOLTAGE

The use of a sinusoidal voltage in the probe diagnos-
tics has obvious advantages: (i) such a voltage is easy
to generate and (ii) it can easily be separated from
noise. The probe voltage in this case has the form

(12)

When the sheath obeys the 3/2 law, we can write

(13)

(14)

Let us introduce the dimensionless variables

(15)

Equation (14) then takes the form

(16)

The applicability of the 3/2 law can be determined
in a different way. At a negative variable probe poten-
tial, the reverse motion of the sheath is limited by the
velocity v 0 with which the plasma ions enter the sheath,

(17)

The parameter C is then limited by the inequality

(18)
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At Um/U0 ! 1 and j – j0 ! j0, Eq. (17) reduces to the
form

. (19)

Its solution is

(20)

At C @ 1, the sheath obeys the 3/2 law and we
obtain from (20) that

(21)

Substituting C from Eq. (15) into Eq. (21), we
obtain the following expression for the maximum cur-
rent:

(22)

Figure 2 shows a numerical solution to Eq. (16).
It can be seen that, even at rather large values of

Um/U0(  = 0.5), solution (20) is valid to a high accu-

racy.
At a high-frequency sinusoidal probe voltage, the

ion density does not vary: it obeys the 3/2 law for the
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Fig. 2. Numerical solution to Eq. (16) at  = 0.5: voltage

(solid line) and current for C = 10 (dashed line), 5 (dashed-
and-dotted line), and 1 (dotted line).
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average probe potential U0 inside the sheath and is con-
stant outside it. Let x be the deviation of the sheath
boundary from its mean value. At Um ! U0, and x ! δ0,
we can assume that

(23)

Differentiation of this expression over time yields

(24)

U U0
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0
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dU
dt
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-------dx
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Fig. 3. Probe characteristics for discharge currents of (1) 30,
(2) 20, and (3) 15 A. The argon pressure is 0.1 torr.

C

C0

Rl

1

2

4

5

6

7

8R

3

Fig. 4. Circuit for measurements of the dynamic I–V probe
characteristic: (1) discharge tube, (2) cathode, (3) anode,
(4) probe, (5) G6-37 high-frequency generator, (6) isolating
transformer, (7) measuring transformer, and (8) C8-14
oscilloscope. The circuit parameters are R = 100–200 Ω,
C = 0.01 µF, Rl = 100 Ω, and C0 = 5–30 pF. 
Expression (24) is valid at both x > 0 and x < 0. At a
sinusoidal probe voltage (see (12)), we have

(25)

Therefore, the sheath is similar to a capacitor with a

capacitance of C = , where S is the sheath area. At

 = 9, expressions (22) and (25) coincide.

4. EXPERIMENTAL VERIFICATION
OF THE METHOD PROPOSED

The method was verified with the help of a ring wall
probe with a diameter of 10.5 mm and width of 2 mm.
The probe was placed in the middle of a discharge glass
tube with a length of 0.7 m and an inner diameter of
11.5 mm. Experiments were performed with argon (P =
0.1 torr) at a discharge current of 15–30 A and dis-
charge duration of 2–12 ms.

The plasma parameters were preliminarily mea-
sured by the conventional method with the use of the
ion branch of the probe I–V characteristic. The voltage
across the resistor placed between the probe and the
grounded cathode was measured with the help of an
oscilloscope. The resistance was varied from 40 Ω to
6 kΩ. The results of measurements were used to plot the
ion branch of the probe I–V characteristic (Fig. 3). The
processing of the I–V characteristic allowed us to deter-
mine the plasma potential, the electron temperature,
and the electron density.

The electron temperature Te was determined from
the first-order derivative of the current with respect to
the voltage in the region where the probe characteristic
passed through the zero current and from the saturation

ion current (Ii) by using the equation  = .

The electron temperature was found to be 3 ± 1 eV.
The plasma potential was determined from the expres-
sion Up = Uf + ∆U. Here, Uf is the floating plasma

potential, ∆U = , M is the mass of an

argon ion, m is the electron mass, e is the electron
charge, and k is Boltzmann’s constant. For Te = 3 eV,
we have ∆U = 15 V.

The plasma density N at the sheath boundary was
determined from formula (1), which is valid, as was
mentioned above, over a wide range of pressures: N =
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, where ji is the density of the ion saturation cur-

rent.
To measure the dynamic I–V probe characteristic,

we used the measuring circuit shown in Fig. 4. The
resistance R = 100–200 Ω was chosen such that the
probe current corresponded to the regime of the ion sat-
uration current. From G6-37 generator (5), the voltage

ji

e
--- M

kTe

--------

6.4

0 1

j – j0, 10–3 A/Òm2

f, MHz

1

2 3 4 5 6

9.6

12.8

16.0

3.2

7

19.2

23

Fig. 5. High-frequency current density at the probe vs. fre-
quency of the RF component of the probe voltage. The dis-
charge current is (1) 15, (2) 20, and (3) 30 A.

0.4

0 5

N, 1012 cm–3

I, A

1

10 15 20 25 30

0.6

0.8

1.0

0.2

Fig. 6. Plasma density vs. discharge current. Curve 1 shows
the data obtained by the conventional method, and the sym-
bols show the data obtained from the dynamic I–V probe
characteristic at different frequencies of the voltage applied
to the probe: (+) 3 MHz, (s) 5 MHz, and (×) 7 MHz.
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signal with an amplitude of 5 V and a frequency of 2–
7 MHz was applied to the probe through isolating trans-
former (6). The high-frequency component of the probe
current was measured with the help of current trans-
former (7) and C8-14 oscilloscope (8). The additional
current related to the parasitic capacitance of the probe
circuit was compensated with the help of a reverse-cur-
rent loop with a variable capacitance C0 in the current
transformer.

Figure 5 shows the measured dependence of the
high-frequency component of the current density at the
probe on the frequency of the voltage applied to the
probe. This dependence is linear up to frequencies of 5–
6 MHz. At higher frequencies, the slope of the curve
decreases with increasing frequency; this is explained
by the fact that, according to Eq. (20), the factor C (see
Eq. (16)) approaches unity. Figure 6 shows the electron
density determined by using the conventional method
and from the dynamic I–V probe characteristic.

In the frequency range under consideration, the con-
ditions for the 3/2 law were satisfied in the sheath and
the electron density was calculated by formulas (20)
and (22).

The values of the electron density determined from
the dynamic I–V probe characteristic agree well with
those obtained by the conventional method under the
same discharge conditions.
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Abstract—The charging of a chain of spherical dust grains in a two-temperature plasma flow is analyzed
numerically by the particle method. The cases of dielectric and metal grains are considered. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, dusty plasma has been an object of
extensive experimental and theoretical research (see,
e.g., [1, 2]). The present study continues of a series of
papers devoted to numerical investigations of the dusty
plasma properties [3–12]. So far, attention has been
mainly focused on the charging of spherical dust grains
and the structure of the space charge cloud surrounding
a grain immersed in a one-temperature or two-temper-
ature plasma with zero [3, 7, 11] or nonzero [11, 12]
flow velocity, as well as on the Brownian motion and
dynamics of dust grains in a plasma flow [6, 8]. In the
present paper, the charging of rodlike grains is studied
numerically for the first time using the particle method.
At present, such grains are extensively studied experi-
mentally, whereas theoretical studies of their properties
are rather scanty (see recent papers [13, 14]; some
results of the present paper were also published in
[15]).

When a supersonic ion flow passes around a nega-
tively charged spherical grain (such a situation can
occur when a grain levitates in an electrode plasma
sheath), a region with an enhanced ion density (a so-
called ion focus) is formed downstream from the grain.
The formation, structure, and characteristics of the ion
focus were considered in [4]. The grains in the elec-
trode sheath can form ordered structures, and ion focus-
ing can substantially affect the interaction of grains. In
this case, the grain interaction cannot be adequately
described using potential interaction models (the
screened Debye–Huckel potential is most commonly
used for this purpose). An example is the influence of
ion focusing on the charging of a grain located in the
wake generated by another grain [10]. Calculations
show that ion focusing produced by the upstream grain
can substantially reduce the negative charge of the
downstream grain because of the increase in the ion
current density. This raises the question as to how ion
focusing influences the charging of rodlike grains.

In the present paper, the formation of a space charge
around a rodlike grain in a plasma flow is studied. In
this case, ion focusing substantially influences the
space charge distribution around the grain and, accord-
1063-780X/04/3009- $26.00 © 20766
ingly, the density of the current of charged plasma par-
ticles onto the different parts of the rodlike grain varies.
The charging of a chain of micron-size grains that are
in contact with one another and are immersed in a
plasma flow is investigated numerically using the parti-
cle method. Such a chain of grains simulates a rodlike
grain. The cases of conducting (metal) and nonconduct-
ing (dielectric) grains are considered.

2. ION FOCUSING IN THE BINARY 
BALLISTIC APPROXIMATION

Let us consider an analytic model of ion focusing by
analogy to [3], where the binary radial correlation func-
tions were derived in the approximation of binary Cou-
lomb interaction of mobile particles with a fixed point
charge.

Let a fixed point charge (a massive grain) with a
negative charge –Ze be located at the coordinate origin.
The charge is immersed in a flow of ions with a mass m
and positive charge e. The ion flow arrives from infinity,
where it has a uniform density N0 and velocity V∞ > 0.
Let the x axis be directed along the initial ion velocity.
In the approximation of binary Coulomb interaction, an
ion moves in a collision plane along the trajectory
described by the equation [16]

(1)

where r is the current distance from the fixed point
charge, ϕ is the angle between the radius vectors of an
ion and the point of its closest approach to the coordi-
nate origin, ρ∞ is the impact parameter, and ε is the
eccentricity of a collision. It follows from expressions
(1) that an ion arriving from infinity along the x axis
with the velocity V∞ and the impact parameter ρ∞ inter-

sects the x axis at the point x0(ρ∞) = /2ρ⊥ . The num-
ber of ions intersecting the x axis within the interval 0 <
x0 < x < x0 + ∆x per unit time is ∆j = 2πNiV∞ρ⊥ ∆x; i.e.,
the flow density Jx = 2πNiV∞ρ⊥  per unit length does not
depend on x.
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In accordance with conservation of momentum, the
ion velocity component orthogonal to the x axis at the
point of intersection with the x axis is equal to Vρ(x0) =
V∞ρ∞ /x0 = V∞(2ρ⊥ /x0)1/2. Hence, the ion density near
the x axis is equal to

(2)

From this expression, which was derived for a flow of
noninteracting ions with collinear velocities at infinity,
it follows that the ion density is infinite at the x axis
(ρ = 0). The interaction between plasma particles and
the thermal dispersion in their velocities result in a
finite-width ion density peak at the x axis. Let us esti-
mate the maximum ion density at the axis, taking into
account the spread caused by the finite thermal ion
velocity VT = (T/m)1/2.

We assume that the ion thermal velocity is much
lower than the ion flow velocity. This condition is usu-
ally satisfied even for a subsonic flow, because the ion
temperature is low in comparison to the electron tem-
perature. We can then average the ion density over the
region with a radius determined by the ion thermal
velocity, ρ0 = xVT/V∞.

The number of ions that fall into a thin cylinder
around the x axis in the interval 0 < x0 < x < x0 + ∆x
over a time τ is equal to ∆N = τ∆xJx . Every ion will
remain inside this cylinder for a time ∆t = 2ρ0/Vρ. The

cylinder volume is equal to ∆V = π ∆x; hence, the
average density in the cylinder is 〈N〉  = ∆N∆t/∆Vτ.
Thus, for the ion density near the x axis, we obtain the
following estimate:

(3)

In its applicability range, ρ⊥  ≤ x ≤ rDe, this estimate sat-
isfactorily agrees with the results of calculations of the
ion focusing by one or two grains [4, 10].

We note that electron screening only slightly influ-
ences the peak density of the focused ions; hence, the
parameters of ion focusing depend weakly on the
Debye length rDe = (Te/4πNe)1/2. A characteristic quan-
tity that determines the parameters of ion focusing is

the impact parameter ρ⊥  = e2Z/ , at which an ion
passing near the grain is deflected through the right
angle. The electron Debye length determines the width
of the ion density peak rather than the parameters of ion
focusing; i.e., in fact, it determines the upper applica-
bility limit for formula (3).

Under conditions typical of dusty plasmas, in which
Ti ! Te and VT ! V∞, ion screening also plays a minor
role in the formation of the ion focus. However, the ion
Debye length rDi = (Ti/4πNi)1/2, along with the particle
size, determines the lower applicability limit for for-
mula (3). The contribution from ions to the charge
screening is comparable to the contribution from elec-
trons, because the characteristic kinetic energy of the

N x ρ,( ) N0 2ρ⊥ x( )1/2
/ρ.=

ρ0
2

N0 x( ) N0 8ρ⊥ /x( )1/2
V∞/VT .=

mV∞
2
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directed ion flow is on the order of the electron temper-
ature; hence, the effective radius of ion screening nearly
coincides with the electron Debye length [4, 8].

3. FORMULATION OF THE PROBLEM
FOR NUMERICAL SIMULATIONS

The method for studying the properties of a dusty
plasma by numerically integrating the dynamic equa-
tions for many particles is described in detail in [4, 5, 7,
12]. This method is here adapted to solve the problem
of the interaction of a plasma with a rodlike grain. The
simplest method (from the standpoint of its implemen-
tation) is to represent a grain as a chain of spherical par-
ticles. Assuming the charge of each spherical particle to
be uniformly distributed over the particle surface, we
reduce the problem to a usual scheme of solving the set
of equations of molecular dynamics. The inaccuracy of
this model leads to the loss of information about the
charge density distribution over a length nearly equal to
the grain radius. Because of the charge averaging over
the particle surface, the ion and electron trajectories
near the surface cannot be determined exactly. In addi-
tion, the effect related to a geometrical factor arising
when an elongated cylindrical (rodlike) grain is
replaced with a chain of spherical grains also can be of
importance. When calculating the parameters of charg-
ing, it seems reasonable to choose the sizes of spheres
such that the cylinder volume would coincide with the
total volume of the spheres. However, at this stage of
our study, we are interested in a qualitative character of
the charge distribution over a rodlike dust grain, rather
than in the exact determination of the charging param-
eters of such a grain in plasma. Therefore, this model
seems to be quite applicable to our problem.

We consider a system of Coulomb particles consist-
ing of mobile point particles (ions and electrons) and
immobile spheres. The ions have a mass M and positive
charge e. The electrons have a mass m and a negative
charge –e. We consider the case where the positions of
all spheres are fixed, the spheres have the same radius
R, and all the electrons and ions touching their surfaces
are absorbed. Accordingly, the charge of a sphere is
determined by the number of the absorbed electrons
and ions and depends on time. The case of a Brownian
motion of mobile spheres with variable masses and
charges is considered in [5, 9].

We consider the time evolution of a system that ini-
tially consists of 2n particles inside the computational
box 0 < x < Lx, 0 < y < Ly, and 0 < z < Lz. The trajectories
of n positively and n negatively charged particles are
found by numerically integrating the Newton equations

(4)
d

2
rk/dt

2
Fk/mk, Fk f kl,

l k≠

2n ng+

∑= =

k 1 2 … 2n,, , ,=
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where rk(t) is the radius vector of the kth particle, which
has the mass mk and charge qk, and ng is the number of
spherical grains. The Coulomb interaction force fkl

between mobile particles at distances shorter than a cer-
tain distance r0 was modified according to the interac-
tion of uniformly charged, interpenetrating spheres of
diameter r0. This diameter was chosen to be much
shorter than the average distance between the particles,
so that its influence on the characteristics of the system
could be ignored. This was usually verified by compar-
ing the results of calculations with different values of
r0. When calculating the Coulomb interaction forces fkl

between mobile particles and spherical grains, the
charge of a spherical grain was assumed to be uni-
formly distributed over its surface.

The initial spatial distributions of the electrons and
ions were equiprobable within the volume of the com-
putational box. The energy distributions corresponded
to a Maxwell–Boltzmann distribution at infinity.
Depending on the initial distance to the nearest spheri-
cal grain, the Maxwellian distribution over energies
was shifted by the value equal to the interaction energy
with the spherical grain. The velocity distribution was
taken to be isotropic with a fixed additive correspond-
ing to the directed motion with the plasma flow veloc-
ity. Thus, the initial distribution without bound particles
(ions) was formed. When calculating the flow parame-
ters, no consideration was given to a rather long initial
time interval within which the flow relaxed to a steady
gas-dynamic state and the charges of grains reached
their averaged steady-state values.

The number of ions in the system was fixed,
whereas the number of electrons was variable. An algo-
rithm of injecting fresh particles (in place of absorbed
ones) was used that provided the conservation of the
electric neutrality of the system as a whole. In place of
an absorbed particle, fresh particles from a randomly
chosen point at the surface of the computational box
were injected into the system so as to provide the neu-
trality of the entire system, including the grain charge.

When an electron was absorbed by a spherical grain,
the number of electrons in the system decreased by one,
whereas the absorption of an ion was accompanied by
the injection an ion–electron pair from a random point
at the surface of the computational box. The point at the
surface was chosen such that the distribution function
of the injected particles corresponded to a Maxwellian
distribution shifted by the plasma flow velocity. In this
way, the number of ions in the system was maintained
constant, whereas the number of electrons was variable,
thus providing the neutrality of the system.

The boundary conditions for the simulation of the
ion flow were somewhat different from those previ-
ously used in [5, 7, 11], where the absorption and emis-
sion conditions were set at the right and left boundaries
of the computational box. In this study, after an ion
reached the wall, it was injected into the system from a
random point at the surface of the computational box.
The point at the surface was chosen such that the distri-
bution function of the injected ions corresponded to a
Maxwellian distribution shifted by the plasma flow
velocity. In the absence of absorbing spherical grains,
this procedure results in a uniform plasma flow. For
electrons reflecting from the wall, thermostatic bound-
ary conditions were used. In this way, a Maxwell–Bolt-
zmann distribution was maintained for electrons, so
that and there always were electrons in the system that
had a kinetic energy sufficient to overcome the poten-
tial barrier near a negatively charged grain.

Such a formulation of the problem allows self-con-
sistent calculations of the charging process and the fluc-
tuations of the grain charge. In addition, such boundary
conditions make it possible to more correctly (in com-
parison to the previous studies) simulate the plasma
flow around the grain at low plasma flow velocities,
even at velocities that are comparable to or lower than
the ion thermal velocity.

Note that the number of ions in the system is con-
stant, but the number of electrons can decrease due to
their absorption by the spherical grains. In this case, the
average electron density in the system can become sub-
stantially lower than the ion density. A decrease in the
electron density can be estimated from the ratio of the
grain charge to the number of ions in the system. A sys-
tem in which the electron density is much lower than
the ion density corresponds to dust clouds and crystals;
in the electrode region, the electron density is also
reduced.

4. RESULTS OF NUMERICAL SIMULATIONS

Here, we present the results of numerical simula-
tions of a two-temperature argon plasma flow with Z = 1,
an ion temperature of Ti = 0.025 eV, electron tempera-
ture of Te = 1 eV, and ion density of Ni = 2 × 1012 cm–3.
The plasma flow velocity corresponds to an ion kinetic
energy of Ki = 1 eV. For the given ion density, the
Debye radius is 3.6 µm and the number of particles
within the Debye sphere is equal to 876. This plasma is
ideal both for ions and electrons.

The computational box, which was a parallelogram
20 × 10 × 10 µm size, contained 4000 ions. Inside the
box, there were six spherical grains that were in contact
with one another and arranged along the x axis at the
points with the coordinates x = 5, 6, 7, 8, 9, and 10 µm
and y = z = 5 µm. There radius was R = 0.5 µm. The
charging characteristics were calculated over a time
interval of 26 ns. The ion Langmuir period was equal to
21 ns. The initial relaxation interval, which was typi-
cally equal to a few ion Langmuir periods, was omitted
when calculating the average charging characteristics
of the chain of grains.

The charging characteristics of nonconducting
(dielectric) grains are presented in Fig. 1. The histo-
grams show (a) the magnitude of the average negative
charge of a spherical grain; (b) the ion flux to a grain,
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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normalized to J0 = πR2Ni(2Ki/M)1/2, which is the gas-
dynamic flux of cold ions moving in the same direction
and having the same kinetic energy K as the unper-
turbed plasma flow; and (c) the average surface poten-
tial of a grain, which is determined by all the plasma
particles and by the surface charge of all the spherical
grains. When calculating the surface potential of a
spherical grain, we assumed that the charge was uni-
formly distributed over the grain surface and the aver-
age potential produced by one spherical grain on the
surface of another grain is nearly equal to the potential
produced by the former spherical grain at the center of
the latter spherical grain. The error introduced by these
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Fig. 1. Charging characteristics of nonconducting spherical
grains: (a) the magnitude of the average negative charge Q
of a grain in units of the electron charge; (b) the ion flux to
a grain Ji, normalized to the flux of the unperturbed plasma

flow J0 = πR2Ni(2Ki/M)1/2; and (c) the average surface
potential Φ of a grain.
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assumptions in the value of the average grain potential
is insignificant.

Histograms for the case of conducting (metal)
grains are presented in Fig. 2. The histograms show (a)
the magnitude of the average negative charge of a
spherical grain and the values of the (b) ion and (c)
electron fluxes to a grain, which are normalized to the
flux of the unperturbed plasma flow J0. In contrast to
dielectric grains, the metal grains have the same surface
potential because they are in contact with one another;
however, the ion and electron fluxes are different for
different grains.
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Fig. 2. Charging characteristics of conducting spherical
grains: (a) the magnitude of the average negative charge of
a grain Q in units of the electron charge and the (b) ion (Ji)
and (c) electron (Je) fluxes to a grain, normalized to the flux
of the unperturbed plasma flow J0.

Charging parameters of a chain of spherical grains made of
different materials: the average total charge in units of the
electron charge, the ion flow normalized to the flux of the un-
perturbed plasma flow J0 = πR2Ni(2Ki /M)1/2, and the average
surface potential ϕS normalized to the electron temperature.
For comparison, the charging characteristics of an isolated
grain are also presented

–Q/e J/J0 –eϕS/Te

Dielectric 3157 125 3.08 

Metal 3087 51 2.61

Isolated grain 1214 9 3.02
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The table summarizes the integral characteristics of
rodlike grains made of different materials: the time-
averaged total charge of the chain of grains, the time-
averaged total ion flux to the grains, and the time-aver-
aged surface potential of the chain. The surface poten-
tial averaged over six grains is taken as the surface
potential of a dielectric rodlike grain. For comparison,
the charging characteristics of an isolated spherical
grain of the same size under similar conditions are also
presented.
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Fig. 3. Distribution of the ion density in the xy plane that
passes through the chain of spherical dielectric grains:
(a) the profiles of the ion density along the x axis at y = 0.1,
1, 2, 3, 4, and 5 µm; (b) the contour lines of the ion density
in the xy plane; and (c) the relief of the ion density in the xy
plane.
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The results of calculations of the ion and electron
densities around dielectric grains are presented in
Figs. 3 and 4. The densities are normalized to the aver-
age ion density Ni0 = 2 × 1012 cm–3. Figure 3 illustrates
the ion density distribution in the xy plane that passes
through the chain of grains. Figure 3a shows the pro-
files of the ion density along the x axis at y = 0.1, 1, 2,
3, 4, and 5 µm; Fig. 3b shows the contour lines of the
ion density in the xy plane; and Fig. 3c shows the relief
of the ion density in the xy plane.

Similar plots for the electron density are presented
in Fig. 4.
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5. DISCUSSION AND CONCLUSIONS

The results of calculations have demonstrated two
new interesting effects: the influence of ion focusing on
the character of charging of rodlike grains and the
dependence of the charging process on the conductivity
of the grain surface. Strictly speaking, for the surface to
be equipotential, it is not necessary that the grain be
highly conducting (metal). A finite (even rather low)
conductivity can be quite sufficient to ensure the equi-
potentiality of the grain surface. Since the grain surface
is subject to the action of a plasma, this circumstance
should be taken into consideration in interpreting the
experimental results.

The total grain charge for metal and dielectric grains
differs only slightly (it is higher by 2% for dielectric
grains); however, the character of the charge-density
distribution over the grain changes radically. Nearly
one-half of the charge of a dielectric grain is concen-
trated at its forward end; downstream from this region,
the charge density substantially decreases in magnitude
and can even change its sign. This is explained by the
fact that the ion flow is focused onto this part of the
grain and the electron flow is reduced there because of
the geometrical factor. As a result, a dielectric grain
possesses a considerable dipole moment, which can
substantially influence its stability and can lead to the
onset of oscillations [14].

Another interesting feature is that the plasma flux
onto a dielectric grain is higher than that onto a metal
grain by a factor of about 2.5 at approximately the same
total grain charge (see table), because the accumulation
of charge at the forward end of a dielectric grain results
in a stronger ion focusing onto its tail.

Simulations by the model developed in this paper
are the first numerical experiment on studying the elec-
tric characteristics of rodlike dust grains in the ion flow
of an electrode sheath. In spite of the simplifying
assumptions adopted here, the simulation results make
it possible to clarify the character of charging of rodlike
grains, to examine their properties, to analyze the
kinetic processes resulting in the formation of dusty
structures in plasma, and to verify theoretical models.
These results are important for describing the processes
that can occur under experimental conditions, includ-
ing the analysis of the stability of levitating grains.
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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Abstract—A vircator capable of generating high-power X-ray pulses due to the multiple transitions of elec-
trons through a thin anode foil transparent to X radiation has been created and put into operation for the first
time. The vircator is created on the basis of a direct-action electron accelerator supplied from an inductive
energy storage operating with a plasma opening switch. Self-consistent two-dimensional simulations of the
electron beam dynamics in the vircator chamber are performed, and the spectra of the generated microwave
radiation are determined. Self-consistent one-dimensional simulations of the beam dynamics with allowance
for electron scattering in the foil were also carried out, and the X-ray bremsstrahlung spectra were measured.
Results are presented from the first experiments on the generation of X-ray bremsstrahlung in vircators with
thin (10 µm) and thick (100 µm) tantalum anode foils. For a thin foil, the X-ray (Eγ > 30 keV) dose is eight
times as high as that for a thick foil and the average photon energy is 30 keV (against 80 keV for a thick foil).
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In radiation studies, it is sometimes necessary to use
intense X-ray pulses with photon energies of Eγ = 20–
60 keV. Z-pinches, in which the kinetic energy of the
imploding plasma is converted into thermal energy,
make it possible to produce radiation fluxes with pho-
ton energies of Eγ < 5 keV [1]. On the other hand, the
use of electron beams with electron energies of Ee =
100–200 keV is limited by the low beam currents and
the small cross section for radiative losses. The prob-
lem of increasing the intensity of X radiation can be
solved only by increasing the accelerating voltage.
However, for beams of electrons with energies of Ee =
1–10 MeV, the high efficiency of energy conversion
into bremsstrahlung can only be achieved with suffi-
ciently thick targets (0.1–1 mm Ta). Most of the pho-
tons from such targets have energies above 200 keV,
whereas photons with lower energies are absorbed in
the target. One way of increasing the fraction of soft
photons is to use schemes with the multiple transitions
of electrons through a thin target that is transparent to
X radiation (in reflex triodes and vircators, the anode
foil can serve as such a target [2]). In this case, the max-
imum intensity of the generated bremsstrahlung lies in
the X-ray range with photon energies lower than those
in bremsstrahlung generators with thick targets.

In reflex triodes and vircators, the electron flow
oscillates in the potential well formed by the cathode,
the anode foil, and the virtual cathode, while X radia-
tion is generated due to the multiple transitions of elec-
trons through a thin (10–30 µm) foil of a high-Z mate-
rial (e.g., Ta). The possibility of generating high-power
1063-780X/04/3009- $26.00 © 0772
X-ray pulses with the help of a reflex triode was suc-
cessfully demonstrated in [3]. The results of calcula-
tions of a reflex triode in the YUPITER device with a
stored energy of 30 MJ are presented in [4], where it is
asserted that this device with an electron beam current
of 60 MA and electron energy of 5 MeV is capable of
generating radiation pulses with an energy of up to
160 kJ in the photon energy range of 20–60 keV.

Note that, in [3, 4], only reflex triodes were consid-
ered, in which the high voltage is known to be applied
to the anode foil, whereas the cathode and the reflecting
electrode (the collector behind the anode) are
grounded. However, the presence of the reflecting elec-
trode can hamper the use of the generated X-ray emis-
sion in radiation studies.

In the present paper, a vircator is used for the first
time in experiments on X-ray generation. The advan-
tages of vircators over reflex triodes for generating
X-ray pulses were pointed in [2, 5]: the vircator design
is simpler, the high voltage is applied to the cathode,
and the anode foil and collector are grounded. There-
fore, in vircators in which the longitudinal magnetic
field is uniform near the anode foil and decreases near
the collector, there is no problem with utilizing X radi-
ation.

The paper presents the results of one- and two-
dimensional self-consistent calculations of the electron
beam dynamics in a vircator, as well as the results of the
first experiments on studying X-ray bremsstrahlung in
vircators with thin and thick anode foils.
2004 MAIK “Nauka/Interperiodica”
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Fig. 1. Results of simulations of the dynamics of an electron beam in a vircator: (a) the instantaneous configuration of the beam (the
figure also shows the magnetic field lines; the cross indicates the location of a “detector”—the place where the microwave field was
calculated) and (b) the phase portrait of the beam (VC is the virtual cathode).
2. COMPUTER SIMULATIONS OF A VIRCATOR

Before carrying out our experiments, we performed
a series of computer simulations:

(i) simulations of the self-consistent two-dimen-
sional dynamics of an electron beam in a nonuniform
magnetic field with the aim of determining the region
where the electrons reach the collector and searching
for the place where X-ray detectors will be best pro-
tected from high-energy electrons,

(ii) simulations of the self-consistent two-dimen-
sional dynamics of the formation of a virtual cathode
with the aim of calculating the limiting current and the
spectrum of the generated microwave radiation (in
experiments, the presence of high-power microwaves
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
in the proper spectral range would be indicative of the
presence of a virtual cathode in the beam), and

(iii) simulations of the self-consistent one-dimen-
sional dynamics of a beam with a virtual cathode with
allowance for electron scattering in the anode foil with
the aim of calculating X-ray bremsstrahlung spectra.

All simulations were performed by the particle-in-
cell (PIC) method. In the first two cases, we used the
well-known KARAT relativistic electromagnetic code
[6], while in the third case, we used an original relativ-
istic electrostatic code elaborated by us (see [7]).

First, we present the results of simulations with the
KARAT code for an optimized geometry of a vircator
and operating conditions used in real experiments.
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The geometry of the vircator electrode system is
shown in Fig. 1a. The electrode system consisted of a
hollow cathode, an anode electrode containing a mas-
sive collector, a conical holder of the anode (the holder
was made of a low-Z material transparent for elec-
trons), and a tantalum anode acting as a target. It was
assumed that an external magnetic field was applied the
vircator, the strength of this field in its uniform part
being 4.4 kG. The measured spatial distribution of the
magnetic field in the vircator is also shown in Fig. 1a.

The diode voltage was 1 MV, and the beam current
was 90 kA. The instantaneous beam configuration is
shown in Fig. 1a, from which we determined the region
where the electrons reach the collector.

Figure 1b shows an instantaneous phase portrait of
the beam. It can be seen from this figure that a virtual
cathode is formed in the system; i.e., the beam current
exceeds the limiting current.

At the point marked by a cross in Fig. 1a, we calcu-
lated the time evolution of the electric field. It was
found that intense microwave oscillations were gener-
ated at this point in the presence of a virtual cathode.
Since the beam electrons near this point move almost
along the radius, the oscillations of the radial compo-
nent of the electric field are most informative. From the
Fourier spectrum of the radial electric field shown in
Fig. 2, we determined the spectral range of microwave
oscillations expected in experiment (λ = 3 cm).

Let us consider the results of simulations of
bremsstrahlung generation with the code elaborated in
[7]. In these simulations, the vircator consisted of two
cylindrical metal chambers. The first chamber acted as
an accelerating diode, while the other acted as a drift
space. The diode and drift chambers were separated by
a foil. The electron energy loss for ionization in the foil
were calculated by the Monte-Carlo method. Hence,
we could take into account not only the average energy
loss for ionization in the foil, but also fluctuations in
this loss. The problem was solved by the PIC method
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Fig. 2. Calculated spectrum of the radial component of the
microwave field at the “detector” location.
with allowance for relativistic effects. The model parti-
cles were identical and shaped as thin washers with
given initial inner and outer radii. The simulations were
performed for the following vircator parameters: In the
diode region, the outer beam diameter was 5 cm, and
the beam thickness was 1 cm. The accelerating gap was
0.7 cm long, the drift region of the vircator was 24 cm
long, and the outer diameter of the diode and drift
chambers was 21 cm. A voltage of 1 MV was applied to
the cathode. The injected cathode current was 90 kA.
The thickness of the foil anode was 10 µm in the first
version and 100 µm in the second version. The anode
material was tantalum.
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Fig. 3. Normalized spectra of electrons passed through the
foil for anode foil thicknesses of (1) 10 and (2) 100 µm. The
spectra are normalized to their peak values.
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Fig. 4. Normalized X-ray bremsstrahlung spectra for anode
foil thicknesses of (1) 10 and (2) 100 µm. The spectra are
normalized to the areas under the curves.
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Fig. 5. Schematic of the PIRIT-1 device with a vircator load and the arrangement of the diagnostic equipment: (1) Rogowski coil,
(2) oil-filled section of the inductive storage, (3) high-voltage insulator, (4) protecting dielectric ring, (5) protecting metal ring
between the vacuum sections of the inductive storage, (6) cathode, (7) cable plasma guns of the current opening switch, (8) solenoid,
(9) anode foil, (10) conical anode holder, (11) thermoluminescent dosimeters, (12) microwave output window, (13) microwave hot-
carrier detector, and (14) semiconductor X-ray detectors.
The energy spectra of the particles passing through
the anode foil are shown in Fig. 3. It can be seen that,
for a 100-µm foil (Fig. 3, curve 2), the number of low-
energy particles is small compared to the case of a
10-µm foil (Fig. 3, curve 1).

From the data obtained, we calculated X-ray
bremsstrahlung spectra by the following formula [8]:

(1)

where Iν is the spectral intensity, ν0 is the frequency
corresponding to the short-wavelength boundary of
spectrum, ν is the bremsstrahlung frequency, and k is a
proportionality factor. The calculated spectra are pre-
sented in Fig. 4. It can be seen from these spectra that,
in the case of a thin foil, X-ray spectrum is indeed dis-
placed to the soft X-ray region.
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Fig. 6. Pinhole image of the beam.
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3. EXPERIMENTAL STUDIES
OF THE VIRCATOR

A vircator for generating X-ray pulses was created
on the basis of a direct-action accelerator supplied from
an inductive energy storage operating with a plasma
opening switch [9]. The maximum current of the induc-
tive storage was 130 kA, and the amplitude of the volt-
age pulse at the instant at which the storage circuit was
open was 1.3 MV.

In the last section of the inductive storage, a load
was installed. The load was a vircator vacuum diode
containing a 50-mm-diameter thin-walled hollow cath-
ode with a wall thickness of 500 µm. In front of the
cathode, a conical thin-walled anode holder with a wall
thickness of 500 µm was installed. A 10- or 100-µm
tantalum foil was mounted at the end of the anode
holder. The length of the interelectrode gap in the diode
was 9 mm. The solenoid that was mounted around this

Fig. 7. Beam print on the anode.
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Fig. 8. Waveforms of (1) line current and (2) load current (20 kA/division) for the case of a 10-µm anode foil. The time scale is
100 ns/division.
section produced an axial magnetic field of 4.4 kG in
the diode region.

A schematic of the device with a vircator load is
shown in Fig. 5, where the locations of the detectors for
measuring various parameters of the system are also
indicated.

Currents in different parts of the device were mea-
sured with Rogowski coils.

From a pinhole image of the electron beam and its
print on the anode foil (see Figs. 6 and 7, respectively),
we determined the transverse structure of the beam.
The beam cross section was a ring with an outer diam-
eter equal to the cathode diameter. Figures 6 and 7
allow us to determine the shape of the bremsstrahlung
source in the anode foil; they also confirm that the
results of the above calculations agree well with the
experimental results.

The X-ray dose was measured with TLD thermolu-
minescent dosimeters made of aluminum-phosphate
glass containing 87% MgOP2O5, 13% Al2O33P2O5, and
0.1% MnO2. To measure the duration of X-ray pulses
and to estimate their spectrum, we used semiconductor
detectors. The detectors were placed at a distance of
700 mm from the anode foil. The emission spectrum was
measured by the absorbing foil technique using 2-, 4-,
and 7-mm-thick aluminum filters. Microwave pulses
were recorded with the help of a hot-carrier microwave
detector placed in a 23 × 10-mm waveguide (see [10]).
The microwave detector was located 500 mm from the
output window.

Microwave radiation was output from the vacuum
chamber of the vircator through a 35-mm-thick dielec-
tric window. The thickness of the window was chosen
such that it could not be destroyed by the evaporation
products of the anode foil. At this thickness, the inten-
sity of X-rays with photon energies of 30 keV (the
lower boundary for TLD dosimeters) was attenuated by
a factor of 6. For this reason, the TLDs were placed
inside the vacuum chamber at a distance of 70 mm from
the anode foil, behind a shield protecting them from
high-energy electrons.

Figures 8 and 9 show the current waveforms mea-
sured in the experiments with a thin anode foil (10 µm
Ta). The line-current amplitude is 100 kA, while the
load-current amplitude is 90 kA. From the ratio of
charges accumulated on the detectors with different fil-
ters, we estimated the absorption coefficient and the
average photon energy: µ ≈ 1 cm–1 and Eγ ≈ 50 keV,
respectively. The X-ray dose at the TLDs totaled
200 rad.

The experiments with a thick anode foil (100 µm Ta)
were performed using the same procedure as in the case
of a thin anode (see Fig. 10). A comparison of the wave-
forms of the X-ray pulses (Figs. 9 and 10) shows that,
in the case of a thick foil, the amplitudes of the signals
measured behind the filters of different thickness differ
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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Fig. 10. Waveforms of the X-ray intensity I behind Al filters of different thickness: (1) 2, (2) 4, and (3) 7 mm. The anode foil thick-
ness is 100 µm. Curve 4 shows the waveform of the microwave intensity P (2 V/division). The time scale is 50 ns/division.
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Fig. 9. Waveforms of the X-ray intensity I behind Al filters of different thickness: (1) 2, (2) 4, and (3) 7 mm. The anode foil thickness
is 10 µm. Curve 4 shows the waveform of the microwave intensity P (2 V/division). The time scale is 50 ns/division.
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004



778 SELEMIR et al.
insignificantly. Hence, the emission spectrum contains
photons with higher energies as compared to the case of
a thin foil. For the thick foil, the absorption coefficient
was equal to µ ≈ 0.54 cm–1 for photon energies of
Eγ ≈ 80 keV. The X-ray dose at the TLDs totaled 25 rad.

The signal from the microwave detector confirms
the formation of a virtual cathode. The range of 1-MeV
electrons in tantalum is ≈ 0.5 mm; hence, a fraction of
the beam electrons penetrated into the region behind
the anode. However, because of the small number of
electron oscillations, the soft X-ray intensity was rela-
tively low. The experiments showed that, for a thin
anode, the X-ray dose at energies Eγ > 30 keV is eight
times as high as that for a thick anode.

4. CONCLUSIONS
A vircator capable of generating high-power X-ray

pulses due to the multiple transitions of electrons
through a thin anode foil has been created and put into
operation for the first time. The vircator was created on
the basis of a direct-action accelerator supplied from an
inductive energy storage operating with a plasma open-
ing switch.

Results have been presented from theoretical and
experimental studies on the generation of X-ray
bremsstrahlung in vircators with thin (10 µm) and thick
(100 µm) tantalum anode foils. For a thin foil, the X-ray
dose is found to be eight times as high as that for a thick
foil. The spectra of the generated X-ray bremsstrahlung
have been measured.
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Abstract—Results are presented from experimental studies of a steady-state negative point-to-plane corona in
atmospheric-pressure nitrogen at anomalously high (milliampere) currents. The evolution of the corona glow
with increasing discharge current is traced up to the corona conversion into a spark. It was found that the struc-
ture and current–voltage characteristic of the corona change significantly when the working gas is slowly blown
trough the discharge cell. It is shown that, starting from a current of I ≥ 0.5 mA, a negative corona in a nitrogen
flow acts as a streamer corona, whereas there are no streamers in the absence of gas blowing. In contrast to the
quadratic dependence of the current versus voltage in a low-current corona, the current–voltage characteristic
of a high-current corona is linear. The time evolution of the radial profile of the current density at the anode is
studied under different experimental conditions. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is commonly believed that a negative point-to-
plane corona (the point electrode is the cathode) is a
low-current and low-power discharge with a current of
no higher than a few hundred microamperes and a
power of no higher than a few watts [1, 2]. However,
this is not true for a negative corona in nitrogen. It will
be shown below that, for such a corona operating in
steady-state and dynamic regimes, one can achieve
rather high currents (from 3 to 30 mA) and high powers
(from 80 to 500 W). The possibility of implementing
such extraordinary operating regimes show that a high-
current corona in atmospheric-pressure nitrogen can be
used as a new promising source of nonequilibrium
plasma (or a plasmochemical reactor) and is thus of
great interest for gas-discharge physics and various
applications.

However, available data on the properties of a nega-
tive corona in nitrogen are rather poor and fragmentary.
Thus, the current–voltage (I–V) characteristic of a low-
current (I ≤ 0.1 mA) discharge presented in one of the
first experimental studies on a point-to-plane negative
corona in nitrogen [3] shows that the ignition voltage
U* of a nitrogen corona is higher than its operating
voltage. In [4], where the I–V characteristic was mea-
sured over a more wide current range (up to 1 mA), a
sharp jump in the current and a decrease in the voltage
were observed after corona ignition. It was also found
in [4] that the ignition voltage was not strictly constant
even for a fixed electrode geometry and that the corona
current decreased over time when operating with a
static gas (i.e., in a sealed-off chamber without nitrogen
blowing).

In [3, 4], an interesting circumstance was pointed
out: at currents of a few hundred microamperes, a thin
1063-780X/04/3009- $26.00 © 20779
short bright filament was observed near the point tip;
the filament could be oriented not only along the dis-
charge axis (as was expected) but also at a certain angle
with respect to the axis. It was also unusual that the
cathode spot on which this filament rested could be
located not only at the very tip of the point electrode but
somewhere aside of it.

In [5], it was found that a negative corona in nitro-
gen can operate at currents lower than the ignition cur-
rent (the corona current that is established immediately
after ignition). To ensure the operation of a corona at
such low currents, one should first ignite the corona and
then decrease the applied voltage. The experiments
with a nitrogen corona [5] showed the presence of hys-
teresis within a certain range of the corona parameters.
The properties of a negative corona in the hysteresis
region, within which the discharge current underwent
regular pulsations, were thoroughly studied.

Clearly, the above literature data on the negative
corona in nitrogen (especially at high currents) are
insufficient to trace its evolution with increasing current
up to its transformation into a spark. The aim of the
present study, which is intended to fill this gap, is to
experimentally investigate the high-current negative
corona in nitrogen over a wide range of the discharge
currents under different experimental conditions.

2. EXPERIMENT

Experiments were performed with a cylindrical
organic-glass discharge cell with an inner diameter of
120 mm and a height of 150 mm. In the point–plane
electrode system, a stainless-steel or tungsten rod was
used as a cathode. The diameter of the rod and its tip
radius were varied in the ranges of 0.5–3 mm and 0.06–
0.5 mm, respectively. Either a 110-mm-diameter cop-
004 MAIK “Nauka/Interperiodica”
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per disc or a 80-mm-diameter sectioned electrode com-
posed of nine coaxial rings separated by thin dielectric
layers was used as a plane electrode (anode). The inter-
electrode distance was varied from 10 to 40 mm.

The high-current negative corona was powered from
a high-voltage stabilized (δU/U ≤ 10–6) power supply
with an output voltage U of up to 30 kV. The voltage
drop across the interelectrode gap was measured with
an S-196 electrostatic voltmeter and a calibrated high-
voltage divider. The average corona current was mea-
sured with a Ts4311 current meter. The ballast resis-
tance in the external circuit was varied from 1 to
10 MΩ.

Special electric circuits based on TGI-400/16 thyra-
trons were designed and implemented to apply a volt-
age pulse to a steady-state negative corona. These
schemes enabled the formation of 10-ms trapezoidal
voltage pulses with an amplitude of 3.0–16.5 kV and a
rise time of 1–700 µs (see Fig. 1). The waveforms of the
discharge current and voltage were recorded with
S8-17 and S1-104 oscilloscopes.

The evolution of the radial current distribution over
the anode surface with increasing corona current was
studied using a sectioned anode. Both the currents
through the individual anode sections and the total dis-
charge current were monitored. The measurements
were performed in two regimes: a steady-state regime
and a dynamic regime. In the steady-state regime, the
currents through the anode sections were measured
with a microammeter. In the dynamic regime, a voltage
pulse with an amplitude ∆u and a rise time τ was
applied to a steady-state corona with a current Is and
voltage Vs. The time evolution of the currents through
the anode sections up to the transition to a spark was
simultaneously measured with several oscilloscopes. In

I

C

D

S

U

–

R4

+

R3

R1 R2

Fig. 1. Schematic of the experimental device for studying
the evolution of a discharge after applying a voltage pulse to
a steady-state negative corona: R1 and R2 are ballast resis-
tances, R3 is a variable resistance for controlling the rise
time τ of the voltage pulse, R4 is the current shunt, C is the
capacitance of the circuit for voltage pulse formation, S is
the switch of the circuit for voltage pulse formation, and D
is a voltage divider.
more detail, the technique for studying the evolution of
the radial current distribution was described in [6].

Two pairs of 50-mm-diameter optical windows were
mounted on the side wall of the discharge cell, the win-
dows in each pair being coaxial with one another. The
spectrum of the corona emission was measured using
an MUM-2 monochromator with a 1200 line/mm dif-
fraction grating. Light emerging from the exit slit of the
monochromator was monitored with an FEU-100 pho-
tomultiplier. The spectral and time resolutions of these
measurements were 0.8 nm and 1 µs, respectively.

In our experiments, we used very-high-purity nitro-
gen (with a certified purity of 99.999%). Before each
experiment, the discharge cell was pumped out to a
pressure of P ≅  10–3 torr and then filled with nitrogen at
a pressure slightly exceeding atmospheric pressure
(usually, P = 770 torr). The experiments were carried out
both in a sealed-off regime and a continuous gas-flow
regime with a gas flow rate small enough (≤ 10–2 l/s) to
exclude any gasdynamic effect on the discharge.

In the nitrogen used in our experiments, the certified
oxygen density (among 0.001% of residual impurities)
was no higher than 1014 cm–3. The slow blowing of
nitrogen ensured that the density of oxygen in the cell
did not increase above this value. This, in turn, guaran-
teed that the density of negative oxygen ions was much
lower than the electron density. Let us make some esti-
mates:

Negative ions can be produced from the residual
oxygen through the dissociative and three-body elec-
tron attachment reactions,

e + O2  O– + O; e + O2 + N2   + N2.

The former process is threshold in character; its effi-
ciency is high only at sufficiently high values of the
reduced electric field. Under our experimental condi-
tions, such high reduced fields can be achieved only in
the contracted region of a corona. The gas in this region is,
however, strongly heated, which leads to a substantial
decrease in the oxygen density (to  ≅  2 × 1013 cm–3).
Moreover, negative oxygen ions in this region undergo
thermal destruction (it is well known [7] that there are
practically no negative ions in hot air at a temperature
of T ≥ 1000 K) and efficiently recombine with positive
ions. Assuming that there is a local balance for O– ions,

 ≅ β iin+/  (where ka ≅  10–12 cm3/s [8] is the

coefficient of dissociative attachment and βii ≅  10–7 cm3/s
[8] is the coefficient of ion–ion recombination in the
contracted region), we find that the relative concentra-

tion of negative atomic oxygen ions is  ≅  . In

the contracted region, this concentration is no higher
than 2 × 10–4.

Three-body attachment can occur in the drift zone,
where the electric field is low. The rate constant for this
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kaNO2
ne N

O
–
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process is kT ≅  2 × 10–33 cm6/s [8]. Assuming that the

lifetime of the negative  ions in the drift zone is
mainly determined by the time during which they drift
between the electrodes (τ ≅  300 µs), we find that the rel-
ative concentration of the negative molecular oxygen

ions,  ≅  , is no higher than 1.5 × 10–3.

Thus, the above estimates show that the negative ion
density that can be provided by the oxygen impurity is
at least three order of magnitude lower than the electron
density.

3. EXPERIMENTAL RESULTS

Before describing the results obtained, let us briefly
discuss the experimental problems that arise in study-
ing the high-current corona. The high power dissipated
in the interelectrode gap and at the point cathode in a
steady-state regime results in both an appreciable heat-
ing of the working gas near the discharge axis and a
strong heating of the tip of the point cathode. As was
mentioned above, to maintain a sufficiently low gas
temperature near the wall of the discharge cell (T ≤
40°ë), we had to use gentle gas blowing; this enabled
convective heat removal from the discharge cell but did
not had any gasdynamic effect on the discharge.

When a thin (with a diameter of less than 1 mm)
stainless-steel needle was used as a cathode, the needle
tip became melted, the melting time being dependent
on the corona current. For this reason, most of experi-
ments were carried out with a massive (3-mm-diame-
ter) tapered tungsten rod with a tip radius of 0.1 mm.
The use of tungsten ensured the thermal stability of the
cathode and made it possible to operate with a steady-
state corona. However, in this case, the corona ignition
voltage turned out to be higher than in [4], where a
point electrode with a tip radius of 0.5 mm (i.e., five
times larger than in our experiments) was used.

To verify the correctness of our experiments, we
thoroughly reproduced the electrode geometry from [4]
and obtained the same corona ignition voltage as in [4]
(Fig. 2b). This means that (i) the gas purity in our dis-
charge cell was no worse than in [4] and (ii) the ignition
voltage is determined by not only the point tip radius
but also the size and geometry of the side surface of the
massive tapered electrode (see [9]).

It was found that gentle nitrogen blowing signifi-
cantly affected the I–V characteristic and the glow
structure of a negative corona. Let us first consider the
I–V characteristic. As was expected, the ignition volt-
age of a corona discharge in nitrogen at a fixed pressure
turned out to be independent of gas blowing (see Fig. 2)
and was only determined by the geometry of the dis-
charge gap and the shape of the cathode. It can be seen
from the figure that the ignition voltage is higher than
the corona operation voltage. As a result, the discharge

O2
–

N
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–

ne

--------- kT NO2
NN2

τ
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current increases abruptly and the interelectrode volt-
age decreases after the ignition of a discharge. We note
that the I–V characteristic is linear. At the same cur-
rents, the corona voltage turns out to be lower with gas
blowing. It is true for any geometry of the interelec-
trode gap and any shape and material of the rod cath-
ode. This is illustrated in Fig. 2, which presents the I–V
characteristics of a corona discharge with a thin stain-
less-steel rod and a massive tungsten rod.

The measured I–V characteristics of a corona dis-
charge with nitrogen blowing are shown in Fig. 3 for a
slow and fast (virtually jumplike) increase in the dis-
charge voltage. The quasi-steady I–V characteristics
obtained either by slowly (manually) increasing the dis-
charge voltage or applying a sawtooth voltage with a
rise time of 0.7 ms are almost identical. The dynamic
I−V characteristic obtained by applying a rapidly
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Fig. 2. I–V characteristic of a steady-state negative corona
in nitrogen at a pressure of P = 770 torr (1) with and
(2) without gas blowing through the discharge gap (d =
40 mm) for a cathode made of (a) 3-mm-diameter tungsten
rod with a tip radius of rc = 0.1 mm and (b) 1-mm-diameter
stainless-steel rod with a tip radius of rc = 0.5 mm (the
arrows show the jumps in the current and voltage after
corona ignition).
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increasing voltage (with a rise time of 1–10 µs, depend-
ing on the voltage amplitude) to a steady-state corona
progressively deviates from the quasi-steady I–V char-
acteristic (i.e., becomes nonlinear) with increasing dis-
charge current (starting from a current of I ≥ 1.5 mA).
Each point of the dynamic I–V characteristic corre-
sponds to the current recorded by an oscilloscope 10 µs
after a jump in the discharge voltage (Fig. 4).

Let us now consider the glow structure of a high-
current corona in nitrogen. For definiteness, we present
the results obtained for a gap length of d = 40 mm, a
tungsten cathode, and a current of I ≥ 1 1 mA. In the
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Fig. 3. I–V characteristics of a corona discharge for a
(1) slow and (2–4) stepwise increase in the discharge volt-
age for (a) d = 10 mm, rc = 0.1 mm, and τ = (2) 0.7 ms and
(3) 10 µs and (b) d = 40 mm, rc = 0.1 mm, and τ = 10 µs:
(2) Is = 1.24 mA and Us = 10.9 kV, (3) Is = 1.8 mA and Us =
12.85 kV, and (4) Is = 2.2 mA and Us = 14 kV.
absence of gas blowing, there is a blue glowing spot
around the tip of the tungsten point. The emission spec-
trum of this glow contains intense lines of the first neg-
ative system of nitrogen (the emission from positive
nitrogen ions), which is characteristic of the cathode
sheath of a glow discharge in nitrogen. The emission
intensity from this spot is the highest at the very tip of
the point. A thin (with a diameter of no more than
0.5 mm) and short (a few mm long) orange plasma fil-
ament is adjacent to the cathode spot. All the other
space around the plasma filament and between the head
(free end) of the filament and the plane electrode
remains dark. The color of the plasma filament is deter-
mined by the emission from the first positive system of

nitrogen (B3Πg   transitions); this emission is
characteristic of the positive column of a glow dis-
charge. The emission intensity from the plasma fila-
ment increases with corona current. The filament length
also (however, slightly) increases with corona current.
Visually, the cathode spot seems to remain at the point
tip, whereas the filament is spatially unstable: it slowly
and randomly twists, and the head of the filament
undergoes the largest deviation from the gap axis.

Apparently, the shape of the point also affects the
spatial stability of the plasma filament. Thus, for a thin
point (all other conditions being the same), the plasma
filament more strongly deviates from the axis and can
slowly (but irregularly in time and space) precess as a
whole within a cone with a vertex angle of ~15°.

A comparison of the results of visual observations
of a corona with the waveforms of the corona current
shows that, at currents of I < 1 mA, the spatial instabil-
ity of the filament correlates with the small-amplitude
(about 1%) low-frequency (about 5 Hz) noise modula-
tion of the current. At currents of I ≅  1 mA, the current

A
3Σu

+

I

T

3

2

1

Fig. 4. Oscillogram of the corona current for a stepwise
increase in the voltage ∆U = (1) 10, (2) 15, and (3) 16 kV.
The gap length is d = 40 mm, rc = 0.1 mm, Is = 2.5 mA, and
Us = 14.3 kV. The current scale (major ticks) is 10 mA/divi-
sion and the time scale is 50 µs/division.
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waveforms exhibit a deep (about 10%) high-frequency
(with a characteristic frequency of ~1 kHz) noise mod-
ulation. As the current increases, the modulation fre-
quency increases to 3–5 kHz and the modulation depth
increases to 30%.

Measurements of the emission from different
regions of a discharge showed that the emission inten-
sity of the first positive system from the plasma fila-
ment (especially from its head) was modulated at both
low and high frequencies, whereas the intensity of the
first negative system of nitrogen from the cathode
region was only modulated at the frequency of current
pulsations. In our opinion, the source of high-frequency
current pulsations is the instability of the cathode
region. This instability results in a spontaneous conver-
sion of the glowing cathode sheath at the point into an
unsteady prearc spot [10].

Gas blowing decreases the discharge voltage at a
fixed current. This results in a decrease in the emission
intensity from the plasma filament, whereas the fila-
ment length increases by 1–2 mm. A distinctive feature
of a corona with gas blowing is that, starting from cur-
rents of I ≥ 0.5 mA, a diverging beam of thin (with a
thickness on the order of the human hair diameter) yel-
lowish streamers continuously emerges from the head
of the plasma filament. The emission intensity from the
streamers decreases with distance from the plasma fila-
ment. The average length of the streamers increases
with corona current (Fig. 5). The beam of streamers is
highly unstable in space. It can be seen by a naked eye
that this beam waves as if it fluttered in wind. This is
explained by the fact that the streamers randomly prop-
agate within a ±10° cone with respect to the discharge
axis. At the same time, the maximum diameter of the
channel occupied by the streamers does not exceed
1.5 cm.

With gas blowing, both the low-frequency and high-
frequency current pulsations are also present; however,
the former are very weak, whereas the latter are clearly
pronounced. The increase in the intensity of high-fre-
quency current pulsations can be attributed to the pres-
ence of streamers in the gap. The rate of streamer gen-
eration seems to correspond to the pulsation rate of the
unsteady cathode region; i.e., each spontaneous conver-
sion of a glow cathode sheath into an unsteady prearc
spot at the point tip induces the generation of streamers
in the gap.

In our opinion, the reason why the streamers
induced by an unsteady cathode sheath in the absence
of gas blowing do not propagate (i.e., they decay imme-
diately after their onset) is that a large amount of the
products of plasmochemical reactions (e.g., nitrogen
atoms in the ground and metastable states) is accumu-
lated in the interelectrode gap. These products may
affect the kinetics of charged particles, e.g., induce
electron attachment, thereby quenching the electron
avalanche and preventing the development and propa-
gation of the streamer precursors provoked by the
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
above instability of the cathode region. The electron
attachment and the generation of negative ions from the
accumulated products of plasmochemical reactions can
lead to a decrease in the discharge current at a given
voltage, as was observed in our experiments (see also
[4]).

We believe that the N( ) metastable nitrogen
atoms can be a source of negative ions in a high-current
negative corona in nitrogen [11]. These ions are
intensely produced in the contracted region of a corona.
The N(2D) doublet state with an energy of about
2.39 eV has an enormously large radiation lifetime of
105 s. Atoms in the doublet state are very weakly
quenched by both nitrogen molecules (k < 10–14 cm3/s)
and nitrogen atoms in the N(4S) ground state (k ≅  1.8 ×
10–12 cm3/s). Their volume recombination is also very
slow (the rate constant for the N + N + M  N2 + M
process is k ≅  8.3 × 10−34exp(500/T) cm6/s). These
atoms can form negative ions in the N–(1D) metastable
autoionization state [8], the electron binding energy of
which is about 1 eV and the lifetime is much longer
than 1 µs.

Thus, the experiments show that a high-current neg-
ative corona in blowing nitrogen is a streamer corona,
whereas there are no streamers in the absence of gas
blowing. The presence of streamers in a negative
corona is an extraordinary phenomenon because, in air,
streamers are observed only when the point electrode is
at a positive potential.

In the prearc regime, when some streamers have
already reached the plane electrode, they induce blue
unsteady spots with a diameter of ~1 mm on the anode.
The color of these spots is mainly determined by the
emission from the second positive system of nitrogen
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Fig. 5. Streamer length vs. negative corona current in blow-
ing nitrogen for P = 770 torr, d = 40 mm, and a 3-mm-diam-
eter tungsten cathode with a tip radius of rc = 0.1 mm.
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(the C3Πu  B3Πg transitions). The onset of anode
spots can be related to the beginning of the conversion
of a negative corona into a glow discharge [12], which
accompanied by the formation of a quasineutral plasma
in the interelectrode gap.

The current corresponding to the onset of anode
spots depends on the state of the anode surface. For
example, for a mechanically cleaned anode, these spots
arise at a current of about 3 mA. After some time, the
anode gets covered with an oxide film and the threshold
current for the formation of anode spots decreases. For
example, after 10-h continuous discharge operation, the
threshold current decreases to 2.2 mA; after 20-h oper-
ation, it decreases to 1.5 mA. A similar effect was also
observed for a negative corona in air [12].

After the interelectrode gap is bridged with stream-
ers, a short-lived spark arises, which is accompanied by
a bright flash and a sharp increase in the current up to
0.5–1.5 A. Since the corona is fed from a power supply
with an output voltage of U ≅ 10–20 kV, such a large
current cannot be steadily maintained in the external
circuit with a ballast resistance of a few megaohms.
Hence, the spark is a short-duration transient process,
which is sustained by the charging current of stray
capacitances in the external circuit.

It is important to know the evolution of the current
distribution over the anode surface for a smooth and an
abrupt increase in the discharge voltage. Figure 6 shows
how the normalized current density changes for differ-
ent means of increasing the discharge voltage. For a
slow increase in the voltage, the distribution j(r/d) var-
ies according to the scheme 1  2  3, where the
numerals correspond to the curve numbers in Fig. 6.
For a stepwise increase in the corona voltage, the distri-
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Fig. 6. Characteristic curves illustrating the evolution of the
current density at the anode of a point-to-plane negative
corona in nitrogen for a slow (1  2  3) and step-
wise (2  1  2  3) increase in the discharge
voltage.
bution j(r/d) varies according to the scheme 2 
1  2  3. It can be seen that applying a step volt-
age to a steady-state corona with a narrow current dis-
tribution (caused by the presence of a beam of stream-
ers in the gap) first significantly widens the current dis-
tribution on the anode. However, the distribution then
narrows again; this is related to the formation of an
anode sheath. The initial widening of the current distri-
bution after applying a step voltage is related to the dis-
appearance of the beam of streamers at sufficiently high
overvoltages; this is confirmed by streak images show-
ing no streamers.

At low corona currents, immediately after applying
a step voltage, the current distribution on the anode of
a steady-state negative corona in nitrogen differs sub-
stantially from the Warburg distribution in air [13, 14].
In this case, the current distribution has a dip on the dis-
charge axis, which was also observed in [15].

We note that, after a transient spark, an almost
steady-state glow discharge can be established in the
gap. For example, for a gap with d = 40 mm, the current
and voltage of a glow discharge are equal to 20 mA and
7 kV, respectively. An atmospheric-pressure discharge
shares all the features of a conventional glow discharge:
a blue glow cathode sheath, a short (about 1 mm) Fara-
day dark space, a diffuse pink-lilac positive (plasma)
column, and a small-size anode spot. The diameter of
the plasma column is 2–3 mm. Estimates show that the
gas in the plasma column is highly heated (up to a tem-
perature of higher than 1500 K).

For a horizontal arrangement, the hot plasma col-
umn came up from the gap axis. It was significantly
bent, and its length was approximately 50 mm (instead
of 40 mm for a vertical arrangement). Since the anode
spot could freely slide upward along the plane anode
and the cathode end of the plasma column was fixed at
the point electrode, the column configuration looked
like the Z letter stretched by its ends in the horizontal
direction.

In some regimes, a glow discharge pulsated with a
period of several seconds. The beginning of the pulsa-
tion period corresponded to the breakdown of the gap,
the plasma column being oriented strictly along the
horizontal axis of the point–plain gap. The column was
then heated, its anode end slowly rose up, and the col-
umn increased in length. After reaching a certain max-
imum length, the column broke, which corresponded to
the end of the period. Then, the process repeated.

We note that a steady-state glow discharge with a
long thin plasma filament was also ignited by us in
atmospheric-pressure air.

4. DISCUSSION

An analysis of the literature data and our experimen-
tal results shows that, in the voltage range U ≥ U*, the
time-averaged I–V characteristic of a high-current neg-
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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Summary data on the negative corona in nitrogen

Refe-
rences Point parameters Gap

length, mm Gas blowing Igniting and extin-
guishing voltages, kV

I–U characteristic of a coro-
na (I is in mA and U is in kV)

[3] Platinum wire 0.5 mm in diameter 
with a tip radius of r0 = 0.25 mm

40 Absent U* > 4.8
U0 > 2.5

I > kU0(U – U0)
k > 0.1 mA/kV2

[4] Platinum wire 1.0 mm in diameter 
with a tip radius of r0 = 0.5 mm

40 Absent U* > 6.2
U0 > 3.5

I > kU0(U – U0)
k > 0.087 mA/kV2

This 
study

Stainless-steel wire 1.0 mm
in diameter with a tip radius
of r0 = 0.5 mm

40 Absent U* > 6.3
U0 > 4.7

I > kU0(U – U0)
k > 0.09 mA/kV2

This 
study

Stainless-steel wire 1.0 mm
in diameter with a tip radius
of r0 = 0.5 mm

40 Present U* > 6.3
U0 > 4.1

I > kU0(U – U0)
k > 0.088 mA/kV2

This 
study

Conically tapered tungsten wire
3.0 mm in diameter with a with 
a vertex angle of 60° and tip radius 
of r0 = 0.1 mm

40 Present U* > 10.5
U0 > 7.5

I > kU0(U – U0)
k > 0.044 mA/kV2

This 
study

Stainless-steel wire 0.5 mm in di-
ameter with an ellipsoidal tip of ra-
dius r0 = 0.1 mm

10 Present U* > 2.4
U0 > 1.4

I > kU0(U – U0)
k > 0.28 mA/kV2

This 
study

Stainless-steel wire 0.5 mm in di-
ameter with an ellipsoidal tip of ra-
dius r0 = 0.1 mm

10 Present U* > 2.8
U0 > 1.7

I > kU0(U – U0)
k > 0.18 mA/kV2

This 
study

Stainless-steel wire 0.5 mm in di-
ameter with an ellipsoidal tip of ra-
dius r0 = 0.1 mm

20 Present U* > 3.5
U0 > 1.7

I > kU0(U – U0)
k > 0.12 mA/kV2

This 
study

Stainless-steel wire 1.0 mm in di-
ameter with a hemispherical tip of 
radius r0 = 0.5 mm

20 Present U* > 7.5
U0 > 2.8

I > kU0(U – U0)
k > 0.12 mA/kV2

This 
study

Stainless-steel wire 0.5 mm in di-
ameter with an ellipsoidal tip of ra-
dius r0 = 0.1 mm

30 Present U* > 3.8
U0 > 2.75

I > kU0(U – U0)
k > 0.069 mA/kV2

This 
study

Stainless-steel wire 0.5 mm in di-
ameter with an ellipsoidal tip of ra-
dius r0 = 0.1 mm

40 Present U* > 4.0
U0 > 2.8

I > kU0(U – U0)
k > 0.033 mA/kV2
ative corona in nitrogen can be approximated by the lin-
ear function

I ≅  kU0(U – U0). (1)

At high currents (I > 150 µA), the approximation accu-
racy is a few percent. Note that a similar formula for an
air corona, first obtained by Townsend, is valid for cur-
rents of no higher than 10–20 µA.

The factor k in expression (1) is a dimensional coef-
ficient depending on the shape and material of the
corona point and the interelectrode gap length. In con-
trast to the expression for an air corona, in which U0
corresponds to the corona ignition voltage U*, the
quantity U0 in expression (1) approximately corre-
sponds to the voltage at which the corona is extin-
guished (in nitrogen, U* > U0). Thus, the I–V character-
istic of a negative corona in nitrogen shows hysteresis.
The corona properties in the hysteresis range (U* > U >
U0) were studied in [5], where it was shown that, at low
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
currents (i.e., in the hysteresis region), approximation (1)
is no longer valid.

A summary of our results on approximating the I–V
characteristic of a steady-state negative corona in nitro-
gen at currents of I ≥ 0.1 mA by a linear function is pre-
sented in the table.

For short gap lengths (d = 10 mm), there is a scatter
in the data obtained: within the same experiment, the
current depends linearly on the voltage; however, the
parameters U*, U0, and k are slightly different in differ-
ent experiments. As an illustration, the table presents
the data for two regimes with d = 10 mm. The reason
for such a minor scatter in the I–V characteristic of a
negative corona in nitrogen is apparently related to the
above effect of the state of the plane electrode (anode)
surface on the discharge properties. It is interesting that
all of the approximations presented in the table lie
within the range I ≅  (0.1–0.4)(U – U0), where the cur-
rent and voltage are in milliamperes and kilovolts,
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respectively. Therefore, the differential resistance
∂U/∂I of a negative corona in nitrogen in the presence
of a plasma filament near the point slightly depends on
the geometrical factors and lies in the range 2.5–
10 MΩ.

According to commonly accepted opinion, the vol-
ume charge in the drift zone of a negative corona in
nitrogen is determined by electrons only; in this case,
the corona I–V characteristic should be nonlinear at
high currents: I ~ (U – U0)2. Since our experiments
demonstrate a linear I–V characteristic, we assume that
this discrepancy is related to the presence of negative
ions in a high-current corona. As was mentioned above,
these ions can be metastable N–(1D) ions created due to

the electron attachment to N( ) metastable nitro-
gen atoms, abundantly produced in the contracted
region of a corona discharge.

Unfortunately, the available data on the rate con-
stants for the processes determining the concentrations
of metastable atoms and negative ions in nitrogen are
still lacking. For this reason, we can only specify con-
ditions under which negative ions can significantly
affect corona, namely, those under which the parame-
ters of a volume charge in the gap are determined by the
negative ions, but the current is mainly carried by the
electrons. We will show that the corona I–V character-
istic is linear under such conditions.

Let us assume that, within the current channel of a
corona, the metastable N(2D) atoms are distributed
quite uniformly due to diffusion. Since the electric field
in the contracted region of a corona discharge slightly
varies with current, the averaged concentration N of the
metastable atoms in the channel is proportional to the
discharge current, N ~ I. We also assume that the life-
time τi of the negative ions in the metastable state is
small compared to the time during which these ions
escape from the interelectrode gap. In this case, the pro-
file of the relative density of the negative ions in the gap
is determined by the local balance equation

, (2)

where ka is the rate constant for the electron attachment
to metastable atoms, ne is the electron density, and x is
the longitudinal coordinate counted from the point
electrode. Since N ~ I, the fraction of negative ions in
the corona increases with total current.

Let us estimate the rate constant for electron attach-
ment at which the density of negative ions exceeds the
electron density. Assuming that τi ≅ (1–3) × 10–5 s and
N ≅ (1–3) × 1015 cm–3 (which seems to be quite reason-
able), we find that the desired value of the attachment
rate constant is ka ≅  10–10 cm3/s.

Using Eq. (2) and Poisson’s equation, one obtains a
qualitative relation between the current I and voltage U

D2 0
5/2 3/2,

N
–

x( )
ne x( )
-------------- kaNτ i≅
in the drift region of a corona, where the space charge
of negative ions prevails:

. (3)

Here, e is the electron charge, ε0 is the permittivity of
free space, and d is the gap length. Taking into account

that ne ~  and N ~ I, it follows from Eq. (3) that the

I−V characteristic of a negative corona in nitrogen is
linear; i.e., I ~ U.

Thus, the assumption about the presence of metasta-
ble negative ions in nitrogen allows a qualitative expla-
nation of the linearity of the I–V characteristic of a
high-current negative corona in nitrogen. Deriving a
more exact expression for the I–V characteristic
requires more detailed knowledge of the rate constants
for elementary processes governing the kinetics of neg-
ative ions.

5. CONCLUSIONS

It has been experimentally found that, starting from
currents of I ≥ 0.5 mA, a steady-state negative corona
in nitrogen in the presence of gentle gas blowing
through a discharge acts as a streamer corona, whereas
there are no streamers in the absence of gas blowing.

It has been shown that, regardless of gas blowing,
the I–V characteristic of a steady-state negative corona
is linear at currents of I ≥ 0.5 mA (in contrast to the par-
abolic I–V characteristic of a low-current corona).

An analysis based on the available data on the rate
constants for elementary processes (electron attach-
ment and detachment, ion–ion recombination, etc.) has
shown that the certified purity of nitrogen employed in
our experiments ensures that the concentration of neg-
ative oxygen ions in a discharge is low enough to have
no appreciable effect on the corona I–V characteristic.

It has been suggested that both the increase in the
discharge voltage with decreasing gas flow rate and the
linearity of the I–V characteristic of a high-current
corona in nitrogen are related to the presence of nega-
tive metastable N–(1D) ions produced due to the elec-

tron attachment to metastable N( ) atoms.
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Abstract—The processes of dissociation and recombination of CO molecules in the plasmas of discharges in
He/CO and He/CO/Xe mixtures under conditions characteristic of sealed-off CO lasers are investigated. The
concentrations of CO molecules and the main products of their dissociation—O and C atoms and CO2 mole-
cules—are measured simultaneously for the first time, and the time evolution of the initial working mixture
composition in the discharge is calculated. It is shown that the main channel for the regeneration of CO mole-
cules in a sealed-off discharge is the heterogeneous recombination of C and O atoms. The rate constants for this
process are estimated. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

So far, most of the studies of elementary processes
in the plasmas of molecular gases have been performed
in gas flow discharges, whereas the processes in sealed-
off systems (operating without gas circulation through
the discharge tube) have received little study in spite of
the widespread use of such discharges in sealed-off
molecular (CO2 and CO) lasers. In particular, it is yet
unclear how CO molecules are regenerated in the plas-
mas of sealed-off discharges in the mixtures used as
active media in sealed-off CO lasers, which are capable
of operating for tens (or even hundreds) of hours with-
out mixture regeneration. At the same time, it is well
known that CO molecules efficiently dissociate in gas
discharge plasmas, the degree of dissociation being up
to ten percent even in systems with rapid gas circulation
[1, 2]. The scheme of plasmochemical processes that is
capable of adequately describing quite slow variations
in the CO concentration in discharges and the long-
term operation of sealed-off lasers is still lacking. To
construct such a scheme, one needs the data on the con-
centrations of the dissociation products of CO mole-
cules as functions of the experimental conditions. Until
now, the concentrations of only two plasmochemical
products generated during a discharge in a CO-contain-
ing mixture, namely, CO2 molecules and O atoms, have
been measured [3–6]. No calculations of the change in
the gas mixture composition during a discharge without
gas circulation have been performed.

The goals of this study were as follows:
(i) to examine the processes in the plasma of sealed-

off discharges in He/CO and He/CO/Xe mixtures that
lead to a change in the initial mixture composition and
to study mechanisms for the regeneration of CO mole-
cules dissociated in a discharge;
1063-780X/04/3009- $26.00 © 20788
(ii) to simultaneously measure the concentrations of
CO molecules and the products of their dissociation
(C and O atoms), as well as the concentration of the
produced CO2 molecules; and

(iii) to numerically calculate the concentrations of
these products and compare them to the experimental
data.

2. EXPERIMENTAL SETUP

The experimental setup was similar to that described
in [6]. The experiments were carried out with a 15-mm-
diameter discharge tube made of molybdenum glass
and cooled with running water. The length of the dis-
charge region was 50 cm. Hollow cylindrical tantalum
electrodes were installed in the side branches of the dis-
charge tube at a distance of 4 cm from its axis. A dc dis-
charge was ignited in He/CO and He/CO/Xe mixtures
in the sealed-off regime. The concentrations of CO
molecules and Xe atoms were 4–12% and 5–12%,
respectively. The pressure was varied in the range 5–
15 torr. Before puffing into the tube, the working mix-
tures were purified using a system of silica-gel and zeo-
lite traps. The mixture composition in the discharge
tube was analyzed with an MSC-6 time-of-flight mass
spectrometer. The time evolution of the concentrations
of stable products in the discharge plasma was moni-
tored by periodically analyzing gas samples taken from
the discharge region located at a distance of ~2 cm from
the cathode. The gas samples could be supplied either
directly to the mass spectrometer or into a special gas
cylinder. The cylinder was then disconnected from the
system, and the gas in it was analyzed. Both methods
yielded similar results.
004 MAIK “Nauka/Interperiodica”



        

BALANCE OF CO MOLECULES IN THE PLASMA OF A SEALED-OFF CO LASER 789

                                                                                                                                                                                                  
The emission from the positive column of the dis-
charge in the spectral range of 200–3000 nm was
recorded with a spectrometer. The analysis of the emis-
sion spectra allowed us to determine the populations of
the vibrational levels of CO(X1Σ) molecules, the gas
temperature at the discharge axis and its radial profile
(by analyzing the rotational structure of the bands of
CO molecules), and the concentrations of the electron-
ically excited particles in the gas discharge plasma.

The monitoring of the emission intensities of the CO
molecular bands at different points along the discharge
tube axis showed that the cataphoresis effect (the spa-
tial separation of the mixture components that can be
caused by the presence of a directed flow of ions and
the charge exchange of the mixture components with
them) was insignificant.

The electric field in the discharge was determined
by measuring the voltage drops across the discharge
gap and the electrode sheaths. The electrode sheath
voltages were found from the voltage measurements in
experiments with different discharge lengths. A typical
electrode sheath voltage was 350–400 V. The measured
value of the reduced electric field E/N was (1.7–3.2) ×
10–16 V cm2 in He/CO mixtures and (0.9–1.5) × 10–16 V cm2

in He/CO/Xe mixtures.

2.1. Method for Measuring the Concentrations 
of Oxygen and Carbon Atoms

The concentration of atomic oxygen in the ground
state was determined from the measurements of the
absolute population of an electronically excited state
[7]; in our experiments, the concentration of atomic
oxygen in the 3p5P state was measured. A detailed anal-
ysis of the processes resulting in the population of this
electronic state (see [8] for details) showed that the
main population mechanism was electron-impact exci-
tation,

O(2p S0) + e  O*(3p5P) + e. (1)

The remaining population mechanisms were insignifi-
cant. This state was mainly depopulated via radiative
transitions because collisional quenching could be
ignored at fairly low pressures characteristic of our
experiments (≤10 torr):

O*(3p5P)  O*(3s5S0) + hυ. (2)

The concentration of atomic oxygen in the ground
electronic state was found from the balance equation

[O] = [O*(3p5P)]A/(neK1), (3)

where A is the Einstein coefficient for the 3p5P state of
atomic oxygen, ne is the plasma electron density, and K1
is the rate constant for electron-impact excitation of the
3p5P state. The value of the cross section for electron-
impact excitation, which was necessary to find K1, was
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
taken from [9, 10]. To determine the electron density
from the discharge current, we used the computed elec-
tron drift velocity. The results of calculations of the rate
constant for the excitation of the é(3p5P) state under
our experimental conditions are shown in Fig. 1.

The accuracy of determining the concentration of
atomic oxygen in the ground state by this method
depends mainly on the accuracy with which the cross
section for the electron-impact excitation of the 3p5P
state is known; in our case, the latter was no worse than
50%. The sensitivity of the method is very high and
allows one to measure atomic oxygen concentrations as
low as ~1011 cm–3.

The concentration of carbon atoms was determined
in a similar way. In [11], this method for determining
the concentration of atoms in the ground state by mea-
suring the population of an excited state was used to
monitor the concentration of carbon atoms in a gas-
flow discharge. In [11], the absolute population of the

2p3s  state was measured by the intensity of the

247.8-nm line, corresponding to the 2p3s  
2p21S0 transition.

In our study, two spectral lines of carbon atoms were
used to determine the concentration of these atoms in
the ground electronic state. In addition to the 247.8-nm
line, we also used the 1.45-µm IR line, corresponding
to the transition from the 2p3p 1P1 state, from which,

according to our estimates, the 2p3s  state is mainly
populated.

Under our conditions, the contribution from popula-
tion via the reaction of dissociative recombination,

ëé + e  ë* + é + e, (4)
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Fig. 1. Rate constants for the electron-impact excitation of
ë(2p3p1P1) (solid curves) and é(3p5P) (dashed curves)
atomic states in the CO : He = (1) 4 : 96, (2) 7 : 93, and
(3) 12 : 88 mixtures.
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is insignificant. The cross sections for the excitation of
electronic states were calculated in the Born approxi-
mation using the approximation formulas from [12].
For metastable states, we used the cross sections calcu-
lated in [13].

The effect of reabsorption on the measured intensity
of the 247.8-nm line can be ignored (when estimating
the concentration, it was assumed that the diffusion
coefficient for metastable atoms was equal to the diffu-
sion coefficient for carbon atoms in the ground state
[14]).

The main mechanism for the population of the
2p3p 1P1 state is direct electron-impact excitation from

the ground state. The 2p3s  and 2p3p1P1 states are
depopulated via radiative transitions. The concentration
of carbon atoms in the ground electronic state can be
determined from the population balance for either the
2p3p 1P1 state,

ne[C]ke2 = [C(2p3p1P1)]Ap (5)

or the 3s  state,

ne[C]ke1 + [C(2p3p1P1)]Ap = [C(2p3s )]As, (6)

where Ap and As are the Einstein coefficients for the

2p3p1P1 and 2p3s  states, respectively.

If the population mechanisms for these electroni-
cally excited states are determined correctly, then the
concentrations of carbon atoms in the ground state
measured by the two different methods will be close to
one another. Figure 1 shows the calculated rate con-
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Fig. 2. Concentration of atomic oxygen 10 min after the dis-
charge is switched on vs. discharge current for (1, 2) He +
7% CO and (3, 4) He + 4% CO mixtures. The symbols
show the experimental data for p = 5 (circles) and 10 (tri-
angles) torr, and the curves show the calculated results
for p = (1, 3) 10 and (2, 4) 5 torr.
stants for the excitation of the ë(2p3p1P1) state as func-
tions of the reduced electric field.

3. THEORETICAL MODEL

To calculate the concentrations of CO, ëé2,
CO(a3Π), ë2é, ë2, and é2 molecules, as well as C, O,
and Xe* (the lowest metastable state of Xe) atoms, we
solved a set of tine-dependent balance equations with
allowance for particle diffusion to the discharge tube
wall.

The rate constants for the processes with the partic-
ipation of electrons were obtained by numerically solv-
ing the kinetic Boltzmann equation for the electron
energy distribution function (EEDF). In simulations,
we took into account the scattering of electrons by the
vibrationally excited CO molecules. The molecule dis-
tribution over vibrational levels was assumed to be
Boltzmann, and the vibrational temperature was taken
from the experimental data. The used sets of cross sec-
tions and the solving technique were described in detail
in [6].

The plasmochemical processes taken into account in
calculating the components produced in the discharge
under study are listed in the table. When there is more
than one value of the rate constant for the same process,
the value used in calculations is underlined.

The diffusion coefficients for different mixture com-
ponents are taken from [15]. Since no data on the diffu-
sion of atomic oxygen in CO are available in the litera-
ture, we used the value of the diffusion coefficient for
oxygen atoms in nitrogen [15]. The diffusion coeffi-
cient for carbon atoms in a He/CO mixture was taken
from [14].

4. He/CO MIXTURES: EXPERIMENTAL RESULTS 
AND DISCUSSION

The measured concentration of atomic oxygen in
He/CO mixtures as functions of the discharge current
are shown in Fig. 2. Throughout the entire range of the
discharge current, the concentration of atomic oxygen
is ~1012–1013 cm–3. It can be seen from Fig. 2 that the
O concentration increases significantly with pressure.
The dependence of the concentration on the discharge
current is close to linear. The error bars in Fig. 2 (and in
the subsequent figures) stand for variations in the
experimental data.

As is seen from the table, there are a number of pro-
cesses leading to the production of atomic oxygen in
discharges in He/CO mixtures. However, the simula-
tions showed that, under our experimental conditions,
only a few of them were really able to affect the O con-
centration (all the processes with the participation of
oxygen molecules can be ignored since the mass-spec-
troscopic measurements showed that the é2 concentra-
tion was very low, ≤1013 cm–3). Estimates show that the
main channels for the production of atomic oxygen are
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
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Note: The upper index w refers to the atoms adsorbed on the discharge tube wall. The values of rate constants used in calculations are
underlined.

Table

Reaction Rate constant (cm3/s, cm6/s)  References

R1 CO + CO(a3Π)  CO2 + C 1.2 × 10–12 [16]

1.4 ¥ 10–12 [17]

R2 CO + O + He  CO2 + He 1.7 × 10–36 [18]

3 ¥ 10–36 [19]

R3 CO + O + CO  CO2 + CO 3.2 × 10–36 [18]

R4 CO + O + CO2  CO2 + CO2 4 × 10–35 [20]

R5 CO + O  CO2 + ∆E 10–14exp(–1630/T) [21]

R6 CO2 + CO(a3Π)  2CO + O !3 × 10–11 [22]

10–12 [23]

R7 CO + C + He  C2O + He 6.3 × 10–32 [24]

R8 CO + C + CO  C2O + CO 1.5 × 10–31 [25]

R9 C + O  CO + ∆E 10–20 [26]

R10 C + O + He  CO + He 1 × 10–32 [27]

R11 C + CO2  CO + CO <1 × 10–15 [28]

R12 CO(a3Π) + O2  CO2 + O ≤5 × 10–12 [22]

6 ¥ 10–12 [29]

R13 C2O + O  CO + CO 1.2 ¥ 10–11 [30]

9.5 × 10–11 [31]

R14 C2O + CO2  Products <1 × 10–14 [32]

R15 C2O + C  C2 + CO 3 × 10–10 [14]

R16 C2O + CO(a3Π)  C + 2CO ≤2 × 10–9 [14]

R17 CO(a3Π) + O2  CO + 2O 5 × 10–12 [22]

R18 He + 2O  O2 + He 1.3 × 10–36 [33]

R19 He + 2C  C2 + He 1.2 × 10–32 [33]

1.12 ¥ 10–31 [34]

R20 CO + 2O  O2 + CO 2 × 10–35 [35]

R21 CO2 + 2O  O2 + CO2 8 × 10–36 [35]

R22 C + CO2  CO + CO <1 × 10–15 [22]

R23 C2 + O  Products 1 × 10–12 Estimate

R24 C2 + CO2  Products <3 × 10–14 [22]

R25 C + C3O2  Products 1.8 × 10–10 [28]

R26 CO2 + Xem  CO + O + Xe 4 × 10–10 [36]

R27 CO + O + Wall  CO2 1 × 10–17 [22]

R28 O + Ow  O2 4 × 1016/[CO] [cm/s] [37]

R29 C + Ow  CO 6 × 1018/[CO] [cm/s] This work

R30 C + Ow (+Xe)  CO (+Xe) 2 × 1010/[CO]0.5 [cm/s] This work
the processes of dissociation of CO and ëé2 mole-
cules,

Cé + e  ë + é + e, (7)

ëé2 + e  ëé + é + e. (8)

Oxygen atoms are lost via heterogeneous recombi-
nation and volume plasmochemical reactions. In [7],
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
gas-flow discharges in similar mixtures were used to
study the loss rate of oxygen atoms due to their diffu-
sion to the tube wall. This rate can be written as

(9)

where Λ is the characteristic diffusion length deter-
mined by the discharge geometry (for a cylindrical dis-

Z
1– Λ2

/D 2 ε–( )r/ εU( ),+=
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charge whose length is much larger than its radius r, we

have Λ = ) D is the diffusion coefficient for oxygen

atoms, ε is the accommodation coefficient, and U is the
mean thermal velocity of atoms. It was found in [7]
that, for discharges in He/CO and He/CO/Xe mixtures,
the accommodation coefficient is ≥ 0.1. It can be shown
that, for ε ≥ 0.1, the rate of heterogeneous recombina-
tion of atomic oxygen under our experimental condi-
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Fig. 3. Concentration of carbon atoms 10 min after dis-
charge is switched on vs. discharge current for (1, 2) He +
7% CO and (3, 4) He + 4% CO mixtures. The symbols and
curves show the experimental and calculated results,
respectively. The concentrations were measured from the
populations of the 3s1P (triangles) and 3p1P (circles) states
for p = 5 torr (closed symbols) and 10 (open symbols) torr.
The curved were calculated for p = (1, 3) 10 and (2, 4) 5 torr.
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Fig. 4. Variations in the normalized CO concentration vs.
discharge current for different He/CO mixtures: (1) He +
4% CO,  p = 5 torr; (2) He + 4% CO, p = 15 torr; (3) He +
7% CO, p = 10 torr; and (4) He + 12% CO, p = 10 torr. The
curves show the calculated results, while the symbols show
the concentrations measured 5 min (closed circles) and
30 min (open circles) after the discharge was switched on.
tions is mainly determined by its diffusion rate (the sec-
ond term in (9) is smaller than the first one and, hence,
can be ignored). In our experiments, atomic oxygen
was produced via the dissociation of CO and ëé2 mol-
ecules (reactions (7) and (8), respectively) and was lost
due to its diffusion to the wall. In calculating the con-
centration of atomic oxygen (see Fig. 2), we used the
experimental data on the concentrations of CO and
ëé2 in a discharge. It can seen from Fig. 2 that calcu-
lated results are in good agreement with the experi-
ment.

Figure 3 shows the measured concentration of car-
bon atoms in a discharge plasma as a function of the
discharge current. The concentrations determined from

the absolute populations of the 2p3s  and 2p3p1P1

states are shown by triangles and circles, respectively.
It can be seen that these concentrations differ by no
more than ~70%. Taking into account that the cross sec-
tions for the excitation of the electronic states of carbon
atoms were calculated in the Born approximation [12],
the agreement between the C concentrations obtained
from the populations of different electronic states may
be regarded as good. The fact that both methods for
determining the C concentration provide close results
confirms the validity of the chosen scheme of the pro-
cesses responsible for populating the electronically
excited states used to calculate the concentration of car-
bon atoms in the ground electronic state. Under our
experimental conditions, the concentration of carbon
atoms varied in the range ~1012–1013 cm–3 (Fig. 3). The
dependence of the concentration on the discharge cur-
rent was close to linear.

The main processes resulting in the production of
carbon atoms in the discharge plasma under study is
reaction R1 (see table) and the electron-impact dissoci-
ation of CO molecules, whereas the main channel for
their loss is diffusion to the wall. The rate constants for
reactions of C atoms with O2 and C2O molecules are
large (10–11–10–10 cm3/s); however, the concentrations
of these molecules in the discharge are too low
(~1012 cm–3) to appreciably affect the concentration of
carbon atoms. At pressures higher than 5–7 torr, the
only process that can be comparable to diffusion in the
loss rate of carbon atoms is reaction R25. In some
experiments carried out at low currents, the mass spec-
trometer detected C3O2 molecules near its sensitivity
limit. The C3O2 concentration can be estimated very
roughly as ~1013 cm–3 with an accuracy of a factor of 2.
At such a concentration, the loss of carbon atoms in
reaction R25 is close to their diffusive loss at the tube
wall. The calculated concentrations of carbon atoms
presented in Fig. 3 are seen to agree satisfactorily with
experiment.

The measurements showed that, under our experi-
mental conditions, the CO2 concentration varied in the
range ~5–10%. The main process for the production of
CO2 molecules is reaction R1, whereas the main loss

P1 0
1
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channel is their electron-impact dissociation. The
mechanisms for the production and loss of CO2 mole-
cules are discussed in detail in [6].

Let us consider how the CO concentration varies in
the plasma of a discharge in a He/CO mixture. Figure 4
shows the degree of dissociation of CO molecules,
∆[CO]/[CO]0 (where [CO]0 is the CO concentration in
the initial mixture and ∆[CO] is the variation in the CO
concentration during a discharge), measured at differ-
ent times τd after switching on the discharge. These
concentrations are seen to be in good agreement with
the data from [[3, 4].

Under our experimental conditions, the main chan-
nel for the dissociation of CO molecules is electron-
impact dissociation reaction (7) and collisions with
metastable ëé(a3Π) molecules (reaction R1). Which
of these processes will prevail in a discharge depends
on the electron energy. Since metastable CO mole-
cules are produced via the electron-impact excitation
reaction

Cé + e  ëé(a3Π) + e, (10)

and decay mainly via the quenching reaction

ëé + ëé(a3Π)  ëé + ëé, (11)

we find that the concentration of metastable molecules
is [CO(a3Π)] = nek10/k11. The rates of dissociation in
reactions (7) and R1 are ν1 = nek7 and ν2 = nekR1k10/k11,
respectively, with ν2/ν1 = k10kR1/(k7k11). The ratio
between the rates of processes R1 and (7) in a He/CO
mixture as a function of the reduced field is shown in
Fig. 5. The rate constants for reactions (7) and R1,
which lead to the loss of CO molecules, are fairly large
(10–11–10–12 cm3/s), whereas volume recombination
resulting in the production of CO molecules (reactions
R9 and R10) is highly inefficient (kR9 = 10–20 cm3/s and
kR10 = 10–32 cm6/s). If one considers the recombination
of CO molecules to proceed only via reactions similar
to reactions R9 and R10, then the CO concentration
will decrease by more than two orders of magnitude
in  a time less than 1 s; this, however, contradicts the
experimental results (see Fig. 4). In the system under
study, heterogeneous processes resulting in the produc-
tion of CO molecules should play an important role. An
analysis of the possible channels for these processes
shows that, to explain the experimental data, one needs
to consider the heterogeneous recombination of O and
C atoms resulting in the production of CO molecules.
The heterogeneous processes have been poorly studied;
hence, it is father difficult to analyze the kinetics of the
possible mechanisms for the recombination of C and
O atoms at the tube wall and to estimate the corre-
sponding rate constants. To do this, one would have to
consider a great number of processes with the partici-
pation of atoms physically and chemically adsorbed at
the wall, the rates of these processes being unknown.
Moreover, it is necessary to know the concentration of
active sites at the discharge tube wall (as well as the
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
evolution of this concentration during a discharge).
Under our experimental conditions, the model of a per-
fectly pure glass wall, for which the data on this concen-
tration are available (in this case, the active sites are the
coordination-unsaturated silicon atoms [38]), is inappli-
cable because, in the course of a discharge in a He/CO
mixture, the tube wall becomes covered with both the
reaction products created in the discharge and the results
of their polymerization (e.g., ën, ënOm, etc.) [39].

Estimates show that, to achieve agreement between
the theoretical and experimental results on the CO con-
centration, it is necessary to take into account the pro-
duction of CO molecules in the processes of heteroge-
neous recombination such that one atom in the gas
phase interacts with one atom adsorbed at the wall (the
Eley–Rideal process):

ë + éw  ëé (12‡)

and/or

O + Cw  ëé. (12b)

For this purpose, the balance equation for CO mole-
cules was supplemented with the terms corresponding
to different processes of heterogeneous recombination,
of which, according to our calculations, the main pro-
cess is the recombination of C and O atoms:

(13)

where  = ; S and V are the surface

area and volume of the discharge tube, respectively;

d CO[ ] /dt C[ ] Keff
O

O[ ] Keff
C

C[ ] O[ ] kR9+ +=

+ C[ ] O[ ] He[ ] kR10 CO[ ] nek7 CO
m[ ] kR1+( ),–
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C O,

krc
C O, S

V
---νdiff

krc
C O, S

V
--- νdiff+

------------------------------

103

102

101

100

10–1

15 20 25 30 35
E/N, Td

ν2/ν1

1

2

3

Fig. 5. Ratio between the rates of reactions R1 and (7) vs.
reduced electric field for the (1) He + 12% CO, (2) He +
6% CO, and (3) He + 3% CO mixtures.
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νdiff = D/Λ2 is the atomic diffusion rate; and D is the
atomic diffusion coefficient. It is difficult to make a cer-
tain conclusion about the prevalence of one of the pro-
cesses (12) because, in our case, the concentrations of
carbon and oxygen atoms are close to each other (see
Figs. 2 and 3) and depend similarly on the experimental
conditions. For definiteness, it was assumed that heter-
ogeneous recombination proceeds via channel (12a).

The value of  was varied until the best agreement
between the calculated and measured CO concentra-
tions was achieved. By comparing the calculated and
experimental results, the effective rate constant for the
production of CO molecules at the wall was found to be

 = (6 ± 2) × 1018/[CO] cm/s (where [CO] is in units
of cm–3).

The rate constant for heterogeneous recombination,

, is inversely proportional to the CO concentration.
Note that a similar dependence on the CO concentra-
tion was previously observed in [37] for the heteroge-
neous recombination of two oxygen atoms in a dis-
charge in a CO-containing mixture:

O + Ow  é2, (14)

where krc = 4 × 1016/[CO] cm/s. The authors of [37]
explained such an inversely proportional dependence
by the competition between the adsorption of O atoms
and CO molecules at the same active sites (it is well
known that CO molecules possess strong adsorption
ability). In our experiments, we could not check
whether there was such a dependence for the recombi-
nation of atomic oxygen because the é2 concentration
was too low.

The calculated CO concentrations in a discharge as
functions of the discharge current are shown in Fig. 4,

krc
C

krc
C

krc
C

w

0 5 10 15 20

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

1
2

3
4

5

t, h

[CO]/[CO]in

w q

q

q

q

q

q

w

w

w

w

w

Fig. 6. Time evolution of the normalized CO concentration
in discharges with (1) Ta, (2) Cu, (3) Al, (4) Ni electrodes
and (5) with a Ta anode and Ni cathode for I = 70 (solid
curves) and 20 (dashed curves) mA.
which demonstrates good agreement between the
experimental data and the calculated results obtained
with allowance for the heterogeneous recombination of
C and O atoms. The heterogeneous Eley–Rideal pro-
cess (12) is the main channel for the regeneration of CO
molecules in the discharge under study.

The experiments show that the mixture composition
that is established in the beginning of a discharge (in a
time on the order of few tenths of second) can be
retained rather long, for ten hours and more (depending
on the discharge conditions). After this, a stage begins
in which a slow decrease in the CO concentration and
an increase in the concentrations of plasmochemical
products become appreciable. Moreover, the voltage
and pressure also decrease (these trends were studied in
detail in [4]). Variation in the concentrations of CO and
plasmochemical products observed in this stage are
caused by the processes that were not taken into
account in the above model (in particular, by the pro-
cesses occurring at the discharge electrodes). Special
experiments carried out with electrodes made of other
materials and with different surface areas showed that,
with all other factors being the same, variations in the
electrode material and surface area do not affect the
particle concentrations in plasma in the initial stage of
a discharge (t < 10 h), so that our model can be used to
predict the mixture composition in a discharge plasma.
For longer discharges, their parameters begin to depend
on the electrode material and surface area. Figure 6
illustrates the time evolution of the CO concentration in
a long-lasting discharge for different electrode materi-
als (every curve in Fig. 6 was measured for three days,
and each day the discharge operated for six hours). The
CO concentration is normalized to the concentration
that is established 30 min after switching on the dis-
charge. Since the processes at the electrodes have not
yet been studied even qualitatively, we did not attempt
to incorporate the processes at the electrode surface in
our model.

5. He/CO/Xe MIXTURE: EXPERIMENTAL 
RESULTS AND DISCUSSION

After adding xenon to a He/CO mixture, the dis-
charge plasma parameters change significantly, which
is related to a decrease in E/N. Under our experimental
conditions, the reduced electric field decreased approx-
imately by half. In He/CO/Xe mixtures, regardless of
the experimental conditions, E/N did not exceed 1.5 ×
10–16 V cm2. Because of such a low reduced field, we
were not able to measure the concentration of atomic
oxygen in Xe-containing mixtures. It can be seen from
Fig. 1 that, at low E/N values, the rate constants for the
excitation of the 5P state of atomic oxygen are very
small; accordingly, the line intensity corresponding to
the transition used to measure the atomic oxygen con-
centration is too low.
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The measured concentration of carbon atoms as a
function of the discharge current is shown in Fig. 7.
Adding Xe to a He/CO mixture leads to a decrease in
the concentration of carbon atoms by a factor of 3–4
because of a decrease in the rate of dissociation of CO
molecules. The calculated concentrations of carbon
atoms are in fair agreement with the experiment; this
indicates that, in Xe-containing mixtures, the main pro-
cesses determining the concentration of carbon atoms
in the discharge plasma are the same as in He/CO mix-
tures (in particular, the reactions of the excitation trans-
fer from metastable Xe* atoms do not affect the popu-
lation of the p1P1 state of carbon used to determine the
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for the (1, 2) He/CO/Xe = 96 : 3 : 1 and (3, 4) 90 : 5 : 5 mix-
tures at p = (1, 3) 5 and (2, 4) 10 torr. The symbols and
curves show the experimental and calculated results,
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and (2) 90 : 5 : 5 mixtures.
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concentration of carbon atoms in the ground electronic
state).

After adding Xe, the ëé2 concentration decreased
by approximately one order of magnitude because of
the dissociation of CO2 molecules in collisions with
Xe* and was ~0.5–3%, depending on the experimental
conditions. This issue was previously discussed in
detail in [6].

The decrease in E/N caused by adding Xe to a
He/CO mixture and the change in the EEDF (a decrease
in the fraction of high-energy electrons) lead to a signif-
icant decrease in the rate of the electron-impact disso-
ciation of CO molecules. In such mixtures, reaction R1
(the production of C and ëé2 in collisions between two
CO molecules, one of which is in the a3Π electronically
excited state) becomes the main dissociation process.
Figure 8 illustrates the relative contribution of these
two processes to the dissociation of CO in He/CO/Xe
mixtures.

A comparison of the calculated and experimental
results on the CO concentration in He/CO/Xe mixtures
shows that the rate constant for heterogeneous recom-
bination reaction (12a) differs from that in He/CO mix-

tures; namely, it is  = (2 ± 0.5) × 1010/[CO]0.5 cm/s.

The calculated value of  in He/CO/Xe mixtures is
close to that measured in He/CO mixtures; however, the

dependence of  on the CO concentration is weaker,
which can be related to the change in the wall proper-
ties under the action of the discharge plasma in
He/CO/Xe mixtures. Figure 9 shows the measured and
calculated ∆[CO]/[CO] ratios, which are seen to be in
fair agreement with one another.

krc
C

krc
C

krc
C

I, mA
20 40 60 80 100

3.5

3.0

2.5

2.0

1.5

1.0

∆[CO]/[CO], %

1

2

×2

Fig. 9. Variations in the normalized CO concentration vs.
discharge current for two He/CO/Xe mixtures: (1) 85 : 3 : 12,
p = 5 torr and (2) 90 : 5 : 5, p = 10 torr. The curves show the
calculated results, while the symbols show the concentra-
tions measured 5 min (closed circles) and 30 min (open cir-
cles) after the discharge was switched on.
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6. CONCLUSIONS
We have measured the time evolution of the degree

of dissociation of CO molecules and the concentrations
of the main products of plasmochemical reactions in
the plasma of a sealed-off CO laser. A comparison of
the calculated results with the experimental data on the
concentrations of ëé2, C, and O in the initial stage of a
discharge (for an operation time of less than 10 h) have
shown that the plasmochemical model proposed in this
study can be successfully used to predict the mixture
composition in the plasma.

A comparison of the calculated and measured con-
centrations has shown that the main process leading to
the regeneration of CO molecules in a sealed-off dis-
charge is the heterogeneous recombination of C and O
atoms. The rate constants for this process were esti-
mated under different conditions.
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Abstract—The influence of a transverse magnetic field and the working-gas pressure on the rotation frequency
of the current channel, as well as on the electric field in the positive column and the cathode voltage drop in a
dc gas discharge, was studied experimentally. The working gases were pure hydrogen and hydrogen–methane,
hydrogen–argon, and hydrogen–argon–methane mixtures. It is shown that a transverse (with respect to the dis-
charge current) magnetic field stabilizes a normal glow discharge against a transition to an arc discharge at spe-
cific absorbed powers above 300 W/cm3. The cathode voltage drop and the electric field in the positive column
are measured. It is shown that the electric field does not depend on the magnetic field strength, whereas the cath-
ode voltage drop increases with increasing magnetic field. It is found that the rotation frequency of the current
channel is a complicated function of the discharge parameters and attains 400 Hz. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Low-temperature gas-discharge plasma sources
play an important role in the development of new tech-
nologies. Gas discharges have received wide applica-
tion in gas-discharge switches and plasmochemistry.
They are also widely used to clean surfaces, to pump
gas-discharge lasers, to deposit thin films (including the
synthesis of diamond coatings by the method of chem-
ical vapor deposition from a gaseous phase), etc. [1–4].
An important research trend in the physics of gas dis-
charges used to deposit coatings is the search for dis-
charge regimes that would provide the high density of
the released power, would be characterized by the low
concentration of uncontrolled impurities in the working
gas, and will make it possible to coat large surfaces.

DC gas discharges have significant advantages,
because the energy sources used to supply them are
rather simple and cheap. DC arc discharges provide the
greatest power density; however, the high concentration
of the electrode-material impurity in the working gas
substantially restricts their field of application. In nor-
mal glow discharges, the impurity content is much
lower than in arc discharges; their disadvantage, how-
ever, is the low density of the absorbed power. At higher
power densities, a glow discharge transforms into an
arc discharge. For this reason, we are now looking for
various methods for increasing the power density
absorbed in a glow discharge, while retaining a low
impurity content. One of these methods is to operate
with abnormal glow discharges. Another method is to
apply various techniques that prevent a glow discharge
from transforming into an arc discharge.
1063-780X/04/3009- $26.00 © 0797
A glow discharge can be stabilized by applying a
transverse (with respect to the discharge current) mag-
netic field [5]. In [6–9], results are presented from pre-
liminary studies of a gas discharge stabilized by a trans-
verse magnetic field. It is shown that, in the presence of
a transverse magnetic field, it is possible to maintain a
diffuse glow discharge at a high (above 300 W/cm3)
power density, working-gas pressures higher than
200 torr, and a low concentration of the cathode-mate-
rial impurity in the working gas. A significant advan-
tage of this type of discharge is that the transverse mag-
netic field makes it possible to activate the working gas
over a large area.

The objective of the present study was to experi-
mentally investigate the influence of a transverse mag-
netic field, as well as the pressure and composition of
the working gas, on the discharge parameters, such as
the rotation frequency of the current channel, the elec-
tric field in the positive column, and the cathode voltage
drop.

2. EXPERIMENTAL RESULTS AND DISCUSSION

A schematic of the experimental device is shown in
Fig. 1. The current channel is formed between a cath-
ode and an orificed anode in a transverse magnetic
field. The magnetic field is produced by an annular
magnet. The current channel rotates in the magnetic
field around the cathode–anode axis. In the plasma
device presented in Fig. 1, the cathode is placed outside
the magnet in a decaying magnetic field. We also per-
formed experiments in which the cathode was placed
inside a magnetic coil that produced a slightly nonuni-
2004 MAIK “Nauka/Interperiodica”
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form field (up to B ≈ 500 G at the axis). The experi-
ments were performed at working-gas pressures of P =
75–200 torr. The distance between the cathode and
anode was l = 3–5 cm, the diameter of the substrate’s
holder was 5 cm, and the power absorbed in a discharge
was 4–7 kW. The cathode was made of molybdenum
and was cooled with water, and the anode was made of
stainless steel or copper. In experiments, the discharge
current was varied in the range I = 3–10 A and the volt-
age was varied in the range U = 400–1300 V. As a work-
ing gas, we used pure hydrogen and hydrogen-contain-
ing mixtures: hydrogen and methane (1 vol %); hydro-
gen and argon (10 vol %); and hydrogen, methane
(1 vol %), and argon (10 vol %).

Figure 2 shows the voltage–current (V–I) character-
istic of a gas discharge in hydrogen. An addition of
methane or argon to hydrogen does not qualitatively
change the V–I characteristic: an addition of methane
somewhat increases the discharge voltage, while an
addition of argon somewhat decreases it. It can be seen
from Fig. 2 that, at a given working-gas pressure, the V–I
characteristic consists of two segments, Ä and Ç. The
discharge voltage in segment Ä depends only slightly
on the discharge current. This segment of the V–I char-
acteristic is similar to the characteristic of a normal
glow discharge [10]. At low pressures (10–50 torr), a
dark space is observed between the positive column and
the cathode and a cathode glow is observed at the cath-
ode. As the pressure increases, the length of the dark
space decreases and, at pressures above 100 torr, the
dark space almost disappears. The diffusive character
of the positive column is retained up to pressures above
200 torr.

Under certain conditions, the discharge can abruptly
pass to the regime described by segment Ç. In this case,
the discharge resembles an arc discharge: a cathode
spot is formed at the cathode; the voltage decreases

1

2

34

5

Fig. 1. Experimental setup: (1), cathode, (2) anode,
(3) annular magnet, (4) substrate’s holder, and (5) current
channel.
with increasing discharge current; the current channel
sharply contracts; etc. Below, we only present results of
experiments for discharges operating in the regime
described by segment Ä.

An important characteristic of the discharge under
study is the rotation frequency of the current channel
under the action of the force

F = j × B. (1)

Here, j is the density of the current flowing across the
magnetic field. The rotation frequency and azimuthal
size of the current channel were measured with the help
of photoelectric detectors, from variations in the inten-
sity of emission collected from a local plasma volume
between the anode and cathode. As such detectors, we
used photodiodes or a monochromator with a photo-
multiplier. In the latter case, the emission of individual
spectral lines was resolved. In addition, the rotation fre-
quency was estimated from variations in the signal
from an electric probe located 1 cm from the current
channel. The azimuthal size of the current channel was
determined in a hydrogen discharge at a pressure of P =
120 torr from the line emission of the Balmer series, çβ
and çγ. The thickness of the current channel was deter-
mined from geometrical considerations and was esti-
mated at 4 mm. From these data, the current density
was found to be j ≈ 1.2 A/cm2 [6]. As the pressure was
increased at a fixed absorbed power, the azimuthal size
of the current channel decreased. The frequency char-
acteristics of the recording equipment did not allow us
to determine the thickness of the current channel and
the current density at high pressures; however, esti-
mates show that, at a pressure of P = 200 torr, the cur-
rent density in the channel can be as high as a few
amperes per cm2.

Results of measurements of the rotation frequency
of the current channel in a decaying magnetic field are
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Fig. 2. V–I characteristic of a gas discharge in hydrogen for
P = (1) 100, (2) 160, and (3) 200 torr. Segments A and B are
shown by the solid and dashed lines, respectively.
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presented in [6–8]. Below, we present the dependences
of the rotation frequency of the current channel on the
discharge parameters for the case of a cathode placed
inside a magnetic coil. It can be seen from expression (1)
that the driving force is F ∝  I · Im/S, where Im is the cur-
rent in the magnetic coil and S is the cross-sectional
area of the current channel. Figure 3 shows the depen-
dence of the rotation frequency of the current channel,
f = 1/T (where T is the rotation period), on the quantity
I · Im. It can be seen that the frequency depends linearly
on I · Im; however, this dependence begins not from the
coordinate origin. The rotation frequency depends
weakly on the working-gas pressure and on the concen-
tration of a small addition of methane to hydrogen.
With a 10% addition of argon to hydrogen, the rotation
frequency of the current channel decreases signifi-
cantly. Figure 4 shows the rotation frequency of the cur-
rent channel as a function of the discharge current. We
can see that the rotation frequency depends linearly on
the discharge current. The position of the cathode with
respect to the magnetic-field source significantly influ-
ences both the value and the functional dependence of
the rotation frequency of the current channel on the dis-
charge parameters. If the cathode is located inside the
magnetic coil, then the rotation frequency depends only
slightly on the hydrogen pressure. However, when the
cathode is located outside the magnetic-field source,
the rotation frequency is substantially lower and varies,
e.g., in a hydrogen discharge, as f ~ 1/P1/2 [6].

We measured fluctuations in the discharge current
δI, in the voltage δU, in the integral emission from a
discharge, and in the emission collected from a small
local volume inside a discharge. Typical waveforms of

300

200

100

400100 200 300
I × Im

f, Hz

1

2

Fig. 3. Rotation frequency of the current channel as a func-
tion of the product of the discharge current I and the current
Im flowing in the magnetic coil. The shaded regions corre-
spond to the experimental data obtained at different pres-
sures. The working gas is (1) H2 or H2 + CH4 (1 vol %) and
(2) H2 + Ar (10 vol %).
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the signals observed are presented in Fig. 5. It can be
seen that the current signals differ from sinusoidal, have
a frequency of 300 Hz, and coincide in shape and fre-
quency with pulsations in the voltage of the three-phase
rectifier of the discharge-current source. The amplitude
of the current pulsations was δI/I = 0.25–0.7 and
increased with pressure. Fluctuations in the integral
emission correlate well with the current fluctuations.
Fluctuations in the emission collected from a local vol-
ume are related to the motion of the current channel in
the field of view of the photoelectric detector.

Voltage fluctuations in the range δU/U = 0.02–0.08
are generally uncorrelated with current fluctuations
(see Fig. 5); only at pressures of P > 160 torr, correla-
tion between voltage and current fluctuations was

300
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Fig. 4. Rotation frequency of the current channel vs. dis-
charge current. The working gas is H2 or H2 + CH4. The
shaded regions correspond to the experimental data
obtained at different pressures.
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Fig. 5. Waveforms of the main discharge parameters (P =
158 torr, I = 5.9 A, U = 1068 V, the working gas is hydro-
gen): (1) integral glow, (2) current, (3) emission collected
from a local plasma volume, and (4) voltage.
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observed. The correlation analysis of the spectrum of
voltage fluctuations makes it possible to represent them
in the form

δU = δUf + δUω + δUI . (2)

Here, δUf are the voltage fluctuations related to the reg-
ular rotation of the current channel and caused by the
misalignment of the anode and the cathode, δUω are the
fluctuations related to the nonuniform rotation of the
current channel, and δUI are the fluctuations related to
the current pulsations. Figure 6 shows how the ampli-
tudes of voltage fluctuations related to the current pul-
sations, the rotation of the current channel, and the non-
uniformity of this rotation depend on the hydrogen
pressure. It can be seen that the value of δUf /U
increases linearly with pressure, whereas the values of
δUω/U and δUI/U increase appreciably only at pres-
sures P > 160 torr and become comparable to δUf /U at
P ≅  200 torr. Figure 7 shows δUω/Uf and δUI /Uf as
functions of the magnetic field. It can be seen from
Fig. 7 that, as the magnetic field increases, the voltage
fluctuations related to the current decrease, while the
rotation of the current channel becomes more nonuni-
form.

If the positive channel is much longer than the
lengths of the cathode and anode regions, then the dis-
charge voltage can be represented in the form

U ≈  + Uca. (3)

Here,  is the average electric field in the positive col-
umn and Uca is the sum of the cathode and anode volt-
age drops. The cathode voltage drop in glow discharges
far exceeds the anode drop [10]; consequently, the
value of Uca is primarily determined by the cathode

El

E

0.04

0
100

δU
~

/U

P, torr

1
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3

15075

0.08

0.12

125

Fig. 6. Amplitude of the voltage fluctuations vs. hydrogen
pressure (Im = 30 A): (1) δUf /U, (2) δUI/U, and (3) δUω/U.
voltage drop. According to formula (3), the general
expression for voltage fluctuations has the form

δU = lδ  + δl + δUca. (4)

It is of interest to find out how the magnetic-field
fluctuations affect the discharge parameters. The mag-
netic coil is powered from a biphase rectifier with a
characteristic pulsation frequency of 100 Hz. The
amplitude of the current variations in the magnetic coil
attained 50% of the average current. The experimental
results show that the spectra of the current and voltage
fluctuations do not contain frequencies typical of the
magnetic-field fluctuations. Hence, the discharge under
study “feels” only the average magnetic field.

Parameters determining the main characteristics of a
gas discharge are the electric field in the positive col-
umn and the cathode voltage drop. The correlation
analysis of the voltage fluctuations allows us to separate
out the term related to the regular rotation of the current
channel:

δUf = . (5)

Knowing the misalignment of the cathode relative
the anode, we can determine the value of  from expres-
sion (5) and find the value of Uca from expression (3).

Figure 8 shows the dependence of the ratio /P on the

working-gas pressure. One can see that the ratio /P is
a function of the working-gas pressure. The experi-
ments show that the value of  for discharges in pure
hydrogen and in hydrogen–methane mixtures depends
only slightly on the position of the cathode with respect
to the magnetic-field source. In experiments with
hydrogen–argon mixtures, the cathode was placed
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Eδl

E
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E
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/δU
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f

Im, A

1
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Fig. 7. Influence of the magnetic field on voltage fluctua-
tions in a hydrogen discharge (P = 130 torr): (1) δUI/δUf
and (2) δUω/δUf .
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inside the magnetic coil and the value of  could not
be determined with a sufficient accuracy because of the
high level of the voltage fluctuations related to the cur-
rent pulsations.

Figure 9 shows  as a function of the magnetic
field. It can be seen that the electric field in the positive
column depends only slightly on the magnetic field. At
the same time, the cathode voltage drop increases with
increasing magnetic field (see Fig. 10). It follows from
these data that the increase in the discharge voltage
with increasing magnetic fields is primarily related to
the influence of the magnetic field on the cathode volt-
age drop. This influence can be explained by a change
in the electron Larmor radius and the related change in
the fraction of electrons returning to the cathode. Vari-
ations in the cathode voltage drop with changing the
position of the cathode with respect to the magnetic-
field source can also be attributed to the influence of the
magnetic field.

In our experiments, the cathode voltage drop varied
from 120 to 800 V, depending on the pressure, the
working-gas composition, and the position of the cath-
ode with respect to the magnetic coil. When the cathode
was placed inside the magnetic coil, the cathode volt-
age drop only slightly depended on the pressure (see
Fig. 10). It can be seen from Fig. 10 that, in hydrogen
discharges at pressures from 100 to 200 torr and in dis-
charges with 1% addition of methane at pressures from
100 to 160 torr, the cathode voltage drop (within the
measurement accuracy) varies only slightly. At the
same time, for discharges in hydrogen–methane mix-
tures at pressures higher than 200 torr, the cathode volt-
age drop decreases significantly. As the pressure

E
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0
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125

Fig. 8. Ratio /P as a function of the hydrogen pressure:
(1) H2 and (2) H2 + CH4.
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increases further, the cathode voltage drop decreases,
and, at low magnetic fields (Im < 40 A), the discharge
transforms into an arc. For hydrogen discharges with a
cathode placed outside the magnetic coil, the value of
Uca varied from 400 to 700 V as the pressure varied
from 100 to 200 torr. In argon discharges with this cath-
ode position, Uca reached its minimum value (Uca ≈
120 V) at P = 150 torr [8].

It follows from the results obtained that the V–I
characteristic of the discharge under study corresponds

100

0 10
Im, A

200

300

20 30 40 50 60

P = 200 torr

P = 159

P = 100

E, V/cm
–

P = 130

Fig. 9. Average electric field  in the positive column as a
function of the current in the magnetic coil at different pres-
sures of the hydrogen–methane mixture.
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Fig. 10. Cathode voltage drop Uca as a function of the cur-
rent Im in the magnetic coil for different working gases:
(1) H2 + Ar + CH4 at P = 200 torr; (2) H2 at P = 100, 130,
159, and 200 torr; H2 + CH4 at P = 100, 130, and 159 torr;
and (3) H2 + CH4 at P = 200 torr.
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to a normal glow discharge. Measurements of the volt-
age fluctuations show that the electric field in the posi-
tive column does not depend on the current at pressures
of up to ~160 torr. At higher pressures, the current sub-
stantially influences the value of δUI (see Fig. 6).

It is well known that, in a normal discharge, the fol-
lowing condition is satisfied:

(6)

where σ is the electric conductivity. Condition (6) is
obviously satisfied when E = const and σ = const, as is
the case in our experiments up to pressures of P ≈
160 torr, when δUI/U ! δUf /U . Condition (6) can also
be satisfied when

(7)

i.e., when a change in the electric field is caused by a
change in the conductivity. The fulfillment of condi-
tion (7) can be associated, e.g., with a small change of
the voltage in a normal glow discharge as the discharge
current increases (see Fig. 2) due to an increase in the
gas temperature [10]. The same mechanism can also
operate in the presence of current fluctuations δI/I. In
this case, the level of fluctuations δUI /U can be esti-
mated from a change in the discharge voltage with
increasing current (∂U/∂I in the V–I characteristic). For
a pressure of P ≈ 200 torr, we have

(8)

This value agrees well with the experimental data pre-
sented in Fig. 6. From this estimate, we can conclude
that, in the discharge under study, condition (7) is
apparently satisfied at pressures above 160 torr. As a
result, the level of the voltage fluctuations related to the
current pulsations, δUI /U, increases. Hence, we can
conclude that, in the pressure range 75–200 torr, the
discharge is similar to a normal glow discharge in the
absence of a magnetic field and the quantity δUI is
related to the conductivity fluctuations, which are sub-
stantially affected by the transverse magnetic field (see
Fig. 7).

It is of interest to compare the data obtained with the
results of theoretical and experimental studies of classi-
cal normal glow discharges in the absence of a mag-
netic field. Most of the available information concerns
glow discharges in hydrogen. For this reason, the
results of our experiments with hydrogen discharges
will only be used for such a comparison. In normal
glow discharges under conditions close to our experi-
mental conditions, the ratio E/P is about 0.4 V/(cm torr)
and is almost independent of the pressure [10]. Our
experimental data show that the minimum value of E/P
is 0.6 V/(cm torr) and the dependence of this ratio on
the hydrogen pressure is rather complicated and typical
of abnormal glow discharges (see Fig. 8).

j σ E⋅ const,= =

δE
E

------
δσ
σ

------,–=

δUI

U
--------- ∂U

∂I
-------

δI
I

----- I
U
---- 0.1.≈ ≈
The experiments showed that the cathode voltage
drop in hydrogen discharges varied from 400 to 700 V
and was a function of the pressure, the magnetic field,
and the position of the cathode with respect to the mag-
netic coil. In classical normal glow discharges in the
absence of a magnetic field, the cathode voltage drop
does not depend on the working-gas pressure and is a
function of the working-gas composition and the cath-
ode material. The value of Uca is difficult to compare
with data of other authors because such information for
molybdenum cathodes is lacking. However, according
to [10], the value of the cathode voltage drop in normal
glow discharges for fifteen different cathode materials
lies in the range from 94 V (for potassium) to 276 V (for
platinum). Thus, the measured value of Uca in our
experiments substantially exceeds the literature data.
This difference, which is characteristic of abnormal
glow discharges, cannot be explained by experimental
errors because the measured values of both  and Uca
exceed the literature data for normal glow discharges
and the accuracy of the measurements of the discharge
voltage in our experiments was no worse than 10–3.

In normal glow discharges, the ratio j/P2 is constant
and depends only on the working gas composition and
the cathode material. In our experiments at P = 120 torr,
this ratio was j/P2 = 80 µA/(cm2 torr2). Data on the
value of j/P2 in hydrogen discharges with a molybde-
num cathode are lacking. According to [10], the values
of j/P2 in hydrogen discharges with different cathodes
lie in the range 64–110 µA/(cm2 torr2). Our experimen-
tal results fall into this range.

The results obtained show that, with respect to a
number of parameters (the V–I characteristic, the volt-
age, and the value of j/P2), the discharge under study
behaves as normal glow discharge in the absence of a
magnetic field. However, the values of /P and Uca bet-
ter correspond to an abnormal glow discharge. It is
likely that the motion of the current channel in the
working gas and over the cathode surface increases the
values of  and Uca to those required to maintain a nor-
mal glow discharge. It is due to this motion that the pos-
itive diffuse column is retained at such high pressures.

Note that there are some difficulties in understand-
ing the observed motion of the current channel. Esti-
mates show that, assuming that the driving force is bal-
anced by the friction of plasma ions against the neutral
gas, the rotation frequency of the current channel
should be almost two orders of magnitude higher than
its measured value. It is also difficult to explain some of
the experimental results. First of all, we note that the
linear dependence of the rotation frequency on the driv-
ing force begins not from the coordinates origin (see
Fig. 3). Another surprising fact is that the rotation fre-
quency of the current channel depends on the discharge
current (see Fig. 4). As is known, the current density in
a normal glow discharge is constant and, hence, driving

E

E

E
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force (1) should not vary in a fixed magnetic field.
Apparently, the motion of the current channel is diffu-
sive in character and the plasma-density and tempera-
ture gradients are produced and maintained by the driv-
ing force.

The power density absorbed in a discharge is
defined by the expression

w = j · E. (9)

For a normal glow discharge in hydrogen under condi-
tions close to our experimental conditions, the power
density is w ≈ 3.2 × 10–5P3 W/cm3; for P = 200 torr, we
have w ≈ 256 W/cm3. Assuming that, in the discharge
under study, the ratio j/P2 = 80 µA/(cm2 torr2) remains
constant with increasing pressure, we can expect the
current density to be j = 3.2 A/cm2 at P = 200 torr. This
estimate does not contradict the preliminary experi-
mental results. In this case, in a hydrogen discharge at
P = 200 torr, the specific absorbed power in the current
channel is 640 W/cm3. Taking into account that, at such
pressures, the current channel occupies a sector of
nearly 70° in the space between the anode and cathode,
the average power density above the substrate is
120 W/cm3. The average power density can further be
increased by enlarging the cross-sectional area of the
current channel and/or increasing the working-gas
pressure; this will certainly require higher magnetic
fields. Our experiments showed that, in the discharge
under study, at power densities comparable to those in
arc discharges, the amount of impurity arriving from
the cathode is rather low [9]. Moreover, such a dis-
charge can activate the working gas over a large area,
and we do not see any physical and technical obstacles
to activating the working gas above a surface as large as
0.1 m2.

3. CONCLUSIONS

(i) A transverse magnetic field of B ≤ 500 G makes
it possible to maintain a diffuse discharge at pressures
higher than 200 torr and specific absorbed powers in the
current channel above 0.5 kW/cm3 at a low content of
impurity arriving from the cathode.

(ii) At specific absorbed powers characteristic of arc
discharges, the discharge under study in many respects
resembles a normal glow discharge.
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(iii) The cathode voltage drop and the electric field
in the positive column exceed their values in classical
normal glow discharges in the absence of a magnetic
field.

(iv) The rotation frequency of the current channel is
a complicated function of the discharge parameters
and, at a magnetic field of about 300 G near the anode,
is as high as 400 Hz.

(v) Owing to its stable operation at working gas
pressures of about 200 torr, the high energy character-
istics, the low content of cathode-material impurity, and
the capability of activating a gas above a large surface,
this type of discharge can be used in various plasmo-
chemical processes, in particular, for the synthesis of
diamond coatings from a gaseous phase.
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On the 80th Anniversary of the Birth 
of Yuriœ L’vovich Klimontovich

(September 28, 1924–November 27, 2002)
Yuriœ L’vovich Klimontovich, an eminent theoretical
physicist, was an outstanding representative of Moscow
University’s school of physics. The readers of our jour-
nal know him as the author of the self-consistent
method for describing plasma kinetics (as well as the
kinetics of any ensemble of many particles) in terms of
the microscopic particle density in phase space. The
equation for the particle densities in phase space fol-
lows from the conservation of the number of particles
of each sort (electrons and ions):

Here,  ≡ dp/dt is expressed through the equation of
motion of a particle under the action of a microscopic
force,  = F(r, t). For a fully ionized plasma, this is the

microscopic Lorentz force F(r, t) = e , in

which the vectors E and B are determined from Max-
well’s equations with the total (summed over all of the
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ions and electrons) microscopic space-charge and cur-
rent densities:

This method was then generalized by Klimontovich
to the case of a system of many particles with arbitrary
interactions.

The advantage of the method of microscopic phase
density (in comparison to the more formal classical
Bogolyubov–Born and Green–Kirkwood–Yvon meth-
ods, in which the kinetics of a system of interacting par-
ticles is described by the chain of coupled equations for
the one-particle, two-particle, etc., distribution func-
tions over coordinates and momenta) is that it is not
only more descriptive but also more constructive. Thus,
the collision integral in the kinetic equation is
expressed through the fluctuation correlations δN and
δE and does not require the solving of an equation for
the two-particle distribution function. This method was
then extended by Klimontovich to the statistical theory
of quantum systems. He also developed advanced
methods for describing continuous media.

Over the last few decades of his life, Klimontovich
concentrated on the kinetic theory of electromagnetic
processes. He obtained a number of important results
on the theory of spectral line broadening and nonlinear
laser spectroscopy. With his own special keenness, he
sought new approaches to the universal description of
highly nonequilibrium systems.

For more than 40 years, Klimontovich taught at
Moscow State University (MSU). His profound and
highly informative lectures found great success among
students. He read lectures at foreign universities and
was an honorary member of several foreign academies
and an honorary doctor of a number of foreign univer-
sities. He wrote a series of monographs on plasma
kinetics and statistical plasma physics, as well as three
monographs in which he formulated his ideas about the
statistical theory of open systems.

The course of his life was not easy. He was born into
the family of a nobleman. In 1937, his father was

q r t,( ) eiδ r ri t( )–( ),
i

∑=

j r t,( ) eiviδ r ri t( )–( ).
i

∑=
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arrested and soon executed. After graduating from
school, Klimontovich entered the Transport Engineer-
ing Institute. During the Second World War, he worked
as an electrician at the Ministry of Communications.
After the end of the war, Klimontovich passed addi-
tional examinations and was enrolled as a third-year
student at the Physics Department of MSU. Here, he
rose to the position of professor and head of the Theo-
retical Laboratory. At MSU, he was greatly influenced
by two people: N.N. Bogolyubov, his graduate advisor,
who determined the area of his scientific interests
(physical kinetics), and R.L. Stratonovich, his friend
and colleague, the author of the mathematical theory of
fluctuations in radiophysics.

The personal human qualities of Klimontovich were
his exceptional kindness, politeness, and delicacy, in
combination with firmness in defending his opinion.

For everyone who knew Yuriœ L’vovich Klimontov-
ich, he will remain an outstanding representative of the
Russian intellectuals and an eminent physicist who
made a fundamental contribution to science.

V.I. Kogan, Yu.A. Kukharenko,
V.S. Lisitsa, and V.D. Shafranov
PLASMA PHYSICS REPORTS      Vol. 30      No. 9      2004
Some monographs by Yu.L. Klimontovich:

1. Yu. L. Klimontovich, The Statistical Theory of Nonequi-
librium Processes in a Plasma (Izd. Mosk. Gos. Univ.,
Moscow, 1964; Pergamon, Oxford, 1967).

2. Yu. L. Klimontovich, Kinetic Theory of Nonideal Gases
and Nonideal Plasmas (Nauka, Moscow, 1975; Perga-
mon, Oxford, 1982).

3. Yu. L. Klimontovich, The Kinetic Theory of Electromag-
netic Processes (Nauka, Moscow, 1980; Springer-Ver-
lag, Berlin, 1983).

4. Yu. L. Klimontovich, Statistical Physics (Nauka, Mos-
cow, 1982; Harwood, New York, 1986).

5. Yu. L. Klimontovich, H. Wilhelmsson, I. P. Yakimenko,
and A. G. Zagorodny, Statistical Theory of Plasma–
Molecular Systems (Izd. Mosk. Gos. Univ., Moscow,
1990).

6. Yu. L. Klimontovich, Statistical Theory of Open Systems
(Yanus, Moscow, 1995; Kluwer Academic, Dordrecht,
1998), Vol. 1.

7. Yu. L. Klimontovich, Statistical Theory of Open Systems
(Yanus, Moscow, 1998–2001), Vols. 2–3.


	717_1.pdf
	730_1.pdf
	740_1.pdf
	756_1.pdf
	761_1.pdf
	766_1.pdf
	772_1.pdf
	779_1.pdf
	788_1.pdf
	797_1.pdf
	804_1.pdf

