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Abstract—We propose a generalization of the n-order Darboux transform, which can be applied to solving
spectral problems in ocean acoustics in cases when the medium can be considered stratified with respect to den-
sity. For a second-order Darboux transform with the boundary conditions characteristic of a single-layer shallow
sea model, conditions are determined under which the spectra of the initial and transformed spectral problems
coincide. It is demonstrated that, within the framework of this model, it is possible to use the n-order Darboux
transform for constructing sound velocity profiles admitting exact solutions. © 2005 Pleiades Publishing, Inc.
The Darboux transform is widely used in quantum
mechanics for constructing potentials admitting exact
solutions of the Schrödinger equation [1]. Unfortu-
nately, this approach still does not find proper applica-
tion in one-dimensional wave acoustics, despite evident
analogy of the corresponding spectral problems. This
refers, in particular, to the one-dimensional wave
acoustics of the ocean, where, in the absence of flows,
the role of the spectral problem operator is played by
the Helmholtz operator:

(1)

where ρ(z) is the density, k0(z) is the acoustic wavenum-
ber, ω is the circular frequency, and c0(z) is the velocity
of sound. The boundary conditions in the general case
are selected in the arbitrary impedance form, while, in
the case of a discrete-stratified medium, they are formu-
lated as the internal boundary conditions [2]. It should
be emphasized that the difference between these acous-
tic spectral problems and those considered in quantum
mechanics consists in stratification of the medium with
respect to the density and in the more general boundary
conditions.

In this paper, the n-order Darboux transform for the
Schrödinger equation [3] is generalized to the case of
operators of type (1). Under the boundary conditions
characteristic of spectral problems of shallow sea
acoustics, the sound velocity profiles that admit exact
solutions are constructed. It is demonstrated that the
proposed n-order transform can be used for modeling
the sound velocity profiles typical of shallow sea condi-
tions, including the profiles with a “fine” structure. For
a second-order Darboux transform, it is shown that two
families of exactly solvable sound velocity profiles
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exist for which the spectra of the initial and transformed
spectral problems coincide.

Let us define the n-order Darboux transform of oper-
ator L0 as follows. Using the Liouville transform [4] (in
our case, this operator reduces to the simple substitu-

tion ϕ  ϕ/  for functions from the domain of def-
inition of L0), we convert L0 to the Helmholtz operator
with a constant density. Then, let us apply the usual
n-order Darboux transform [3] to the obtained Helm-
holtz operator. Finally, we return to the initial density in
the resulting operator with the aid of the inverse Liou-
ville transform.

The operator defined above and denoted Ln has the
same form (1), but with a new acoustic wavenumber kn .
This wavenumber and the eigenfunctions  of opera-
tor Ln can be represented as

(2)

(3)

where ϕξ, , …,  are the eigenfunctions of oper-

ator L0 corresponding to the eigenvalues ξ2, , …, ,
respectively; braces denote the Wronskian of the
enclosed functions.

Thus, the n-order Darboux transform of operator L0

is determined by n eigenfunctions , …, . Fol-
lowing [3], we call these quantities the transformation
functions. For ρ = const, formulas (2) and (3) reduce to
the conventional representations [3].

ρ

ϕnξ

kn
2 k0

2 2D2 ϕη1
… ϕηn

, ,{ }

ρn/2
---------------------------------,ln+=

ϕnξ

ϕξ ϕη1
… ϕηn

, , ,{ }
ϕη1

… ϕηn
, ,{ }

------------------------------------------,=

ϕη1
ϕηn

η1
2 ηn

2

ϕη1
ϕηn
© 2005 Pleiades Publishing, Inc.



 

268

        

GUDIMENKO, ZAKHARENKO

                                                                 
The transformation functions are, generally speak-
ing, the arbitrary eigenfunctions of operator L0, and
their selection is related neither to the initial spectral
problem nor to the problem for the transformed opera-
tor. If the boundary conditions are fixed, the spectra of
the initial and the new operator are different in the gen-
eral case. However, the conservation of the spectrum is
frequently among important conditions. Below, we con-
sider how this possibility can be realized for a second-
order Darboux transform and a spectral problem with the
domain of definition of the eigenfunctions z ∈  [0, h] and
the boundary conditions ϕξ = 0 and Dϕξ(h) = 0.

Essentially, we have to find the conditions for 

and  under which ϕ2ξ and ϕξ simultaneously meet
the boundary conditions. At the upper boundary, we
have ϕ2ξ = ϕξ = 0. Calculating the Wronskian

we obtain (0) (0) = 0. At the lower boundary, we
have Dϕ2ξ = 0 and Dϕξ = 0. Taking into account that

the former condition is automatically fulfilled, provided
that D{ , }(h) = 0 and D{ϕξ, , }(h) = 0.
Calculating these derivatives in terms of the representa-
tion

we obtain (h) (h) = 0 and D (h)D (h) = 0.
Thus, the necessary conditions are as follows:
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As can be seen, the requirement of conservation of the
spectrum in the case of a second-order Darboux trans-
form leads to two families of the transformation func-
tions determined by the conditions

(4)

(5)

It should be noted that the aforementioned “conser-
vation of the spectrum” is rather conditional. Indeed, in
the case of the n-order Darboux transform, the require-
ment that ϕnξ and ϕξ satisfy the same boundary condi-
tions ensures that the spectrum is retained only to
within a finite (not exceeding n) number of points.
More precisely, the spectrum is conserved if the points

, …,  do not belong to this spectrum; otherwise,
the conservation can be violated at these points [1, 3].
In particular, for a second-order Darboux transform, the
complete conservation of the spectrum takes pace
under condition (4), while a shift of the spectral value
is observed under condition (5).

Now, we will present the results of numerical calcu-
lations of the exactly solvable sound velocity profiles
for a single-layer shallow sea model with z ∈  [0, h]
stratified with respect to density ρ(z) = ρ0exp(2γz),
where ρ0 and γ are the constants obtained via second-
and fourth-order Darboux transforms of the profile c0 =
const. We consider only the profiles for which the spec-
trum is conserved. The boundary conditions of the cor-
responding spectral problems are formulated as ϕξ(0) =
0 and Dϕξ(h) = 0. It should be noted that, in the absence
of the conservation requirement, the possibilities of
using the Darboux transform for constructing the solv-
able sound velocity profiles are much broader.

The transformation functions are as follows:

where the coefficients  satisfy the relation –  +

 – γ2 =  and αi ∈  [0, 2π]. The eigenfunctions 
of the initial spectral problem have the same form, with
αi = π/2 and  such that

. (6)

The numerical calculations have been performed for
a depth of h = 100 m and a frequency varied from 50 to
150 Hz. The initial velocity of sound was varied from
1460 to 1565 m/s; the coefficient γ was changed from 0

to 0.001 m–1; and the  values were selected in the
interval corresponding to several initial modes of the
initial spectral problem.
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Figure 1 shows the sound velocity profiles charac-
teristic of the second-order Darboux transform in the

case with  corresponding to the first mode of the ini-
tial spectral problem for L0 with the left and right
boundary conditions (4) and (5), respectively. An
increase in this parameter leads to a growth in the num-
ber of extrema on the profile. Note that the profiles
exhibit different sensitivity with respect to a change in
γ: dashed profiles are more sensitive to this parameter.

Figure 2 illustrates another interesting feature of the
n-order Darboux transform, namely, the possibility of
modeling a “fine” structure of the sound velocity pro-
file. This structure appears when a given profile is per-
turbed by superposition of another profile with a greater
number of oscillations. The initial profile is depicted
first from the left. Here, the transformation functions
were selected as follows:  and  satisfied condi-

tion (4) with fixed values of the parameters, while 

and  satisfied condition (5), in which the free
parameters were varied. In particular,

η i
2
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Fig. 1. Sound velocity profiles calculated using the second-
order Darboux transform with γ = 0.001 m–1, c0 = 1500 m/s,
and ω = 50 Hz.
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where  is found from Eq. (6).

In conclusion, it should be noted that the Darboux
transform offers a simple and effective method for con-
structing solvable sound velocity profiles in model
problems and for approximating real profiles by exactly
solvable ones.
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Fig. 2. “Fine” structure in the sound velocity profiles
obtained via fourth-order Darboux transformation of the
profiles with c0 = 1460, 1480, 1500, 1515, 1535, and

1565 m/s for γ = 0.001 m–1 and ω = 150 Hz.
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Abstract—A complete symmetry group for the Rayleigh equation used as a basis for the theoretical description
of acoustic cavitation is found, which allows the form of an external drive giving rise to internal dynamic sym-
metry in gas bubble pulsation to be determined. The efficiency of bubble extension under the action of a peri-
odically prolonged scale-invariant external acoustic field is studied. It is demonstrated that this action, having
the form of a train of shock waves, does not lead to a significant decompression. This circumstance significantly
reduces the probability of damaging biological tissues as a result of cavitation caused by the extension phase of
a shock pulse. © 2005 Pleiades Publishing, Inc.
Theoretical analysis of the acoustic cavitation is
based on the Rayleigh equation describing the behavior
of a gas bubble in an external acoustic field:

(1)

Here, P0, P and R0, R are the equilibrium and current
values of the pressure in the liquid medium and the bub-
ble radius, respectively; ρ0 is the liquid density; γ is the
polytrope exponent. Traditionally, cavitation phenom-
ena have been studied for the external field in the form
of a harmonic signal P(t) = P0 – Pm cos(ωt), where Pm

and ω are the amplitude and frequency of the acoustic
field.

Previously, a complete symmetry group for the Ray-
leigh equation was found, which allowed the form of an
external action giving rise to internal dynamic symmetry
in gas bubble pulsation to be determined [1, 2]. In par-
ticular, scale invariance takes place when the external
pressure has the following form: P(t) = Pm[t0/(t +
t0)]6γ/(2 + 3γ), where t0 is the fall time. Then, a quite natu-
ral question arises concerning the efficiency of the bub-
ble extension and collapse under exposure to a periodi-
cally prolonged scale-invariant external field,

(2)

(T is the prolongation period), in comparison to the har-
monic case.

RṘ̇
3
2
--- Ṙ
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Periodically prolonged external field (2) may corre-
spond to a real pressure field in an experimental cell only
provided that the total flux over the period is zero [3]:

(3)

This condition established a certain relationship
between the pressure drop Pm at the leading edge, the
period T, and the characteristic fall time t0:

(4)

Relation (4) is graphically illustrated in Fig. 1 for the
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Fig. 1. Plots of the relative pressure drop at the leading edge
versus prolongation period according to relation (4) for
γ = 1 (1), 4/3 (2), and 1.4 (3).
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polytrope exponent values γ = 1, 4/3, and 1.4 (curves 1–
3, respectively).

It should be noted that expression (2) reduces in the
limiting cases to the well-known objects of nonlinear
acoustics. In particular, for T/t0 ! 1 we deal with a saw-
tooth wave with the pressure varying over a period (0 ≤
t ≤ T) as

(5)

For T/t0 ≥ 1, expression (2) describes a sequence of
shock waves similar to those used in shock wave lithot-
ripsy [4]. The character of the nonlinear pulsation of a
bubble depends on the shape of the envelope of a high-
power ultrasonic wave. This dependence can be studied
in the general case only by numerically solving the
Rayleigh equation. The results of such a comparative
analysis for the cases of harmonic, symmetric, and
asymmetric sawtooth waves were reported in [5]. In the
present study, the system is analyzed predominantly by
analytical methods.

If the period is shorter than the fall time (i.e., T/t0 ! 1),
the wave amplitude in (5) is also small, and we can find
an exact solution of a linearized Rayleigh equation.
Following the method developed in [6], we obtain

(6)
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Here, Ω0 = (3γP0 )1/2 is the natural frequency of
linear pulsation of the bubble. In the case of a resonance
between the nth harmonic of the external periodic field
and the natural frequency, Ω0T = 2πn, the coefficients
in the third term (describing the contribution from l
complete periods) linearly increase with time (i.e., with
the number of periods l). This growth is naturally lim-
ited if we take into account the damping. For Ω0T ! 1,
the bubble does not substantially change its size during
the period (in the first order in Ω0T ! 1). For Ω0T @ 1,
the maximum size Rmax ~ R0 + 2R0(2 + 3γ)−1(T/t0) (dif-
fering little from the equilibrium radius) is attained by
the moment of completion of the phase of extension
under exposure to the external field.

When the field period increases, the wave amplitude
also grows according to relation (5). In the case of
T/t0 > 1, we have to analyze a substantially nonlinear pul-
sation regime. If the drive varies slowly in comparison to
the period of natural oscillations 2π/Ω0 < t0, we can
obtain an analytical solution using the condition of
existence of the adiabatic invariant. It was shown [1]
that variation in the bubble radius in the asymptotic
limit t @ t0 can be considered as a superposition of two
motions:

(7)

Here, the first motion (the first term) represents the
invariant (automodel) solution of Eq. (1) describing the
power growth with an exponent different from that in
the Rayleigh law. The second motion has the form of
oscillations with a constant amplitude and a logarithmi-
cally increasing period. Expression (7) corresponds to
γ = 4.3 for a bubble occurring at rest at the moment of
the shock wave front propagation. In all the subsequent
periods of external action, the structure of solution (7)
is retained; only the amplitude and phase of the second
term exhibit variation. At a sufficiently large time t (for
T @ t0), such that transient processes are accomplished
during the period, the first term in (7) predominates and
the maximum bubble size is attained before arrival of
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Fig. 2. Time variation of (a) the bubble size in a stationary regime and (b) the external pressure inducing these oscillations.
the next shock wave front. For an arbitrary γ, the maxi-
mum radius is

(8)

Using relation (4) between the field amplitude Pm and
the period T, we obtain Rmax ~ R0(Pm/P0)(3γ – 2)/[3γ(3γ + 2)].
An extremely small exponent (for γ = 4.3, Rmax ~
R0(Pm/P0)1/12) and the natural restrictions imposed on
the ratio Pm/P0 by the condition of applicability of the
Rayleigh equation result in that the maximum radius
cannot significantly exceed the equilibrium value
(Rmax ~ R0).

The case when the time t0 is comparable with or
shorter than the period of natural oscillations (t0 <
2π/Ω0) and the external action is rather intense
(Pm/P0 ≥ 1) does not admit analytical description. This
case will be illustrated by the results of numerical cal-
culations. Let us take the following values of the main
parameters: γ = 4.3 and T = 10πt0. Substituting these
values into relation (4), we obtain an expression for the
pressure amplitude:

(9)

The results of numerical calculations of the time
variation of the bubble radius in a stationary regime
with t0Ω0 = 1 are presented in Fig. 2a, where the dashed

Rmax R T( ) R0 P0/Pm( )1/3γ T /t0( )2/2 3γ+ .= =

Pm /P0( ) 10π/3( ) 1 1 10π+( ) 1/3––[ ] 1–
15.26.≈=
T

line shows the corresponding scale-invariant solution.
Figure 2b shows the time variation of external pres-
sure (2) for the amplitude determined by formula (9).
Although analytical solution (7) in this case is formally
inapplicable (t0 < 2π/Ω0), it still qualitatively correctly
reflects the behavior of the curve in Fig. 2a.

The most important feature of this numerical calcu-
lation is that (similar to all the cases considered above)
the periodically prolonged scale-invariant drive is rela-
tively inefficient in extending the bubble, even at a pres-
sure on a megapascal level. This circumstance, on the
one hand, makes the action considered here not very
promising from the standpoint of investigation of the
stable sonoluminescence of a single bubble—the
acoustic cavitation effect most extensively studied in
recent decades [7]. On the other hand, it is the relatively
low efficiency of extension that makes the use of this
pulse shape attractive from the standpoint of lithotripsy
(noninvasive crushing of calculi in the kidney under the
action of shock waves). The signal employed in medi-
cal practice comprises a train of about 1000 shock
waves with a pressure jump of up to 60 MPa at the lead-
ing edge and a fall time of several microseconds [8].
A relatively small extending pressure (as compared to
the pressure jump at the leading edge) in the scale-
invariant drive does not significantly increases the bub-
ble size, thus appreciably reducing the probability of
tissue damage as a result of cavitation caused by the
extension phase of the shock pulse.
ECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005
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Abstract—The effect of electrolytic saturation with hydrogen on the acoustic quality factor (Q) of low carbon
steels has been studied. As the hydrogenation time is increased, the Q value decreases at a rate that depends on
the structural state of the steel. The change in Q is reversible: the removal of hydrogen from the material restores
the Q value on a level close to that in the initial state (characteristic of a nonhydrogenated metal). © 2005 Ple-
iades Publishing, Inc.
Investigation of the acoustic emission (AE) from
tube steels tested for bending showed that the AE inten-
sity exhibits a severalfold decrease upon hydrogenation
of the material [1]. The possible reasons for this behav-
ior are (i) a decrease in power of the AE sources under
the action of hydrogen and (ii) the AE signal decay
caused by a decrease in the acoustic quality of a hydro-
genated steel.

This Letter reports on a change in the acoustic qual-
ity of a hydrogenated low-carbon steel (steel 20)
depending on its structural state and on the cathode cur-
rent in the course of electrolytic saturation with hydro-
gen. The experiments were performed in a specially
designed setup described elsewhere [2]. The acoustic
quality Q was measured using a method based on the
sample resonance in the ultrasonic frequency range.
The sample oscillations were excited by an electromag-
netic-acoustic technique.

The effect of hydrogen on internal friction in met-
als has been extensively studied. However, the pub-
lished experimental data mostly represent the results
of low-frequency tests and refer to single-phase met-
als and alloys (predominantly ferrite—in particular,
doped) at temperatures below room temperature [3].
In the present investigation, the tests were performed
at room temperature on steel 20 samples having the
form of cylinders with a length of 100 mm, a diameter
of 5.6 mm, and a resonance frequency of 26 kHz. We
studied the samples of steel 20 in various states,
including the initial (as-received rolled rod material),
as-quenched, and quenched with subsequent anneal-
ing at various temperatures. In order to study the influ-
ence of the amount of absorbed hydrogen on the
acoustic quality of samples, the process of electrolytic
hydrogenation was carried out at various cathode cur-
rent densities. The treatment was performed in 0.1-N
aqueous sulfuric acid solution containing 1.5 g/l of
1063-7850/05/3104- $26.00 0274
thiourea (an additive stimulating the hydrogenation
process).

Previously, we studied [4] the effect of hydrogen on
of the acoustic quality Q of steel 20 hydrogenated at a
cathode current density of j = 5 mA/cm2. Below, we
describe the behavior of Q in the course of hydrogena-
tion and dehydrogenation. The dependence of Q on the
structural state of samples saturated with hydrogen at
various cathode current densities were identical to
those observed in [4] for j = 5 mA/cm2. The maximum
damping of ultrasonic oscillations was observed (irre-
spective of the cathode current) in the samples upon
quenching followed by low-temperature (200°C)
annealing. In contrast, virtually no changes in the
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Fig. 1. Hydrogenation kinetics monitored by ∆Q measure-
ments in steel 20 samples in various states: (1) quenched
and annealed at 200°C; (2) as-quenched; (3) quenched and
annealed at 300°C; (4) quenched and annealed at 400°C;
(5) as-received.
© 2005 Pleiades Publishing, Inc.
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acoustic quality were observed in the initial samples
hydrogenated under the same conditions. As the
annealing temperature is increased, the Q value of the
nonhydrogenated samples decreases. This tendency is
retained upon hydrogenation, and the effect of hydro-
gen on the damping of oscillations decreases with
increasing annealing temperature (Fig. 1).

Figure 2 shows the dependence of a change in the
acoustic quality ∆Q = Q0 – QH on the cathode current
density. Here, Q0 and QH are the acoustic quality of a
nonhydrogenated sample and that of the sample satu-
rated with hydrogen for 6 h at a given current density,
respectively. As can be seen, the curve in Fig. 2 exhibits
a maximum at j = 5–10 mA/cm2, while an increase in
the cathode current density above this level leads to a
decrease in ∆Q. In the literature, it is frequently
accepted that the amount of hydrogen absorbed in the
course of electrolytic hydrogenation is proportional to

. If we assume that the degree of damping of the
acoustic oscillations is proportional to the amount of
absorbed hydrogen, the obtained results imply that the
hypothesis concerning proportionality of the amount of

absorbed hydrogen to the  value is valid only in the
region of small currents. The observed behavior of ∆Q
in the samples hydrogenated at large current densities
can be explained in two ways. According to the first
variant, an increase in the current density above
10 mA/cm2 does not lead to a further increase in the
amount of absorbed hydrogen. The second variant
assumes that there is a certain critical hydrogen content
in the steel, above which the excess hydrogen does not
additionally influence the damping. The excess hydro-
gen (occurring in pores and crevices) does not influence
the motion of dislocations, which is one of the mecha-
nisms responsible for a decrease in the acoustic quality
of the system.

In the course of hydrogen removal (dehydrogena-
tion), which was achieved by keeping a hydrogenated
sample at room temperature, the Q value showed a ten-
dency to be restored on the initial level (Fig. 3). The
most rapid increase in Q takes place in the first hours of
dehydrogenation. The rate of hydrogen evolution (as
well as the rate of hydrogen absorption) in the initial
stage depends on the structural state of a sample. The
most pronounced increase in Q was observed for the
samples upon quenching and annealing at 200°C, that
is, in the same state where the maximum decrease in Q
was observed upon hydrogenation. The rate of acoustic
quality restoration gradually decreases. The initial Q
value was not completely restored even after keeping
the samples at room temperature for 20 h. The maxi-
mum difference between the initial Q value and that
upon dehydrogenation was observed for a sample char-

j

j
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acterized by maximum damping, that is, for the sample
upon quenching and annealing at 200°C. An increase in
the dehydrogenation time leads to a decrease in this dif-
ference, but complete restoration was not observed
even after 140 h. This can be explained by the presence
of residual hydrogen, which can be retained in hydro-
gen traps (where it occurs in equilibrium with the alloy
components); the complete removal of hydrogen from
the metal may require a much longer time.

The data on the damping of acoustic oscillations in
low-carbon steels can be explained using two mecha-
nisms, namely, scattering on dislocations (which act as
hydrogen traps) and scattering due to friction forces
arising when hydrogen atoms move in the ultrasonic
field. It is difficult to separate the contributions of these
mechanisms to the total damping effect.
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Fig. 2. A plot of the acoustic quality increment ∆Q versus
current density j0.5 for hydrogenated steel 20.
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Fig. 3. Dehydrogenation kinetics in steel 20 samples kept in
air at room temperature (sample notation is the same as in
Fig. 1).
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Abstract—The X-ray absorption spectra of white and black microchannel plates (MCPs) have been studied in
the energy range from 80 to 250 eV. Data on the fine X-ray absorption near edge structure are presented. A new
approach is described, which allows the effect of various treatments on the X-ray optic characteristics of MCPs
to be studied. In particular, it is established that the thermal reduction of MCPs in hydrogen increases the critical
reflection angle for long-wavelength X-rays in the channels. © 2005 Pleiades Publishing, Inc.
Microchannel plates (MCPs) are widely used in
X-ray reflection, focusing, and filtration devices [1–3].
In this respect, the channel surface reflection character-
istics are extremely important, in particular in the case
of low-energy radiation. In this Letter, we present the
results of experimental investigations of the X-ray
absorption spectra of MCPs and describe for the first
time a new approach that allows the X-ray absorption
data to be used for monitoring a change in the critical
reflection angle of MCPs upon various technological
treatments.

The X-ray absorption spectra of “white guide”
(WG) and “black guide” (BG) MCPs were measured at
a 0.1-eV energy resolution on a Mark IV Grasshopper
spectrometer operating at the Canadian Synchrotron
Center of the University of Wisconsin (Madison, USA).
The results were reproduced in three independent series
of measurements, whereby the spectra were measured
on different samples of white and black MCPs.

According to the classical scheme of X-ray absorp-
tion measurements, a sample is exposed to a primary
X-ray beam of known intensity in a given energy range,
and the spectral distribution of the intensity of radiation
transmitted through the sample is measured. Thus, the
absorption spectrum represents the energy (or wave-
length) dependence of the ratio of intensities of the
transmitted and primary (incident) radiation fluxes.
Since samples of the required thickness are not always
available, some other techniques have been developed
that allow spectral dependences analogous to the clas-
sical transmission absorption spectra to be obtained. In
particular, the fluorescence yield (FY) and total elec-
tron yield (TEY) spectra are obtained by exciting a
sample with a monochromatic radiation scanned over
energies in the vicinity of the corresponding absorption
edges (e.g., B K or Si L). In the case of FY spectros-
copy, the response signal is the integral (total) intensity
of X-ray fluorescence. In the case of TEY spectroscopy,
1063-7850/05/3104- $26.00 ©0277
the response (upon monochromatic excitation) is the
total yield of photoelectrons (including the Auger elec-
trons) escaping from the samples surface under the
action of an applied Coulomb field. Obviously, the TEY
measurements are more sensitive with respect to the
composition and structure of a thin (within 500-Å-
thick) near-surface layer of the sample, whereas the FY
spectra provide information about the electron structure
from deeper layers.

Figures 1 and 2 present the review X-ray absorption
spectra of the WG and BG samples, respectively. The
WG type sample is a matrix plate with holes, which
serve as blanks for the electron multiplier channels. The
matrix framework is composed of a lead silicate glass,
while the holes are initially (prior to chemical etching)
filled with a borosilicate glass. Note that the presence of
a signal due to the boron absorption K-edge (194.4 eV)
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Fig. 1. Review X-ray absorption spectrum of a “white”
(WG) microchannel plate.
 2005 Pleiades Publishing, Inc.
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is evidence that borosilicate glass traces are present on
the lead silicate glass surface. The BG type samples were
prepared from the WG ones by means of thermal reduc-
tion in hydrogen. This procedure modifies the physico-
chemical properties of the initial glass. An analysis of the
sample surface structure indicated [4–6] a change in the
state of silicon oxide SiOx, where 1 < x < 2. In addition,
the dielectric permittivity of the BG type samples was
significantly lower than that before the thermal treat-
ment in hydrogen. Experimental data on the main com-
ponents of the X-ray absorption near edge structure of
the MCPs studied are presented in the table.

A comparison of the FY structures in the spectra
presented in Figs. 1 and 2 shows that the curve for the
BG sample in the interval of energies up to about
120 eV (see Fig. 2) appears as the inverse of the analo-
gous curve for the WG sample. In other words, the
structure of the FY spectrum of the BG plate in the soft
X-ray range resembles that of the classical absorption
spectra obtained in the transmission mode. At the same
time, no such difference is observed in the TEY spectra.
Let us consider in more detail the mechanism of forma-
tion of the fine structure of Si LII,III absorption spectra in
the samples studied.

Experimental conditions for both FY and TEY mea-
surements were as follows. A monochromatic X-ray

0.8
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0.4

0.2

100 150 200 E, eV

Intensity

FY

TEY

Fig. 2. Review X-ray absorption spectrum of a “black”
(BG) microchannel plate. 

Experimental values of the main X-ray absorption near edge
structure components of MCPs

Electron 
levels

PbOIII
(5p3/2)

SiLIII
(2p3/2)

PbOII
(5p1/2)

PbNVII
(4f7/2)

Si LI
(2s1/2)

BK
(1s1/2)

Energy, 
eV

97.1 108.5 
(WG)
109.1 
(BG)

115 144.7 157.2 194.4
T

beam was incident at the same angle (nearly perpendic-
ular) relative to the sample surface. As is known, the
maximum intensity of fluorescence is observed at a
right angle to the incident exciting radiation flux. Both
WG and BG samples contain through holes (channels)
accounting for up to 80% of the total surface area. Evi-
dently, the rays entering these channels fall on their
inner walls at small (sliding) angles. In comparison to
the case of a flat sample, the measured response inten-
sity is attenuated as a result of the fluorescence signal
absorption inside the sample. The TEY spectrum of the
BG sample is characterized by a significantly higher
intensity as compared to that of the WG plate and dis-
plays clear absorption edges of silicon, lead, and boron.
Apparently, the photoelectrons are capable of escaping
(under the action of the applied electric field) even from
inside the channels.

The condition of sliding incidence is satisfied when
the angle θ between the incident beam and the surface
(glancing angle) is smaller than a certain critical value θc
characteristic of a given substance, corresponding to
total external reflection. It should be recalled that the
optical properties of substances in the X-ray range are
conveniently described in terms of the complex permit-
tivity ε = 1 – δ + iγ, where δ, γ ! 1. This quantity also

determines the value of the critical angle to be θc = ,
which increases with the radiation wavelength. In the
wavelength range studied, the critical angle falls within
7°–10° [7].

Evidently, the white and black plates do not differ in
their compositions. With neglect of the scattering, the
incident radiation is either reflected or penetrates the
substance and then is absorbed by atomic electron
shells. In the case of BG, the absence of fluorescence
near the Si L absorption edge is indicative of a sharp
decrease in the penetration depth for the X-rays inci-
dent on the channel walls. This behavior corresponds to
total external reflection, whereby the radiation propa-
gates along the channel virtually without attenuation.
This regime was considered in detail in [6, 9].

The value of the reflection coefficient is determined
by the quantity exp(–γ/δ3/2) and may exhibit significant
growth. Note that the most substantial distinction
between white and black MCPs is the difference in their
dielectric properties: the conductivity of BG samples is
higher by several orders of magnitude than that of the
WG plates. In other words, the radiation escapes from
black MCPs upon multiple reflections in a channel and
exhibits absorption near the Si L edge. This is con-
firmed by the fact that the Si L absorption edge in the
FY spectrum of the BG sample has the inverse shape
and is shifted by 0.6 V toward higher energies as com-
pared to the spectrum of the WG sample. In addition,
the main resonance maximum in the spectrum of the
BG plate is somewhat wider than that for the WG plate.
This is explained by the fact that the glass surface upon
thermal treatment contains silicon oxidized to various
states SiOx , where 1 < x < 2. The spectrum observed

δ
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upon multiple reflections and partial absorption exhib-
its a superposition of several Si L absorption spectra of
such oxide components.

In a short-wavelength range, the coefficient of X-ray
reflection may significantly decrease for two reasons:
first, as a result of a decrease in the critical total external
reflection angle; second, due to a sharp drop in reflec-
tion caused by a jump in the absorption coefficient. This
explains the absence of the inverse structure in the spec-
tra of black MCPs, for example, in the region of the B K
absorption edge (194 eV).

In order to completely elucidate the nature of the
inverse absorption spectra of black MCPs, it is neces-
sary to perform experiments for various radiation inci-
dence angles. Then, using X-ray absorption measure-
ments in a broad spectral range, it is possible to analyze
the influence of technological factors on the critical
reflection angle of MCPs.

In conclusion, it should be noted that the thermal
reduction in hydrogen increases the limiting angle of
total external reflection, thus increasing the efficiency
of X-ray waveguides made of a silica glass. This kind
of modification is especially attractive for the fabrica-
tion of MCPs to be used as X-ray filters and reflectors
operating in a long-wavelength range.
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      200
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Abstract—The wave solutions of the system of equations describing the defect field in a viscoelastic medium
are studied within the framework of the defect field theory. The refraction and absorption coefficients and the
velocities of propagation of the elastic continuum and the defect continuum waves are determined. Features of
the correlation between various waves are analyzed. © 2005 Pleiades Publishing, Inc.
Previously, the laws of propagation of plane defect
waves were studied [1–3] using a system of equations
of the defect field theory,

(1)

in a homogeneous viscoplastic medium described by
the relations

(2)

and the corresponding boundary conditions. In Eqs. (1)
and (2), αij is the dislocation density tensor, Iij is the dis-
location flux density tensor, σij is the effective stress
tensor, Pj is the effective momentum, θijkl is the tensor
of viscosity coefficients, and B and S are constant quan-
tities.

In this paper, an analogous investigation is per-
formed for the case of a viscoelastic medium [4]
described by the relations

(3)

where  and  are the elastic and viscous stresses,
respectively, which can be expressed using well-known
relations via components of the displacement vector Ui ,
the tensor of elastic moduli Cijkl , and the tensor of vis-
cosity coefficients ηijkl [5]:

(4)

The momentum vector of the medium can be expressed
as

(5)

B
∂

∂xi

------- Iij P j, eikl
∂

∂xk

-------- Ilj–
∂
∂t
-----α ij,= =

∂
∂xk

--------α ki 0, Seikl
∂

∂xk

--------α lj B
∂
∂t
----- Iij– σij,–= =

σij θijkl Ikl=

σij σij
el σij

v ,+=

σij
el σij

v

σij
el Cijkl∂kUl, σij

v η ijkl∂kVl.–=

Pi ρVi ρ ∂
∂t
-----Ui,= =
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where ρ is the density. Equations (1) also obey the com-
patibility condition

(6)

which is essentially the equation of dynamic equilib-
rium.

Let us consider solutions to Eqs. (1), (3)–(5) in the
wave form,

(7)

assuming that the unknown quantities depend on a sin-
gle coordinate x. For the complex components of αij(x),
Iij(x), and Ui(x), the system of equations (1), (3)–(5) can
be rewritten as

(8.1)

(8.2)

(8.3)

(8.4)

For a homogeneous isotropic body, the tensors of elas-
tic moduli and viscosity coefficients have the following
form [5]:

(9)

(10)

where λ and µ are the Lamé coefficients; ξ and γ are the

∂
∂t
-----Pi

∂
∂xk

--------σki,=

α ij r t,( ) Iij r t,( ) Ui r t,( ), ,{ }
=  α ij x( ) Iij x( ) Ui x( ), ,( ) iωt–( ),exp

B∂xIxj x( ) iωρU j x( ),=

iωαxj x( ) 0, iωαyi x( ) ∂xIzj x( ),= =

iωαzj x( ) ∂xIyj x( ),–=

∂xα xj x( ) 0,=

iωBIxj x( ) σxj x( )–  = 0,

iωBIyj x( ) σyj x( )– S∂xα zj x( ),–=

iωBIzj x( ) σ x( )– S∂xα yj x( ).=

Cijkl λδijδkl µ δikδjl δil δjk+ +( ),+=

η ijkl ξδijδkl γ δikδjl δil δjk+ +( ),+=
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volume and shear viscosity, respectively; and δij is the
Kronecker delta. In this case, the stress tensor compo-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      200
nents according to relations (4) and (5) can be written
as
(11)
λ 2µ+( )∂xUx x( ) ξ 2γ+( )∂x∂tUx x( ),+ µ∂xUy x( ) γ∂x∂tUy x( ),+ µ∂xUz x( ) γ∂x∂tUz x( ),+

µ∂xUy x( ) γ∂x∂tUy x( ),+ λ∂ xUx x( ) ξ∂ x∂tUx x( ),+ 0,

µ∂xUz x( ) γ∂x∂tUz x( ),+ 0, λ∂ xUx x( ) ξ∂ x∂tUx x( ).+
Using the first relation in (8.4), expressions for the
stress tensor components (11), and relation (8.1) (or
Eqs. (3)–(6) and (11)), we obtain the following equa-
tions for determining the displacement vector compo-
nents Ui(x):

(12)

where C1 =  and C2 =  are the longi-
tudinal and transverse elastic wave velocities, respec-
tively. The solutions to Eqs. (12) are well known and
can be written as

(13)

where

(14)

a1, a2, b1, b2, c1, and c2 are unknown constants deter-
mined from the boundary conditions. Using the refrac-
tion and absorption coefficients (n1, χ1) and (n2, χ2) [6],
expressions (14) can be rewritten as

(15)

The above refraction and absorption coefficients can be
also expressed via the so-called loss tangents  =

ω(ξ + 2γ)/(λ + 2µ) and  = ωγ/µ as

(16)

∂x
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2
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,=
and the analogous relations for (n2, χ2). The refractive
indices (n1, n2) determine the phase velocity of the
waves, while the absorption coefficients (χ1, χ2) charac-
terize the rate of decay of the wave amplitude in the
propagation direction [4, 6].

Once the Ui(x) values are known, the dislocation
flux density tensor components Ixj(x) can be determined
from the first relation in (8.4) as

(17)

Then, the unknown Iyj(x) and Izj(x) can be determined
by jointly using the last relations in (8.2) and (8.4):

Taking into account relations (11), these expressions
can be rewritten as

(18)
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2
-----------∂xUy x( ),–=

∂x
2Iyy x( ) k3

2Iyy x( )+

=  
iω
S

------ λ iωξ–( )∂xUx x( )–
iω3ρ
Sk4

2
-----------∂xUx x( ),–=

∂x
2Iyz x( ) k3

2Iyz x( )+ 0,=

∂x
2Izx x( ) k3

2Izx x( )+
5
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where

 = (ω/C3)2, C3 = ,

 = (ω/C4)2/(1 – iωξ/λ) = [ω(n4 + iχ4)/C4]2,

C4 = ,  = ωξ/λ.

The quantities n4 and χ4 are determined using the
expressions analogous to formulas (16). The known
solutions of two equations (18) analogous to Eqs. (12)
are as follows:

(19)

where d1, d2, f1, and f2 are unknown constant coeffi-
cients. The solutions to other equations (18) will con-
tain two terms, one representing a solution to the corre-
sponding homogeneous equation and the other depend-
ing on the function in the right-hand part of each
equation:

(20)

where g1, g2, h1, h2, q1, q2, etc., are constant coeffi-
cients.

=  
iω
S

------ µ iωγ–( )∂xUz x( )–
iω3ρ
Sk2

2
-----------∂xUz x( ),–=

∂x
2Izy x( ) k3

2Izy x( )+ 0,=

∂x
2Izz x( ) k3

2Izz x( )+

=  
iω
S

------ λ iωξ–( )∂xUx x( )–
iω3ρ
Sk4

2
-----------∂xUx x( ),–=

k3
2 S/B

k4
2

λ /ρ δ4tan

Iyz x( ) d1 ik3x( )exp d2 ik3x–( ),exp+=

Izy x( ) f 1 ik3x( )exp f 2 ik3x–( ),exp+=

Iyx x( ) g1 ik3x( )exp g2 ik3x–( )exp+=

+
ω3ρ

Sk2 k3
2 k2

2–( )
----------------------------- b1 ik2x( )exp b2 ik2x–( )exp–( ),

Iyy x( ) h1 ik3x( )exp h2 ik3x–( )exp+=

+
ω3ρk1

Sk4
2 k3

2 k1
2–( )

----------------------------- a1 ik1x( )exp a2 ik1x–( )exp–( ),

Izx x( ) q1 ik3x( )exp q2 ik3x–( )exp+=

+
ω3ρ

Sk2 k3
2 k2

2–( )
----------------------------- c1 ik2x( )exp c2 ik2x–( )exp–( ),

Izz x( ) p1 ik3x( )exp p2 ik3x–( )exp+=

+
ω3ρk1

Sk4
2 k3

2 k1
2–( )

----------------------------- a1 ik1x( )exp a2 ik1x–( )exp–( ),
T

The dislocation density tensor components αyj(x),
αzj(x) can be determined from the last relations in (8.2)
as

(21)

According to the first relations in (8.2) and (8.3), we
have

(22)

Thus, a viscoelastic medium with defects (disloca-
tions) features plane waves of the elastic displacements,
the defect density tensor, and the defect flux density
tensor. The waves of elastic displacements and the “lon-
gitudinal” components of the defect flux density tensor
Ixj(x, t) are interrelated. Here, the term “longitudinal”
tensor component implies that the first index coincides
with the wave propagation direction. The waves of Ui

and Ixj(x, t) propagate at equal velocities determined by
the coefficients of refraction and absorption and by the
sound wave velocity (15). The amplitudes of these
waves are related via the coefficients

and there is a phase difference determined by the ratios
χ1/n1 and χ2/n2.

For  ! 1 and  ! 1, we deal with the case
of weakly decaying waves of Ui and Ixj(x, t), such that

In this case, dispersion is absent and dissipation is fre-
quency dependent. For  @ 1 and  @ 1, the

α yx x( ) q1 ik3x( )exp q2 ik3x–( )exp–[ ] /C3=

+
ω2ρ

S k3
2 k2

2–( )
----------------------- c1 ik2x( )exp c2 ik2x–( )exp+[ ] ,

α yy x( ) f 1 ik3x( )exp f 2 ik3x–( )exp–[ ] /C3,=

α yz x( ) p1 ik3x( )exp p2 ik3x–( )exp–[ ] /C3=

+
ω2ρk1

2

Sk4
2 k3

2 k1
2–( )

----------------------------- a1 ik1x( )exp a2 ik1x–( )exp+[ ] ,

α zx x( ) g2 ik3x–( )exp g1 ik3x( )exp–[ ] /C3=

–
ω2ρ

S k3
2 k2

2–( )
----------------------- b1 ik2x( )exp b2 ik2x–( )exp+[ ] ,

α zy x( ) h2 ik3x–( )exp h1 i– k3x( )exp–[ ] /C3=

–
ω2ρk1

2

Sk4
2 k3

2 k1
2–( )

----------------------------- a1 ik1x( )exp a2 ik1x–( )exp+[ ] ,

α zz x( ) d2 ik3x–( )exp d1 ik3x( )exp–[ ] /C3.=

α xj x( ) 0.=

θ1 C1ρ/ B n1
2 χ1

2+( ), θ2 C2ρ/ B n2
2 χ2

2+( ),= =

δ1tan δ2tan

n1 1, χ1 δ1tan( )/2 ω ξ 2γ+( )/2 λ 2µ+( ),= = =

n2 1, χ2 δ2tan( )/2 ωγ/2µ.= = =

δ1tan δ2tan
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waves exhibit strong damping and

so that both dispersion and dissipation are frequency
dependent. In the case of strong damping, the wave pro-
cess is practically absent, since the waves decay over a
very short distance as compared to the corresponding
wavelength (λ1, λ2):

The “longitudinal” waves of the dislocation density
tensor components αxj(x, t) do not exist, in agreement
with the conclusions derived previously [2]. The waves
of the “transverse” components Iyi(x, t), Izi(x, t), αzi(x, t),
and αyi(x, t) (with the first index perpendicular to the
wave propagation direction) represent superposition of
the waves of the dislocation ensemble propagating at a

velocity of C3 =  and the waves related to the field
of elastic displacements (13). An exception is presented
by the components Iyz(x, t), Izy(x, t), αyy(x, t), and
αzz(x, t), whose dynamics is independent of the elastic
displacements.

n1 χ1≈ 1/ 2 δ1tan( ) 1/ 2ω ξ 2γ+( )/ λ 2µ+( ),= =

n2 χ2≈ 1/ 2 δ2tan( ) 1/ 2ωγ/µ,= =

d1 = C1/ωχ1 = λ1/2πχ1, d2 = C2/ωχ2 = λ2/2πχ2.

S/B
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Abstract—The ion exchange reduction of heavy metal ions from electrolytes has been studied by theoretical
and experimental methods. It is established that high efficiency of the ion exchange is provided by metal ion

diffusion through a thin subsurface layer of an ion exchanger with a thickness of  = 1.6 × 10–4 m under con-
ditions of the optimum solution flow velocity U0, such that the time of ion penetration through the layer of water
molecules adsorbed on the surface of pores in this layer is on the order of 10–2 s. In this case, the effective dif-
fusion coefficient of metal ions in the subsurface layer is 4.5 × 10–7 m2/s, which is more than two orders of
magnitude higher than the value in solution. © 2005 Pleiades Publishing, Inc.

δ̃

Elucidation of the mechanism responsible for the
reduction of heavy metal ions from electrolytes is one
of the very important problems in modern science. This
knowledge is of importance both for the purification of
solutions from undesired heavy metal ions and for the
isolation of valuable substances present in ion form in
various solutions. The process of metal ion reduction is
carried out using ion exchangers. The mechanism of
this process is still incompletely clear and is difficult to
describe theoretically. Exact descriptions of many
experimental relations established for ion exchange can
be obtained based on an analysis of the equation of
adsorption isotherm under the conditions of mixed dif-
fusion kinetics. However, the solution of this problem
requires the application of special mathematical meth-
ods. For this reason, ion exchange processes are usually
described in terms of simple physical models.

The process of ion exchange in liquid media is
determined to a considerable extent by hydrodynamic
factors. In addition, it is known [1] that heterogeneous
transformations in liquids (i.e., processes at the phase
boundaries or on the surface) include three main stages:
(i) transfer of reactants to an interface where the reac-
tion takes place; (ii) heterogeneous interaction; and
(iii) removal of the reacted species from the reaction
site. We will consider the case when a heterogeneous
reaction proceeds in the diffusion region, since most
heterogeneous processes employed in various technol-
ogies obey diffusion-controlled kinetics.

One of the most interesting applications of the dif-
fusion kinetics is the process of heavy metal ion reduc-
tion from waste waters (wash solutions) of electro-
chemical works. Using ion exchangers of standard
grades with preset properties, it is possible to increase
the efficiency of ion exchange by acting upon the stage
of external diffusion. It should be taken into account
that this stage is determined predominantly by hydroki-
1063-7850/05/3104- $26.00 0284
netic factors, in particular, by the concentration of
metal ions in solution and by the velocity of their pas-
sage through the ion exchanger. In this context, it is of
interest to study the influence of these hydrokinetic fac-
tors on the efficiency of the ion exchange isolation of
heavy metal ions. This paper presents the results of
such investigations.

As was mentioned above, the process of heavy
metal ion reduction from electrochemical wash solu-
tions is effected with the aid of ion exchangers. These
are fine-grained substances with a particle (grain) size
on the order of 10–3 m. When a solution is passed
through an ion exchanger, the exchanger grains occur in
this solution in a suspended state. The solution is puri-
fied because metal ions are retained by the ion
exchanger grains. The efficiency of the purification
process depends on the exchange capacity of the
medium [2], which is defined as the mass of metal ions
absorbed per unit mass (1 kg) of the swelled ion
exchanger. From the standpoint of physics, the
exchange capacity characterizes a specific dynamic
sorption capacity. In addition to the exchange capacity,
the efficiency of the purification process is sometimes
characterized by the bypass capacity, which is the mass
of metal atoms absorbed per unit mass (1 kg) of the
exchanger before these ions appear at the exchanger
output. Experimental investigations are usually aimed
at determining the exchange capacity, which is the main
performance characteristic of an ion exchanger [3].
Evidently, an important factor determining the regime
of solution purification is the rate of solution flow
through the exchanger layer or, in terms of the Galilean
(nonrelativistic) relativity principle [4], the velocity of
exchanger grains relative to the solution.

Ion exchangers are substances capable of exchang-
ing ions with a solution. These substances are subdi-
© 2005 Pleiades Publishing, Inc.



        

SPECIAL FEATURES OF HEAVY METAL ION REDUCTION 285

                                                                                                           
vided into highly disperse heterogeneous adsorbents
and high-molecular-mass ion exchangers. Polymeric
organic ion exchangers are frequently referred to as ion
exchange resins [5]. The ion exchangers are also
divided into anion exchangers and cation exchangers.
The main laws of ion exchange are independent of the
ion exchanger grain size and are retained both upon
smearing of the phase boundaries and on the passage to
gels, where phase boundaries in the strict physical
sense are absent.

In this study, we have used an anion exchanger of
the AV-17-8 grade in the OH– form for the isolation of
Cr(IV) ions from acid solutions; a cation exchanger of
the KU-1 grade in the H+ form for the isolation of
Cu(II), Zn(II), and Cr(III) ions; and a cation exchanger
of the KU-1 grade in the Na+ form for the isolation of
Ni(II) ions. The ion exchanger particles in all cases can
be modeled as spherical grains. Therefore, the problem
of solution purification can be reduced to determining
the velocity distribution for a spherical particle falling
down in a liquid medium. As is known, Stokes has suc-
cessfully solved this problem [5] taking into account
that (i) the velocity of a liquid medium streamlining a
spherical particle decreases with the distance from the
particle surface and (ii) the hydrodynamic layer is
absent at the particle surface. However, a boundary dif-
fusion layer is still formed near the surface [1]. For this
reason, many physical problems can be correctly
solved only by making allowance for such a layer, with
the corresponding modification of the Stokes equation.
The problem considered in this paper is also of this
kind. As is known, the Stokes equation is valid for the
Reynolds numbers Re ≈ 0.5 [1]. If the Prandtl number
is about Pr = 103, the Peclet number is Pe = RePr @ 1
and, hence, the solution concentration will change
within a thin boundary layer despite the fact that the liq-
uid flow velocity varies in a smooth manner.

In the flow of a liquid medium, each grain of the ion
exchanger moves under the action of the liquid pressure
and the Stokes viscous force, which determine the
acceleration of the grain. As was noted above, the ion
exchanger grain can be considered as a ball of radius r.
For such a ball with a density ρ1 and a diameter a = 2r
uniformly falling down at a velocity of U in a liquid of
density ρ2, a modified Stokes equation taking into
account the boundary layer is as follows:

(1)

Here, ρ1ga is the pressure produced by the moving ball
upon the liquid, ρ2gδ0 is the pressure produced by the
moving ball upon the liquid, (9/2)Uδ0µ/r2 are the
energy losses for friction, δ0 is the boundary layer
thickness, g is the acceleration of gravity, and µ is the
dynamic viscosity of the liquid.

ρ1ga ρ2gδ0
9
2
---

Uδ0µ
r2

-------------.+=
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As is known, the diffusion layer thickness δ is
related to δ0 as

(2)

where D is the diffusion coefficient and ν is the kine-
matic viscosity. In addition, the ion exchanger density
in the state of partial saturation is close to the solution
density:

Then, taking into account that δ ≈ 0.1δ0 and using
Eq. (1), we obtain the following formula for evaluating
the ion exchanger grain size:

(3)

where X = 6πµ/mg and m is the mass of the ion
exchanger grain.

The degree of saturation of the ion exchanger grain
in solution can be evaluated using a model of the ball
with a shell [6], which yields

(4)

where Dg is the effective coefficient of metal ion diffu-
sion in the ion exchanger grain and τ is the time of the
ion exchanger saturation. By definition, the degree of
saturation F is the ratio of the current exchange capac-
ity Q to the limiting value Q∞ (for τ  ∞). Substitut-
ing expression (3) into formula (4), we obtain a relation
between the exchange capacity and the solution flow
velocity:

(5)

An analysis of this expression shows that it exhibits an
extremum at U0 = 0.2/Xδ.

An analogous expression describes the relation
between the current exchange capacity Q and the metal
ion concentration Cm in solution. This relation follows
from an equation for the maximum diffusion flux j of
metal ions toward the grain surface:

where Dn is the diffusion coefficient for metal ions in
solution.

δ D
ν
---- 

 
1/3

δ0

δ0

Pr1/3
----------,= =

ρ1 ρ2.≈

r
δ

0.2 XUδ–
-------------------------,≈

F 1
6

π2
-----

Dgτπ2

r2
---------------–

 
 
 

,exp–=

Q Q∞ Q∞
6

π2
-----

Dgτπ2 0.2 XUδ–( )2

δ2
------------------------------------------------– .exp–=

j Dn

Cm

δ
-------,–=
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In order to verify the results of these calculations,
we have performed a series of experiments. The
exchange capacity was determined by graphical inte-
gration of the curves of metal ion concentration at the
exchanger output versus the volume of passed solution.
These curves were obtained for various initial concen-
trations of metal ions in the liquid phase and for various
velocities of the liquid flow. The experiments were per-
formed with the ion exchanger in glass columns with an
internal diameter of 1.6 × 10–2 m and a diameter to ion
exchanger height ratio of 1 : 9. The output solutions were
analyzed for content of metal ions (copper, zinc, nickel,
and chromium) by methods of atomic absorption spec-
troscopy, spectrophotocolorimetry, and photocolorime-
try. The measurements were performed using standard
procedures on the Saturn S-115 and SF-26 spectropho-
tometers and a KFK-3 photocolorimeter [7, 8].

The results of our experiments showed that, as the
velocity U of solution passing through the ion
exchanger was increased, the exchange capacity Q in
all cases exhibited a general tendency to decrease
(Fig. 1a). This is probably explained by a decrease in
the duration of contact between phases, that is, in the
time for which the elementary volume of liquid passes
through the ion exchanger layer. However, in some
cases (Fig 1a, curves 2, 3, and 5), the plots of Q versus
U exhibited maxima. The appearance of these features
can be related to the fact that the ion exchange effi-
ciency is determined by diffusion in a thin subsurface
layer rather than above the grain. Indeed, relation (5)
yields

∂2Q/∂z2( ) 12Q∞
Dgτ
δ2

---------,=
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Fig. 1. Plots of the exchange capacity Q: (a) versus the solu-
tion flow velocity U for the metal ion concentrations Cm =

1.0 (1–6, 8) and 0.15 kg/m3 (7); (b) versus the initial con-
centration Cm of metal ions in solution for the flow velocity

U × 104 = 2.0 (1, 2, 4, 7, 8), 1.0 (3), and 0.5 m/s (5, 6). The
experimental data refer to the reduction of copper from
(1) sulfuric and (2) silicon fluoride solutions; zinc from
(3) sulfuric, (4) ammonium chloride, and (5) zincate solu-
tion; nickel (6); chromium(III) (7); and chromium(VI) (8).
TE
where z = 0.2 – XUδ and the derivative is taken at the
point z = 0. If the diffusion process over the ion
exchanger surface were predominant, then δ2 > 0 and
the function Q = f(U) would exhibit a minimum at
U = U0, which disagrees with experiment (Fig. 1a).
This function would exhibit a maximum only provided
that δ2 < 0, which implies predominance of a diffusion
process in the subsurface layer of the ion exchanger.

The thickness  of a subsurface layer of the ion
exchanger featuring the dominant diffusion process can
be evaluated using the formula

(6)

Substituting the values of parameters r ≅  10–3 m, U0 ≅
1/3600 m/s, g ≅  10 m/s2, and ν ≅  10–2 m2/s (viscosity in
the subsurface region of the ion exchanger grain), we

obtain  = 1.6 × 10–4 m.

Now, let us estimate the diffusion coefficient of
metal ions in the aforementioned subsurface layer.
Using the above estimate of the subsurface diffusion
layer thickness, we obtain

A comparison of this D0 value to the diffusion coef-
ficient of metal ions in solution, Dn = 10–9 m2/s [9]
shows that D0 @ Dn . This inequality explains the
appearance of maxima on the curves of Q = f(U). By
the same token, we can explain the origin of maxima on
the curves of Q = f(Cm) presented in Fig. 1b.

The motion of metal ions through pores of the thin
subsurface layer of the ion exchanger grain is deter-
mined by the structure of pores and by the adsorption of
water molecules on the pore walls. The degree of filling
of the pore surface by water molecules is described by
the adsorption isotherm. The presence of adsorbed
water molecules on the pore walls significantly influ-
ences the process of metal ion diffusion in these pores:
it is obvious that the diffusion of ions in empty pores
and in those covered by adsorbed water molecules is
described by different diffusion coefficients. We
believe that high permeability of a thin subsurface layer
in the cation exchanger grain is determined by the vari-
ety and the complicated structure of pores. Indeed, the
pores may differ both in diameter and in configuration;
in some pores, the diameter varies along the length and
some regions may behave as ion channels [10]. As is
known, the characteristic ion transport time in such
channels may be as short as 10–8 s. In our case, the total
time of ion penetration through the thin subsurface
layer is on the order of 10–2 s. This is possible provided
that D0 is an effective diffusion coefficient of metal ions
in the subsurface layer.

δ̃

δ̃ 0.4
9

------- gr3

νU0
----------.=

δ̃

D0 U0δ̃ 4.5 10 7–  m2/s.×≅≅
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of the Surface Generation Velocity at a Si–SiO2 Interface

P. B. Parchinskiœ*, L. G. Ligaœ, Kh. Zh. Mansurov, and Sh. Kh. Iulchiev
National University of Uzbekistan, Tashkent, Uzbekistan

* e-mail: pavelphys@mail.ru
Received November 5, 2004

Abstract—We have studied the effect of γ radiation on the generation characteristics of a silicon–silicon diox-
ide (Si–SiO2) interface formed upon thermal oxidation of the surface of silicon. The irradiation leads to the
appearance of a temperature dependence of the surface generation velocity. This effect is related to the forma-
tion of radiation-induced traps capable of exchanging trapped carriers with the bulk of a semiconductor by
means of tunneling emission. © 2005 Pleiades Publishing, Inc.
Thermal oxidation of silicon is among the main
technological processes involved in semiconductor
device manufacturing. This process leads to the forma-
tion of a silicon–silicon dioxide (Si–SiO2) interface that
has a significant and, in many cases, decisive influence
on the parameters of semiconductor devices and hetero-
structures. One of the principal characteristics deter-
mining the quality of this interface is the velocity of
surface generation of charge carriers (Sg) [1, 2]. The Sg

value is usually determined using the method of iso-
thermal relaxation of capacitance in the structures of
the metal–insulator–semiconductor (MIS) type [2, 3].
According to the concepts underlying this method, Sg is
independent of the temperature [1, 3]. However, our
recent analysis [4] showed that the presence of trapping
centers capable of exchanging carriers with the bulk of
semiconductor by means of tunneling and/or tunneling-
assisted field emission may lead to the appearance of
temperature dependence of the surface generation
velocity. The trapping centers can appear in the SiO2

layer both in the course of its formation and under the
action of external factors, in particular, under irradia-
tion. In this context, we have studied the effect of γ radi-
ation on the temperature dependence of Sg at the
Si−SiO2 interface formed upon thermal oxidation of the
surface of silicon.

The samples containing a Si–SiO2 interface were
prepared by thermal oxidation of the surface of n-type
〈100〉-oriented single crystal silicon wafers with a resis-
tivity of 0.3 Ω cm. The technology of silicon oxidation
and subsequent preparation of the test MIS structures
was analogous to that described in [5]. The sample
structures were irradiated by γ quanta at a dose of
106 rad using a 60Co source. This treatment was per-
formed in the dark, without applying a bias voltage to
the field electrode.
1063-7850/05/3104- $26.00 0288
The process of relaxation of the nonequilibrium
capacitance was studied using a 150-MHz probing sig-
nal. The sample structure, occurring in the state of
inversion at a bias voltage of V1, was converted to the
state of deeper inversion by applying a voltage pulse of
amplitude ∆V. In this regime, it was possible to neglect
a contribution to the surface generation current related
to the recharging of the surface states [6]. The neces-
sary bias voltage V1, determined using the method of
high-frequency capacitance–voltage characteristics,
was V1 = −16 and –30 V for the samples before and after
irradiation, respectively. This difference is related to the
radiation-induced accumulation of a positive charge in
the SiO2 layer and at the Si–SiO2 interface [7]. The ∆V
value was –4 V for both irradiated and unirradiated
samples.

The typical experimental temperature dependences
of Sg measured in the interval from –40 to 20°C for one
of the sample structures before and after the exposure
to γ radiation are presented in the figure. As can be seen
from these data, Sg measured before irradiation is prac-
tically constant (to within the experimental error) in the
entire range of temperature variation. Exposure to γ
quanta leads to an increase in the Sg value and renders
this value dependent on the temperature. The appear-
ance of the temperature dependence of Sg upon irradia-
tion was observed in all samples despite a considerable
scatter in Sg values both before and after exposure. It
should be noted that the scatter in Sg even for the MIS
structures prepared in the same technological cycle is
typical of the Si–SiO2 interface and, according to [8], is
related to fluctuations of the surface potential in the
interface plane.

Let us consider in more detail a mechanism respon-
sible for the appearance of the temperature dependence
of Sg. According to the model developed in [4], the sur-
© 2005 Pleiades Publishing, Inc.
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face generation velocity determined by the method of
isothermal relaxation of the MIS capacitance can be
expressed as

(1)

where q is the electron charge, ni is the intrinsic density
of charge carriers in the semiconductor, A is the area, Is

is the current due to the surface generation, and It is the
current due to the tunneling and/or tunneling-assisted
activation recharging of the trapping centers in the insu-
lator. The Is value is determined by the concentration of
the surface generation centers and obeys the same law
as the intrinsic charge carrier density ni [1, 3]. For this
reason, the ratio Is /(qniA) on the right-hand side of rela-
tion (1) is independent of temperature. The It current
component is determined by the concentration of trap-
ping centers in the insulator layer adjacent to the inter-
face. This value also does not depend (or weakly
depends) on the temperature [1]. Therefore, the ratio
It /(qniA) on the right-hand side of relation (1) and,
hence, the total Sg value, will increase with decreasing
temperature. If the concentration of trapping centers in
the SiO2 layer is low, the It value is small as compared
to Is , and the Sg value is determined by the temperature-
independent part of relation (1). Thus, the absence of
the temperature dependence of Sg in unirradiated MIS
structures is indicative of a high quality and homogene-
ity of the SiO2 layer.

The irradiation with γ quanta leads to a significant
increase in the concentration of trapping centers in the
SiO2 layer and the surface generation centers, which
accounts for the increase in both Is and It . In the case of
a considerable increase in the concentration of trapping
centers in the SiO2 layer, the term It /(qniA) significantly
contributes to the Sg value. According to the above anal-
ysis, this leads to the appearance of the temperature
dependence of the surface generation velocity.

Thus, the observed temperature dependence of the
surface generation velocity Sg in irradiated MIS struc-
tures is caused by an increase in the concentration of
trapping centers in the SiO2 layer adjacent to the
Si−SiO2 interface. It should be noted that, since the
temperature dependence of Sg is determined by the
presence of defects in the insulator region adjacent to
the interface, measurements of the temperature depen-
dence of the surface generation velocity in MIS struc-
tures can be used for monitoring the quality of insulator

Sg Is I t+( )/ qniA( ),=
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layers formed on the silicon surface in the course of
device fabrication. 
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Abstract—A novel variable optical attenuator based on a high-birefringence fiber loop mirror is described. The
fiber loop mirror is placed in a controlled-temperature chamber. As the temperature is increased, the transmis-
sion spectrum exhibits a shift, while virtually not changing its shape. The degree of attenuation at a wavelength
of 1558 nm exceeds 30 dB, while the introduced losses are about 2.5 dB. The temperature-induced shift of the
spectrum is strictly linear. The response of the temperature sensor based on this effect is linear with a correlation
coefficient of 0.9997. The obtained experimental data are interpreted based on the results of numerical model-
ing. © 2005 Pleiades Publishing, Inc.
¶ Introduction. Variable optical attenuators (VOAs)
are important elements in fiber-optic communication
systems, which are usually employed for the absorption
or reflection of background light. VOAs are also fre-
quently used for controlling the optical power level in
fiber-optic communication networks (both short and
extended) with dense wavelength division multiplexing
(DWDM), for monitoring the level of losses in such
systems, and for solving some other tasks. In recent
years, various types of VOAs have been suggested,
including acoustooptic [1], thermo-optic [2], and
microelectromechanical [3–5] devices, and silicon-on-
insulator waveguide structures [6].

This paper reports on the design and working char-
acteristics of a novel VOA based on a highly birefrin-
gent fiber loop mirror. We observed a shift of the trans-
mission spectrum of this device in response to the fiber
temperature variation and measured the attenuation
characteristics at a preset wavelength, which showed
good prospects for practical applications of the pro-
posed device. The new VOA offers a number of advan-
tages, including a broad attenuation band, indepen-
dence of the polarization, low introduced losses, simple
design, and good reproducibility. We have also estab-
lished that the spectrum shifts strictly linearly with the
temperature (with a linear correlation coefficient as
high as 0.9997). When the temperature changes from
20 to 65°C, the transmission peak shifts by approxi-
mately 20 nm. The obtained experimental data agree
well with results of numerical modeling.

Operation principle and experimental setup. Fig-
ure 1 shows a schematic diagram of the proposed VOA.
The attenuator is based on a mirror comprising an opti-

¶ This article was submitted by the authors in English.
1063-7850/05/3104- $26.00 ©0290
cal fiber loop with a highly birefringent (HB) fiber
insert. The principle of device operation can be briefly
outlined as follows. The incident light is divided by a
3-dB fiber coupler into two waves propagating in the
fiber loop in the opposite directions and having differ-
ent polarization components. These waves pass the HB
fiber section with different velocities, exhibit a change
in polarization, and interfere upon leaving this section.
Let L be the active fiber section length and B be the dif-
ference of the effective refractive indices of this section
for the “fast” and “slow” waves. In accordance with the
above considerations, the transmission coefficient of
this device can be expressed as [7]

(1)

where ∆Φ = 2πBL/λ is the resulting phase difference
between the fast and slow wave components. Thus, the
transmission spectrum is described by a cosine function
with the argument involving the phase difference

T 1 ∆Φ λ( )cos–[ ] /2,=

BBS OSA

HB fiber

3 dB coupler

Temperature
controlling box

Fig. 1. Schematic diagram of the VOA (see the text for
explanations).
 2005 Pleiades Publishing, Inc.
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dependent on the wavelength, the HB fiber length L,
and the birefringence B.

In our experiments, the beat length of the HB fiber
was 3.1 mm at a wavelength of 1558 nm. In order to
provide for the required accuracy, we have used an HB
fiber section with L = 24.4 cm. The input signal was
delivered from a broadband source (BBS) operating in
a wavelength range from 1525 to 1565 nm. The output
spectrum was measured with the aid of an
ADVANTEST Q8383 optical spectrum analyzer (OSA).
The fiber loop was placed into a controlled-temperature
chamber, in which the temperature could be set accu-
rately to within 0.1°C. According to formula (1), the
phase shift ∆Φ can be varied by controlling the temper-
ature, which will produce a shift of the transmission
spectrum and a change in the optical losses at 1.55 µm.

Experimental results. Figure 2 presents the trans-
mission spectra of the proposed VOA measured at 26°C
and upon increasing the temperature to 43°C. As can be
seen, the increase in the temperature leads to a shift of
the spectrum such that the maximum transmission at
1558 nm is –2.5 dB at 26°C and –37.5 dB at 43°C.
Thus, a change in the optical losses at this wavelength
amounts to 35 dB. At the same time, the period of mod-
ulation of the transmission spectrum changes rather
insignificantly. The level of introduced losses is about
2.5 dB and is mostly due to the fiber connections. By
improving the quality of joints, it is possible to reduce
the level of introduced losses.

Figure 3 shows the attenuation characteristic of the
proposed VOA in the region of 1.55 µm. As can be seen
from these data, the VOA exhibits quite good attenua-
tion properties. By controlling the temperature to
within 0.1°C, it is possible to effectively modify the
level of extinction at the given wavelength.

Since the transmission spectrum shifts in response
to a change in the phase difference ∆Φ, it was of interest
to establish a relation between the wavelength and the
temperature. This experimental dependence is plotted
in Fig. 4. As can be seen, the wavelength shift is a linear
function of the temperature, and the linear correlation
coefficient is 0.9997. It should be noted that the pro-
posed VOA operates in a broad wavelength range of
about 1.55 µm and shows good transmission properties.
Moreover, owing to the high linear correlation coeffi-
cient, the VOA can be used as a temperature sensor. As
the temperature changes from 25 to 60°C, the maximum
of the transmission spectrum shifts by ~20 nm with a
temperature sensitivity coefficient of 0.6255 nm/K.
Thus, the sensor is highly linear and can operate in a
quite broad temperature range. The results of multiply
repeated analyses showed that the device is highly sta-
ble, which is evidence in favor of a high potential in
various applications.

Numerical modeling. Figure 5 presents the results of
numerical modeling of the experiment described above.
According to the obtained experimental data, formula (1)
involves two factors responsible for a shift of the trans-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005
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Fig. 2. The transmission spectra of the VOA measured at
(1) 26°C and (2) 43°C.
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mission spectrum in response to temperature variations.
The first is the fiber length L, which increases with the
temperature. The thermal expansion coefficient of the
optical fiber is about 10–6 m/K. The second tempera-
ture-sensitive factor is the birefringence B, that is, the
difference between the refractive indices for the fast
and slow waves. This change is related to an elliptic
deformation of the fiber upon heating. According to the
experimental data, an increase in the temperature shifts
the spectrum toward lower wavelengths despite the fact
that the fiber length increases. Theoretically, in order to
provide for the observed variation, the difference of the
refractive indices must increase approximately by ~10–6.
In order to quantitatively explain the experimental
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Fig. 5. Model transmission spectra calculated for the VOA
with L = 24.2 cm at a temperature of 26 and 43°C. 
TE
results, it is necessary to perform theoretical analysis
based on a more adequate model.

Conclusions. We described a novel VOA based on a
highly birefringent fiber loop mirror. The proposed
device has a number of advantages, including a broad
attenuation band, independence of the polarization, low
introduced losses, simple design, and good reproduc-
ibility. It was demonstrated that the VOA can be used as
a base for the development of a temperature sensor with
a highly linear scale. A model qualitatively explaining
the experimental results has been presented.
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Abstract—The influence of hydrogen and nitrogen as carrier gases on the rates of gallium nitride (GaN) growth
and etching in the process of metalorganic vapor phase epitaxy (MOVPE) have been studied. Based on these
data, the possible roles of hydrogen and nitrogen in the events on the surface of an epitaxial GaN layer are con-
sidered. © 2005 Pleiades Publishing, Inc.
Despite considerable progress in the technology of
gallium nitride (GaN) structures obtained by means of
metalorganic vapor phase epitaxy (MOVPE), the mech-
anism of GaN layer growth in the course of this process
is still insufficiently studied. In particular, the influence
of the carrier gas type on the MOVPE of GaN is
unclear. The MOVPE of III–V semiconductor com-
pounds (including GaN) is usually performed using
hydrogen as a carrier gas, which is related to the easy
and effective purification of this gas with the aid of pal-
ladium diffusion cells. However, GaN is chemically
unstable in hydrogen and hydrogen–ammonia gas mix-
tures. Switching off the flow of trimethylgallium
(TMG) in the reactor under the conditions typical of the
MOVPE of GaN leads to etching of the GaN layer [1].
The nature of this instability and its possible influence
on the process of epitaxial growth have not been studied
so far. It was reported about using nitrogen [2, 3] and
nitrogen–hydrogen mixtures [4, 5] as carrier gases in
MOVPE of GaN. However, these communications
were devoted primarily to the properties of obtained
GaN structures rather than to the features of the epitax-
ial process.

This Letter reports the results of our systematic inves-
tigation of the rates of GaN growth and etching during
MOVPE depending on the reactor temperature, the car-
rier gas composition, and the TMG flow rate.

The experiments were performed in a modified
MOVPE system of the Epiquip VP-50 RP type using
TMG and ammonia as the sources of components. The
gas blending system made it possible to use a nitrogen–
hydrogen mixture of arbitrary composition as the carrier
gas. The rates of GaN growth and etching were deter-
mined using the method of laser reflectometry [1]. Epi-
taxial layers of GaN on sapphire grown in AIX2000 HT
system were used as substrates.

Each experiment was started with the growth of a
GaN layer on a quasi-GaN substrate under standard
conditions established for the Epiquip VP-50 RP sys-
1063-7850/05/3104- $26.00 0293
tem [6]. Then, the reactor temperature and the carrier gas
composition were changed (while the ammonia flow and
the total flow remained unchanged) and the rates of GaN
growth (with TMG flow on) and etching (with TMG flow
off) under the modified conditions were determined. All
experiments can be subdivided into three series.

In the first series of experiments, the carrier gas was
nitrogen. In this case, the growth rate was directly pro-
portional to the TMG flow rate and did not depend on
the reactor temperature (Fig. 1). Switching off the TMG
flow did not lead to the etching of GaN. In the second
series, where the carrier gas was hydrogen, the growth
rate was also directly proportional to the TMG flow
rate. However, the extrapolation of this dependence to
a zero TMG flow rate intersects the ordinate axis below
zero, which corresponds to etching (see the inset to
Fig. 1). Direct measurement of the etching rate with the
TMG flow switched off (Fig. 1) gave a value coinciding
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Fig. 1. Plots of the GaN growth and etching rates versus
reactor temperature and TMG flow rate [slm = standard
liter per minute; sccm = standard cubic centimeter per
minute].
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with that determined by extrapolation of the growth rate
as a function of the TMG flow rate. An increase in the
reactor temperature led to a decrease in the growth rate
and an increase in the etching rate.

In the third series, the experiments were performed
using a nitrogen–hydrogen mixture as the carrier gas.
The rates of GaN growth and etching were studied as
dependent on the ratio of nitrogen and hydrogen in the
mixture. Figure 2 shows the results of such experiments
performed at two temperatures (1070 and 1120°C). On
the whole, the observed behavior reflects a competition
between the growth and etching processes: no etching
takes place in the hydrogen-free atmosphere, but the
growth rate in the presence of hydrogen is higher (prob-
ably due to greater diffusion coefficients of the compo-
nents, the sources of group III elements) than in pure
nitrogen.

At 1070°C, the GaN growth rate monotonically
decreases with increasing nitrogen content in the mix-
ture (in agreement with the results presented in Fig. 1),
but the behavior deviates from linearity (previously, an
analogous observation was reported in [5]). The etching
rate rapidly decreases with increasing nitrogen content
in the reactor, and practically no etching takes place at
a 1 : 1 ratio of nitrogen and hydrogen in the mixture. At
1120°C, the plot of the etching rate versus carrier gas
composition is more regular, but it still deviates from
linearity and more rapidly decreases with increasing
nitrogen content. The growth rate at this temperature
depends on the carrier gas composition in a complex
nonmonotonic manner.

On the whole, the obtained results led us to the fol-
lowing preliminary conclusions.

(i) The possibility of etching should be taken into
account in developing vapor transport technology for
GaN structures, especially in cases when the growth
has to be interrupted during the technological cycle.
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Fig. 2. Plots of the GaN growth and etching rates versus car-
rier gas composition (H2/N2 ratio) at 1070 and 1120°C.
T

(ii) Coincidence of the etching rates determined by
direct measurements and by extrapolation of the growth
rate as a function of the TMG flow rate indicates that
the presence of TMG in the reactor does not influence
the etching process and, hence, does not change the
state of the growth surface.

(iii) Strong suppression of the etching of GaN
observed upon adding nitrogen to the reactor atmo-
sphere suggests that nitrogen is not chemically inert
with respect to this process. Direct measurement of the
dependence of the etching rate on the partial pressure of
hydrogen (at a fixed partial pressure of ammonia)
showed that the role of nitrogen cannot be explained in
terms of simple dilution of hydrogen. It is possible that
nitrogen prevents the removal of etching products from
the surface via diffusion, thus increasing the probability
of redeposition. At the same time, it is known that GaN
is a catalyst of ammonia decomposition [7]. Assuming
that the mechanism of the catalytic action of GaN is
analogous to that of the typical metal catalysts (iron,
nickel, etc.) used in the synthesis and decomposition of
ammonia [8], we may suggest that the following pro-
cesses take place on the GaN surface. Hydrogen mole-
cules dissociate to atoms (GaN is probably etched by
atomic hydrogen), while nitrogen molecules bind to
gallium atoms on the GaN surface and become less
strong. As a result, the surface of GaN is passivated and
the nitrogen molecules with weak bonds may add
hydrogen atoms with the formation of ammonia, thus
preventing these atoms from interaction with GaN.
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Abstract—The near-surface layer of n-Si single crystal wafers has been subjected to microdoping by hydrogen
ions in the plasma of a pulsed beam discharge. The resistivity and the current density of the samples have been
studied as functions of the hydrogen treatment time. The hydrogen-modified n-Si samples exhibit photo emf.
The results are interpreted within the framework of a qualitative model. © 2005 Pleiades Publishing, Inc.
Introduction. The method of hydrogen microdop-
ing of semiconductor materials in a pulsed beam dis-
charge was originally described in [1]. A characteristic
feature of this discharge is that the plasma contains an
electron beam formed in the interelectrode gap between
a cathode and a grid anode. The pressure in the gas dis-
charge and the amplitude of the pulsed voltage applied
to the electrodes are selected so that the electron com-
ponent of the plasma in the interelectrode gap occurs
predominantly in the runaway regime [2, 3]. The exper-
imental data obtained by means of the polarization
diagnostics [4] and the results of numerical simulations
of the plasma gaskinetics [5] showed that accelerated
electrons leaving the gap through the grid anode pos-
sess energies on the order of the applied potential dif-
ference and, hence, are characterized by high penetrat-
ing and ionizing ability. Using a flexible scheme devel-
oped for controlling the electron beam parameters, it is
possible to obtain a plasma with desired parameters at
a considerable distance from the interelectrode gap,
which is an important prerequisite for solving problems
related to controlled microdoping of semiconductors
with hydrogen ions.

The results of our previous investigations [1]
showed the possibility of controlled modification of the
surface of semiconductor materials (in particular,
GaAs) by treatment with hydrogen ions. It was found
that this treatment leads to a change in the material
structure in a near-surface layer, which becomes more
homogeneous. This Letter presents the results of inves-
tigations of the structure and properties of another
semiconductor material, namely, n-type silicon modi-
fied by hydrogen ions in a high-voltage pulsed beam
discharge.

Experimental methods. The initial materials were
n-type single crystal silicon wafers used for the fabrica-
tion of solar cells. A series of samples with dimensions
10 × 10 mm were cut from the same wafer.
1063-7850/05/3104- $26.00 0295
The samples were prepared using an experimental
setup and procedure described previously [1]. The sam-
ples were placed on a table situated outside the inter-
electrode gap and spaced by 15 mm from the grid
anode. The discharge tube was evacuated and then
filled with a mixture of helium (7 Torr) and hydrogen
(1 Torr). The cathode was spaced by 0.9 mm from the
grid anode with a transparency of 80%. The discharge
was initiated and powered by high-voltage pulses with
an amplitude of U = 2 kV, a duration of 2 µs, and a rep-
etition rate of 2.5 kHz. The plasma temperature was
310–320 K. The samples were exposed to the plasma
for various periods of time (3, 6, 9, 12. 15, 18, and
24 min); each treatment was studied in a set of three
samples.

The charge carrier density was measured on a com-
mercial system for determining the density of major
carriers in n/n semiconductor materials, the resistivity
was studied using an IUS-2 setup, and the conductivity
type was determined using a TP-201 type device.

Experimental results and discussion. Figure 1
shows plots of the resistivity ρ and the current I versus
duration t of the hydrogen treatment for the n-Si sam-
ples studied. As the treatment time increases to t =
6 min, the resistivity decreases (curve 1), while the cur-
rent is virtually zero to within the experimental error
(curve 2). This behavior can be related to rearrange-
ment of the block structure of silicon. Indeed, the

Experimental data of the photo emf in n-Si before and after
20-min modification with hydrogen ions

Illumination
Photo emf U, mV

unmodified modified

Off 2 1

On 7 3
© 2005 Pleiades Publishing, Inc.
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results of X-ray diffraction measurements showed that
the average block size decreased from 71 nm in the ini-
tial state to 43 nm for t = 3 min. In addition, the block
size distribution function becomes more like a Gauss-
ian curve, which is evidence of increasing order (and,
accordingly, decreasing ρ) in the course of protonation.

Figure 2 shows images of the sample surface mea-
sured using an atomic force microscope (AFM) with a
resolution of 6 nm before (t = 0) and after (t = 3 min)
the treatment with hydrogen ions. As can be seen from
these patterns, hydrogen implantation leads to a signif-
icant modification of the surface relief, which becomes
more homogeneous in agreement with the results
obtained previously [1].

The initial (t ≤ 6 min) decrease in the resistivity ρ
relative to that of the untreated sample can be explained
by the gradual saturation of a thin near-surface layer of
n-Si with hydrogen ions and the development of a dif-
ferent conductivity type. This is consistent with a
nearly zero current (which was below the sensitivity
threshold of the TP-201 device employed). Antonova
et al. reported [6] that hydrogen implantation into sili-
con lead to a change in the sample conductivity from p

2520151050
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Fig. 1. Plots of (1) resistivity ρ and (2) current I versus dura-
tion t of the hydrogen treatment of single crystal n-Si
samples.

1

TE
to n type during the first 0.5 h, while no such inversion
was observed when the implantation time was
increased to 3 h.

As the exposure of our samples in the plasma was
increased above 6 min, both ρ and I exhibited growth,
reaching 8.3 Ω/cm and 65 µA, respectively. This
increase in the resistivity can be related to the formation
of Si––H+ complexes and to a decrease in the fraction of
Si––P+ complexes. Indeed, Mashin et al. [7] showed
that linear structures of the Si–H or Si–H2 types can
form in real silicon crystals; moreover, large Si–H clus-
ters can form when the concentration of such donor–
acceptor centers is on the order of 1017 cm–3.

Thus, we may suggest that the near-surface layer of
n-Si upon hydrogen treatment consists of a large num-
ber of “pure” silicon atoms, a relatively small fraction
of Si––P+ structures, and a very small amount of free
hydrogen ions H+. The gradient of the concentration of
these components, which is most pronounced in the
near-surface layer, leads to the appearance of an inter-
nal electric field. Note also that, according to [6], the
ion range in the samples implanted to 1016 cm–2 reaches
0.5 µm. According to the results of our measurements,
the modified layer thickness after a 15-min treatment is
about 3–4 µm. Figure 3 presents an optical micrograph
of the edge of a silicon sample treated with hydrogen
ions for 15 min, where a dark band at the upper surface
corresponds to the layer enriched with H+ ions.

The appearance of the internal electric field as a
result of the polarization (predominantly in the form of
Si––P+ type structures) leads to the formation of an
electric double layer. The concentration of Si––P+ struc-
tures in the near-surface layer is much lower than that
in deeper layers. This results in the development of
photo emf upon illumination, since the charges are sep-
arated and the internal resistance is high. According to
published data [8], the specific photo emf is propor-
tional to the resistivity gradient. The increase in the
photo emf is related to a decrease in the density of free
charge carriers in the irradiated region of a semiconduc-
2
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Fig. 2. AFM images of the n-Si single crystal sample surface (a) before and (b) after 3-min hydrogen treatment (scale: ×6 nm).
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tor. We have performed measurements of the photo emf
in the samples illuminated with radiation of an incan-
descent lamp before and after 20-min treatment with
hydrogen ions. The results of these experiments are
presented in the table. As can be seen, a change in the
photo emf U for both the initial and hydrogen-treated
surfaces are on the order of several millivolts, while the
ratio of the values observed with and without illumina-
tion changes by a factor of about three. This result also
confirms the above assumption concerning a decrease
in the concentration of Si––P+ structures in the near-sur-
face layer of hydrogen-treated samples.

Conclusions. (i) We have experimentally demon-
strated a significant change in the structure and proper-
ties of the near-surface layer of n-Si as a result of treat-
ment with hydrogen ions in a high-voltage pulsed beam
discharge.

10 µm

Fig. 3. An optical micrograph of the edge of a silicon sam-
ple treated with hydrogen ions for 15 min (magnification,
×500).
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(ii) The observed behavior of the electric resistance
and the appearance of photo emf are explained within
the framework of a qualitative model based on the for-
mation of Si––H+ complexes.

(iii) The method of hydrogen microdoping can be
used for the creation of various structures for micro-
electronics and optoelectronics.
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Resonance Drag of a Neutral Atomic Beam 
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Abstract—Resonance drag losses have been studied by analytical and numerical methods for a neutral beam
of 200–400-keV cesium atoms moving near a smooth solid surface bearing IR surface modes. The cases of pure
ionic dielectrics, doped semiconductors, and the films of such substances on metal substrates are considered.
For the films, the drag losses are approximately twice as large as those for the bulk substances. The theory pre-
dicts exponential growth of the drag losses with increasing temperature of the surface. © 2005 Pleiades Pub-
lishing, Inc.
Evaluation of the drag losses for neutral atomic par-
ticles moving near a smooth solid surface is of principal
importance in applications related to the development
of nanotechnologies, in particular, to the creation of
nanodimensional systems for the transport and focus-
ing of charged and neutral particle beams [1, 2].

In recent years, a general theory [3–5] has been
developed for a fluctuational-electromagnetic (contact-
less) interaction between moving neutral particles and
the surface of a polarizable (solid) medium. In particu-
lar, this theory implies the possibility of a resonance
interaction with the surface modes of the fluctuational-
electromagnetic field for such particles moving in the
region of nanometer distances from the surface. If the
characteristic frequency of the surface mode (plasmon,
phonon polariton, etc.) is ωs and the particle (atom)
excitation frequency is ω0n , the resonance interaction
condition is that

(1)

where k is the wavevector of the given surface mode
and V is the particle velocity vector (which is assumed
to be parallel to the surface). For a nonzero temperature
of the solid surface (T ≠ 0), the resonance interaction is
additionally characterized by the conditions "ωs/kBT ~ 1
and/or "ω0n/kBT ~ 1; for T  0, the interaction is
exponentially small. It should be noted that no such
temperature limitations were encountered in the earlier
theory [6], because that model did not correctly take
into account the possible thermal factors. Neutral atoms
in a broad temperature range (T < 103 K) obey the con-
dition "ω0n/kBT @ 1. This is related to the fact that the
frequencies of electron transitions from the ground
states are large as compared to the Wien frequency
ωW = kBT/". On the other hand, the condition "ωs/kBT ~ 1

ωs ω0n– kV,=
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can be valid for many solid materials, (including semi-
conductors, dielectrics, and low-dimensional systems)
possessing IR absorption. Taking into account these con-
ditions and using the general results obtained in [3–5],
we may infer that the resonance interaction of a moving
atom with the surface electromagnetic modes always
has a drag character. The case of "ω0n/kBT ~ 1 can be
realized for a neutral nanodimensional particle, a clus-
ter, or a strongly heated complex molecule. Note that,
in the case of ω0n < ωs , the tangential forces are positive
and, hence, accelerate the particle.

Since the practical observation of the effects under
consideration in the relativistic case is hardly probable,
let us restrict our analysis to a nonrelativistic case
(V/c ! 1, where c is the velocity of light) and consider
the drag of a neutral atomic beam near the solid surface.
In this case, condition (1) reduces to k @ |ω0n – ωs|/c.
For ω0n @ ωs , this is equivalent to k @ ω0n/c and
k @ ωs/c. These conditions imply that we can use non-
relativistic equations obtained in [3, 4] and that the
retardation effects can be completely ignored.

Below, we will consider the solid surfaces of several
types characterized by low-frequency (IR) electromag-
netic modes. These include (i) ionic dielectrics,
(ii) doped semiconductors, and (iii) films of such a
dielectric or semiconductor on a metal substrate. In the
first two cases, the permittivities of bulk materials can
be written in the standard form as

(2a)

(2b)

ε ω( ) ε∞
ωT

2 ε0 ε∞–( )
ωT

2 ω2– iγω–
---------------------------------,+=

ε ω( ) ε∞ 1
ωP

2

ω2 iω/τ+
-----------------------–

 
 
 

,=
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where ωT is the transverse phonon frequency, ωP is the
plasma frequency, γ is the damping factor, τ is the
charge carrier relaxation time, and ε0 and ε∞ are the
static and high-frequency (optical) permittivities,
respectively. In order to calculate the stopping power
dE/dx for a neutral atom according to [3–5], it is neces-
sary to obtain expressions for the imaginary part

∆''(ω) = Im  of the complex permittivity and

for the atomic polarizability α''(ω). Using relations (2a)
and (2b), an expression for ∆''(ω) in the presence of res-
onance absorption peaks can be written as

(3)

where the cases of (2a) and (2b) correspond to

,

respectively. The resonance contribution to α''(ω) can
be expressed via the well-known quantum-mechanical
formula

(4)

where ω0n is the frequency of the atomic transition from
the ground state (0) to an excited state (n), f0n is the
oscillator strength, and e and m are the electron charge
and mass, respectively.

Substituting expressions (3) and (4) into the general
formula for the tangential fluctuational-electromag-
netic force (see, e.g., [1, Eq. (60)], we obtain

(5)

(6)

where K0, 2(x) is the Macdonald function, z0 is the dis-
tance from the atom to the surface, and ∆ω = |ωs – ω0n|.
Since the function J(x) reaches a maximum at x = 3.62,
where J(3.62) = 7.86, the particle velocity and the dis-
tance to the surface are related by a resonance condition
∆ωz0/V = 1.81 (cf. condition (1)). If several atomic tran-
sitions have to be taken into consideration, formula (5)

ε ω( ) 1–
ε ω( ) 1+
---------------------

 
 
 

∆'' ω( ) πωs f ε0 ε∞,( )δ ω ωs–( ),=

f ε0 ε∞,( )
ε0 ε∞–

ε0 1+( ) ε∞ 1+( )
--------------------------------------, ωs ωT

ε0 1+
ε∞ 1+
--------------= =

f ε0 ε∞,( ) 1
ε∞ 1+( )

-------------------, ωs ωT
ε∞

ε∞ 1+
--------------,= =

α'' ω( )
πe2 f 0n

2mω0n

----------------δ ω ω0n–( ),=

dE
dx
-------

1
32
------e2

"
m

--------
ωs

ω0n

--------
f 0n f ε0 ε∞,( )

z0
4∆ω

-----------------------------–=

×
"ωs

kBT
--------- 

 exp 1–
1–

J 2∆ωz0/V( ),

J x( ) x4 K0 x( ) K2 x( )+( ),=
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implies evident generalization via summation over the
corresponding contributions.

It was shown [7] that the viscous drag (proportional
to the velocity) can be much greater for a dielectric film
of thickness d on a metal substrate than for a “pure” sur-
face of the same bulk material. This is related to the
appearance of two surface optical modes of the phonon
polariton type at the film–substrate interface. Analo-
gous (plasmon polariton) modes appear at the semicon-
ductor–metal interfaces. Since these surface waves are
characterized by a spatial dispersion, formula (3) has to
be replaced (for ωs = ωT or ωs = ωP) by

(7)

where A(kd) and x(kd) are dimensionless quantities that
also depend on the coefficients of permittivities of the
corresponding materials. In the case of (2a), the expres-
sions were obtained in [7]; for (2b), the expressions can
be found in a similar way. For both modes, the function
x(kd) varies within small limits about unity, while the
function A(kd) exponentially decays with increasing
wavenumber k.

The final expression for dE/dx is obtained by substi-
tuting relations (4) and (7) into the general formula for
the tangential fluctuational-electromagnetic force [3,
Eq. (60)]:

(8)

(9)

where κ is a numerical factor on the order of unity (κ > b)
corresponding the maximum possible wavenumber
(km = κ/d) on the dispersion branch of surface excita-
tions. This point corresponds to branching of the dis-
persion dependence, whereby it separates into the high-
and low-frequency modes. The results of numerical cal-

culations showed that the function (a, b, c), where a =
2z0∆ω/V, is characterized by a maximum at a = 3–4.
The exact position of this maximum also depends on
the variable b = d∆ω/V (the upper limit of b does not

exceed κ). The function (a, b, c) also exhibits a max-
imum with respect to the variable b (this maximum is
attained for b/a ≈ 1.5–2) and exponentially decays with
increasing variable c (see formula (9)). It can be shown
that, in the limit of negligibly weak damping (whereby
γ  0 or τ  ∞ in formulas (2a) and (2b), respec-
tively), only the high-frequency surface mode is
retained. In the case of finite damping, an increase in γ
leads to a shift of the branching point of the dispersion

∆'' ω( ) ωsA kd( )δ ω ωsx kd( )–( ),=

dE
dx
------- = 

1
8π
------e2

"
m

--------
ωs

ω0n

--------
f 0n

z0
4∆ω

------------–

=  J̃ 2z0∆ω/V d∆ω/V ωs/ωW, ,( ),

J̃ a b c, ,( ) a4 t2A bt( ) at–( )exp

t2 1–( )0.5
cx bt( )( )exp 1–[ ]
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1

κ /b
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dependence toward smaller wavevectors, which results
in some decrease in the values of κ and the integral (9).

As can be seen from expressions (5) and (8), the
drag increases for atoms with low values of the transi-
tion frequency ω0n . For this reason, it was expedient to
obtain quantitative estimates for a beam of cesium
atoms characterized by a doublet at 1.39 and 1.46 eV
[8]. The results of calculations of the energy losses of
cesium atoms moving at a distance of 0.5 nm from the
surface of various typical materials bearing IR surface
modes are presented in the table. The calculations were
performed using formula (5) for the “bulk” materials
and formula (8) for the films, with allowance for both
branches of the dispersion dependence. The velocity V
and the film thickness were optimized (at a preset dis-
tance z0) so as to obtain the maximum possible drag
losses. The case of “bulk” materials corresponds to

0.8

10

0.001

0.1

0.40 1.51.0 2.00.5

0.1

1

10
dE/dx, eV/µm

z0, nm V, 106 m/s

1

4 (a)
2
3 (b)

Fig. 1. Drag losses for cesium atoms moving over a MgO
film on a metal substrate: (a) versus distance z from the sur-
face at T = 177 (1), 300 (2), 600 (3), and 900 K (4) for V =
0.6 × 106 m/s (d = 0.39 nm); (b) versus atomic velocity V for
z0 = 0.5 nm, T = 300 K (solid curve), z0 = 0.5 nm, T = 600 K
(dotted curve), z0 = 1.0 nm, T = 600 K (dashed curve), and
z0 = 1.0 nm, T = 900 K (dash–dot curve) (d = 0.45 nm).
TE
d = ∞. The values of transition frequencies and oscilla-
tor strengths for Cs atoms were taken from the refer-
ence literature [8], while the parameters of dielectric
functions (2a) and (2b) were taken from published data
indicated as in the table. With the same optimum values
of z0/V and d/V, the data in the table can be readily recal-
culated for some other distance from the surface using

the relation dE/dx ~ . It should be noted that the
interval of atomic velocities indicated in the table cor-
responds to the energies of Cs atoms from 210 to
370 keV.

As can be seen from data in the table, the energy
losses for the films are higher by a factor of about two
than those for the same “pure” bulk materials. As noted
above, this is related to the appearance of two surface
optical modes with approximately equal contributions
to the result. In addition, the drag dE/dx significantly
increases with the surface temperature. To within an
acceptable error (10–20%), the drag can be evaluated
by using formula (5) and then doubling the result. How-
ever, it should be taken into account that the obtained
estimate corresponds to the optimum film thickness
(d = 0.6–0.8z0). For other thicknesses, the drag will be
less pronounced. The results of numerical calculations
of dE/dx as a function of the distance from the surface
and the velocity of particles moving along a MgO film
(for which the expected drag losses are maximum in
comparison to all other film materials studied) are pre-
sented in Figs. 1a and 1b, respectively.

Despite a rather small magnitude of the drag losses,
their experimental observation is quite a real task. A
beam of neutral cesium atoms with energies within
200–400 keV can be obtained by means of neutraliza-
tion of the corresponding ion beam. A more thorough
consideration of the experimental conditions, involving

z0
4–
Results of calculations of the resonance drag losses dE/dx for cesium atoms moving at the surfaces of various (a) bulk solids
and (b) films

Material ε0 ε∞
ωT, ωP,

eV
V,

106 m/s
d, nm

T, K
177

dE/dx, eV/µm

300 600 900

SiC a 9.8 6.7 0.098 0.64 ∞ 6 × 10–4 0.013 0.14 0.34

b 0.66 0.3 0.001 0.026 0.27 0.66

MgO a 9.8 2.95 0.049 0.56 ∞ 0.017 0.16 0.77 1.87

b 0.59 0.39 0.033 0.307 1.78 3.68

GaAs a 9.8 0.033 0.73 ∞ 0.09 0.27 0.77 1.3

b 0.73 0.32 0.18 0.52 1.47 2.51

Doped Si a 11.7 0.098 0.62 ∞ 0.005 0.063 0.42 0.9

b 0.62 0.38 0.008 0.11 0.77 1.68

Note: All dE/dx values were calculated for z0 = 0.5 nm, and the values of the permittivity components were taken from published data for
SiC [9], MgO [10], GaAs [11], doped silicon [12]; γ for SiC (γ/ωT = 0.006) corresponds to [9]; in all other cases, γ/ωT = 0.01.
CHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005
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an analysis of the atomic trajectories near the solid sur-
face, was presented in [6].
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Abstract—The influence of the properties of an excitable system on the characteristics of the coherence reso-
nance effect have been studied by experimental and numerical methods. The transition from monostable to
bistable regime is accompanied by the appearance of a false maximum in the regularity parameter of the power
spectrum plotted as a function of the noise intensity. An increase in the dimensionality of the system activates
a mechanism whereby the noise reveals oscillatory dynamics, also resulting in the appearance of an additional
maximum in the regularity parameter. © 2005 Pleiades Publishing, Inc.
Introduction. In recent years, it has become clear
that the phenomenon of noise-induced coherence in
excitable systems (the coherence resonance effect) has
a general character and is frequently encountered in
adjacent fields of science. In particular, manifestations
of this effect in neuron dynamics provide for a new out-
look on the problem of the functioning of an ensemble
of neurons in the presence of noise. In the initial stage
of research, the most general laws of this phenomenon
were studied via theoretical analysis of the simplest
models of excitable systems [1–3], including their
piecewise linear approximations [4]. By now, the main
mechanisms of the coherence resonance effect have
been established and the laws of behavior of such excit-
able systems in ensembles have been studied [5–7].
However, a number of questions related to the depen-
dence of this effect on the properties of an excitable
system are still insufficiently clear.

As is known, an excitable system is characterized by
the presence of a pseudo-orbit representing an almost
closed trajectory [8]. A comparative analysis of several
models belonging to the class of excitable systems
shows that the number of segments of such a pseudo-
orbit may exceed one if the system under consideration
has several sequentially attained stable states (i.e.,
exhibits multistability). Some results indicate that
noise-induced coherence also takes place in such cases,
but the characteristics of this effect (in particular, the
shape of the Fourier spectrum of the power of noise-
induced oscillations) are significantly different from
those in a monostable case [4].

Now, it is also clear that the dimensionality of the
pseudo-orbit embedding space is another important
factor. In particular, it was demonstrated [4] that the
noise-induced coherence arises upon the passage from
one- to two-dimensional model of an overdamped
bistable oscillator. In another limiting case [9], it was
1063-7850/05/3104- $26.00 ©0302
shown that coherence resonance is possible in a
bistable system with delayed feedback, which corre-
sponds to an infinite dimensionality of the pseudo-orbit
embedding space.

This Letter presents the results of radiophysical and
numerical experiments providing information on the
influence of the aforementioned factors on the charac-
teristics of the coherence resonance effect.

Description of the model. We have studied a
radiophysical model comprising an inertial nonlinear
unit having an N-shaped characteristic, with feedback
in the form of a low-pass RC filter (Fig. 1a). By select-
ing a working point on the N-shaped characteristic, it
is possible to realize both monostable and bistable
regimes (with one or two pseudo-orbit segments,
respectively). By varying the number of RC units in the
feedback chain, it was possible to change the filter
order, which corresponded to a change in the dimen-
sionality of the pseudo-orbit embedding space. In the
case of a single-unit filter and a monostable regime of
the nonlinear element, the equations describing the
model system can be reduced to those of a model of the
FitzHugh–Nagumo type [10]. For a system with an
N-unit filter, a mathematical model of the device
(Fig. 1a) is described by the following set of equations:

(1)

where the equation for x refers to the bistable system
proper with a potential determined by the parameters a
and b (we have studied the case of a = 2 and b = 4); the
equations for yi (i = 1, …, N) describe the feedback

ẋ = ax bx3– εyN– Dξ t( ), τ ẏ1+  = k x c+( ) c– y1–( ),

c a ε–( )/b,

τ ẏ2 y1 y2–( ),=

…
τ ẏN yN 1– yN–( ),=

=
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chain involving an N-unit low-pass filter (each unit hav-
ing the time constant τ = RC); ε is the feedback coeffi-
cient; D is the intensity of the white noise ξ(t) with a
zero mean (〈ξ (t)〉  = 0). The second equation of the sys-
tem is written so that, by changing the control parame-
ter k, it is possible to select the case with one or two sta-
ble equilibrium states. In the radiophysical model
depicted in Fig. 1a, this selection was effected by set-
ting the necessary bias voltage Ubal (controlled by
potentiometer R15) and the feedback gain (controlled by
potentiometer R14).

In order to qualitatively assess the degree of regular-
ity and the regime of the noise-induced oscillations, we
have calculated the degree of inhomogeneity of the
spectrum of the signal power spectrum [11, 12]. This
method has proved to work well with the spectra of any
shape, including those with several maxima, and was
successfully used in the investigations of stochastic
dynamics in the ensembles of excitable systems [6, 7].
At the same time, the absolute value of the degree of
regularity β depends on the parameters of the scheme of
numerical calculations of the Fourier spectrum (e.g., on
the number of readings). For this reason, these parame-
ters remained unchanged and were the same during the
processing of data from both numerical and radiophys-
ical experiments. The obtained β values fall within the
interval between 0 (white noise) and 1 (harmonic oscil-
lations).

Results and discussion. The results of our investi-
gation of the noise-induced dynamics of the model sys-
tem in monostable and bistable regimes showed that, in
both cases, low values of the regularity parameter β
correspond to small and high noise intensities D. Inter-
mediate D values correspond to the generation of a rel-
atively regular sequence of pulses of approximately
equal duration and, accordingly, to large β values
reflecting the presence of the coherence resonance
effect.

Figures 1b and 1c show the typical spectra of noise-
induced oscillations in the bistable and monostable
regimes, respectively. According to the results of both
numerical and radiophysical experiments, the plot of β
versus D for the monostable regime exhibits a clearly
pronounced single maximum (Fig. 2a). The curve
obtained for the bistable regime (Fig. 2b) has a more
complicated shape, with an additional maximum in the
region of a low noise intensity (D ≈ 0.05) observed in
both numerical (curve 1) and radiophysical (curve 3)
experiments. The results of our investigation showed
that the additional maximum is related to special fea-
tures in the behavior of a system with two stable equi-
librium states.

In the simplest case, an excitable system has a single
stable equilibrium state, in which the system occurs in
a nonexcited state and to which it returns upon genera-
tion of a pulse in response to external excitation.
According to [2], the mechanism of the coherence res-
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      200
onance effect in this case is based on the balance of two
characteristic times. One of these times is related to
activation of the system from a stable equilibrium state
and depends on the acting noise intensity (determining
the time to attaining the threshold). The second charac-
teristic time corresponds to the duration of motion over
the pseudo-orbit and is determined by the intrinsic
properties of the system rather than by the noise inten-
sity. The system response is a random sequence of
pulses with a fixed duration.

In the case of two equilibrium states, the system
cannot immediately and directly return back to the state
in which it occurred before activation. Instead, the sys-
tem first jumps to another equilibrium state, and only
from that state can it return back. Thus, the pseudo-
orbit in this case consists of two segments, which are
sequentially passed one after another. At low noise
intensity, the system exhibits rare random jumps from
one to another equilibrium state and spends time pre-
dominantly in one of these states. As a result, for any
finite observation time, there is an interval of D values
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Fig. 1. (a) Schematic circuit diagram of the experimental
setup (R1 = R12 = 100 kΩ; R2 = R3 = R6 = R9 = R10 = R13 =
10 kΩ; R4 = 150 kΩ; R5 = 2.2 kΩ; R7 = 5.1 kΩ; R8 = 57 kΩ;
R11 = 0.68 kΩ; R14 = R15 = 20 kΩ; C1 = 150 pF; R = 7.5 kΩ;
C = 0.1 µF; (b, c) typical normalized power spectra of noise-
induced oscillations in the bistable and monostable regimes,
respectively.
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in which the signal has a significant constant com-
ponent. The Fourier spectrum of such a signals exhibits
a pronounced peak at a zero frequency, which accounts
for the appearance of an additional false maximum in
the regularity parameter. Since the degree of mani-
festation of this effect depends on how the equilibrium
states are “projected” onto the response signal of the
system under consideration, this maximum can be
eliminated by properly selecting the time series.
For example, curve 2 in Fig. 2b was calculated using a
time series representing the deviation of the state of
system (1) on the phase plane (x, y1) from a straight line
defined by the zero isocline equation  = 0. The pas-
sage to this frame of reference leads to the loss of all
information about the particular equilibrium state in
which the system occurs. As can be seen, the β versus
D curve in this case exhibits only the main peak of reg-
ularity, while the false peak in the region of low noise
is absent.

In the course of investigation of the stochastic
dynamics of a system with increasing dimensionality,
we have calculated the degree of regularity β of the
response of system (1) with one (k = 4) and two (k = 1)
equilibrium states for various numbers of equations
(various numbers of RC units in the low-pass filter)
describing the feedback chain. In the bistable regime,
the degree of regularity was calculated for the magni-
tude of deviation from the zero isocline  = 0.

The results of numerical modeling showed that, for a
relatively small number of RC units (N = 1, 2, 3, and 5),
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Fig. 2. Plots of the degree of regularity of the noise-induced
oscillations in the (a, c) bistable and (b, d) monostable
regimes, respectively: (a, b) N = 1. Curves 1 and 3 exhibit a
false regularity maximum (see the text for explanation);
(c, d) curves refer to various numbers of RC units in the
feedback chain. The curve in (a) and curve 3 (b) were
obtained in the radiophysical experiment; all other curves
were obtained by numerical modeling using Eqs. (1).
TE
the β versus D curve has a single maximum (Figs. 2c
and 2d). However, an increase in the number of units to
N = 10 and above leads to the appearance of an addi-
tional maximum in the regularity in the region of low D
values. In this case, in contrast to the false regularity
peak considered above, the additional maximum
reflects real ordering of the noise-induced oscillations.
As the number of equations (or the number of filter
units) increases, the properties of the feedback chain
approach, to a certain extent, the properties of a delay
line with a fixed time T = Nτ. As is known from the the-
ory of radio circuits, this gives rise to autooscillations
with a frequency multiple of 1/T, provided that the gain
ε of the feedback chain is sufficiently high. If the ε
value is insufficiently large, the system is underexcited
but, nevertheless, the noise action reveals an autooscil-
latory dynamics [1, 14]. A maximum in the regularity
of oscillations is observed when the average time of the
noise activation of an excitable system coincides with
the delay time (D ≈ 2 in Figs. 2c and 2d). From this
standpoint, our results are equivalent to a “finite-dimen-
sionality” approximation [9], where noise-induced
coherence was found for the first time in a delayed
feedback bistable system.

Conclusions. The results of our numerical and
radiophysical experiments showed that an excitable
system may exhibit the coherence resonance effect in
both monostable and bistable regimes, but the presence
of two equilibrium states has to be taken into account in
the calculation of the quantitative characteristics of reg-
ularity. An increase in the dimensionality of the system
leads to the manifestation of another mechanism of
noise-induced coherence. In this case, the plot of the
degree of regularity exhibits two maxima correspond-
ing to different noise intensities. The above results are
of importance for the development of clearer notions
about various aspects of the noise-induced coherence
and more adequate interpretation of the behavior of sto-
chastic excitable systems entering into ensembles.
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Abstract—A method of monitoring the water content of homogeneous (single-layer) and composite (two-
layer) materials in the course of microwave heating is described. According to this, microwave heating is per-
formed for a short period of time, after which the temperature is measured in each layer and the water content
is calculated using relations established with allowance for the attenuation of the incident electromagnetic wave
power. © 2005 Pleiades Publishing, Inc.
Microwave thermal treatment is the most effective
means of fighting harmful flora and fauna (fungi,
insects, termites, etc.) occurring in some structural
materials, since it is possible to heat both the surface
and deeper layers of the structure. In practice, this treat-
ment is performed using microwave beam sources of
the open cavity type [1, 2]. In order to select an opti-
mum thermal treatment regime, it is necessary to know,
among other parameters, the initial water content in the
target material. Methods for determining the water con-
tent in homogeneous materials are well known [3–5].
At the same time, no methods are available for monitor-
ing the water content in inhomogeneous (in particular,
double-layer) materials, especially in cases of practi-
cally unlimited volume (walls, floors, etc.). However,
knowledge of the laws of microwave heating provides
a relatively simple approach to indirect monitoring of
the water content in processed materials.

Consider a microwave radiator of the horn type
emitting a plane electromagnetic wave from the known
effective area. With neglect of the drying action, equa-
tions describing the temperature field in a two-layer
material irradiated by such a flat electromagnetic wave
normally incident onto the half-space x > 0 are as
follows:

(1)

(2)

Here, T1 and T2 are the local temperatures of the first
(outer) and second (inner) layers, respectively; x is the
coordinate; aT1 and aT2 are the thermal diffusivities of
the corresponding layers; c1, ρ1 and c2, ρ2 are the heat

∂T1

∂τ
--------- aT1

∂2T1

∂x2
-----------

p1 x W1,( )
c1ρ1

------------------------,+=

∂T2

∂τ
--------- aT2

∂2T2

∂x2
-----------

p2 x W1 W2, ,( )
c2ρ2

----------------------------------.+=
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capacities and densities of the layers; p1 and p2 are the
specific microwave radiation powers deposited in each
layer; W1 and W2 are the water contents in the layers;
and τ is the current time.

The boundary conditions for the problem described
by Eqs. (1) and (2) can be written as

(3)

(4)

(5)

(6)

where σ1 is the thickness of the first (outer) layer, λ1 and
λ2 are the thermal conductivity coefficients, k0 is the
heat exchange coefficient, and Tsur is the temperature of
surrounding medium.

The powers deposited in each layer are described by
the equations [6–8]

(7)

(8)

where α1 and α2 are the coefficients of electromagnetic
wave damping in the corresponding layers, γ1 is the
coefficient of wave reflection from the first layer, and
p01 and p02 are the microwave radiation power densities
incident on the corresponding layers. The power inci-

T1 T2 T0 at τ 0,= = =

λ1
∂T1

∂x
---------

x σ1=

λ2
∂T2

∂x
---------

x σ1=

,=

T1 x σ1= T2 x σ1= ,=

λ1
∂T1

∂x
---------

x 0=

k0 T1 x 0= T sur–( ),=

p1 x W1,( ) = 2α1 W1( ) p01 1 γ1 W1( )–[ ] 2α1 W1( )x–[ ] ,exp

0 x σ1,≤ ≤

p2 x W1 W2, ,( ) = 2α2 W2( ) p02 2α2 W2( ) x σ1–( )–[ ] ,exp

x σ1,>
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dent on the second (inner) layer can be calculated using
the formula

(9)

In the case of high-rate microwave heating for a
short period of time, we may ignore the heat transfer
inside the target by means of thermal conductivity

 @ aT( ). Then, the rates of heat evolution
will depend only on the damping and reflection coeffi-
cients (which are functions of the water content), and
system of equations (1)–(4) can be solved analytically,
which yields

(10)

(11)

Using relations (10) and (11) and the known physi-
cal characteristics (α(W) and γ(W) functions) of the
materials in both layers, it is possible to determine the
final (reached for the fixed time τ = τrad of the micro-
wave treatment) values of the temperatures TK1 and
TK2, which will depend on the water content in each
layer. Thus, the proposed method of monitoring of the
water content consists in microwave heating (irradia-
tion) of a two-layer material for a short period of time
τrad , after which the microwave source is switched off,
the temperatures of layers (TK1, TK2) are measured, and
the water contents in the layers are calculated using for-
mulas (10) and (11). In order to exclude the error
related to a nonuniform radiation pattern of the horn
radiator, the TK1 and TK2 values should be measured at
the points on the radiator symmetry axis. The results of
application of the proposed method are illustrated by
the data presented in Figs. 1 and 2.

As can be seen, the results of W1(TK1) and W2(TK2)
determination at large depths are rather ambiguous.
Indeed, an increase in the water content leads to a
growth of the damping coefficient and a drop in the
radiation power delivered to the bulk of material. Ini-
tially (at a low water content), the growth of the damp-
ing coefficient prevails and the material temperature
increases throughout the layer. However, at a higher
water content, the effect of attenuation of the micro-
wave radiation power supplied to a given depth
becomes more pronounced. Since a considerable part
of the incident power is absorbed in the surface layers,
the rate of heating of the deeper layer decreases (Fig. 1,

p02 p01 1 γ1 W1( )–[ ] 2α1 W1( )σ1–[ ] .exp=

T / τ∂∂ T2 / x2∂∂

TK1 W1 x τ rad, ,( ) = T0

2α1 W1( )p01 1 γ1 W1( )–[ ]τ rad

c1ρ1
---------------------------------------------------------------------+

× 2α1 W1( )x–[ ] ,exp

TK2 W2 x τ rad, ,( ) = T0

2α2 W2( )p02 1 γ2 W1( )–[ ]τ rad

c2ρ2
---------------------------------------------------------------------+

× 2α2 W2( ) x σ1–( )–[ ] .exp
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curves 4 and 5; Fig. 2, curve 5). Taking into account the
well-known difficulties encountered in the determina-
tion of the heat-exchange coefficient, it is generally rec-
ommended to perform the temperature measurements
within the framework of the proposed method at small
distances from the surface of each layer.

In order to select the irradiation time (τrad), let us use
the adiabatic approximation condition, whereby the heat
transfer via thermal conductivity can be ignored. This
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Fig. 1. The results of rapid determination of the water con-
tent W1 using the results of measurements of the tempera-
ture TK1 reached in the first layer of a two-layer structure
(gypsum plaster on brick wall) during microwave heating at
T0 = 20°C, τrad = 60 s, p01 = 70.4 kW/m2 (incident power
density at the point on the material surface on the horn radi-
ator axis). The curves refer to various depths x = 0 (1), 5 (2),
10 (3), 15 (4), and 30 mm (5); the water content is calculated
per unit weight of absolutely dry material.
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Fig. 2. The results of rapid determination of the water con-
tent W2 using the results of measurements of the tem-
perature TK2 reached in the second layer of a two-layer
structure (gypsum plaster with W = 10% and a thickness of
σ1 = 35 mm on brick wall) during microwave heating at

T0 = 20°C, τrad = 60 s, p01 = 70.4 kW/m2 (incident power
density at the point on the material surface on the horn radi-
ator axis). The curves refer to various depths x = 35 (1),
40 (2), 45 (3), 50 (4), and 65 mm (5); the water content is
calculated per unit weight of absolutely dry material.
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approximation is applicable provided that  @

aT( ), or [6]

(12)

Note that this condition does not involve the incident
power. The contribution of a term responsible for the
thermal conductivity will not exceed 5% when

(13)

For example, the maximum irradiation time for a brick
wall with a water content of W = 15% is τmax = 124 s.
The lower the water content, the higher the τmax value.

T / τ∂∂
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Fig. 3. The results of rapid determination of the water con-
tent using (1) the proposed method of microwave heating
(p01 = 70.4 kW/m2; τrad = 120 s) and (2) the direct measure-
ments in a two-layer structure (gypsum plaster with W =
10% and a thickness of σ1 = 35 mm on brick wall; T0 =
20°C): (a) water content W1 in the plaster at x = 10 mm;
(b) water content W2 in the brick wall at x = 45 mm.
TE
However, large irradiation times may introduce addi-
tional errors into the results of measurements because
the temperature of the material surface may be close to
100°C. Indeed, for a standard microwave heating
regime (p01 = 70.4 kW/m2 for P = 0.75 kW at f =
2450 MHz), the surface temperature of a gypsum plas-
ter with a water content of W = 15% reaches 100°C for
τrad = 120 s. This example also shows that the irradia-
tion time should not be selected large for materials with
high initial water contents.

On the other hand, an excessively short irradiation
time leads to weak heating, so that the difference in the
temperatures of materials with different water contents
will be rather insignificant. For example, in a two-layer
system of gypsum plaster with W = 10% on a brick
wall, irradiation at the same level of incident power
(p01 = 70.4 kW/m2) for τrad = 20 s leads to a temperature
difference as small as 0.5 K at points in the second layer
(brick wall) at a depth of 10 mm with the water content
differing by 1%.

The results of our evaluations showed that, in prac-
tical implementation of the proposed method, the
parameter τrad can be selected using a simple relation:

(14)

Figure 3 presents data on the water content in a two-
layer structure determined by the method described
above, in comparison to the results of direct measure-
ments. The relative mean square error of the proposed
method does not exceed 6.5%.
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Abstract—The force of friction between a steel plate and a steel sample oscillating at a frequency of
60−70 kHz has been studied as a function of the oscillation amplitude. The static friction force rapidly decays
when the oscillation amplitude increases from zero to 0.1 µm. Then, the force decreases only slightly as the
amplitude grows further up to about 0.5 µm. The experimental data are interpreted within the framework of a
theoretical model comprising two bodies moving in a random potential and coupled by a randomly oscillating
bond. An analysis of this model shows that the oscillation amplitude at which the behavior of the friction force
exhibits a qualitative change corresponds to a spatial scale producing a maximum contribution to the frictional
force. From this, it is concluded that friction in the steel–steel couple originates on a scale of about 50 nm.
© 2005 Pleiades Publishing, Inc.
Introduction. In order to formulate adequate mod-
els of the friction and wear processes, it is necessary to
know the characteristic scale of phenomena responsible
for the formation of friction forces in a given system.
Determining this scale is frequently a nontrivial prob-
lem, because (i) processes in the friction zone are inac-
cessible to direct experimental observation and (ii) the
macroscopic force of friction is insensitive to the spatial
scale on which the friction arises.1 Therefore, recon-
struction of the microscopic interaction potential from
the macroscopic friction force is impossible. Despite
extensive development of the physics of friction in the
past two decades, the characteristic spatial scale pro-
ducing the maximum contribution to the friction is still
unknown for most materials of interest from the stand-
point of practical tribology.

Previously, it was theoretically demonstrated [2–4]
that the microscopic interaction potential responsible
for the friction force formation can be reconstructed
from the known behavior of the static friction force in a
couple where one of the bodies performs high-fre-
quency oscillations. The static friction force in the pres-
ence of such oscillations depends on the oscillation
amplitude. At a given amplitude, the friction force pro-
vides information about the interaction potential com-
ponent with a wavelength on the order of this ampli-
tude. Thus, by measuring the static friction force as a
function of the oscillation amplitude, we can obtain
information about the entire spectrum of the interaction
potential in a wavelength range corresponding to the
interval of variation of the amplitude of oscillations of
the body performing high-frequency oscillations. This

1 This statement can be illustrated using the Tomlinson model [1],
in which the macroscopic force of friction in the limit of strong
damping turns out to be independent of the period of the interac-
tion potential responsible for the appearance of friction.
1063-7850/05/3104- $26.00 0309
idea underlies the method of tribospectroscopic investi-
gation of the friction surfaces.

This paper reports the results of our experimental
study of the force of friction in a steel–steel couple as a
function of the oscillation amplitude. These results are
compared to theoretical predictions so as to investigate
the spatial scale responsible for the main contribution
to the friction force in the couple studied.

Experimental setup and results. The main mea-
suring element in our experimental system is a sample
whose ends are in contact with the base plate (Fig. 1).
Using piezoelements incorporated in the middle part of
the sample, it was possible to change the sample length
by applying an ac voltage with a frequency of 60–
70 kHz. Since the exact frequency corresponded to the
intrinsic resonance, the oscillation amplitude could
reach about 1 µm. The frequency was automatically
tuned in resonance with the aid of a special controller.
The amplitude of sample oscillations ∆l/2 on one of the
ends was measured using a laser vibrometer employing
the Doppler effect (data readout frequency, 1 MHz).
The total amplitude (∆l) was assumed to be twice as
large as the value measured at the end. The sample was
moved along the base plate with the aid of a soft spring.
In order to eliminate jumps upon reaching the critical

1

2

3
u(t)

Fig. 1. Schematic diagram of the measuring sample on a
base plate: (1) vibrator; (2) piezoelements; (3) force sensor.
© 2005 Pleiades Publishing, Inc.
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static friction force, the spring was provided with a
damping element.

Each experiment consisted in moving the sample
over a distance of about 10 cm while monitoring the
spring tension as a function of time. The measured
force varied with the time in a random manner. Using
these data, the mean square friction force 〈F2〉  was cal-
culated over the entire duration of each experiment in
the same way as in the theoretical analysis (see below).
The results were averaged over five experiments per-
formed for the same oscillation amplitude. It should be
noted that, for the random force, the mean square value
amounts to 0.5 of the average static friction force deter-
mined as a limiting friction force at low sliding veloci-
ties. Thus, the experimentally measured value is
directly related to the static friction force acting on the
oscillating sample. The average sliding velocity (i.e.,
the velocity of motion of the sample) was selected to be

500

400

300

200

100

0 0.1 0.2 0.3 0.4 0.5
∆l, µm

〈F2〉 , mN

Fig. 2. A plot of the mean square of the friction force 〈F2〉
versus oscillation amplitude ∆l. Symbols represent the
experimental data; the solid curve shows the results of
model theoretical calculations based on Eqs. (3) and (4)
with k0 = 21 µm–1.

l(t) F

Fig. 3. A model system of two bodies coupled by an oscil-
lating bond of variable length l(t) moving under the action
of force F in a random potential.
TE
sufficiently small (typically within 0.25–0.5 mm/s) so
as to eliminate the influence on the friction force. This
velocity was always much smaller than the velocity of
oscillations (7–250 mm/s).

Figure 2 shows a typical experimental curve of the
mean square friction force 〈F2〉  versus oscillation
amplitude ∆l. As can be seen, the static friction force
rapidly decays when the oscillation amplitude increases
from zero to 0.1 µm. Then, the 〈F2〉  value decreases
only slightly as the amplitude grows further to about
0.5 µm.

Theory and its comparison to experiment. the
experimental results are interpreted within the frame-
work of a model described previously [2]. Let us briefly
outline this model (Fig. 3). We consider two point
masses coupled by a rapidly oscillating bond of length

(1)

and moving in the presence of a constant external
force F in a random potential U = U(x) defined by the
spectral expansion

(2)

where ϕk are the random phases that are assumed to be
uncorrelated.

For the mean square “macroscopic” force (averaged
over a time interval significantly greater than the sam-
ple oscillation period), this yields the expression [2]

(3)

where c(k)2 is the spectral density of the interaction
potential, J0(z) is the zero-order Bessel function, and Φ
is a constant determining the average square of the
force acting in the random potential on each body of the
couple. In the simplest case, that of a potential with a
single component corresponding to the wavevector k0,
the square of the friction force is proportional to

. In this case, the friction force vanishes at

 ≈ 2.4 and then increases again.

Now, let us assume that the interaction potential has
a continuous spectrum of wavevectors but that the sys-
tem is characterized by a certain characteristic scale
producing the main contribution to the friction force.
This implies that the spectral density of the interaction
potential has a maximum at a certain value of k = k0. In
a system with random interactions, the width of the
spectral density function in the space of wavevectors is,
generally speaking, on the same order of magnitude as

l l0 ∆l ωt( )sin+=

U x( ) c k( ) kx ϕk+( )cos k,d
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the characteristic wavevector k0. One possible model of
such spectral density distribution is

(4)

The mean square friction force calculated for this spec-
tral density using formula (3) and normalized to the
friction force at ∆l = 0 is depicted by a solid curve in
Fig. 2. The best fit of the experimental data to the theo-
retical curve is observed for k0 = 21 µm–1. Therefore,
the main contribution to the friction force is due to
interactions on a spatial scale of L ~ 1/k0 ≈ 0.05 µm =
50 nm.

Conclusions. We studied the dependence of the
static friction force between a steel plate and a rapidly
oscillating steel sample. According to theoretical pre-
dictions, the friction force significantly decreases when
the oscillation amplitude is on the order of a wave-

c k2( )
k k0–( )2

2k0
2

--------------------–
 
 
 

.exp=
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length corresponding to the spatial scale producing the
maximum contribution to the microscopic interaction
potential responsible for the friction force. Based on the
experimental results, we may conclude that this charac-
teristic scale for a steel–steel couple studied is on the
order of 50 nm. The knowledge of this scale is a neces-
sary prerequisite for the development of adequate mod-
els of friction and wear.
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Abstract—An inverse-pinch plasma opening switch (POS) of a new type has been studied, which is capable
of switching a 300–400 kA current at a rise time of ~1 µs and a current fall rate of 8 × 1012 A/s. The POS can
operate at both negative and positive polarity of the central electrode. © 2005 Pleiades Publishing, Inc.
Introduction. In widely used plasma opening
switches (POSs), the interelectrode plasma shunt is typ-
ically created by injecting plasma from the outer to
inner (central) electrode. Recently, Moshella et al. [1]
suggested a device called the inverse-pinch POS, in
which plasma is injected from the central electrode
toward an outer one by means of a special source. In
this way, it is possible to form an azimuthally uniform
plasma layer that favors a better switching performance
of the POS.

We have designed and studied a new inverse-pinch
POS, in which plasma (also injected from the inner to
outer electrode) is generated using a traditional plasma
injector.

Setup description. In our setup, the current source
comprised a driver, equipped with a capacitive energy
storage and a transmission line, with the following
characteristics: capacitance, 8 µF; charging voltage, up
to 85 kV; inductance of the current circuit (including
POS), 175 nH; initial current buildup rate, about
0.5 kA/ns.

Figure 1 shows a schematic diagram of the chamber
containing a POS and a plasma channel. The experi-
ments were performed in a cylindrical plasma chamber
with an inner diameter of 240 mm and a central elec-
trode diameter of 65 mm. A coaxial gas–plasma injec-
tor [2] is situated on the end flange of the chamber. The
injector battery is switched on after admitting the
plasma-forming gas (air or nitrogen) into the interelec-
trode space with the aid of a pulsed gas valve. The
plasma jet is delivered via a metal tube (plasma guide)
inside the central electrode of the POS, where a special
forming system converts the plasma flow from axial to
radial. The plasma flow enters the interelectrode space
via slits or through a grid, forming an azimuthally uni-
form layer. The interelectrode gap of the POS is
bounded by an anode insert comprising two rings and a
cylindrical metal grid. The regime of the plasma injec-
1063-7850/05/3104- $26.00 ©0312
tor and the delay time of the pulsed current generator
were selected so as to insure that the critical current
would be within 300–400 kA. The current pulse rise
time was on a level of 1 µs. The currents were measured
using a system of Rogowski loops.

Experimental results. The proposed POS switched
current for both a positive and negative polarity of the
central electrode. Figure 2 shows the typical oscillo-
grams of currents in two cross sections between the cur-
rent generator and the POS, measured for a negative
polarity of the central electrode. As can be seen, the
currents in these sections virtually coincide in the stage
of conduction, during the jump in the plasma resis-
tance, and in the subsequent stage. The plasma resis-
tance in the conduction stage was ~25 mΩ (this value
was determined using a function fit to an experimental
oscillogram of the current). In the pulse presented in
Fig. 2, the current transferred via plasma was 360 kA
within 0.9 µs, the jump amplitude was 150 kA, and the
current fall rate was 8 × 1012 A/s. As can be seen from
Fig. 2, a high plasma resistance is retained for a long
period of time. The character of erosion observed on the

7

1 2 3 4 5 6

Fig. 1. Schematic diagram of the new inverse-pinch POS:
(1) vacuum chamber; (2) central electrode; (3) outer elec-
trode; (4) plasma layer; (5) plasma guide; (6) plasma injec-
tor; (7) driver.
 2005 Pleiades Publishing, Inc.
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central electrode showed evidence of a high homogene-
ity of plasma in the POS region.

Conclusions. We implemented a new method for
the formation of a plasma layer in a POS. An advantage

400
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100

0 0.5 1.0 1.5 2.0
t, µs

Current, kA

Fig. 2. Typical current oscillograms measured in two sec-
tions of the POS.
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of the proposed method is the possibility of using a sin-
gle plasma injector placed outside the plasma chamber
and ensuring high azimuthal homogeneity of a plasma
layer in the POS. The current fall rate in the POS
reached 8 × 1012 A/s at an initial buildup rate of 0.5 ×
1012 A/s, which gives a ratio in excess of K = 15. High
operation performance of the POS (high current fall
rate, big jump amplitude, and high POS resistance
retained for more than a microsecond) is reached with-
out using external magnetic fields. The POS operated
with currents in the 300–400 kA range for both positive
and negative polarity of the central electrode.
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Abstract—The influence of thickness jump in a kinoform X-ray lens on transmitted beam formation in the near
and far field has been studied for the first time using a numerical diffraction model. © 2005 Pleiades Publishing, Inc.
The aperture of an X-ray beam transmitted through
an X-ray refractive lens [1–3] is limited as a result of
radiation absorption at the edge, where the lens thick-
ness is relatively large [4]. In order to increase the
effective aperture, it is possible to reduce the lens thick-
ness in the peripheral region by an amount correspond-
ing to the jump in the phase of the transmitted radiation
by a multiple of 2π [5]. The most developed prototype
of such a device is offered by a kinoform planar fern
lens [5] comprising a set of numerous peripheral parts
of a parabolic lens attached to the central part. This
composite lens structure is multiply repeated so as to
form a unified block. However, the presence of sharp
jumps in the lens thickness at the boundaries between
elements may give rise to diffraction effects. This paper
reports on the results of the first investigation of such
diffraction effects using a numerical method developed
previously [6].

According to the proposed model, the system is
described using step-by-step numerical integration of a
parabolic quasi-optical equation for the complex ampli-
tude A(x, z) of the synchrotron radiation propagating
along the z axis (coinciding with the optical axis of
the lens):

(1)

where x is the transverse coordinate. The initial value of
the wave amplitude at the entrance of the lens is deter-
mined by the distance from the radiation source and by
the radiation source size:

(2)

where k = (ω/c) is the wave vector and ε is the per-
mittivity. It was assumed that the X-ray beam is narrow
and has a Gaussian profile. The model can be generalized
to the case of partly coherent radiation. In contrast to the
paraxial approximation for a refractive lens with para-
bolic density profile [4], the numerical model used in this
study allows refractive lenses with arbitrary profiles to be
studied, including those with groove-like surfaces [2].

2ik∂A/∂z ∆⊥ A k2 ε ε0–( )/ε0[ ] A,+=

A x z, 0=( ) A0 x( ),=

ε0
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The results of numerical calculations of the trans-
mitted radiation intensity on the axis of planar lens with
a parabolic density profile are presented by curve 1 in
Fig. 1. The calculations were performed for 1 – ε =
10−5, an imaginary part of the complex permittivity of
10–7, and an X-ray beam energy of 12.4 keV. The posi-
tion of the intensity maximum behind the lens was
compared to the estimate obtained for the focal distance
of a thin lens within the framework of geometrical
optics. The focal length F of an elementary refractive
lens as a function of the curvature radius R is given by
the formula [4]

(3)

For the above parameters, the focal length is F =
6625 mm, which is in good agreement with the results
presented in Fig. 1.

F 2R/ 1 ε–( ).=
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Fig. 1.  Transmitted X-ray beam intensity profiles on the
axis behind a parabolic refractive lens for a narrow incident
12.4-keV coherent beam: (1) single planar parabolic lens
with a 40 µm thickness jump (corresponding to the exact
phase shift); (2) kinoform lens with a reduced phase shift
(35 µm thickness jump); (3) single planar parabolic lens
with a reduced curvature of the central part (corresponding
to that of lens 2).
 2005 Pleiades Publishing, Inc.
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Consider a kinoform lens in which layers with thick-
nesses δd corresponding to phase shifts n2π (where n is
an integer) for a given wavelength λ are removed in the
peripheral parts:

(4)

Calculations performed for a kinoform lens profile with
a single phase shift corresponding to two wavelengths
(equivalent to a thickness of about 40 µm) showed that
the intensity at the focus increases by approximately
15% for the given parameters of the lens and the beam.
In these calculations, the profile of the lens thickness
variation was smoothened on a 0.1 µm scale.

In order to estimate the sensitivity of the system
with respect to deviations of the lens thickness from the
exact value given by expression (4), we have performed
analogous calculations for a thickness jump reduced to
35 µm. The beam intensity variation on the axis behind
the lens is in this case depicted by curve 2 in Fig. 1. For
comparison, curve 3 shows the transmitted intensity for
a parabolic lens with reduced curvature of the central
part. As can be seen in curve 2, there appear clear oscil-
lations in the intensity (which were practically insignif-
icant when the lens thickness jump corresponded to
condition (4)). The intensity at the focus is 25% lower
as compared to that for a kinoform lens with exact 4π
phase shift.

Similar results were obtained upon modeling of the
X-ray beam transmission through a system of 20 kino-
form lenses with 40-µm-thick gaps. In this system, the
intensity at the focus increases by a factor of 5, while
the focal distance decreases by a factor of 20, which is
in agreement with the geometrical optics approxima-
tion. Symmetric violation of the conditions of phase
matching on the left and right edges of the central zone
also leads to oscillations in the transmitted beam inten-
sity on the lens axis in the far field. However, the most
significant changes are still observed in the near field
behind the lens.

Figure 2 shows the pattern of transmitted intensity
variations inside a multielement lens. A region of
smooth thickness variation in this case is observed at a
distance of 51 µm from the lens axis. As can be seen,
there also appears a trough in the radiation intensity dis-
tribution at the edge of the central region, where the
lens thickness is large. This trough is related to absorp-
tion in the medium. At a greater distance from the edge,
the intensity exhibits peaks. At the lens output, these
peaks form a pattern characteristic of the diffraction at
the screen edge. However, the appearance of such oscil-
lations cannot significantly influence the beam forma-
tion in a compact device (such as a planar fern lens)
with small extension along the axis [5], since these fea-
tures occur (even at the lens exit) far from the edge of
the first diffraction zone. However, in an extended
X-ray lens composed of kinoform elements, the appear-
ance of diffraction maxima at the edge of a high-order
diffraction band may impose increased requirements on

δd nλ 2/ 1 ε–( ).⋅=
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the accuracy of system adjustment relative to the beam.
The beam intensity distribution in the focal spot behind
the multielement lens has a simple structure and is close
to a Gaussian profile in the transverse direction.

Thus, analysis of the diffraction model of an X-ray
refractive kinoform lens shows that a sharp edge
between the 0th and 1st diffraction bands leads to the
appearance of fringes in the near-field intensity distri-
bution. In the far field, the influence of this discontinu-
ity is smoothened. At the same time, insufficiently
accurate phase matching in the kinoform lens may sig-
nificantly reduce the radiation intensity at the focus even
in comparison to the parabolic lens. In the case of a partly
coherent X-ray beam, these effects are less pronounced.
Based on the results of this investigation, we may con-
clude that kinoform lenses can be used to increase the
X-ray transmission through focusing systems.
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Fig. 2. X-ray beam intensity variation dynamics at a dis-
tance of 51 µm from the axis behind a multielement kino-
form lens (20 elements with 40-µm gaps).
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Abstract—A possible mechanism of the formation of fullerenes and carbon nanotubes is proposed that is based
on the notion of the strongly correlated state of π electrons in these materials (as well as in graphene layers).
The presence of this state, in which the π electron densities on both sides of the carbon framework tend to be
equal, decreases the energy of the system and stabilizes the carbon structure modifications under consideration.
It is suggested that the graphene layer fragments considered as the initial material are polarized under the action
of positive ions of inert gases or transition metals. This polarization leads to a redistribution of π electrons
between the two sides of the initially planar graphene layer, which violates the equality of electron densities.
As a result, the layer exhibits bending, which leads to the restoration of this equality. Under conditions of the
strongly correlated π electron state, polarization not only modifies the state of hybridization of the polarized
carbon atoms, but also leads to the formation of localized singlet pairs of π electrons (localized π-bonds).
These changes maintain and additionally stabilize the curved structure upon termination of the polarizing
action. © 2005 Pleiades Publishing, Inc.
Many papers have been devoted to the search for
mechanisms responsible for the formation of fullerenes
and carbon nanotubes (CNTs) [1–3]. This interest is
related primarily to the broad prospects for application
of these materials in various fields of technology, in
particular, nanoelectronics, as well as in biology and
medicine. The most widely used method for the synthe-
sis of fullerenes and CNTs is based on the electric arc
discharge between graphite electrodes in an inert gas
atmosphere. However, since the useful product yield is
rather low, much research effort is devoted to increas-
ing this yield; and this goal is difficult to achieve in the
absence of knowledge about the mechanisms underly-
ing the formation of carbon modifications under con-
sideration. The elucidation of such mechanisms
remains an important task.

It has been found that certain assumptions concern-
ing the formation of fullerenes and CNTs can be made
based on analysis of the behavior of π electrons in such
structures, with allowance for a strong Coulomb repul-
sion between these electrons and their participation in
the resonance π-bond formation, rather than within the
traditional approach based on the model of molecular
orbitals. In other words, the behavior of π electrons
must be described using an approach somewhat analo-
gous to that used for the description of the electron
structure of benzene and certain other aromatic com-
pounds [4–6].

According to this approach, π electrons exhibiting
strong Coulomb repulsion (estimated for benzene at
10 eV [4, 5]) tend to locate on atomic orbitals at maxi-
mum distances from each other. Then, side-lobe over-
1063-7850/05/3104- $26.00 0316
lap of the atomic 2pz orbitals of carbon atoms (similar
to that in benzene [6]) induces spin ordering, whereby
the spins of π electrons in the neighboring atoms are
oriented in the opposite directions. Under these condi-
tions, all electrons with spins aligned in the same direc-
tion must occur on one side of the carbon framework,
while electrons with the opposite spin orientation will
occur on the other side. Thus, allowance for both the
Coulomb repulsion between electrons and their
involvement in π-bonding leads to the notion of a
strongly correlated state of π electrons in these materi-
als, which implies both spatial and spin ordering of
electrons. However, it should be noted that the corre-
lated state of π electrons in the new structural modifica-
tions of carbon and in graphene is different from that in
benzene, since each π electron in the former structures
is correlated with three neighboring π electrons, rather
than with two as in benzene. This implies that some of
the collective motions possible in benzene [5] are pro-
hibited due to spin ordering in graphene, fullerenes, and
CNTs.

The aforementioned strong Coulomb repulsion
leads to the equality of π electron densities on both
sides of the carbon framework, which stabilizes the
structures (planar in graphene and curved in fullerenes
and CNTs). In accordance with these notions, the new
carbon modifications can form via a mechanism that
favors curvature of the graphene layer fragments under
external action as a result of the redistribution of π elec-
trons between two sides of the layer. The curvature
favors leveling of the electron densities as well as the
attainment of a new stable state for the bent fragment.
© 2005 Pleiades Publishing, Inc.
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It should be noted that we speak here of the deviation
from planarity for small fragments of the graphene
layer, involving only several carbon hexagons, that is,
we consider the initial stage of the nucleation of
fullerenes and CNTs.

One possible external factor acting upon the frag-
ments of a graphene layer and inducing redistribution
of the π electron density between two sides of the car-
bon framework is polarization under the action of pos-
itively charged ions possessing a high polarizing abil-
ity. The role of such ions can be played by positively
charged helium ions and by doubly charged transition
metal ions. The latter ions, capable of generating a
stronger polarizing field, are necessary for the forma-
tion of nanotubes from graphene fragments involving a
greater number of carbon hexagons.

Polarization of the graphene layer leads to deforma-
tion (elongation) of the 2pz orbital of a polarized carbon
atom in the direction of action of the polarizing force.
This is accompanied by hybridization of this orbital
with the other ones corresponding to a higher energy
level. The closest energy level of a carbon atom to
which a π electron can pass under the action of a polar-
izing force is the 2pz · 3s hybrid level, which is situated
above the 2pz level but below the 3s level.

Because of the strongly correlated state (primarily
due to the spin ordering), the transition of one π elec-
tron to the 2pz · 3s hybrid level must be accompanied by
the excitation of one of the three neighboring π elec-
trons (having opposite spins and occurring on the oppo-
site side of the carbon framework) to a similar hybrid
level. This results in the formation of a singlet electron
pair (i.e., a localized π-bond between the corresponding
adjacent carbon atoms). The simultaneous “escape” of
two π electrons from the correlated state, with the for-
mation of a singlet pair in one polarization event,
ensures the maintenance of the correlated state for all
other π electrons, on the one hand, and makes the redis-
tribution of π electrons irreversible upon termination of
the polarizing action, on the other hand. Indeed, return
to the previous distribution would require energy for
the breakage of the π-bond.1

Now let us consider the experimental data, which
might provide evidence for the proposed mechanism of

1 In order to estimate the energy scale of these interactions, a
change in the system energy can be evaluated using data on the
polarization-induced variations in the multiplicity of bonds. For
example, polarization of a graphene fragment consisting of two
hexagons (leading to the nucleation of a fullerene structure)
decreases the angle between C–C bonds from 120° to 108° (i.e.,
to the angle in pentagon). This bending is accompanied by a
change in the multiplicity of four C–C bonds from 1.33 (in
graphene) to 1.0, which requires approximately 2.1 eV. The
energy spent for the hybridization of orbitals of two carbon atoms
is about 3–3.5 eV. These expenditures are partly compensated by
an increase in the multiplicity of the C–C bond about which the
initial structure is bent: from 1.33 (in graphene) to 2.0 (which
corresponds to a ~1.0 eV change in the bond energy). Thus, the
estimated energy spent for the polarization is lower than the
polarization energy in graphene (7.5 eV).
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formation of the new carbon modifications. First, it was
suggested and then demonstrated that the initial materi-
als for the formation of fullerenes and CNTs are
graphene layer fragments [7, 8]. The proposed mecha-
nism also considers graphene fragments as initial ele-
ments of the new carbon modifications. Second, the
most effective method for the synthesis of fullerenes
and CNTs is based on the electric arc discharge [3], in
which the graphene layer fragments interact with posi-
tively charged ions of inert gases (such as helium or
argon). Third, the introduction of transition metals (Fe,
Co, Ni, etc.) into cathode materials increases the yield
of CNTs [9, 10]. In the arc plasma, these metals occur
in the form of positively charged ions with various
degrees of ionization. The transition metal ions can
effectively perform the same function of polarizing
graphene layer fragments as do the inert gas ions.

The above considerations show that the electric arc
discharge apparently provides all the conditions neces-
sary for the synthesis of new carbon modifications via
the proposed mechanism. However, this mechanism
stipulates an effective interaction between the graphene
layer fragments and the positive ions, whereas the effi-
ciency of this interaction in conventional electric arc
discharge reactors is by no means sufficiently high. As
can be seen from data presented in the figure, the
regions of existence of the graphene layer fragments
and positively charged ions (characterized by different
temperatures) in such systems are spatially separated.
In order to provide for more effective interaction, mea-
sures must be taken so that these regions will overlap to
a greater extent. The importance of the overlap of these

C, a.u.

0 r1 r2 r3

He+

Fe+

Fe2+

Schematic diagram showing the regions of existence of the
graphene fragments and positive ions in the arc discharge
plasma. The profiles of He+, Fe2+, and Fe+ ion densities are
plotted according to the ionization potentials of the corre-
sponding atoms [12]. The regions (r1–r2) and (r2–r3) corre-
spond to the possible formation of fullerenes and CNTs,
respectively; note that the former region corresponds to a
rather low density of positive ions, while the latter region
contains almost no such ions.
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regions is confirmed by the effective formation of
fullerenes and CNTs on the cathode walls [11]. In this
case, sputtering of the cathode bombarded by inert gas
ions leads to a yield of both carbon atoms (or ions) and
clusters, including the graphene fragments, which auto-
matically fall into the region of maximum positive ion
density.

Thus, we have proposed a new mechanism for the
formation of fullerenes and CNTs within the frame-
work of the model of a strongly correlated state of π
electrons. This mechanism is based on a purely electron
process of the π electron density redistribution between
two sides of an initially plane graphene layer, which
results in bending of this layer.

REFERENCES
1. Carbon Nanotubes: Synthesis, Structure, Properties,

and Applications, Ed. by M. S. Dresselhaus, G. Dressel-
haus, and Ph. Avouris (Springer, Berlin, 2001); Top.
Appl. Phys. 80 (2001).

2. W. Krätschmer, L. D. Lamb, K. Fostiropoulos, and
D. R. Huffman, Nature 347, 354 (1990).
TE
3. G. A. Dyuzhev, Plasma Devices Op. 10, 63 (2002).
4. L. V. Iogansen and V. V. Malov, Zh. Fiz. Khim. 52, 2658

(1978).
5. L. V. Iogansen, Dokl. Akad. Nauk SSSR 189, 281 (1969)

[Sov. Phys. Dokl. 14, 1071 (1969)].
6. L. V. Iogansen, Zh. Fiz. Khim. 59, 1952 (1985).
7. L. S. K. Pang, L. Prochazka, R. A. Quezada, et al.,

Energy Fuels 9, 38 (1995).
8. A. P. Burden and J. L. Hutchison, Carbon 36, 1167

(1998).
9. D. S. Bethune, C. H. Kiang, M. DeVries, et al., Nature

363, 605 (1993).
10. C. Journet, W. K. Maser, P. Bernier, et al., Nature 388,

757 (1997).
11. T. W. Ebbesen, Annu. Rev. Mater. Sci. 24, 235 (1994).
12. L. V. Gurvich, G. V. Karachevtsev, V. N. Kondrat’ev,

Yu. A. Lebedev, V. A. Medvedev, V. K. Potapov, and
Yu. S. Khodeev, Energy of Chemical Bond Rupture, Ion-
ization Potentials, and Electron Affinity (Nauka, Mos-
cow, 1974) [in Russian].

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005



  

Technical Physics Letters, Vol. 31, No. 4, 2005, pp. 319–321. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 8, 2005, pp. 12–18.
Original Russian Text Copyright © 2005 by Matyukhin, Grishina.

                                                                                
Kinetics of the Oriented Interaction of Accelerated Particles
with Nonchiral Carbon Nanotubes

S. I. Matyukhina,* and S. Yu. Grishinab

a Orel State Technical University, Orel, Russia
b Orel State Agricultural University, Orel, Russia

* e-mail: sim1@mail.ru
Received October 28, 2004

Abstract—Kinetics of the channeling of accelerated particles in nonchiral carbon nanotubes (i.e., those with
configurations other than armchair and zigzag) has been theoretically studied, with special attention devoted to
the oriented motion of positive ions. Based on the stochastic equations of motion inside nanotubes, the Fokker–
Planck equation for the function of particle distribution with respect to transverse variables is constructed on
the basis of first principles. The solution of this equation provides simple analytical formulas for the radial dis-
tribution of moving particles, their distribution with respect to the transverse energy, and the length of particle
dechanneling from nonchiral carbon nanotubes. © 2005 Pleiades Publishing, Inc.
The existing methods of doping fullerenes and car-
bon nanotubes (CNTs), based predominantly on the
introduction of impurities from vapor phase in the
course of synthesis [1–3], are characterized by low effi-
ciency and do not admit flexible modification of the
doping regime, especially in multistage technological
processes. Therefore, development of the methods for
obtaining carbon nanostructures containing incorpo-
rated ions, atoms, or molecules is among the most
important problems of nanotechnologies.

Recently, it was suggested [4–6] that this problem
can be solved by doping materials with the aid of accel-
erated particle beams. Previously, we studied the
dynamics of the oriented motion of accelerated parti-
cles in nonchiral CNTs (i.e., CNTs with configurations
other than armchair and zigzag) [7–9] and established
that this motion is quite expediently characterized as
proceeding in the channeling mode [10, 11]. Moving in
this regime, atomic particles may exhibit scattering on
electrons and lose their energy before escaping from
the nanotubes (stopping regime [7–9]). Therefore, by
using the channeling effect and varying the particle
beam energy, it is possible to select the optimum condi-
tions for the ion implantation of dopants into CNTs.

This paper presents the results of our investigation
into the kinetics of channeling for accelerated particles
in nonchiral CNTs, with special attention devoted to the
case of the oriented motion of positive ions.

In the case of ion channeling in nonchiral CNTs, the
transverse energy component of the particle energy
(E⊥ ) relative to the nanotube axis and the angular
momentum (µ) relative to this axis are the adiabatic
invariants [8, 9]. Therefore, the total particle distribu-
tion function Φ(r, ϕ, µ, E⊥ ; t), where r and ϕ are the
1063-7850/05/3104- $26.000319
transverse polar coordinates of a particle at any time t,
can be represented as

(1)

Here, C(µ, E⊥ ) is a normalization factor given by the
formula

(2)

R(µ, E⊥ ) is the region accessible to the motion of parti-
cles as determined by the condition

(3)

U(r) is the continuous potential describing the interac-
tion of particles with the CNT walls [7–9], M ≈ Amp is
the particle mass, and mp is the proton mass.

In expression (1), the function Φ(µ, E⊥ ; t) describes
the distribution of particles with respect to slowly vary-
ing quantities E⊥  and µ as well as the temporal evolu-
tion of this distribution, which is determined by the
action of random forces related to a discrete wall struc-
ture, thermal oscillations of carbon atoms, and scatter-
ing on atomic-shell electrons. The time variation of the

Φ r ϕ µ E⊥ ; t, , ,( )
Φ µ E⊥ ; t,( )

C µ E⊥,( ) E⊥
µ2

2Mr2
-------------– U r( )–

----------------------------------------------------------------------.=

C µ E⊥,( ) 2π rd

E⊥
µ2

2Mr2
-------------– U r( )–

------------------------------------------------;

R µ E⊥,( )
∫=

E⊥
µ2

2Mr2
-------------– U r( )– 0;≥
 © 2005 Pleiades Publishing, Inc.
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function Φ ≡ Φ(µ, E⊥ ; t) is described by the Fokker–
Planck equation

(4)

which is obtained proceeding from, which have first
principles using standard methods of the theory of ran-
dom processes [12–14] based on the stochastic equa-
tions of the motion of particles inside CNTs in the har-
monic approximation for a given potential U(r). In
Eq. (4), ω0 is the transverse oscillation frequency, A0 is
the drift coefficient, and D0 is the diffusion coefficient,
which are determined entirely by the random forces
acting upon channeled particles (ions). The results of
our calculations showed that the most significant effect
is produced by the random forces related to ion scatter-
ing on electrons, so that

(5)

where (dE/dz)e is the average ion energy losses as a
result of this scattering, v  is the ion velocity, and me is
the electron mass.

Equation (4) must be solved for the initial condition
Φ(µ, E⊥ ; 0) = Φ0(µ, E⊥ ) and the boundary conditions

(6)

These boundary conditions correspond to a limited flux
of particles for E⊥  = 0 and imply dechanneling of the

particles with a critical transverse energy E⊥ c = E ,
where E is the total particle energy and ψc is the critical
channeling angle [9].

A solution to Eq. (4) can be obtained using the
method of separation of the variables. For ions with the
energy E > 0.5A(mp/me)E⊥ c (A is the ion mass expressed
in amu), which have penetrated to a sufficiently large
depth z into the nanotube, the solution can be written as

(7)

where C1 is the normalization factor determined by the
initial distribution of particles,

(8)

∂Φ
∂t
-------

∂
∂µ
------ A0µΦ

D0

ω0
2

------E⊥
∂Φ
∂µ
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---------+ +=

+
∂

∂E⊥
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∂Φ
∂µ
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∂Φ
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1

Mv
--------- dE

dz
------- 

 
e

, D0

mev
M

---------- dE
dz
------- 

 
e

,≈ ≈

Φ µ 0; t,( ) +∞, Φ µ E⊥ c; t,( )< 0.=

ψc
2

Φ µ E⊥ ; z,( )

≈ C1 1
E⊥ ω0µ+
E⊥ c ω0µ+
------------------------– 

  1
E⊥ ω0µ–
E⊥ c ω0µ–
------------------------– 

  z
Rch µ( )
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  ,exp

C1

27ω0

E⊥ c
2

------------ E⊥ µΦ0 µ E⊥,( )d

0

E⊥ /ω0

∫d

0

E⊥ c

∫≈

× 1
E⊥ ω0µ+
E⊥ c ω0µ+
------------------------– 

  1
E⊥ ω0µ–
E⊥ c ω0µ–
------------------------– 

  ,
T

and Rch(µ) is the dechanneling length for ions with the
angular moment µ,

(9)

As can be seen from expression (9), dechanneling
takes place most rapidly for the particles with µ ≠ 0.
Therefore, at a sufficiently large depth z inside the nan-
otube, only ions with very small angular moment
(µ ≈ 0) relative to the CNT axis will be retained, for
which

(10)

where δ(µ) is the Dirac delta function. For these ions,
the dechanneling length is

(11)

and the radial distribution can be found by integrating
expression (1) with respect to the transverse variables
E⊥ , µ, and ϕ:

(12)

where  is determined from the condition of normal-
ization to C1 given by formula (8) at z = 0.

From the standpoint of ion implantation into non-
chiral CNTs, the most interesting case corresponds to
the channeling of ions with the energies E ≤
0.5A(mp/me)E⊥ c . These particles rapidly lose their
energy in the course of scattering on electrons and prac-
tically cannot escape from CNTs, so that their dechan-
neling length is infinitely large (Rch  ∞). The angu-
lar moment of such ions vanishes (µ  0) over the

time τ ≈ Mv(dE/dz . The corresponding distribution
with respect to the transverse energy according to
Eq. (4) is

, (13)

which is the Boltzmann distribution with a small trans-
verse temperature

(14)

and a normalization C0 factor determined by the initial
distribution Φ0(µ, E⊥ ):

(15)

Rch µ( ) A
mp
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2 ω0
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 exp≈
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The radial distribution of particles corresponding to
the energy distribution (13) is

(16)

where  is determined from the condition of normal-
ization to C0 given by formula (15) at z = 0.

Thus, the results presented above show that non-
chiral CNTs are most effectively implanted using ion
beams with the energies E ≤ 0.5A(mp/me)E⊥ c . If the
angle between the beam direction and the nanotube axis
is below the critical value ψc [7–9], the ions move in the
channeling mode and their distribution with respect to
the transverse energy is described (irrespective of the
initial distribution) by a Boltzmann function (13) with
a small transverse temperature (14), while the radial
distribution is described by function (16).

If the nanotube length L is equal to or greater than

the characteristic value L0 ≈ E(dE/dz , the channeled
particles rapidly lose energy in the course of scattering
on electrons and are retained inside CNTs with the for-
mation of endohedral structures (channeling in the
stopping regime [7–9]). Otherwise, for L < L0, the
channeled particles are transmitted via CNTs without

stopping. The output beam divergence β ≈  =

 ≈ 3.3 × 10–2/  is determined only by
the transverse temperature (14) and is independent of
the initial beam divergence. In this regime, the ion
beam is focused by relatively short CNTs [7–9].
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Abstract—A method for controlling the yield of ionized products from a heterogeneous reaction of amines on
the surface of an NaxAuy alloy is proposed, which is based on the effect of a weak electric field on the diffusion
of Na+ ions. © 2005 Pleiades Publishing, Inc.
Investigations into methods of controlling the rates
of chemical reactions are of interest from the standpoint
of basic knowledge and have important practical appli-
cations. This is also valid for the control over heteroge-
neous reactions proceeding between particles of vari-
ous natures occurring on solid surfaces. By studying the
possibility of controlled variation of the rates of physi-
cochemical processes in the adsorbed layer in the sim-
plest model systems, it is possible to obtain important
information concerning the development of effective
methods for the control over heterogeneous reactions in
complicated technological processes. Such a model
system was realized in our study of the coadsorption of
alkali metal atoms and amine molecules on the surface
of gold–alkali metal alloys.

Investigations of the surface ionization of alkali
metal atoms adsorbed on a heated surface of gold
showed that adsorbate–substrate interaction leads to the
formation of surface alloys with the composition Alkx-

Auy (Alk = Na, K, Cs) [1–6]. This AlkxAuy alloy exhib-
its the properties of a wide-bandgap semiconductor with
the forbidden band width reaching 2.6–2.8 eV [1, 7].
These AlkxAuy films are thermally stable in vacuum and
exhibit significant thermal destruction only upon heat-
ing to T > 1250 K. At T > 600 K, the alloy film begins
to emit Alk+ ions (both in the case of alkali metal sup-
ply from an external source and in the course of intrin-
sic thermionic emission) [2, 5]. The ion current can be
controlled by stimulating the escape of alkali metal
atoms at the surface, for example, by irradiating the
emitter surface with photons possessing an energy hν >
2.6 eV [2, 8].

The coadsorption of Na atoms and diethylamine
(M = (C2H5)2NH) molecules on a heated NaxAuy alloy
surface activated by oxygen is accompanied by the
thermodesorption of polyatomic ions. The mass spec-
trum of desorbed species reveals the products of
decomposition of M molecules and their associates
1063-7850/05/3104- $26.00 0322
with Na, H2O, and O2 [9]. The thermodynamically
equilibrium process of the surface ionization of M mol-
ecules on “pure” and oxidized metals has been studied
in sufficient detail [10, 11]. A comparison of the ther-
modesorption mass spectra and the temperature depen-
dences of ion currents shows that polyatomic ions
appear in the alloy film as a result of a heterogeneous
process involving sodium [9], rather than due to surface
ionization.

In order to elucidate the role of the charged state of
adsorbed alkali metal species in the heterogeneous
reactions involving organic compounds, we have first
studied the processes leading to the appearance of Na+

ions on the alloy surface [12]. It was found that a thin
(not exceeding five monolayers) dielectric film of Nax-

Auy hinders tunneling electron exchange between ada-
toms and the substrate and prevents the establishment
of charge equilibrium in this adsorption system. The
Na+ ions appear due to a multistage process involving
the diffusion transfer of Na adatoms inside the alloy,
ionization of the part of these atoms reaching the alloy–
gold interface, electron transition to the metal, and
reverse diffusion of Na+ ions to the surface, rather than
as a result of the surface ionization process. Based on
these results, a method was developed for controlling
the yield of Na+ ions at the alloy film surface by apply-
ing a weak electric field affecting the transport of ions
in the alloy [12].

Then, using a controlled variation of the surface
concentration of sodium, we elucidated the role of the
charged state of adsorbed alkali metal species in heter-
ogeneous reactions of M molecules on the NaxAuy film
surface, which are accompanied by the desorption of
polyatomic ions. For this purpose, we changed the sur-
face concentration of sodium in the adlayer using two
methods: (i) photostimulated escape of neutrals and
ions at the surface [2, 8] and (ii) electric-field-driven
© 2005 Pleiades Publishing, Inc.
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transport of Na+ ions from the volume to the surface of
the alloy film. The experimental procedure and condi-
tions were analogous to those described previously [2,
4–9, 12].

The typical results presented in Fig. 1 show that the
yield of the reaction products (M–H) formed upon
hydrogen detachment from the M molecules is
uniquely determined by the concentration of sodium in
the surface layer, which is changed via irradiation of the
emitter by light with a quantum energy hν > 2.6 eV.
Sodium species do not enter into the detected ions
(M−H)+ and play the role of active centers in the heter-
ogeneous process under consideration. Since the emer-
gence of the alkali metal at the surface is related to the
photoinduced decomposition of the alloy in the near-
surface layer of the film, this action may change the
densities of both neutral and charged components in the
total sodium flux to the surface. Then, a question arises
concerning the role of each component in the hetero-
geneous reaction and in the ionization of the reaction
products.

An answer to this question is provided by the results
of investigation of the influence of the electric-field-
driven transport of sodium cations on the process under
consideration (Fig. 2). A comparison of the behavior of
the emission currents of Na+ and (M–H)+ ions leads to
the conclusion that Na+ ions occurring on the alloy film
surface are in fact the active centers responsible for the
course of chemical reactions and the ionization of reac-
tion products. Apparently, when an amine molecule and
a nitrogen ion meet in the adlayer, the free electron of
an electron pair localized at the nitrogen atom of amine
passes to the ion that initiates the decomposition of M
molecules with the detachment of H atoms or CH3 rad-
icals. The experiments showed that the emission of
associated ions varies synchronously with the yield of
Na+ ions at the surface. This is evidence that Na+ ions
play the role of the reaction centers in the associated
heterogeneous processes leading to the emission
of  complex ions such as [(C2H5)2N(CH2)nNa]+,
[C2H5(CH2)nNHONa]+, and [C2H5(CH2)nNHNa]+H2O,
where the index n varies within the interval 1 ≤ n ≤ 8.
The determining role of the alkali metal ions in reac-
tions on the gold surface suggests that photostimulated
decomposition of the NaxAuy alloy leads to the forma-
tion of Na+ ions. The photoinduced rupture of Na–Au
bonds is accompanied by electron transfer from a part
of Na atoms to the conduction band of the semiconduct-
ing alloy and by the appearance of free Na+ ions. The
escape of these free ions at the surface accounts for the
coincidence of the shapes of Na+ and (M–H)+ ion cur-
rents in Fig. 1.

The role of oxygen in the observed increase in ion
emission [9] reduces to cleaning the surface from resid-
ual hydrocarbons that are not involved in the ion forma-
tion reactions but hinder these reactions. The method
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      200
developed in this study can be used in investigations of
ion transport in membranes and ion exchangers [13, 14].

Acknowledgments. This study was supported by
the federal program “Surface Atomic Structures”
(project no. 1152).

REFERENCES

1. W. E. Spicer, A. H. Sommer, and J. G. White, Phys. Rev.
115, 57 (1959).

2. E. Ya. Zandberg, M. V. Knat’ko, V. I. Paleev, et al.,
Pis’ma Zh. Tekh. Fiz. 21 (19), 15 (1995) [Tech. Phys.
Lett. 21, 774 (1995)].

1000800600 1200400200

0.6

0.5

0.4

0.3

0.2

0.1

0

0

t, s

1

2

1

2

–hν
+hν

+hν

I, a.u.

Fig. 1. Experimental time series of the ion thermodesorp-
tion current (T = 1100 K) from an emitter illuminated at
hν > 2.6 eV: (1) Na+; (2) (C4H10N)+.

1000800600 1200400200

0.5

0.4

0.3

0.2

0.1

0

t, s

1

2

1

2

–E

+E
I, a.u.

+E

14000

Fig. 2. Experimental time series of the ion thermodesorp-
tion current (T = 1100 K) from an emitter exposed to an
external electric field accelerating ions (E ~ 1 × 103 V/cm2):
(1) Na+; (2) (C4H10N)+.
5



 

324

        

KNAT’KO 

 

et al

 

.

          
3. M. V. Knat’ko, M. N. Lapushkin, and V. I. Paleev, Pis’ma
Zh. Tekh. Fiz. 24 (10), 48 (1998) [Tech. Phys. Lett. 24,
390 (1998)].

4. M. V. Knat’ko, V. I. Paleev, and E. Ya. Zandberg, Phys.
Low-Dimens. Semicond. Struct. 7–8, 27 (1996).

5. M. V. Knat’ko, V. I. Paleev, and M. N. Lapushkin, Phys.
Low-Dimens. Semicond. Struct. 5–6, 85 (1998).

6. M. V. Knat’ko, M. N. Lapushkin, and V. I. Paleev, Phys.
Low-Dimens. Semicond. Struct. 9–10, 85 (1999).

7. M. V. Knat’ko, M. N. Lapushkin, and V. I. Paleev,
Zh. Tekh. Fiz. 68 (10), 108 (1998) [Tech. Phys. 43, 1235
(1998)].

8. M. V. Knat’ko, V. I. Paleev, and M. N. Lapushkin,
Zh. Tekh. Fiz. 68 (10), 104 (1998) [Tech. Phys. 43, 1231
(1998)].
TE
9. M. V. Knat’ko, M. N. Lapushkin, and V. I. Paleev,
Zh. Tekh. Fiz. 74 (7), 99 (2004) [Tech. Phys. 49, 905
(2004)].

10. E. Ya. Zandberg and U. Kh. Rasulev, Usp. Khim. 51,
1425 (1982).

11. U. Kh. Rasulev and E. Ya. Zandberg, Prog. Surf. Sci. 28
(3–4), 181 (1988).

12. M. V. Knat’ko, M. N. Lapushkin, and V. I. Paleev,
Zh. Tekh. Fiz. 75 (4), 109 (2005) [Tech. Phys. 50, 498
(2005)].

13. A. B. Yaroslavtsev, Usp. Khim. 66, 641 (1997).
14. A. B. Yaroslavtsev, V. V. Nikonenko, and V. I. Zabo-

lotskiœ, Usp. Khim. 72, 438 (2003).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005



  

Technical Physics Letters, Vol. 31, No. 4, 2005, pp. 325–328. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 31, No. 8, 2005, pp. 24–31.
Original Russian Text Copyright © 2005 by Sheinman, Kanareykin.

                                            
Criteria for the Optimization of Parameters 
of a Multibunch Scheme of Wakefield Acceleration

I. L. Sheinman* and A. D. Kanareykin
St. Petersburg State Electrotechnical University, St. Petersburg, 197376 Russia

* e-mail: isheinman@yandex.ru
Received November 2, 2004 

Abstract—We propose criteria for the optimization of a wakefield acceleration scheme in a dielectric-lined
waveguide structure, which is aimed at increasing the efficiency of energy transfer from the driving to witness
(driven) electron bunches with simultaneous increase in the accelerating field gradient. It is suggested to use a
multimode acceleration structure excited by a train of short electron bunches profiled in a special manner. The
proposed scheme provides for a maximum energy transformer ratio simultaneously with an increase in the
wakefield as compared to the values typical of the traditional linear acceleration scheme. © 2005 Pleiades Pub-
lishing, Inc.
The technology of dielectric wakefield electron
accelerators employing the Vavilov–Cherenkov effect
is one of the most promising directions in the develop-
ment of high-field-gradient structures for modern linear
accelerators, and it has been extensively studied in
recent years [1–10]. The main element of such an accel-
erating structure is a cylindrical metal waveguide filled
with a dielectric and having an axial vacuum channel.
A short (1–4 mm) driving electron bunch possessing a
large charge (20–100 nC) and traveling along the chan-
nel generates a TM01 wakefield mode of the Cherenkov
radiation with a longitudinal electric field component.
The subsequent high-energy witness (driven) electron
bunch with a small charge, following the former bunch
with a certain delay selected so as to fit to the acceler-
ating phase of the wakefield, is accelerated by this field
up to an energy of 0.1–1 GeV [1–3]. This principle of
acceleration was successfully demonstrated in experi-
ments carried out using the Argonne Wakefield Accel-
erator (AWA) [1] at the Argonne National Laboratory
(USA).
1063-7850/05/3104- $26.00 0325
The factors of key importance in wakefield acceler-
ation are the increase in the energy transformer ratio R
and the accelerating wakefield E+, which are the param-
eters characterizing the efficiency of the acceleration
process [4–7]. The R value is defined as the ratio of the
maximum electron energy increment in the witness
bunch to the maximum electron energy loss in the driv-
ing bunch.

The traditional wakefield accelerator implements a
collinear scheme, in which the driven and driving elec-
tron bunches travel along the same axis. However, col-
linear systems are characterized by limited total energy
increment for the driven bunch. In accordance with the
wakefield theorem [6], electrons in the driven bunch
cannot increase their energy by an amount exceeding
doubled electron energy in the driving bunch. Accord-
ingly, wakefield accelerators implementing the scheme
with electron bunches moving along the same axis
(with a symmetric driving bunch) have R ≤ 2.

Figures 1a and 1b show diagrams of the two multi-
bunch schemes suggested to increase the energy trans-
d d dddd

W–

W+

p(z)(a) (b)

z

p(z)
W+

z

W–

Fig. 1. Multibunch wakefield acceleration schemes: (a) the FBT scheme providing for the maximum accelerating field E+; (b) the
RBT scheme ensuring the maximum energy transformer ratio R. See text for explanations.
© 2005 Pleiades Publishing, Inc.
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former ratio and the accelerating wakefield. In order to
provide for R > 2, it was suggested [8, 9] to use a train
of Gaussian bunches with a period of d (Fig. 1b) having
a triangular envelope (ramped bunch train, RBT). The
charge in this train varies from a minimum for the first
bunch to a maximum for the last bunch, as depicted by
the dashed line in Fig. 1b. As can be seen from this fig-
ure, the four leading bunches in the train are subjected
to the action of a relatively low retarding field of the
same amplitude. A high efficiency of energy transfer
from the train of driving bunches to the field in the RBT
mode is achieved at the expense of increasing distance
traveled by these bunches.

Another scheme, employing a flat bunch train
(FBT), provides for an increase in the accelerating field
(Fig. 1a). This scheme is based on the coherent interfer-
ence of fields generated by bunches in the train. The
retarding fields acting upon the leading bunches rapidly
grow with the bunch number in the train (Fig. 1a), but
the distance over which the energy is taken is relatively
short.

Selection and development of the acceleration
scheme depend to a significant extent on the presence
of transverse deflecting fields. An analysis of the trans-
verse dynamics for a train of high-current bunches
shows that a radial deviation of the beam poses limita-
tions on the distance l traveled by bunches in the
waveguide [3, 10]. An excess deviation caused by the
deflecting forces results in that the beam interacts with
the waveguide wall and further acceleration becomes
impossible. Therefore, the transverse instabilities
restrict the possibility of gaining energy from the train
of driving bunches.

Thus, a problem arises concerning the selection and
optimization of the accelerating scheme for a given
length of the accelerator. A criterion for the efficiency
of such a scheme is the maximum energy ∆W+ =

E+dl transferred to a driven bunch from the train of

driving bunches traveling a given distance. Under the
condition that the driven bunch occurs at the maximum
of the accelerating wakefield, this maximum can be
determined as ∆W+ = eE+l. On the other hand, the same
energy can be determined via the retarding field as

∆W+ = R dl = eR l, where  is the maximum

absolute value of the retarding field acting upon the
driving bunches.

The maximum ∆W+ value is provided by simulta-

neous maximization of the R and  values. For a suf-
ficiently high energy of the driving bunches, such that

Wd ≅  m0c2  (Wd is the starting electron energy in the
driving bunch, m0 is the electron rest mass, c is the
velocity of light, and λ is the wakefield wavelength),
the maximum retarding field can be determined from
the condition of maximum possible energy gained from

e∫

e∫ Em
– Em

– Em
–

Em
–

l/λ
T

the driving bunches:  ≈ αWd/(el). The coefficient α,
which falls in the interval 0.2 to 0.9, characterizes the
fraction of the driving bunch energy that can be trans-
ferred to the wakefield under given experimental condi-
tions. This coefficient is determined by the deflecting
fields leading to the development of transverse instabil-
ities, the accuracy of beam introduction into the axial
channel of the waveguide, and the adjustment of the
focusing system of the accelerator.

For the maximum retarding field (corresponding to
the given accelerator length), the given starting energy,
and the maximum possible charge of the driving
bunches, the problem reduces to finding the optimum
bunch train ensuring the maximum energy transformer
ratio R.

Consider a system of charges comprising N driving
bunches with the charges q1, q2, …, qN spaced from
each other by the distances d1, d2, …, dN – 1, respec-
tively, and a witness bunch with the charge q ! qi ,
spaced by d from the last driving bunch. The field act-
ing upon the jth bunch is Ej = f(∆ζi, j), where
∆ζi, j is the distance between the ith and jth bunches and
f is a function describing the structure of a wakefield
generated in the waveguide by a unit charge.

The longitudinal wakefield in a dielectric accelerat-
ing waveguide structure excited by an axial current dis-
tribution in a single bunch approximation was mathe-
matically simulated using the analytical theory devel-
oped in [5]. In most cases, the experimental electron
bunches can be described by a normal charge density
distribution in the space. The electric field of such a
Gaussian bunch can be determined by taking an integral
convolution of the field of a point charge with a charge
distribution in the bunch:

where σ is the mean-square bunch length, ζ = z – Vt is
the distance behind the bunch, kzn = ωn/(βc) is the lon-
gitudinal component of the wave vector of the wake-
field, ωn are the eigenfrequencies of the waveguide
(dependent on the waveguide geometry and dielectric
properties), and (ωn, r) are the coefficients depen-
dent on the waveguide geometry, the dielectric permit-
tivity, and the initial position of the electron bunch.
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Introducing the notation a0 = f(0), aij = f ,

and ai, N + 1 = f(d + ) (i = 1, 2, …, N; j = 1, 2,
…, N), it is possible to express the retarding fields act-

ing upon the driving bunches as  = aij, and
the field accelerating the witness bunch, as

E+ = ai, N + 1 + qa0 ≈ ai, N + 1 .

In experiment, the charge of the driving bunches is lim-
ited by the technical possibilities of the accelerating
setup and cannot exceed a certain maximum value Qm.
Accordingly, the total charge of the bunch train is
restricted to QS ≤ NQm. Therefore, the problem of opti-
mization of the charge distribution in a train of driving
bunches used in a multibunch accelerating scheme
reduces to maximization of the linear form E+ under the
conditions

(1)

As was noted above, the FBT scheme based on a
coherent interference of the fields of driving electron
bunches is used for obtaining maximum accelerating
fields acting upon the witness bunch (Fig. 1a). At the
same time, the maximum retarding field acting upon
the last driving bunch also reaches the largest value. In
order to decrease the maximum retarding field and
simultaneously obtain the maximum accelerating field,
we suggest a modified FBT (FBTM) scheme with the
last driving bunch charged to qN = Qm and the charges
of preceding driving bunches decreased in accordance
with conditions (1). In this case, E+ = QmaN, N + 1 +

ai, N + 1 and the conditions imposed on the
charges of driving electron bunches are given by the
following inequalities:

ai, N ≤  – Qma0,

 ≤ QS – Qm.

The boundaries of applicability of the FBTM scheme of
wakefield acceleration in a multibunch regime are

determined by the conditions a0Qm ≤  ≤ (a0 +

)Qm.

In the aforementioned RBT scheme used to provide
for the maximum energy transformer ratio, every next
driving bunch is placed at the maximum of the electric
field generated by the preceding bunches (rather than at
the minimum of this field as in the FBT scheme), so as
to ensure that all bunches will occur in the same retard-
ing field (with allowance for the self-field). As a result,
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the total wakefield generated by the driving bunches
increases as

(2)

In order to further increase the accelerating field, we
suggest a modified RBT (RBTM) scheme, in which the
last bunch has qN = Qm, the charges of preceding
bunches entering into expression (2) with the plus sign
are increased, and the charges of preceding bunches
entering into expression (2) with the minus sign are
decreased (beginning with the end of the train), so that
the conditions (1) remain valid. In this case, the condi-
tions imposed on the charges of driving electron
bunches are given by the inequalities

where K = 1, 2, …, N.
Figure 2 shows the results of calculations of the

accelerating wakefield and the energy transformer ratio
for the FBTM and RBTM schemes with the optimum
trains of four driving electron bunches as functions of
the retarding field strength. The fundamental
waveguide frequency was 13.625 GHz (λ = 0.022 m);
the relative mean-square bunch length, σ/λ = 0.15; the
starting energy of driving bunches, Wd = 150 MeV; the
maximum bunch charge, Qm = 100 nC; and the total
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Fig. 2. The results of model calculations of the accelerating
wakefield E+ and the energy transformer ratio R as func-
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charge of the bunch train, QS = NQm. As can be seen
from these data, the RBTM scheme is advantageous in

cases of small retarding fields (  < 15 MV/m) and
large accelerator lengths, while the FBTM scheme is

expedient in cases of large retarding fields (  >
35 MV/m); in the region of intermediate fields

(15 MV/m <  < 35 MV/m), the two schemes are
equally effective. In the limiting cases of minimum and
maximum retarding fields, the results of our calcula-
tions coincide with those obtained using algorithms
developed for the RBT and FBT schemes. It should be
noted that the introduction of the limitation concerning
the total train charge, QS < NQm, leads to an additional
decrease in the accelerating field strength and the
energy transformer ratio in the region of small QS.

Using several wakefield accelerator units possessing
maximum field gradients and high energy transformer
ratios, it is possible to reach the maximum possible val-
ues of the total energy increment for the particles accel-
erated for a given total acceleration pathlength.
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on the Grain-Boundary Friction in Nanocrystalline Materials

V. G. Kul’kov
Moscow Power Engineering University (Volzhskiœ Branch), Volzhskiœ, Volgograd oblast, Russia

e-mail: vfmei@viz.ru
Received November 18, 2004

Abstract—A relaxation process involving the redistribution of impurity atoms along the grain boundaries in a
nanocrystalline material under the action of a variable external load is considered. The frequency spectrum of
internal friction in this system, which is found by solving the barodiffusion equation, has a peak shape. The
intensity of this spectral peak is estimated. © 2005 Pleiades Publishing, Inc.
From the standpoint of mechanical spectroscopy, a
specific feature of nanocrystalline materials is the much
higher background level of internal friction as com-
pared to that in the usual polycrystalline state [1]. This
is related to the fact that a relatively large fraction of
atoms in nanocrystalline substances occur in the grain-
boundary phase. The mechanisms of oscillation damp-
ing in such materials are related to peculiarities of the
grain-boundary slip, diffusion creep, and rotational
deformation processes. The nanometer dimensions of
grains may significantly enhance some effects, which are
very weak and not practically manifested in polycrystal-
line samples with a relatively large grain size.

Let us consider a contribution to the internal friction
that is related to diffusion jumps of an impurity
adsorbed (segregated) at the grain boundaries in a
nanocrystalline material. The material structure will be
modeled by a periodic system of cubic grains with an
edge length of R, occurring in close contact with each
other. The x0 coordinate axis is oriented along the diag-
onal of a cube face, and the z axis is directed along the
cube edge perpendicular to this face (Fig. 1). Such sim-
plified models are frequently used for the description of
various properties of nanocrystalline materials [2, 3].
Let a variable shear stress σ(t) = σ0exp[i(ωt – ϕ)] act on
the model crystal along the x0 axis in the x0z plane. As
a result, normal compressive stresses σn(t) = ±σ(t) arise
on the faces of grains making the angles ±π/4 with
the x0 axis. These stresses violate the equilibrium and
induce the diffusion flows of vacancies between adja-
cent regions of the grain boundaries. In what follows,
we will ignore diffusion inward the grains, as well as
the grain-boundary diffusion along the cubic faces per-
pendicular to the z axis. This approximation is accept-
able, for example, when (i) real grains are elongated in
the z axis direction, when (ii) a constant compressive
stress acting along this direction exponentially
decreases the grain-boundary diffusion coefficient [4],
and when (iii) the corresponding grain boundaries are
1063-7850/05/3104- $26.00 ©0329
of a special type. With allowance for the system homo-
geneity in the z direction, the problem of diffusion on
this single tilted grain boundary is one-dimensional rel-
ative to the x axis.

An excess (relative to equilibrium) concentration C
of vacancies on a boundary segment under the action of
the harmonic external load is described by the equation

(1)

where Db is the grain-boundary diffusion coefficient for
the vacancies and A is the constant factor. The second
term in the right-hand part of Eq. (1) describes a peri-
odic source of vacancies. Note that the phase of this
source differs by ϕ from the phase of the applied stress.
A solution of this diffusion problem with zero bound-

∂C x t,( )
∂t

-------------------- Db
∂2C x t,( )

∂x2
---------------------- A iωt( ),exp+=

z x

x0

Fig. 1. Schematic diagram showing the model nanocrystal-
line structure and the orientation of axes.
 2005 Pleiades Publishing, Inc.
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ary conditions (determined by the symmetry) has been
found using the method described in [5].

In the case of low values of the applied stress obey-
ing the condition σnΩ/kT ! 1 (where Ω is the atomic
volume), the excess density of vacancies is a linear
function of the normal stress on the boundary segment.
Under these conditions, the normal stress distribution
on this segment is given by the expression

(2)

where

.

The impurity atoms are redistributed under the
action of a periodic normal stress (2) developed on the
inclined boundary segments. For these segments, the
equation of barodiffusion can be written as follows [6]:

(3)

where C'(x, t) is the concentration of impurity atoms at
the boundary, D' is the grain-boundary diffusion coeffi-
cient for the impurity, D1 = D'Ω/kT is the barodiffusion
coefficient, and Ω is the partial volume (or volume per
atom). Let us represent the impurity concentration as a
sum of the equilibrium value and a variable part:
C'(x, t) =  + (x, t). For a small applied stress
(obeying the condition presented above), the variable
part is small compared to the equilibrium part and,
hence, we can ignore the second term on the right-hand
side of Eq. (3) and put C'(x, t) =  in the third term. A
solution of the modified Eq. (3) with zero boundary
conditions for (x, t) on the boundary segment yields

(4)
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The diffusion width of the boundary depends on the
excess impurity concentration relative to that in the
bulk of the grain. This excess value varies with the solid
solution concentration as ∆δ/δ = λ /n0, where λ =
(n0/a)(∂a/∂C') is a dimensional factor determined from
the concentration dependence of the lattice parameter
of the solution, and n0 = Ω–1 is the number of atoms per
unit volume of the matrix. The solution concentration C '
is defined as the number of impurity atoms per unit vol-
ume. Differentiating the above expression with respect to
time and taking into account relation (4), we obtain a for-
mula for the velocity of the mutual displacement of

grains along the x axis: v  = (λδ/3 n0)(∂ (x, t)/∂t).

The energy loss for a single grain face is given by
the expression

(5)

and the maximum elastic energy stored in the grain vol-

ume R3 is W = R3 /2G, where G is the shear modulus.
The internal friction per grain, defined with allowance

for the contribution from each face, is  = ∆W1/2πW.
This eventually yields

(6)

Note that expression (6) describes only relaxation of
the grain-boundary distribution of the impurity without
a contribution of the background internal friction.

Figure 2 shows the frequency spectrum of the impu-
rity-related internal friction F(Z) (representing the
terms in expression (6) dependent on Z, which is pro-
portional to the frequency) for Z' = Z. Let us estimate
the peak amplitude for the values of parameters typical
of metals in the nanocrystalline state: δ/R = 0.02;

/n0 = Ω = 0.01; GΩ/kTm = 50 [4]; T/Tm = 0.5; λ =
0.7 [7]. Substituting these values into expression (6),
we obtain Q–1 ~ 4 × 10–2. It should be noted that this is
an upper estimate, while real values are lower because
of smaller dimensional factors and grain-boundary
shear moduli. Experimental observation of the peak of
grain-boundary friction may encounter difficulties
related to a very high level of the background internal
friction [1]. A mechanism responsible for the appear-
ance of this peak is analogous to the well-known Gor-
sky relaxation [8] related to the diffusion of impurity
atoms in an inhomogeneously extended material. The
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difference is that diffusion according to the Gorsky
relaxation mechanism proceeds in the entire sample
volume (involving distances on the order of the sample
size), whereas in the proposed model, the diffusion pro-
cess involves only the grain-boundary region (with a

0.5
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0.3

0.2

0.1

0
–2 –1 0 1 2 3

logZ

F '(Z)

Fig. 2. The frequency spectrum of the impurity-related
internal friction.
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diffusion length being on the order of the grain size).
This circumstance accounts for the much shorter relax-
ation time in the latter case.
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Abstract—We have studied symmetric bicrystal Josephson junctions of a new type based on metal oxide super-
conductors in which the base planes are misoriented relative to the [100] direction by an angle within 22°–28°.
These junctions exhibit record high values of the critical parameters at T = 77 K: the critical current density
reaches IC = (2–5) × 105 A/cm2 and the characteristic voltage is VC = ICRN = 0.6–0.9 mV. The properties of the
new junctions have been determined for the first time under the influence of monochromatic microwave radia-
tion in the millimeter wavelength range and have been studied as functions of the magnetic field and tempera-
ture. The observed dependences of the critical current and the Shapiro step height on the electromagnetic field
amplitude agree well with the theoretical predictions according to the resistive shunted junction model of the
Josephson junction. The new junctions can be used in real superconducting devices operating at liquid nitrogen
temperatures. © 2005 Pleiades Publishing, Inc.
According to the existing theoretical models of the
Josephson junction [1–4], the critical frequency fC is
related to the characteristic voltage VC = ICRN (IC is the
critical current and RN is the normal resistance) by the
Josephson formula fC = 2eVC/h and is determined by the
order parameter ∆ of superconductors forming the
junction. In the case of junctions based on metal oxide
superconductors with high critical temperatures (TC =
90 K) and the superconducting order parameter ampli-
tude ∆0/e ≈ 20 mV, the VC value must already be on the
order of several millivolts at liquid nitrogen tempera-
ture. In practice, the maximum characteristic voltages
up to VC ≈ 300 µV were obtained using the bicrystal
Josephson junctions on SrTiO3 substrates [5].1 

Recently, it was reported [7, 8] that a special modi-
fication of the topology of bicrystal substrates used for
the deposition of metal oxide superconductor films
allows the VC to be increased to about 1 mV. However,
no evidence was presented in [7, 8] to confirm that the
observed dc parameters (IC, RN) are consistent with the
dynamic (microwave) characteristics of the junctions.
Such data are necessary, since a small coherence length
(ξ0 ≈ 2 nm) in the base plane of metal oxide supercon-
ductors results in that a superconducting current pass-
ing through shorted paths with the lengths above ξ0
does not produce the ac Josephson effect [9, 10]. As a
result, the high VC values obtained from the results of IC

1 The values of VC ≈ 300 µV were also observed on shunted tunnel
niobium junctions at liquid helium temperatures (T = 4.2 K) [6].
1063-7850/05/3104- $26.00 0332
and RN measurements may not correspond to the
dynamic characteristics of the junctions, such as the
Josephson generation amplitude, phase dependence of
the critical current, and microwave impedance.2

This Letter reports on the results of investigations
into the dc and dynamic (microwave) parameters of
junctions grown on substrates made of neodymium gal-
late (NdGaO3), a material characterized by low dielec-
tric losses in the millimeter wavelength range.

The samples were prepared on bicrystal substrates
with a topology different from the standard variant,
according to which the base planes are misoriented by
rotation relative to the [001] direction in the metal
oxide superconductor crystal structure (rotational or
planar bicrystal junctions, PBJs). Our bicrystal sub-
strates were manufactured so that the base planes
would make an angle with the [100] direction (tilted
bicrystal junctions, TBJs). The orientations of the axes
of metal oxide superconductor crystal structures of the
PBJ and TBJ types are shown in Fig. 1. As is known,
misorientation of the crystallographic axes of the junc-
tion components by the angles α and β relative to the
interface normal (in PBJ) or the substrate normal (in
TBJ) determines the electric parameters of such junc-
tions [7–10]. A distinctive feature of the TBJ in com-
parison to the PBJ is relatively weak faceting of the

2 The VC values obtained from dc measurements were higher than
the values observed in the dynamic regime for the Josephson
junctions on the substrate step and the edge junctions [9, 10].
© 2005 Pleiades Publishing, Inc.
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metal oxide superconductor film near the bicrystal
boundary [7, 8].

The junctions were manufactured on NdGaO3
(NGO) bicrystal substrates. The base plane was
(110)NGO, on which (001)-oriented YBa2Cu3Ox

(YBCO) films can be grown. The conditions of epitax-
ial growth in the [100]YBCO//[001]NGO system are
retained for small tilts of the (110)NGO plane relative
to the substrate normal [13].3 The misorientations
of the junction components were α = β = 11° and 14°
(symmetric TBJs). The epitaxial YBCO films with a
thickness of 150 nm were deposited by means of the dc
cathode sputtering of a stoichiometric YBCO target in
oxygen at a high pressure (3 mbar). The films were
deposited onto substrates heated to 780–800°C and
then cooled to room temperature for 1.5 h in the oxygen
atmosphere. The obtained heteroepitaxial YBCO films
had critical temperatures within TC = 87–89 K.4 The
Josephson bridges across the bicrystal boundary had a
width of 4 µm and a length of 10 µm and were formed
by high-frequency plasma etching in argon, followed
by chemical etching in a 0.5% bromine solution in eth-
anol [12, 13].

The current–voltage (I–V) curves were measured at
various temperatures in a range from 4.2 to 77 K. The
measurements were performed in the absence of mag-
netic field, in a field of up to H = 100 Oe, and on the
samples exposed to a monochromatic electromagnetic
radiation with a frequency fe from 30 to 100 GHz. In
order to decrease the influence of uncontrolled external
fields, the investigation was performed in a screened
room, with filtration of the signals in all leads con-
nected to a sample.

The samples of bicrystal Josephson junctions had
critical current densities jC = (2–5) × 105 A/cm2 and
characteristic voltages VC = ICRN = 0.6–0.9 mV at
T = 77 K. The results of the determination of electric
parameters of the Josephson junctions are summarized
in the table. As can be seen from these data, the PBJ
samples exhibit significantly lower critical characteris-
tics (IC and VC at T = 77 K) as compared to the TBJ sam-
ples with the same cross section areas. The barrier
transparency evaluated for TBJs from the value of
RNS = (3–7) × 10–9 Ω cm2 [14] (which is close to that
for PBJ [13]) and averaged over the momentum direc-
tions and junction areas was D ≈ 10–1.

Figure 2 shows the typical I–V curve of a TBJ sam-
ple. The curve corresponds to the hyperbolic law char-
acteristic of a resistive shunted junction model of the
Josephson junction, with two channels of the charge
transfer: via the current of quasiparticles (V/RN) and the

3 Because of a small difference in the crystal lattice parameters
along the a and b axes, the epitaxial YBCO films exhibit alterna-
tion of the [100] and [010] directions. For certainty, we indicate
below only the [100]YBCO direction.

4 The parameters of YBCO films were substantially similar when
the epitaxial layers were grown by laser ablation.
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superconducting current IS(ϕ) = ICsinϕ [1, 15]. A large
(up to 50% of IC) excess current (deviation from the
Ohm law) observed at voltages above 3 mV was indic-
ative of the presence of an additional channel for the
forward (nontunneling) charge transfer. The tempera-
ture dependence of the critical current (see the left inset
in Fig. 2) is close to linear, in contrast to the theoretical
dependence for the tunneling junctions based on the s-
wave superconductors (SIS junctions) [1], which
exhibits saturation at T < 0.5TC. In the process of cur-
rent transfer in the SIS junctions, an important role is
played by Andreev states with the energies ε on the

[100] [100]

[010][010]

[001] [001] [001]

[001]

[100] [100]

[010][010]

α
β

β α

YBCO

(a) (b)

n

B

n

YBCO

Fig. 1. Schematic diagram showing the bicrystal Josephson
junctions of two types: (a) rotational or planar bicrystal
junction (PBJ); (b) tilted bicrystal junction (TBJ); B is the
bicrystal boundary; dashed lines show the interface normal
(PBJ) and the substrate normal (TBJ) directions; cross-
hatching indicates the orientation of the metal oxide super-
conductor layers.

Electric parameters of PBJ and TBJ samples at liquid nitro-
gen temperature (T = 77 K)

Junction
type

α + β
(α = β)

Sample
no. IC, µA RN, Ω VC, µV

PBJ 24° J2 70 1.1 77

J4 140 0.64 90

J5 200 0.17 34

PBJ 28° J2 10 3.0 30

J2 21 3.7 78

J4 24 3.5 84

J5 24 3.2 77

TBJ 22° J1 1250 0.54 675

J2 1210 0.54 653

J3 2100 0.43 903

J4 1300 0.56 728

TBJ 28° J1 30 6.7 201

J2 72 3.0 216

J3 75 4.5 337

J4 63 4.1 258
5
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Fig. 2. Typical I–V curves of the tilted bicrystal junction (T = 77 K). The insets show the temperature dependence (left) and the
magnetic field (T= 77 K) dependence (right) of the critical current.
order of ∆ (high-energy Andreev states). In the junc-
tions with direct conductivity, where the superconduct-
ing current transfer is determined by low-energy
Andreev states (ε ! ∆), the IC(T) function is close to
linear in a broad temperature range [1]. In PBJs formed
by superconductors with a predominating order param-
eter of the d-wave type (DID junctions) [2–4], both
types of Andreev states are involved in the current
transfer, their contributions being dependent on the
incidence angle of quasi-particle [2–4, 16]. In contrast,
the low-energy states are not formed for the orientation
of crystallographic axes typical of the TBJs, where one
axis in the base plane of the metal oxide superconductor
is parallel to the interface normal [2–4, 16].

The difference between the mechanisms of current
transfer in PBJs and TBJs is also substantially mani-
fested in the angular dependence of the critical param-
eters of the bicrystal Josephson junctions. For PBJs, the
characteristic voltage VC exhibits rather weak variation
in a large interval of angles up to ±33°, although the
normal resistance may exhibit a tenfold increase (see
table [8]). It should be noted that, for a misorientation
of ±45°, the jC value significantly decreases and VC
exhibits a tenfold drop to reach 0.5 mV at helium tem-
peratures [17]. For TBJs, the experiments revealed a
much stronger angular dependence of VC, which
decreased by a factor of 3 when the misorientation
angle was increased by only 6° (see table). This behav-
ior well agrees with the theory [11], which takes into
account both the large ratio of the superconducting gap
width to the Fermi energy (∆/EF) characteristic of metal
oxide superconductors and the large anisotropy of the
Fermi surface. In the presence of these factors, the
T

quasi-momenta of the incident electron and reflected
hole diverge by a certain angle in the course of the
Andreev reflection at the intersection of tilted planes.
This leads to a violation of the coherence of multiple
Andreev reflections and, eventually, to a decrease in the
superconducting current. There must be a certain criti-
cal misorientation angle at which the critical current
rapidly drops to zero, although this sharp variation can
be smeared by inhomogeneity of the interface. For the
junctions with small misorientation angles (α + β <
13°), the shape of the observed I–V curves differs from
hyperbolic and is typical of a viscous flow of the vortex
flux [1, 8].

The right inset in Fig. 2 shows the behavior of the
critical current as a function of the magnetic field. As
can be seen, the IC(B) function exhibits a maximum at
B = 0. However, the IC(B) curve significantly differs
from the Fraunhofer profile and is asymmetric, which is
typical of the distributed Josephson junctions [1, 15].
Indeed, the Josephson magnetic field penetration depth
for jC = 3 × 105 A/cm2 (λJ = 0.5 µm) is significantly
smaller than the junction width (4 µm). Thus, our junc-
tions can be considered as distributed already at liquid
nitrogen temperature.

In order to determine the difference between the
dynamic parameters and the dc characteristics, we have
studied the I–V curves for a monochromatic microwave
radiation Asin(2πfet) in the millimeter wavelength
range (fe = 56 GHz). The behavior of the critical current
and the Shapiro steps on the electromagnetic wave
amplitude well agreed with the theoretical dependences
determined for a resistive shunted junction model of the
Josephson junction (Fig. 3). The difference between the
ECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005
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experimental value of the maximum normalized first
step ((I1/IC)max = 0.46) and the theoretical value
((I1/IC)max = 0.43) at a normalized frequency of fe/fC =
0.23 was about 7%. The fact that the experimental value
is higher than the theoretical one indicates that the
effective critical current may decrease by 7% as a result
of the inhomogeneous current distribution. It should be
noted that the absence of subharmonic Shapiro steps (at
V = hfe/2en) and the zero minimum values of IC(Pe) and
I1(Pe) are indicative of the purely sinusoidal character
(the absence of higher sin(nϕ) harmonics) of the depen-
dence of the superconducting current on the phase dif-
ference [18].

At lower (helium) temperatures, the excess current
exhibits growth, although the junctions have very high
values of the characteristic voltage VC (up to 16 mV).
However, the use of such junctions in practical systems
is hindered by the significant deviation of their behavior
from that according to the resistive shunted junction
model. Thus, despite the presence of the excess current,
the I−V curves show a good correspondence between
the dynamic (Josephson) and dc parameters of the TBJ
samples at liquid nitrogen temperature (77 K). The high
characteristic voltage (VC > 0.6 mV) observed in more
than 70% of the samples studied suggests that these
junctions are very promising elements for both high-
and low-frequency superconducting electronics.
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Abstract—The electroluminescence (EL) time series in a metal–oxide–semiconductor tunnel structure of the
Al/SiO2/p-Si type have been measured. It is demonstrated that analysis of the EL curves in some cases provides
more correct information about the state of the oxide layer as compared to that obtained from the results of elec-
tric current monitoring. © 2005 Pleiades Publishing, Inc.
Metal–oxide–semiconductor (MOS) structures,
including those with a tunnel-thin (2- to 3-nm-thick)
SiO2 layer, are conventionally tested by method of dc
stress at a constant current J or a constant applied volt-
age V, whereby the response signal is measured in the
form of V(t) or J(t), respectively [1, 2]. An analysis of
these time series allows the process of oxide degrada-
tion to be studied in detail and, in particular, the soft
breakdown events to be detected [2].

However, the purely electric diagnostics of soft
breakdown in MOS structures can be somewhat com-
plicated when the applied voltage V is relatively large.
Indeed, it was demonstrated [3] that the current mea-
sured upon breakdown always increases only in the
case of sufficiently small voltages (V ~ 1 V). In contrast,
the current observed at V ~ 2–4 V may exhibit a change
toward both increase and decrease, since the resistance
of damaged regions formed under such conditions can
be either lower or higher than the tunnel resistance of
the same regions in the initial state. The nontrivial
effect, whereby the current J decreases, is more pro-
nounced in the presence of significant variance of the
SiO2 layer thickness [3] because the offset of the charge
transfer in the thinnest regions is manifested in the total
current. If we assume that several soft breakdown
events may take place simultaneously, the local current
decay in one site can, in principle, be compensated in
another place so that the J(t) measurements will pro-
vide no reliable information about the state of the MOS
structure tested.

In this context, it may be of interest to use monitor-
ing of the luminescence intensity in MOS tunnel struc-
tures as a means of additional diagnostics with respect
to soft breakdown, since a sufficiently intense electrolu-
minescence (EL) in MOS diodes with 20–30 Å thick
oxide is observed precisely in the interval of applied
1063-7850/05/3104- $26.00 0336
voltages V ~ 3 V (with plus on the substrate) [4, 5]. This
luminescence is related to the relaxation of hot elec-
trons injected into silicon (see the energy diagram in the
inset to Fig. 1). The emission spectrum is rather broad
and exhibits a short-wavelength edge at "ω = E + Eg ,
where E is the energy acquired by electrons upon injec-
tion and Eg is the bandgap width [5]. The shape of the
EL spectra observed in undamaged MOS structures is
independent of the SiO2 layer thickness, and the quan-
tum yield dPle(E, "ω)/d["ω] (defined as the number of
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Fig. 1. The typical current-voltage characteristics of
(1) fresh and (2) damaged MOS tunnel structure of the
Al/SiO2/p-Si type, in which the oxide breakdown led to
vanishing of the visible luminescence from the sample (E ~
qV – Eg prior to breakdown). The inset shows the structure
and the energy band diagram of the MOS diode sample.
Regions I and II correspond to the deep depletion and accu-
mulation regimes, respectively.
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photons in the energy interval "ω…"ω + δ["ω]
generated by one hot electron) increases with the
energy E [5]. Breakdown in the oxide leads to a
decrease in the energy of electrons injected in the dam-
aged region (see the inset to Fig. 1). Therefore, the
intensity of photon emission at any given energy "ω
normalized to the current, I"ω/J, will decrease upon
breakdown of the MOS structure.

Thus, by monitoring I"ω(t) at a constant bias volt-
age V, it is possible to detect soft breakdown events as
manifested by sharp drops in the I"ω/J ratio. In this
approach, the time series of the EL intensity, I"ω(t), is
analogous to the current time series in the traditional
approach. The EL measurements should be performed
in the spectral range Eg ! "ω < E + Eg . However, it
should be noted that even strongly damaged regions
may contribute to the emission at "ω ~ Eg = 1.12 eV, so
that it is expedient to select "ω closer to the short-wave-
length edge.

In order to verify the proposed method based on the
LE intensity monitoring, we have studied the samples
of MOS tunnel diodes of the Al/SiO2/p-Si type (see the
inset to Fig. 1) with a nominal oxide layer thickness
of 25 Å and an rms deviation σd ~ 3–4 Å. According to
modern technology standards [6], this degree of oxide
thickness inhomogeneity is considered large, but the
diode samples showed satisfactory and reproducible
electrical characteristics (Fig. 1). Since round alumi-
num contacts (with an area of 10–3 cm2) were nontrans-
parent, the emitted light was collected from a peripheral
region of the structure. The EL intensity I"ω was moni-
tored using the highly sensitive setup described in [7],
which is specially designed for the measurement of
emission spectra of MOS structures.

It should be noted that the visible EL from the sam-
ples of MOS diodes rather frequently vanished upon
overloading. At the same time, the I–V curves exhibited
no radical changes; in particular, they retained the
asymmetry between the forward and reverse branches
(Fig. 1). This observation provides evidence for the
above assumption that the EL intensity may be more
sensitive than the current with respect to the state of the
MOS structure.

Figure 2 shows a typical example of the EL intensity
monitored at λ = 620 nm ("ω = 2.00 eV) and presents
the corresponding plot of I"ω(t)/J(t). As can be seen, the
I"ω curve exhibits both smooth and sharp variations
with time. Smooth changes reflect an increase in the
tunneling current related to the generation and recharge
of the surface states, which is especially clearly mani-
fested immediately upon bias voltage application to the
sample. Note that these LE intensity variations are
quantitatively more pronounced than variations in the
current (the I"ω/J ratio increases). This behavior is
TECHNICAL PHYSICS LETTERS      Vol. 31      No. 4      200
related to the fact that a change in the current upon deg-
radation of the oxide takes place more rapidly at the
periphery (from which the response signal is taken)
than on the average over the entire sample.

The jumplike changes in the EL intensity, which are
also clearly seen in Fig. 2, are probably related to the
oxide breakdown events. Note that the I"ω curve exhib-
its both upward and downward jumps, while the
I"ω(t)/J(t) ratio always drops down irrespective of the
direction of current variation caused by the breakdown:
upward (such as at point a in Fig. 2) or downward
(point b in Fig. 2). The drop at point a is somewhat
masked by the subsequent smooth increase. Point c in
Fig. 2 corresponds to the aforementioned event,
whereby the EL almost completely vanishes. Analo-
gous results were obtained when the EL monitoring
was performed closer to the short-wavelength edge of the
spectrum ("ω = 3.02 eV), but the measurements were
complicated because of a lower emission intensity.

To summarize, we proposed and verified a method
for monitoring the state of the oxide layer in MOS tun-
nel structures based on the measurement of time series
of the EL intensity along with the current time series. It
was demonstrated that the EL intensity curves are not
less informative than the current time series measured
according to the traditional method. The proposed tech-
nique may be of interest for oxide state monitoring at
relatively high bias voltages in MOS structures with
inhomogeneous thickness of the insulating layer.
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Abstract—The experimental current–voltage (I–U) curves of thin-film structures based on tin dioxide (SnO2)
exhibit nonlinearity in the range of strong applied electric fields. The results of I–U measurements are inter-
preted within the framework of a model that assumes the drift of adsorbed ions over the film surface. The
observed phenomenon can be used both for detecting the impurities in air and for recognizing the types of
adsorbed species. © 2005 Pleiades Publishing, Inc.
The phenomenon of adsorption-induced variation in
the resistance of thin films of metal oxides is widely
used in gas sensors [1, 2]. The miniaturization of such
gas sensors leads to an increase in the field strength
between electrodes, which stimulates the migration of
adsorbed gas species over the surface of the active layer
and influences the performance characteristics of the
gas sensor [3–5].

This Letter presents the results of investigations of the
current–voltage characteristics (I–U curves) of the gas
sensor structures based on thin films of tin dioxide (SnO2)
exposed to gaseous media of various compositions.

The sample structures were formed on polycrystal-
line sapphire (Polycor) substrates with platinum elec-
trodes preliminarily deposited via a mask onto the front
side. The interelectrode gaps were 50 µm wide. Four
heating elements and two thermoresistors were depos-
ited in a similar technological cycle on the rear side of
the substrate [6]. A tin dioxide film was deposited
above the electrodes by RF magnetron sputtering of an
SnO2/CuO target in an Ar–O2 atmosphere [7]. The
resistance of the film decreased in the presence of
reducing gases in the atmosphere [8].

The oxide film thickness was ~1 µm, as measured
by an SE-400 15/42 ellipsometer (Sentech Instruments
GmbH, Germany). The heaters and thermoresistors
were calibrated with the aid of an IR camera of the TH
3100MR type (NEC Instruments Ltd., Japan) and
allowed the film temperature to be maintained at 300°C
over the entire area with a lateral inhomogeneity not
exceeding 5%.

The I–U curves were measured using a Keithley
Model 2001 digital multimeter (Keithley Instruments
Inc., USA) and a Grundig Model PN-300 power supply
unit (Grundig Professional Electronic GmbH, Ger-
many) in a range of bias voltages from 0 to 30 V. The
1063-7850/05/3104- $26.00 0339
measurements were performed in a synthetic air (20.5%
O2 in N2; Messer Griesheim GmbH, Germany) and in
model gas mixtures containing CO or isopropanol
(C3H7OH) vapor. The gas phase humidity was monitored
by a Testo Model 615 hygrometer (Testo AG, Germany)
and controlled on a 50% level in all experiments.

Figure 1 shows the typical current–voltage charac-
teristics of the sample structures measured in the model
gas mixtures. The I–U curves were virtually linear in
the range of low bias voltages (U < 5 V) and were sub-
linear at higher applied voltages (U > 5 V). On a double
logarithmic scale, the experimental data could be
approximated by two straight segments corresponding
to power functions of the type I = AUn, where I is the
current, A is a constant factor, U is the bias voltage, and
n is the exponent. The A and n values were different in
the low- and high-bias ranges.

Figure 2 presents the plots of n versus impurity con-
centration in the model gas mixture. In the range of low
bias voltages, the n value was about unity and it was
virtually independent of the type and concentration of
impurities. In the range of U > 5 V (or the field strengths
above 103 V/cm), the n value was substantially depen-
dent on the type of reducing species, while the depen-
dence on their concentration was much less pronounced.
This feature of the sensor characteristic can be used for
recognizing the types of impurities in the gas phase.

The value of the coefficient A in the range of low
bias voltages is approximately inversely proportional to
the sample resistance: as the impurity concentration in
the gas phase increases, the sample resistance decreases
(Fig. 1). This behavior is usually employed for deter-
mining the impurity content in air [9].

The observed features of the I–U curves can be
explained by assuming that oxygen species adsorbed on
the SnO2 film surface exhibit charging by capturing
© 2005 Pleiades Publishing, Inc.
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Fig. 1. The typical current–voltage characteristics of the SnO2 based thin-film gas sensor structures exposed to synthetic air con-
taining various amounts of (a) CO and (b) C3H7OH vapor.
electrons from the volume of the film and then drift
toward the anode under the action of an applied exter-
nal field. Reaching the anode, the charged species give
electrons back to the film or to the metal contact and
exhibit desorption. If the drift time for the adsorbed
species moving from the cathode to the anode is shorter
than their lifetime on the surface (as in the range of high
bias voltages), the adsorbed species accumulate at the
anode and induce depletion in this near-electrode
region. The current to the anode is mostly transferred
by the charges localized on the adsorbed species and by
the free carriers generated as a result of desorption of
these species. Since the mobility of adsorbed species is
lower than that of the free charge carriers and/or the
desorption current is relatively weak, a high-ohmic
region is formed in the thin-film structure. As a result,
the differential resistance of this structure at high bias
voltages is lower than that at small voltages.

In conclusion, we have established that experimen-
tal I–U curves of thin-film structures based on tin diox-
ide exhibit nonlinearity in the range of strong applied
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Fig. 2. The plots of n (in I = AUn relation) versus impurity
concentration in synthetic air probed by SnO2 based thin-
film gas sensor.
TE
electric fields. The experimental data are interpreted
within the framework of a model that assumes the
effective drift of adsorbed ions over the film surface
under the action of an applied field. The observed phe-
nomenon can be used both for detecting the reducing
impurities in air and for recognizing the types of
adsorbed species.
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Abstract—An ultrathin polyimide membrane network has been formed for the first time on a metal grid matrix
using the Langmuir–Blodgett method. The ratio of the membrane thickness to the grid mesh reaches 1 : 1000.
© 2005 Pleiades Publishing, Inc.
The strong prospects for the application of polyim-
ide (PI) films prepared using the Langmuir–Blodgett
(LB) method are related primarily to the possibility of
obtaining ultrathin polymer layers (with thicknesses
ranging from 0.5 to 100–300 nm) possessing high ther-
mal stability and mechanical strength [1]. The LB films
are usually applied onto the surface of solid inorganic
substrates and, less frequently, onto polymeric materi-
als [2]. It is also of considerable general and applied
interest to obtain and study strong ulrathin PI mem-
branes supported by grids or by substrates with micron
holes. Using such membranes, it is possible to create
new and develop the existing micromechanical devices,
such as microvalves, micropumps, acoustic microcon-
verters, and optical and chemical microsensors.

The PI-based LB films are usually prepared as fol-
lows. In the first step, the film of an amphiphilic pre-
polymer is obtained by the LB method on a solid sub-
strate. Then, the film is subjected to thermal or chemi-
cal cyclization (imidization), which results in the PI
structure formation [3].

The aim of this study was to obtain a network of
nanometer-thick membranes of a rigid-chain PI on
“hollow” substrates representing metal grids of micron
mesh size. Important specific features of the rigid-chain
PI based on 3,3',4,4'-diphenyltetracarboxylic acid dian-
hydride and o-tolidine (DP–oTD) are the high thermal
stability (a 5% weight loss at 560°C) and low tempera-
ture expansion coefficient (0.5 × 10–5 K–1). The LB
films were obtained using a prepolymer representing an
alkylammonium salt of DP–oTD polyamic acid with
two molecules of tertiary amine (o,o',o"-trihexade-
canoyltriethanolamine) per monomer unit of the poly-
mer chain. The prepolymer monolayers and LB films
were prepared and their properties were studied in a
special setup designed and constructed at the St. Peters-
burg State Electrotechnical University [4].
1063-7850/05/3104- $26.00 0341
The results of our previous investigations showed that
the selected prepolymer forms stable monolayers com-
posed of densely packed polymer chains on the surface of
water. Investigation of the polyamic acid salt monolayers
transferred onto (100)-oriented singe crystal silicon sub-
strates showed that the process was of the Y type [5] and
the transfer coefficient was 1.0–1.1 for the surface pres-
sure in the monolayer ranging within 25–35 mN/m.

The networks of ultrathin PI membranes were
formed on nickel grids for electron microscopy with a
40 × 40 µm mesh size and a thickness of 7 µm. In the
first step, 50, 100, or 200 monolayers of the prepolymer
were transferred onto the grids at a surface pressure in
the monolayer of 30 mN/m. The grid velocity in the
course of the monolayer transfer was 0.2 cm/min. The
Y-type process was characterized by a transfer coeffi-
cient of 0.9–1.0. In order to determine the film thick-
ness, the prepolymer monolayers were transferred
under the same conditions onto Si(100) single crystal
substrates. In this case, the monolayer transfer coeffi-
cient was 1.0–1.1. Then, the film thickness on the sili-
con surface was determined with the aid of ellipsome-
try. The measurements were performed in air using an
LEF-101 ellipsometer equipped with a laser source
operating at a wavelength of 632.8 nm. The film thick-
ness was calculated using the Holmes method within
the framework of a single-layer model.

The LB films of the prepolymer transferred onto the
metal grid were examined in an optical microscope. It
was established that 95% of the grid cells over a total
area of about 1 cm2 are covered by the film (Fig. 1). The
samples of prepolymer films on the grid and on silicon
were simultaneously heated to various temperatures
(200, 250, 300, 325, 350, 375, and 400°C). Figure 2
shows a plot of the calculated thickness of one mono-
layer in a film heated to various temperatures. As can be
seen, the monolayer thickness in the LB film of the pre-
polymer decreases from 2.9 to 0.7 nm upon heating to
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Microphotograph of a 200-monolayer LB film of a
polyamic acid salt prepolymer on a nickel grid with a 40 ×
40 µm mesh size.
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Fig. 2. A plot of the calculated monolayer thickness d1 in
an LB film on a silicon substrate versus imidization temper-
ature T.

Fig. 3. Microphotograph of a 200-monolayer-thick PI mem-
brane on a nickel grid with a 40 × 40 µm mesh size.
TE
250°C, which is evidence of a complete removal of the
tertiary amine component. As the temperature is
increased from 250° to 400°, the monolayer thickness
changes rather insignificantly and eventually reaches
0.44 nm. This value corresponds to the diameter of the
PI DP–oTD chain, which is evidence for the formation
of a dense package of polymer chains in the LB film.

Microscopic examination of the LB films on the grid
showed that the film was retained on 90–95% of the grid
cells over a total area of 1 cm2 after thermal treatment at
200, 250, and 300°C (Fig. 3). Thus, the film integrity was
virtually not affected by the significant shrinkage of the
film as a result of removal of the tertiary amine with ali-
phatic chains. At the same time, heating above 300°C led
to breakage of the films on the grid. This is probably
related to stresses arising in the film in the course of for-
mation of a dense package of polymer chains.

Judging by the data for the control films transferred
onto silicon substrates, the thicknesses of 50-, 100-, and
200-monolayer films formed on the grid upon heating to
300°C must be 35, 70, and 140 nm, respectively. How-
ever, the micrograph presented in Fig. 3 shows that the
film thickness was not the same in all cells of the grid.

Since water adsorbed on the surface of membranes
may significantly influence their characteristics, we
have measured the contact angle for water on the sur-
face of PI films formed on silicon substrates. The
obtained values (80–90°C) are indicative of highly
hydrophobic properties of the surface of PI DP–oTD
films.

To summarize, we have experimentally demonstrated
the possibility of forming nanometer-thick polymeric
films of thermally and chemically stable rigid-chain PI
on “hollow” metal grid matrices with the ratio of the
membrane thickness to the grid mesh reaching 1 : 1000.
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Abstract—We present a mathematical model describing the elimination of volatile organic impurities from
gases by plasmachemical methods and formulate criteria for the purification of a medium from an impurity.
Comparison of the developed theory to experimental data on the styrene conversion in ionized air shows ade-
quacy of the description. Using the proposed model, it is possible to generalize data obtained for the gas mix-
tures of various compositions with allowance for the method of activation employed in each particular case. A
change in the reaction order with respect to the eliminated component is demonstrated. The obtained relations
provide a basis for the development of effective methods of eliminating toxic compounds from waste gases.
© 2005 Pleiades Publishing, Inc.
Introduction. Interest in the investigation of con-
version of volatile organic compounds in the gas phase
is related to the diversity of chemical processes involv-
ing such compounds and their high lability in non-ther-
mal plasma. Volatile organic compounds enter as com-
ponents in waste gases of various chemical technolo-
gies. The problem of air purification from toxic organic
impurities can be successfully solved using physical
methods [1] that employ various plasmachemical reac-
tions leading to the conversion of impurities in ionized
air. Unfortunately, mathematical modeling of the pro-
cess of organic impurity elimination from a gaseous
medium is hindered by the substantially nonequilib-
rium character of such processes and by the lack of data
on the conversion rate constants. Additional difficulties
are related to the variety of methods used for the gener-
ation of plasma, which complicates the correct compar-
ison of various processes with respect to energy effi-
ciency.

This paper presents a theoretical description of the
elimination of volatile organic impurities from gases by
plasmachemical methods. The proposed formal
approach reflects the conversion of an impurity com-
pound on the whole and takes into account the main
interaction directions, not separating particular chemi-
cal reactions.

Mathematical model. Consider a gaseous system
comprising a mixture of two components: a medium
(e.g., air) and an impurity (a compound to be elimi-
nated). The energy introduced in the medium leads to
the generation of active species participating in plasma-
chemical reactions, which are jointly referred to below
as pseudoreagents. The chemical processes in the sys-
1063-7850/05/3104- $26.00 0343
tem under consideration are described by the following
system of differential equations:

(1)

where [X], [R], and [A] are the concentrations of the
impurity, the pseudoreagent, and the reaction product,
respectively; N is the number of distinguished pro-
cesses; a, b, and c are the reaction orders with respect
to the impurity, the pseudoreagent, and the reaction
product, respectively; k is the rate constant of pseu-
doreagent production; k1i , k2i , and k3ij are the coeffi-
cients characterizing various energy contributions to
the process under consideration; and W is the energy
deposited per unit volume of the gas. In this study, we
restrict consideration to the following processes: impu-
rity elimination at a rate constant k1 (representing the
total coefficient for all processes of interaction between
the impurity and the pseudoreagent); pseudoreagent
production at the expense of the energy introduced into
the system at a rate constant of k; and two channels of
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pseudoreagent consumption—the main (impurity elim-
ination) and the side (interaction with the medium com-
ponents)—at a total rate constant of k2. Under station-
ary conditions, the pseudoreagent concentration is
maintained at constant, so that

(2)

The solution of this system of equations is given by the
relation

(3)

where X0 is the initial impurity concentration. The
explicit expression for the impurity concentration is
X = (k2/k1)A, where

An attempt at a kinetic description of the processes in a
gaseous system was undertaken in [2], where consider-
ation was restricted to a single (preferred) channel of
the consumption of radicals—active species generated
by a streamer crown discharge reactor. The main crite-
rion of the efficiency of the impurity elimination pro-
cess is the characteristic energy β with respect to the
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Fig. 1. Theoretical plots of the characteristic energy β ver-
sus initial concentration of the eliminated impurity.
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eliminated impurity (expressed in joules per liter)
defined as

(4)

where β0 is the minimum characteristic energy for a
given method (which is analogous to the quantity intro-

duced in [2]) and α =  is the coefficient characteriz-

ing the process direction. The lower the β value, the
higher the process efficiency. As the X0 value increases,
the β = β(X0) functions transform into a linear depen-
dence with the slope γ = 1/k characterizing the effi-
ciency of energy introduction into the system.

Figure 1 shows the theoretical curves of β = β(X0).
As can be seen, the reaction order with respect to the
eliminated compound changes at X0 ≈ R, where R = kW
is the formal reagent concentration. Different slopes of
the curves corresponding to various initial impurity
concentrations reflect the influence of the method used
for the generation of active species.

We propose to characterize the process of impurity
elimination from air by the following parameters: η ≡

1 – , which describes the degree of purification, and

,

which shows the energy spent per molecule of the impu-
rity (provided that the reaction mechanism remains
unchanged). The deviation of the experimental data from
theoretical predictions is indicative of the presence of an
alternative mechanism (chain reactions, etc.).

Experiment. In order to qualitatively verify the pro-
posed mathematical model, we have used the experi-
mental data reported in [3] for the experimental conver-
sion of styrene vapor using a pulsed electron beam. The
experiments were performed on a setup comprising a
laboratory electron accelerator of the RADAN type [4],
a gas chamber with a system controlled gas supply, and
a streamer crown discharge reactor [3].

As can be seen from the experimental data presented
in Fig. 2, the parameter β strongly depends on the initial
styrene concentration X0. These data reflect the main
characteristics of the process of styrene conversion and
show the region where the reaction order with respect to
styrene changes from the first to zeroth. As X0  ∞, the
impurity concentration tends to obey the linear law
X  =  X0 – kW. Different slopes of the linear segments
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β = β(X0) at large X0 correspond to various methods of
action upon the system. A comparative analysis of the
theory and experiment shows that the proposed model
is qualitatively correct. For the quantitative estimates, it
is necessary to introduce an additional criterion charac-
terizing the irradiated region of the working volume.

Conclusions. We proposed a mathematical model
that correctly qualitatively describes the process of an
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Fig. 2. Experimental plots of the characteristic energy β ver-
sus initial concentration of the impurity (styrene vapor)
eliminated under the action of (a) a pulsed electron beam
and (b) a streamer crown discharge.
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organic impurity conversion under the action of elec-
tron beams and discharges. A set of criteria characteriz-
ing the impurity conversion process includes the mini-
mum characteristic energy with respect to the impurity,
the efficiency of energy introduction into the system,
and the formal reagent concentration. We have also for-
mulated conditions corresponding to a change in the
reaction order with respect to the eliminated impurity.
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Abstract—We have analyzed the experimental concentration dependences of the permittivity (mFC) and

the piezoelectric coefficient (mFC) of 0–3 connectivity composites comprising ferroelectric ceramic inclu-
sions with a volume fraction mFC dispersed in a piezoactive or piezopassive polymer matrix. Both concentration
dependences at 0.1 < mFC ≤ 0.6 can be interpreted within the framework of a new model of the 0–3 composite
representing two systems of inclusions—spherical and cylindrical (elongated in the polarization axis direction).
It is established that the elongated inclusions determine to a considerable extent the piezoelectric and dielec-
tric properties of the 0–3 composites of the Pb(Zr,Ti)O3-based ferroelectric ceramics–polymer type with
mFC ≥ 0.2. © 2005 Pleiades Publishing, Inc.

ε33
*σ

d33
*

In recent years, a large number of publications have
been devoted to experimental investigations [1–4] and
theoretical predictions [5–10] of the effective physical
properties of the 0–3 connectivity composites of the
ferroelectric ceramic (FC)–polymer type. However, the
influence of the evolution of a microstructure on the
properties of these materials has not been considered in
sufficient detail. As a rule, the elastic, piezoelectric,
and dielectric properties of these FC–polymer com-
posites, with the FC components representing perovs-
kitelike ceramics (based on BaTiO3, Pb(Zr,Ti)O3,
other compounds of the lead zirconate titanate (PZT)
group, etc.), have been described within the frame-
work of models taking into account the interaction of
inclusions of a given shape (parallelepiped [6–8],
spheroid [8–10]) with the surrounding media. This
approach leaves open certain questions concerning the
influence of changes in the microstructure (related to
an increase in the bulk FC concentration in the com-
posite) on the effective properties of materials. How-
ever, the importance of these questions was demon-
strated by the results of recent experimental investiga-
tions of the relationship between microstructure and
electromechanical properties of porous FCs based on
Pb(Zr,Ti)O3 [11] and was further confirmed by the
results of modeling of the effective properties of piezo-
active materials in a broad range of porosity [12].

This paper presents the results of an investigation
of the relationship between microstructure and elec-
tromechanical properties of the 0–3 connectivity com-
1063-7850/05/3104- $26.00 ©0346
posites of the Pb(Zr,Ti)O3-based FC–polymer type
and the interpretation of experimental data [1] in a
broad range of the volume fraction of the FC compo-
nent (mFC).

We have analyzed the concentration dependences

[1, 3] reported for the permittivity (mFC) of a
mechanically free sample and the piezoelectric coeffi-

cient (mFC) measured at room temperature for the
0–3 connectivity composites comprising Pb(Zr,Ti)O3-
based FC dispersed in a polymer matrix based either on
a 70/30 mol % copolymer of vinilydene fluoride and tri-
fluoroethylene [P(VDF–TrFE)] (composite I) or on
pure poly(vinylidene fluoride) (PVDF) (composite II).
This analysis revealed the following features. The
behavior of the ratio of permittivities βε =

(mFC)/ (1) depending on mFC in the related com-
posites I and II is different, which is explained by the
complicated dependence of βε on the directional polar-
ization of components and by differences in the tech-
nology of sample preparation. Analogous differences
are observed for the ratio of piezoelectric constants βd =

(mFC)/ (1). At the same time, the numerical esti-
mations of βε and βd obtained within the framework
of the model of 0−3 composites with spherical inclu-
sions [9] for the compositions analogous to I and II

ε33
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*σ

d33
* d33
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showed a good agreement between theory and experi-
ment [1, 3] only for mFC ≤ 0.1.1

We believe that the observed difference in the
behavior of βε and βd is related to the neglect of certain
features of the 0–3 composite microstructure, which
become substantial with increasing mFC [15]. Below we
will indicate changes in the microstructure which influ-
ence the behavior of βε(mFC) and βd(mFC).

It is assumed that composites of the 0–3 connectiv-
ity type consist of layers of two types alternating in the
direction along the OX3 polarization axis. Layers of the
first type with the relative content 1 – m possess a cel-
lular structure and contain a system of isolated spheri-
cal inclusions with a rather small volume fraction n0. In
layers of the second type with the relative content m,
the spherical inclusions approach each other to form a
structure resembling a cylindrical rod (see the inset to
Fig. 1), which favors polarization of the composite. The
electromechanical properties of such structures are
considered as practically coinciding with those of the
pure FC, since the volume fraction of the polymer com-
ponent is small and the FC inclusions form continuous
chains aligned in the OX3 axis. The volume fraction n1

of the FC rods in these layers may vary from 0 to π/4
(the maximum value corresponds to the area of a circle
inscribed into a square on the X1OX2 plane to the area
of this square). The volume fraction of the FC in the
composite under consideration is mFC = n1m + n0(1 – m),
and the effective electromechanical properties are
determined using a three-step procedure. First, ave-
raging with respect to n0 is performed using formulas
from [16]; then, averaging with respect to n1 is carried
out using formulas from [17]; finally, averaging with
respect to m is performed using formulas from [18],
which yields the complete set of elastic, piezoelectric,

1 It should be noted that the available literature contains no com-
plete sets of electromechanical constants for PZT-based FCs (PKI
502, APC 850) or 70/30 mol % P(VDF–TrFE), the components
of composites studied in [1, 3]. For this reason, our calculations
were performed using the experimental room-temperature data
reported for PZ 27 (an FC of the Navy II type belonging to the
same group as PKI 502) [13] and 75/25 mol % P(VDF–TrFE)

[14]. The ratios of (1)/ (1), (0)/ (1), and

(0)/ (1) calculated using the data for PZ 27 and

75/25 mol % P(VDF–TrFE) [13, 14] are close to the experimental
values for the samples studied in [1]. Previously, Nan and
Weng [5] attempted to interpret the experimental data for

(mFC) and (mFC) reported in [1] using the values of con-

stants for PZT-7A and P(VDF–TrFE) (without indication of the
molar ratio of the comonomers). However, the parameters pre-
sented in [5] for the polymer matrix significantly differ from
those for 75/25 mol % P(VDF–TrFE) [14] (in particular, the elas-
tic moduli differ by a factor of about two). We believe that this
accounts for significant discrepancies between calculated [5] and

experimental [1] values of (mFC) of the 0–3 composite I for

mFC ≥ 0.15.
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and dielectric constants of the given 0–3 connectivity
composite (Fig. 1) with the symmetry group ∞mm.

Figure 2 shows the results of calculations of the
βε(mFC) and βd(mFC) values in comparison to the corre-
sponding experimental data for the composite I. The
presence of two piezoactive components (Figs. 2a
and 2b) favors variation of the piezoelectric coefficient

(mFC) in a broad interval, which is explained by the
opposite signs of the piezoelectric coefficients of com-

ponents ( (0) = – (1) [1, 13, 14]) and by
the electromechanical interaction of components. At

the same time, the permittivity (mFC) varies in vir-
tually the same manner (Figs. 2a and 2c) irrespective of
the piezoelectric activity of the polymer component. A
comparison of the calculated and measured values of βε
and βd leads to a conclusion concerning the important
role of elongated FC inclusions (layers with the volume
fraction m in Fig. 1) as the factor determining both con-

centration dependences (mFC) and (mFC) of the
0–3 composite I. Even for an FC volume fraction mFC =
0.2–0.3, the density of such inclusions may reach n1 ≈
0.3–0.4 for m ≈ 0.5–0.7. As the mFC increases to 0.6, m
grows to 0.9–0.95 and the composite structure
approaches that of the 1–3 connectivity type. Lower m
values corresponding to the experimental data for βε
and βd for the composite with a piezopassive polymer
matrix at mFC ≥ 0.3 (Figs. 2c and 2d), as well as a lower
correlation between m values corresponding to βε and
βd for the composite with n1 = const, are indirectly
indicative of less favorable polarization conditions in
this material as compared to the composite with a

d33
*

d33
*sgn d33

*sgn

ε33
*σ

ε33
*σ

d33
*

X2X1

X3

n0

n1

1 
– 

m
 m

Fig. 1. Schematic diagram of the structure of 0–3 connec-
tivity composites of the FC–polymer type: m is the relative
content of layers containing FC rods (with an FC volume
fraction n1 in these layers); 1 – m is the relative content of
layers containing FC spheres (with an FC volume fraction
n0 in these layers); the inset shows a fragment of the rod
consisting of a large number of closely spaced spherical FC
inclusions.
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piezoactive polymer matrix. It should also be pointed
out that composite I with a maximum volume FC frac-
tion mFC ≈ 0.6 studied in experiment displayed no FC
inclusions continuously arranged throughout the sam-
ple along the polarization axis (i.e., 0–3 connectivity
was observed [1]).

Thus, the results of our investigation provide evi-
dence that the new model can be used for the descrip-
tion of electromechanical properties of 0–3 connectiv-
ity composites in terms of the volume fractions of com-
ponents. The calculated values and the comparative
analysis of theory and experiment indicate that the
interval of FC volume fractions 0.2 ≤ mFC ≤ 0.6 corre-
sponds to a higher sensitivity of both piezoelectric and
dielectric properties along the polarization axis with
respect to parameters of the system of elongated FC
inclusions (Fig. 1). This factor of the microstructure, as
well as the piezoelectric activity of the polymer matrix
must be taken into account in the creation of new highly
effective 0–3 connectivity composites.
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Abstract—A mechanism is proposed according to which the Hall effect arises due to the space charge wave
rectification in semi-insulating semiconductors. © 2005 Pleiades Publishing, Inc.
A semi-insulating semiconductor containing a suffi-
ciently large number of trapping centers and placed into
an external electric field may feature trap recharge
waves, which are essentially space charge waves
(SCWs) [1, 2]. In the materials studied, these SCWs
appeared as low-frequency oscillations of the charge
density with a characteristic spatial period within
5−50 µm and a frequency of 10–1000 Hz. The excita-
tion of such SCWs may be accompanied by their recti-
fication (including spatial and complete rectification)
[3–5], which leads to the generation of an alternating
current at the SCW frequency and influences the direct
current flowing in the sample.

If a sample in which the SCWs are excited and their
rectification takes place is exposed to a magnetic field,
it can be also expected that (i) a Hall current will arise
at the corresponding frequency and (ii) the traditional
Hall current (at a zero frequency) will exhibit a change.
This ac Hall effect was successfully demonstrated in
[6], where neither ac nor dc voltage was applied to a
sample, so that the observed effect was related to the
induced charge density relaxation oscillations (rather
than to the SCW rectification). Accordingly, the
observed effect was 10–1000 times smaller than that
predicted below.

Consider a scheme for the optical excitation of
SCWs and the Hall effect measurements depicted in the
figure. In this system, the sample is irradiated by two
coherent light beams, one of which is phase-modulated
with a frequency of Ω and an amplitude of Θ. The inci-
dent beams form the interference pattern oscillating at
the frequency Ω relative to the middle position. At a
small modulation amplitude Θ, this pattern can be
described as

(1)

W x t,( ) W0 1 m Kx Θ Ωtcos+( )cos+[ ]=

≅ W0 1 m Kxcos+( )
W0mΘ

2
----------------–

× Kx Ωt–( )sin Kx Ωt+( )sin+[ ] ,
1063-7850/05/3104- $26.000349
where m is the contrast, W0 is the average intensity of
the incident light beam, and K = 2π/Λ, Λ is the period
of the interference pattern. Since the crystals studied
are photoconductors, the light action results in the for-
mation of a standing space-charge grating (related to
the W0mcosKx term in Eq. (1)) and two running grat-
ings (related to the last two terms in Eq. (1)), which
propagate in the opposite directions.

If the propagation direction, velocity, and period of
one of the running gratings coincide with those of an
intrinsic SCW mode, the corresponding mode exhibits
resonance excitation. The interaction of this SCW with
the static space-charge grating is accompanied by spa-
tial rectification, that is, by the appearance of an ac cur-
rent with a density given by the relation [5]

(2)

where

(3)

σ is the specific conductivity of a homogeneously illu-
minated sample; τM is the Maxwell relaxation time; d =
µτKEint; µ and τ are the carrier mobility and lifetime,
respectively; and q is a parameter taking into account
two factors decreasing the effective field inside the
crystal. The first factor is related to the possible voltage
drop on non-ohmic contacts, while the second corre-
sponds to a voltage drop on the load resistor in the cir-
cuit. The q value can be expressed in terms of the cal-
culated field E0 = U/L and the real internal field Eint via
the relation 1 + q = E0/Eint , where U is the bias source
voltage and L is the interelectrode distance. According
to another (fully equivalent) definition, this parameter
can be determined as q = Ref/Rcr , where Ref is the effec-

I1 t( ) I1 Ω( ) Ωt,cos=

I1 Ω( )
σE0m2ΘΩτMd

2 1 q+( )
------------------------------------=

× 1

1 ΩτMd–( )2 Ω2τM
2+[ ] 1 ΩτMd+( )2 Ω2τM

2+[ ]
-------------------------------------------------------------------------------------------------------------------.
 © 2005 Pleiades Publishing, Inc.
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tive resistance (including the load resistance RL and the
contact resistance) and Rcr is the crystal resistance (in a
direction parallel to the applied field). In writing
Eq. (2), we omitted (for the sake of brevity) a phase
shift between the phase modulation and the I1(t) signal.

Interaction between the two running SCWs results
in their complete rectification, after which the density
of a dc current flowing in the sample exhibits a change
described by the formula [4]

(4)

Application of an external magnetic field H gives
rise to the Hall emf, which is proportional to a current
passing through the sample. The Hall effect is
described in terms of the equations for EH and nH,
which represent linear (with respect to H) Hall’s correc-
tions to the internal electric field Eint and the electron
density n, respectively (see, e.g., [4, Eqs. (5)–(7)]):

(5)

Here, ε is the permittivity of the sample, ϕ is the
potential of the magnetic-field-induced internal electric

∆I0 Ω( )
σE0m2Θ2

8 1 q+( )2
-----------------------=

× 2 1

1 ΩτMd–( )2 Ω2τM
2+

--------------------------------------------------– 1

1 ΩτMd+( )2 Ω2τM
2+

--------------------------------------------------– .

nH x y t, ,( ) τε
4πe
---------∂∆ϕ x y t, ,( )

∂t
-----------------------------,=

div jH
ε

4π
------∂∇ϕ

∂t
-----------– 

  0.=

ç

2

+ –

A1
A2 exp(iΘcosΩt)

RL

1

Schematic diagram of a sample for the investigation of
SCW-induced Hall effect: RL is the load resistance in the
bias voltage circuit; H is the magnetic field; (1, 2) are the
Hall contacts in the open-circuit regime; (A1, A2) are the
amplitudes of laser beams exciting the SCWs.
TE
field, and

(6)

In the approximation of ϕ = U(H)y/h (where U(H) is the
voltage between the Hall contacts and h is the distance
between these contacts), the final expression for the
Hall current density (in the complex form) is as
follows:

(7)

where qH = RLH/RCH, RLH is the load resistance in the
Hall circuit (not depicted in the figure), RCH = h/σS is
the crystal resistance between the Hall contacts, S is the
Hall contact area, c is the velocity of light, I(Ω) =
I1C(Ω) + ∆I0(Ω), and I1C(Ω) is the complex (rather than
real as in formula (3)) ac current amplitude in the bias
circuit, which is given by formula (29) in [7]. In the
low-frequency limit (ΩτM ! 1), the real current density
in the Hall circuit is

(8)

In the regime of short-circuit in the Hall circuit, qH = 0.
In the regime of disconnected Hall contacts (qH  ∞),
the real change in the voltage between the Hall contacts
∆U(H)(Ω, t) is

(9)

The above results do not take into account the inho-
mogeneous distribution of the internal electric field
along the x axis in the crystal. This inhomogeneity ren-
ders the problem of description of the Hall effect in the
crystal substantially two-dimensional, which may lead
to the appearance of vortex currents in the presence of
a magnetic field. However, our preliminary analysis
showed that such effects rather insignificantly influence
the phenomena under consideration.
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EH ∇ϕ , jxH– eµ nHEx n
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∂x
------– 

  ,= =

jyH eµyxnEx eµn
∂ϕ
∂y
------.–=

j H( ) Ω( ) Hµ
c

--------
1 iΩτMq–

1 qH 1 iΩτM+( )+
-------------------------------------------I Ω( ),=

I H( ) Ω t,( ) Hµ
c
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1 qH+
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in an Acousto-Optic Crystal of Paratellurite

V. B. Voloshinov*, O. Yu. Makarov, and N. V. Polikarpova
Department of Physics, Moscow State University, Moscow, 119992 Russia

* e-mail: volosh@phys.msu.ru
Received November 23, 2004

Abstract—Some features of the propagation and reflection of acoustic waves in the XY plane of a paratellurite
crystal have been studied. It is established that the acoustic waves exhibit an unusual backward reflection from
the side crystal facet in the case of glancing incidence onto the crystal–vacuum interface. The experimental
results are in good agreement with theoretical predictions. © 2005 Pleiades Publishing, Inc.
Acousto-optic interactions are widely used in both
basic science and technological applications in the
schemes of beam control. The advantages of acousto-
optic beam control are high efficiency, fast response,
and broad functional possibilities [1–4]. In recent
years, acousto-optic devices have also found applica-
tions in new, rapidly developing fields such as telecom-
munication networks, spectral filtration for structure
imaging and pattern recognition, and some others [3, 4].

Such increasing practical requirements have stimu-
lated the creation of novel acousto-optic devices, for
example, tunable acousto-optic filters developed for
optimal use. In particular, special narrowband acousto-
optic filters for telecommunication networks employ
nearly collinear geometry of the acousto-optic interac-
tion in a birefringent crystal [5–9]. Realization of the
quasi-collinear diffraction and creation of the quasi-
collinear acousto-optic filters are based on the use of
acoustically anisotropic materials. The development of
such systems encounters certain difficulties related to
the insertion of a light beam into the acoustic beam and
the alignment of these beams in an acoustic waveguide.
Solving this problem necessitates the use of the reflec-
tion of acoustic waves from crystal facets [6, 8, 9]. In an
anisotropic material, this refection may exhibit quite
unusual features.

Collinear acousto-optic filters are traditionally made
of materials such as quartz, lithium niobate, paratellu-
rite (TeO2), calcium molybdate, and some others. How-
ever, solving new problems requires using new materi-
als. In particular, much attention is now devoted to the
acousto-optic materials effective in the IR range, such
as calomel, tellurium, etc. [3–5]. One of the most
widely used traditional acousto-optic materials is para-
tellurite. It should be noted that the aforementioned
acousto-optic materials (as well as some others, such as
Hg2Br2 and Hg2I2) are characterized by strongly aniso-
tropic physical properties. The propagation of acoustic
and electromagnetic waves in such media is accom-
1063-7850/05/3104- $26.00 0352
panied by very complicated acousto-optic phenomena
[10–12], which are interesting from a practical stand-
point.

The concept of anisotropy in acousto-optics conven-
tionally implied only the optical anisotropy, whereas
the anisotropy of acoustical properties and the related
features of acousto-optic interactions were treated
rather superficially [1–4]. This approach is by no
means justified, because the acoustical anisotropy of
new acousto-optic materials can no longer be ignored.
As is known from the theory of elasticity, the acoustical
anisotropy of a medium is manifested, in particular, in
that the group and phase velocity of sound make a non-
zero angle with each other [1]. In the crystalline com-
pounds of mercury and tellurium, these angles may
reach 60°–70° and above [8, 9, 11, 12]. The acoustical
anisotropy is characterized not only by different direc-
tions of the group and phase velocity of sound in crys-
tals: it can also lead to very unusual phenomena accom-
panying the reflection of acoustic waves from crystal
facets.

This study was aimed at the elucidation of some laws
of the propagation and reflection of acoustic waves in
paratellurite crystals, which are characterized by
unusual features in the behavior of reflected waves [10].
It was expected that investigations of the reflection of
acoustic waves in this anisotropic medium would reveal
special geometries of the effective acousto-optic inter-
actions, which will provide for the creation of novel
devices [5–9].

The features of acoustic wave propagation were
studied in paratellurite (TeO2) samples cut in the form
of a rectangular parallelepiped oriented at an angle α
relative to the X and Y axes. The measurements were
performed for a crystal cut so that the incident and
reflected waves occurred in the XY plane. Figure 1
shows the crystal orientation relative to the X and Y axes
and indicates directions of the group and phase velocity
© 2005 Pleiades Publishing, Inc.
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of sound (the Z axis is perpendicular to the plane of the
figure).

A quasi-longitudinal acoustic wave 1 (Fig. 1) was
launched into the paratellurite crystal by a lithium nio-
bate piezoelectric transducer fixed on the crystal
facet A. The acoustical anisotropy of the paratellurite
crystal is manifested in that the phase velocity of wave 1
is perpendicular to facet A, while the group velocity of
this wave makes an angle ψ1 (acoustic walk-off angle)
with the phase velocity. It should be noted that, in the
case of the crystal orientation studied, the piezoelectric
transducer also launched another wave with the group
velocity directed toward the crystal facet opposite to
facet B. This wave is not involved in the reflection and
it is not depicted in Fig. 1. Evidently, the reflection of
wave 1 from the crystal facet B leads to the appearance
of two reflected waves (2 and 3 in Fig. 1). For wave 2,
the angle between the group (Vg2) and phase (Vp2)
sound velocities is ψ2; for wave 3, the angle between
the corresponding velocities Vg3 and Vp3 is ψ3. Analysis
showed that the angle γ between the energy flows in the
reflected acoustic wave 3 and the incident wave 1 can
be very small, which makes possible a rather unex-
pected backward reflection of wave 1, as is shown in
Fig. 1.

The experimental investigation of the reflected
acoustic waves was performed by the acousto-optic
method of ultrasound imaging, according to which the
crystal was illuminated by a broad collimated light

Ψ1

Vg1

Vp1

Vp2

Vg2

Ψ2

1

2
γ

Y

Ψ3

Vp3Vg3

X

α

A

B

3

Fig. 1. Schematic diagram showing the reflection of acous-
tic waves in a paratellurite crystal.
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beam. The experimental arrangement is schematically
shown in Fig. 2b. The measurements were performed
on a paratellurite crystal with dimensions 1.8 × 1.8 ×
0.7 cm, in which the acoustic wave was propagating in
the XY plane and the Z axis was oriented along the
shortest edge. A Y + 36° cut lithium niobate piezoelec-
tric transducer was fixed on a side facet of the crystal by
means of cold vacuum welding with an indium solder.
The position of the piezoelectric transducer is indicated
by the arrow in Fig. 2. The sample crystal was cut so
that the transducer plane made an angle of α = 5° rela-
tive to the X axis. This source excited predominantly a
longitudinal component of the acoustic wave in a work-
ing frequency range of f = 60–100 MHz. The colli-
mated laser beam with λ = 0.633 µm was incident onto
the sample at angle θB , approximately along the Z axis
of the crystal. 

Figure 2a shows photographs of the patterns
observed at the output of the crystal; the formation of
this image is illustrated by Fig. 2b. The left photograph
in Fig. 2a shows the image of the TeO2 crystal, while
the right photograph presents the first-order diffraction
pattern. Since the ultrasound energy flux propagated at
the angle ψ relative to the acoustic wave front, the dif-
fraction pattern appears as a sloped band repeating the
orientation and shape of the sound column in the crys-
tal. As can be seen in Fig. 2a, the light passing through
the crystal is in fact diffracted in the +1 order on the
inclined sound column, so that point 1 of this column

(a)

Ψ
Vp

Vg

2

1 1'

2'(b) α

Fig. 2. Imaging of acoustic waves in a TeO2 crystal (see text
for explanations).
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corresponds to point 1' of the diffraction pattern, while
point 2 of the sound column corresponds to point 2' of
the diffraction pattern (see Fig. 2b).

As is known, the Bragg angle for the isotropic dif-
fraction is inversely proportional to the phase velocity
of the acoustic wave [1–4]:

(1)

In acousto-optics, the diffraction angle θd is also
inversely proportional to the phase velocity of the ultra-
sound (θd ~ 1/V), since θd = θi . Therefore, by measuring
the angle of light beam deviation and using formula (1),
it is possible to determine with a rather high accuracy
the phase velocity of sound (Vp) in the crystal [1–4].
The acoustic walk-off angle ψ can be determined from
an analysis of the diffraction pattern.

In our experiments, the acoustic walk-off angle
between the phase (Vp) and group (Vg) velocities deter-
mined directly from the diffraction pattern was ψ =
47° ± 2°, which is in good agreement with the calcu-
lated value (ψ = 46°). The absolute value of the phase
velocity determined using the measured Bragg angle
was Vp = 3.4 × 105 cm/s (±1%), which also well coin-
cided with the results of calculations (Vp = 3.45 ×
105 cm/s). Thus, the results of acousto-optic measure-
ments allowed us to determine both the phase velocity
of sound (Vp) and the acoustic energy walk-off angle (ψ)
in the paratellurite crystal.

The main laws of the backward reflection of acous-
tic waves in paratellurite single crystals are illustrated
in Fig. 3. The experiment was performed in the XY
plane of the crystal. The acousto-optic cell dimensions
in Fig. 3 are 1.8 × 1.2 × 0.7 mm; a lithium niobate
piezoelectric transducer was positioned as indicated by

θisin
λ f

2nV
----------.=

0

1

23

1'

2'

3'(a) (b)

Fig. 3. Imaging of acoustic waves in a TeO2 crystal (see text
for explanations).
TE
the arrow; and the crystal was cut so that the transducer
plane made an angle of 5° relative to the X axis. The
working frequency band of the transducer was f =
120−180 MHz. A broad beam of laser radiation with
λ = 0.532 µm was collimated by a telescope and
directed along the Z axis of the crystal. The experimen-
tal procedure was analogous to that described above
(Fig. 2).

The direction of polarization of the intrinsic acous-
tic modes in the given cut of the TeO2 crystal does not
coincide with the normal to the transducer plane. For
this reason, the transducer excited both slow and fast
acoustic waves in the crystal. These waves, which can
be distinguished in Fig. 3a, are denoted by 1 and 2 in
Fig. 3b, illustrating the image formation. Wave 1 has a
lower phase velocity as compared to that of wave 2.
Using the experimentally measured Bragg angles for
the deviation of waves 1 and 2, we determined the cor-
responding phase velocities by formula (1), which
yielded Vp1 = 2.89 × 105 cm/s (±1%) and Vp2 = 3.44 ×
105 cm/s (±1%). These values well coincide with the
results of theoretical calculations: Vp1 = 2.88 × 105 cm/s
and Vp2 = 3.45 × 105 cm/s. Using the diffraction pattern
presented in Fig. 3a, we also determined the acoustic
walk-off angles ψ1 = 47° ± 2° (wave 1) and ψ2 = 35° ± 2°
(wave 2). These experimental results for both waves
coincide with the calculated values: ψ1 = 46° and
ψ2 = 35°.

As can be seen from Fig. 3, wave 1 is incident onto
the upper facet of the paratellurite crystal and, in accor-
dance with Fig. 1, gives rise to two reflected acoustic
waves. It was found that the intensity of one of these
waves was extremely small as compared to that of the
other wave (1 : 100), so that the diffraction of light on
this wave was ineffective. The weak wave was detected
in experiment, but it is not manifested in the photograph
in Fig. 3a because of very low brightness (this wave is
also not depicted in Fig. 3b). The stronger reflected
wave produced effective light diffraction. This wave is
clearly seen in the bottom right angle of Fig. 3a and
indicated in Fig. 3b as wave 3. The phase velocity Vp3
of this acoustic wave significantly differs from the val-
ues of Vp1 and Vp2, which results in a large difference of
the Bragg angles for these waves. For this reason, the
diffraction field generated by wave 3 is situated at a
greater distance from the crystal as compared to the
fields of waves 1 and 2, which is clearly seen in Fig. 3.
Using the experimentally measured Bragg angle for the
deviation of wave 3, we determined the corresponding
phase velocity of the reflected sound using formula (1),
which gave the value Vp3 = 1.52 × 105 cm/s (±1%),
practically coinciding with the results of theoretical
calculations. Using the photograph of the diffraction
pattern, we also determined the angle of spatial separa-
tion between the group velocities Vg1 and Vg3 for the
corresponding waves 1 and 3. This angle has proved to
be γ = 7°, which almost coincided with the theoretical
CHNICAL PHYSICS LETTERS      Vol. 31      No. 4      2005



NEARLY BACKWARD REFLECTION OF ELASTIC WAVES 355
value of γ = 7.2°. Such a small value of this angle con-
firms the unique backward character of propagation of
the reflected wave 3 in the crystal.

Thus, the energy fluxes of the reflected acoustic
waves in paratellurite may propagate in rather unex-
pected directions, which can be determined using the
surface of acoustic slow waves of a given material [1,
6–10]. This circumstance has to be taken into account
in each particular realization of the acoustic wave
reflection in acousto-optic cells [8, 9]. Prototypes of
new acousto-optic devices based on paratellurite crys-
tals can be created such that they employ the unique
character of the propagation and reflection of acoustic
waves in these crystals [9]. For example, the reflection
of sound from a large crystal facet can be used in quasi-
collinear acousto-optic filters for the insertion of light
into the sound column. Investigations of the features of
acoustic wave reflection from various crystal facets
may also solve the problem of driving the parasitic
reflected waves out of the zone of useful acousto-optic
interaction. Thus, it is possible to exclude the influence
of such parasitic waves on the instrumental function of
acousto-optic filters and eliminate the false diffraction
maxima.
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Abstract—A new method for measuring the intensity spectrum of a light beam is proposed, which is based on
monitoring the angular dependence of the reflected radiation power in a thin-film structure by prism coupling
technique. © 2005 Pleiades Publishing, Inc.
Integral optical methods of measurement, based on
monitoring the spatial distribution of the intensity of
radiation reflected from a prism coupler, are usually
employed for determining the properties of thin films
and media [1, 2]. This paper describes application of
the prism coupling technique to measurements of the
spatial spectra of the intensity of coherent light beams,
which is of key importance for the solution of inverse
optical problems [3]. The measurement of such spectra
by conventional methods [4–6] is subject to certain lim-
itations related to the aberrations of lens systems [4] or
low field intensities [5, 6]. Using the proposed
approach, it is possible to lift these limitations by mea-
suring the angular dependence of the total power of a
light beam reflected from a prism coupler exciting a
planar optical waveguide.

When a planar waveguide is excited via a prism cou-
pler, it is possible to observe the so-called dark m-lines
in the reflection mode [1]. Figure 1 shows the corre-
sponding angular dependences S(γ) of the power of a
light beam reflected from a prism coupler in the course
of a waveguide mode excitation with the aid of laser
beams formed by various optical systems. The substan-
tial differences observed between the S(γ) curves
obtained when parameters of the same mode are mea-
sured using various laser beams suggest a new method
for the investigation of light beam characteristics.

Let a planar waveguide be excited by the coherent
light beam to be studied (see the inset to Fig.1). The
axes of the incident and reflected beams make angles γ
relative to the normal to the corresponding side faces of
prism 1. If the exciting light beam is linearly polarized,
the distribution of the transverse component of electric
field in the plane Z = 0 (Fig. 1) can be described as
Eτ(x, y) = (1 – χ)ψ(x, y)x + χψ(x, y)y, where χ = 0 or 1,
and x and y are the unit vectors of the coordinate axes.
The reflected beam power is measured by photodetec-
1063-7850/05/3104- $26.00 0356
tor 4. Denoting by R the characteristic scale of variation
of the ψ(x, y) function (|∇ψ|  ~ R–1|ψ|) and taking into

account the condition k0R @ 1 (k0 = 2π  is the wave-
number of vacuum) usually satisfied in practice, we
obtain the following relation for the signal S(γ) mea-
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Fig. 1. The S(γ) curves measured in a thin-film waveguide
structure excited by laser beams with the radii R = 90 (1),
140 (2), and 450 µm (3). The top inset shows a schematic
diagram of the measuring device comprising (1) a coupling
prism, (2) a buffer layer, (3) a waveguide film, and (4) a pho-
todetector.
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sured by the photodetector under conditions of the
resonance waveguide mode excitation [7]:

(1)

where C1 and C2 are the coefficients dependent on the
efficiency of prism coupling to the waveguide and the
instrumental constant of the photodetector,

εp and εa are the permittivities of the prism and ambient
medium, respectively; θ is the angle at the prism base
(Fig. 1); h is the complex propagation constant of the
leaky mode in the waveguide–prism structure; and ξ is
the angular coordinate to which the light beam intensity
in the xy plane is related.

The function F(ξ) in relation (1) is defined using the

square modulus of the Fourier image (nx, sinξ)
of the exciting beam. If this Fourier image can be rep-

resented as (x, y) = X(x)Y(y), the spectrum of the
beam intensity is readily obtained by reconstructing
two functions F(ξ) corresponding to the parameter
χ = 0 and 1. This situation is characteristic of laser
beams and fields of emission from the edge of an opti-
cal waveguide. In such cases, it is necessary to perform
two sequential measurements for the waveguide mode
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excited by the beams incident in the mutually perpen-
dicular planes. Then, according to relation (1),

(2)

The distribution S(γ) is measured for discrete values
of the angle γ = γj (j = 1, 2, …, m). Therefore, the
integral in formula (2) can be calculated using the inter-
polation

where γ1 is the coordinate of the minimum of the func-
tion S(γ), Hl[(γ – γ1)V–1] is the Hermitian polynomial,
and C1, Al , and V are the constants determined (for a
given interpolation order n) by least squares using the
measured values of S(γj). Using formula (2), we even-
tually obtain

(3)

Since the factor at the integral and the differences γ1 – ν
in the integrand of (3) influence only the normalization
of the function F(ξ) and the shift of the coordinate ξ, the
information about the measuring device required a pri-
ori for the measurement of the intensity spectrum
reduces to setting the complex propagation constant h
of the excited mode. 

The results of verification of the above procedure
developed for reconstruction of the function F(ξ)
through calculation of the S(γ) distribution for various
beams in the course of solution of the electrodynamic
vector problem [8] showed a high efficiency of the pro-
posed algorithm. It should be noted that the function
exp[–0.5(kV)2] in expression (3) plays the role of a sta-
bilizing factor, which ensures stability of the function
F(ξ) with respect to the noise involved in the determi-
nation of S(γj) values [9]. In particular, the error of
reconstruction of the F(ξ)/Fmax ratio in a 30 dB range
with n = 6 for Gaussian beams did not exceed 0.1%.

Using the developed approach, we have success-
fully measured the spectra of spatial frequencies of
laser beams formed in various optical systems. The
measuring devices had the form of thin-film structures
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obtained by the RF sputter deposition of a waveguide
film onto the prism base preliminarily covered by a
buffer layer of quartz glass. The measurements of S(γ)
were performed using a setup described previously [7].
The Gaussian beam of an He–Ne laser with λ =
632.2 nm was incident onto a coupling prism mounted
on a rotating table. The optical system allowed light
beams with various angular distributions of intensity to
be obtained. The angle of beam incidence onto the
prism was varied with the aid of a step motor drive that
changed the table rotation angle with a step of 9.7 ×
10−5 rad. The angular dependence of the reflected light
beam power was measured using a photodetector syn-
chronously driven with the aid of another step motor.
This detector measured the power of the light beam
reflected from the prism coupler at a given angle of
incidence, while another detector measured the power
of the incident beam. The step motor control unit was
synchronized with the channel comparator. The mea-
sured signals were digitized and stored in a computer
memory. The complex mode propagation constant of
the measuring device was preliminarily determined [8]
using a laser beam with known intensity spectrum and
radius, which yielded h/k0 = 1.46623 – i2.96 × 10–6.

Figure 2 shows the typical intensity spectra of the
beams corresponding to the measured S(γ) curves pre-

–0.1 0 0.1 ξ, deg

F, a.u.

0.8

0.6
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0.2
1 2 3

Fig. 2. Angular dependence of the intensity of laser beams
with the radii R = 90 (1), 140 (2), and 450 µm (3) recon-
structed from the corresponding S(γ) curves presented in
Fig. 1. Points at the curves 1 and 3 show the experimental
data obtained independently by means of the Fourier optics.
TE
sented in Fig. 1. The correctness of these results was
confirmed by comparison with the values obtained
using direct photometry in the focal plane of a long-
focus (f = 30 cm) objective [4], which are plotted by
points in Fig. 2. A comparative analysis of these data
shows satisfactory correlation of the results obtained by
the two independent methods. The efficiency of the pro-
posed method is illustrated by the results of measure-
ments of the intensity spectrum of a laser beam with the
shape deviating from Gaussian (Fig. 2, curve 3). As can
be seen, the proposed approach reveals rather slight
changes in the intensity spectra of laser beams and
ensures a higher resolution as compared to that pro-
vided by the method of Fourier optics, while retaining
the required precision. This advantage is especially pro-
nounced in the case of weakly divergent laser beams
(Fig. 2, curve 3).

To summarize, we proposed a new method for mea-
suring the intensity spectrum of a light beam; this
method is based on monitoring the angular dependence
of the reflected radiation power in a thin-film structure
by prism coupling technique. This method can be used
for laser beam monitoring and the measurement of the
parameters of radiation sources, as well as of optical
fibers and waveguides.
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