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Abstract—A scheme for obtaining a stationary monochromatic beam that can be focused in the horizontal and
the vertical planes and rapidly tuned to a desirable wavelength with the aid of a bending magnet on a Sibir’-2
synchrotron source has been designed. The channel parameters and the size and profile of a sagittally bent sin-
gle crystal of the double-crystal monochromator were chosen with the use of numerical smulation. © 2001

MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The use of synchrotron radiation (SR) in structural
studies of single crystal enables one to reduce the col-
lection time of X-ray data, increase the angular resolu-
tion of X-ray patterns, decrease the spectral range,
reduce the background, and tune to any desirable wave-
length.

The beam generated by a bending magnet installed
on Sibir’-2 source exerts moderate thermal 1oads on the
focusing optics and asample, which providesthe repro-
ducibility and precision of the measurements of X-ray
diffraction intensities. This beam allows precision
structure studies based on X-ray intensities measured
under the conditions anomal ous scattering.

The structural studies of single crystals require SR
beam focusing providing a spot with a diameter 0.3—
0.7 mm on the sample. The beam divergent in the hori-
zontal plane should be focused in the maximum possi-
ble angular range to provide the maximum intensity.
However, the better the angular convergence of theinci-
dent beam, the lower the angular resolution of the X-ray
diffraction pattern and the smaller the maximum possi-
ble unit-cell parameters of the crystals studied.

Earlier, a scheme of the station for X-ray studies of
proteins was proposed [1] which provided the admissi-
ble compromise between these conflicting require-
ments.

The scheme of the station involved a (1, —1) double-
crystal monochromator with the fixed position of the
monochromatic beam and sagittal bending of the sec-
ond crystal focusing the beam in the horizontal direc-
tion and a segmented mirror of the total external reflec-
tion focusing it in the vertical direction and excluding
harmonics. The station designed for studies of single
crystals with small unit-cell parameters will also be

based on an analogous scheme for primary-beam
focusing.

A holder of the second crystal in the monochroma-
tor allows the use of computer-controlled step motors
providing rotation of the crystal through the 8, angle
with the change of the wavelength; the displacement of
the crystal along the primary beam incident on the first
crystal in order to fix the position of the monochromatic
beam in the space, the change the radius of the sagittal
bending with the changein the wavelength, and the dis-
placement the crystal along the reflecting-surface nor-
mal to compensate the change in the sagitta. In addition
to the above movement, two adjusting movements are

Fig. 1. Horizontal focusing of the synchrotron-radiation
beam in the case of sagittal bending: BO = P;; OF = P,;
AC' = PPy, AC = (P; + Py))®y; FF' =2P'sin®.
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Fig. 2. Configurations of focusing crystals based on sagittal
bending: (a) profile of crystal 2a; (b) profile of crystal 2b;
(c) reflecting surfaces of crystals 2a and 2b.

possible—crystal rotation about the axis of sagittal
bending and arotation of this axis about the reflecting-
surface normal.

FOCUSING IN THE HORIZONTAL PLANE
IN THE CASE OF SAGITTAL BENDING
OF THE CRYSTAL

Ascan be seen from Fig. 1, in asagittally bent crys-
tal, the rays of the divergent beam are displaced in the
sample plane by the distance of yFF' = y2P,sin6. Upon
focusing, the ray deflected from the mean line by the
angle ®,/2 in the horizontal plane should be displaced
by (®y/2)(P, + P,) = y2P,sin®.

The angle of bending y, the bending radius
R = ®y4P,/2y, the sagitta AR = R(1 — cosy) for different
wavelengths, the interplanar spacings of the crystal-
monochromator, and different parameters of the chan-
nel (P,P,, and ®;) can readily be determined from the
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above equation. If the beam diverges from the mean
line in the horizontal plane [2, 3], then, in the genera
case of asagittally bent second crystal, the angle (8,) of
beam incidence onto the second crystal differsfrom the
angle of incidence onto the first crystal (8,) by the fol-
lowing value:

91 - 92 = ((DH/2)2(P1/R)[1/COSG - Pl tane/zR]

Theequality 8, = 6, isfulfilled only on the condition
that P, = 3P, [2]. In the station considered here, P, =
10 mand P, =6 mfor A = 1.0 A and the Si(111) plane;
8, — 6, = 0.6". This cannot cause noticeable intensity
losses, because the rocking curve haf-width is 4.5".
The chosen value of the P,/P, ratio is a compromise
between the value P,/P, = 3 and the desire to obtain the
highest possible intensity (the large @, value) at alow

beam convergence on the sample (D, = (P,/P,)®y).

FOCUSING IN VERTICAL PLANE

Vertical focusing is attained by the use of the mirror
providing thetotal external reflection, which consists of
eight planar segments of polished glasswith the dimen-
sions 200 x 50 x 25 mm and roughness less than 10 A.
The individua adjustment of each segment provides
the vertical size of the focus of 0.62 mm. If the seg-
ments are tangential to the cylindrical surface, the ver-
tical size of thefocusis0.75 mm [1].

REDUCTION OF MERIDIONAL BENDING

Sagittal bending leads to compression of inner lay-
ersof the crystal and extension of itsouter layersresult-
ing in crystal bending in the meridional (diffraction)
plane with the curvature radius Ry, = —R/0, where g is
the Poisson ratio (o = 0.262 for Si(111)). As a result,
the crystal adopts a saddlelike shape.

To reduce the meridional bending, the crystal was
cut in away to have stiffnessribs of height h and width
W, spacings S, and interspace thickness t. The ratio of
the bending radii is given the following equation [3]:
Ry/R=-1/o[1 + (W/S(h/t)}(1 — 6?)].

Another way for reducing the meridional bending
involves rigid crystal fixation and an increase of the
face length (b) of crystal 2 parale to the diffraction
plane[4, 5] (aisthe lateral size):

Ruw/R = —(8/150)(b/a)*(1 + a*/b?).

Using the crystal-monochromators and their profiles
such that they provide both ways of decreasing the
meridional bending simultaneously (Fig. 2), we calcu-
lated the coordinates z, the derivatives dz/dy (the incli-
nation angle), and the bending radii Ry,(y) = [d*Z/(dy)*]™!
along the mean line in the meridional plane for y rang-
ing from 0 to 20 mm.

All the computations were performed by numerical
simulation in finite elements with the aid of the

No. 5 2001
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Fig. 3. Net of finite elementsfor crystal 2b.

ANSYS5.5 program using the bilinear volume unit
SOLID95 [6]. To decrease the dimensionality of the
problem to be solved, we considered the symmetry of
the bent crystal in the vertical and horizontal planes
(Oyz and 0x2), but under the condition that forbids the
displacement of finite elementsin the symmetry planes
in the directions normal to these planes. The models of
crystals 2aand 2b consisted of 19044 and 12540 finite
elements, respectively. The three-dimensional net of
finite elements for the model of crystal 2b is shown in
Fig. 3. The rotation of one lateral face of the crystal-
monochromator was preassigned. Since a finite ele-
ment used possesses no rotational degrees of freedom,
the rotation of the crystal-monochromator face was
specified by coupling equations. For a(111) Si crystal,
we used the following constants: o = 0.262 and the
Young's modulus E = 167 GPa (17000 kgf/mny).

Because of the meridiona bending, the difference
8, — 6, was determined from the dz/dy curves (Fig. 4) as

A8y =0, — 8, = (P,/Ry)®P,/2sin6 = dz/dy.

For the profile 2awehave: A= 1.0 A, P, =10 m,y =
10 mm, ®, =0.3 mrad, 8 = 9.15°, Ry, = 1 km, AB,, =
1.9" (107 rad).

For the profile2bwehave: A =1.0A, P, =10m,y =
10 mm, ®, = 0.3 mrad, 8 = 9.15°, Ry, = 3.6 km, AB,, =
0.55" (0.3 x 107 rad).

Therefore, profile 2 is preferable, and the error in 6,

does not noticeably change the monochromatic-beam
intensity.
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EVALUATION OF DEFOCUSING
CAUSED BY RIBS

In the case of sagittal bending, the presence of ribs
distortsthe circumferenceinto a“polygon” which gives
rise to defocusing. The deviation of the polyhedron
from a circumference is determined from the analysis
of the modd of a bent crystal in finite elements. The
model allows the determination of the bending radius
R = [d?z/(dx)?]' asafunction of x. As can be seen from
Fig. 5, the radius under the ribs increases up to 2.4 m,
between the ribs, the radius is 0.85 m (the average
radius equals 1.2 m and is comparable with the value
obtained in [7]).

dz/dy x 107°, rad
20

18 1 2a
16 -
14+
12+
10 -
8_

0.5 1.0 1.5 2.0
Y, cm

S O B2
T

Fig. 4. Dependence of the angle of rotation in the meridi-
ona direction dz/dy (in the plane y0z) on the coordinate y at
the average bending radius R = 1200 mm on the reflecting
surface and at a depth of 0.25 mm for crystals 2a and 2b,
respectively.
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Fig. 5. Dependence of the bending radius R in the x0z plane on the coordinate x on the reflecting surface (crystal 2a) and at a depth
of 0.25 mm (crystal 2) at the average bending radius R = 1200 mm (crystal 2b).
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Fig. 6. Dependence of defocusing AF = (dz/dx — X’R)R(P; + P,)/P; on the coordinate x (crystal 2b).

Theinclination angley at adistance x from the mean
line obtained by simulating dz/dx was compared with
the analogous value for the cylinder, XR. The error
Ay(x) = dz/dx — x/R leads to defocusing AF (the dis-
placement of the focus from the mean lineinthe sample
plane):

AF = R[dz/dx — X/RI(P, + P,)/P;.

As can be seen from Fig. 6, the maximum defocus-
ing AF for abeamwith A = 1 A and the horizontal diver-
gence @, = 1 mrad (x ranges from -5 to 5 mm) is
+0.25 mm. This defocusing leads to an increase of the
beam spot in the sample plane F = B,P,/P, = 0.44 mm

CRYSTALLOGRAPHY REPORTS Vol. 46

upto «/F*+ (2AF)* = 0.67 mm. The coefficient (P, +
P,)/P, = 1.6 reducesthisvalue amost by afactor of two
in comparison with the (P, + P,)/P, = 2.4 obtained
in[8].

THE MAXIMUM TENSILE STRESSES

The maximum tensile stresses in the (111) plane
were determined by numerical simulation (Fig. 7). In
the bent crystal with the curvature radius of 1200 mm,
these stresses are 10 and 9 kgf/mm? (for the crystals 2b
and 2a, respectively). If the bending radiusis 720 mm,
thetensile stressesincreasein the proportion 1200 : 720
and attain the values of 17 and 15 kgf/mm?, respec-
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Fig. 7. Tensile stresses (MPa) in crystal 2b; the bending radius is 1200 mm, and the radius of curvatureis 0.2 mm.

tively, which are more than an order of magnitude
lower than the breaking point along the [110] direction
insilicon crystals (0.02 of the Young modulus) [9]. The
maximum stresses are formed within the reentrant
angles (between ribs and horizontal segments). The
stresses were determined at the bending radius of
0.2 mm.

PROGRAMS CONTROLLING
MONOCHROMATOR, MIRROR, AND SLITS

The positions of the dlits, the monochromator, and
the segmented mirror are set by a personal computer
using the CAMAK interface. Step drives al the neces-
sary movements. The monochromator can be con-
trolled in two modes:. (1) A scan by varying 6, and 6, at
astep of 1"; and (2) by setting to the a certain wave-
length.

The change of the 8, and 8, angles givesrise to the
change in the distance between the crystals| = hcot26
(to ensure the stationary diffracted beam), the changein
the bending radius of the second crysta R =
2P,P,sinB/(P, + P,) (to preserve the focusing), and by
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the displacement T, of the second crystal aong the
reflecting-surface normal (to compensate the changein
the sagitta T, = (X, /2R

Control over the mirror envisages inclination and
displacement of the mirror as a whole, its cylindrical
bending with the change of the bending radius, and the
individual rotation of each segment for its adjustment
along the elliptical cylinder.

The control of the dits consisting of four indepen-
dent shutters envisages the changesin their widths and
heights and their horizontal and vertical trandations.

CONCLUSIONS

A comparatively simple scheme for formation of a
stationary monochromatic beam tunable to the desired
wavelength and focused in both horizontal and vertical
planes has been suggested. The channel parametersand
the dimensions and profiles of crystal-monochromators
are determines with the use of numerical simulation.
These parameters ensure the necessary focusing on the
stations designed for structural studies of 0.3-0.7-mm-
large single crystals.
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Abstract—The structure of the interfaces of a 10-nm-thick In,Ga, _,As quantum well buried in the semicon-
ductor GaAs matrix has been studied by the method of double-crystal X-ray diffractometry. It has been shown
that, in comparison with the well-known photoluminescence method, the X-ray diffraction method has consid-
erable advantages in characterization of multilayer systems. The detailed analysis of the rocking curves pro-
vided the reconstruction of the profiles of indium distributions in quantum wells for specimens with different
indium concentrations. © 2001 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Heterostructures consisting of thin layers, including
guantum wells, form the basis for creating elements
with extremely good electrophysical and optical char-
acteristics for modern microelectronics [1-6]. The
state-of-the-art of the modern technology provides the
creation of systemswith the layer thicknesses from sev-
eral nanometers to hundreds of nanometers with well-
developed sharp interfaces. Small thicknesses of the
layers make the creation of such systems rather difficult
and require the rigid control of the thickness, composi-
tion, and other parameters of growing layers. The most
widespread technique for analyzing these systems is
the photoluminescence method, which is used to evalu-
ate layer thicknesses. However, theinterpretation of the
photoluminescence data requires detailed information
on the electron band structure of the corresponding
materials which is not always accessible. Thus, for the
In,Ga, _,As compounds, there is no information even
on elastic constants; moreover, the published data on
the fundamental characteristic of the material—the
ratio of the conduction-band bottom to the valence-
band ceiling—differ by afactor of 1.5. Thus, it is nec-
essary to develop new methods for analyzing these
structures.

As was shown in a number of recent publications,
these requirements are satisfied by double-crystal
X-ray diffractometry. The existence of sharp interfaces
can be revealed from rocking curves, where they are
seen as pronounced interference oscillations [7—10].
Naturally, the layer interfaces are not absolutely sharp,
and X-ray diffraction methods record a such diffusion
of interfaces rather easily. The X-ray diffraction

method has a much higher informative power and pre-
cision than the photol uminescence method in the deter-
mination of the layer thicknesses, compositions, and
interface diffusion.

Below, we demonstrate the possibilities of X-ray
diffraction method on an example of the
GaAs/In,Ga, _ ,As/GaAs structure with x = 0.1-0.2 and
a 10-nm-thick quantum well. The technology of struc-
ture growth and the experimental conditionsare consid-
ered in Section 2. In Section 3, the experimental rock-
ing curves are analyzed by the method described in [7].

2. SPECIMEN PREPARATION
AND EXPERIMENTAL METHOD

Heterostructures were grown on semi-insulating
GaAs(100) substrates misoriented by three angular sec-
onds from the [110] direction on a Tsna-18 setup used
for molecular beam epitaxy (MBE). Two structures
with a single In,Ga, _,As gquantum well were grown
(the specimens A and B, respectively). Proceeding from
the measured dependences of the equivalent pressures
of the molecular Gaand In beams on the temperature of
the molecular sources and the results of growth-rate
calibration of the GaAs and In,Ga,_,As layers, we
assumed that the molar fraction of indium, x, in differ-
ent quantum wells can vary from 0.08 to 0.25.

To provide a high conductivity of these two-dimen-
siona channels, the growth temperature of In-contain-
ing layers was set 30-40°C higher than the conven-
tional growth temperatures. To avoid impurity and
defect diffusion from the substrate to the active part of
the heterostructure, we first prepared a ~0.5-um-thick

1063-7745/01/4605-0707$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 1. Structure parameters used in the growth technology and obtained from the analysis of the rocking curves

) MBE Rocking curve
Specimen
T, °C Ij,nm X Ij,nm X
A GaAs 610 100 107.60(2)
In,Ga;_,As 580 135 0.08 12.13(2) 0.071(2)
Buffer GaAs layer 610 500 500
B GaAs 610 100 109.64(1)
In,Ga;_,As 555 135 0.17 12.91(2) 0.155(12)
Buffer GaAs layer 610 500 500

buffer GaAs layer for al the specimens. The
In,Ga, _,As quantum wells were separated from the
film surfaces by a 50-nm-thick GaAs layer. During
growth, the crystals were not intentionally doped. The
substrate temperature during GaAs growth was 610°C;
the growth rate of GaAswas 0.6 pm/h. The ratio of the
equivalent Asand Gaflow pressureswas 20 : 1. During
the formation of both InGa, ,As interfaces, the
growth in the As flow was ceased for 90 s to smoother
the interfaces and to change the substrate temperature.
The substrate temperature was first decreased to a cer-
tain temperature dependent on the quantum-well com-
position, and then, upon the completion of growth of
InGa, _,As layers, it was increased again to 610°C. To
avoid possible therma desorption from the subsurface
layer and minimize possiblethermally stimulated segrega-
tion of indium atoms, the growth of the upper interface of
the quantum well with the substrate temperature was
stopped upon deposition of three GaAs monolayers. Inthe
growth of a quantum well in the specimen B, this opera-
tion was not used at al. The expected gquantum-well
(In,Ga, _,As) parameters and the corresponding growth
temperatures are shown in the MBE column in Table 1.

Rocking curves from a number of specimens were
recorded according to the scheme shown in Fig. 1. An
incident X-ray beam isformed by adlit triple-reflection
monochromator prepared from a perfect Ge(004) crys-
tal. Diffraction curves were recorded from the (004)
reflection in the 6/(1 + )0 scanning (where 3 is the
asymmetry coefficient) with the use of a narrow
(8 angular minutes) dlit placed before the detector. The

Fig. 1. Schematic of a double-crystal X-ray diffractometer.
Xistheradiation source, D isadetector, 1 isthe monochro-
mator block, 2 is the specimen, S; is the system of dlits of
the monochromator block, and S, is the detector dlit reduc-
ing the background component.

CRYSTALLOGRAPHY REPORTS Vol. 46

radiation source was an 1.1-kW-X-ray tube with a cop-
per anode. The reflection diffraction curves were
recorded in the stepwise mode according to the set sig-
nal statistics at each measurement point. The other
details of the experimental method were similar to
those described in [7]. The rocking curves measured
from specimens A and B are shown in Fig. 2. In both
cases, the curves consist of a large number of oscilla
tions, which indicates a high quality of the quantum
wells, i.e., the formation of rather sharp interfaces. On
the other hand, a large number of well-pronounced
oscillations allows one to extract reliable data on the
quantum-well parameters (see below).

3. METHOD FOR ANALYZING
AND CHARACTERIZING QUANTUM WELLS

Represent a multilayer system as a set of homoge-
neous sublayers whose number is not necessarily coin-
cident with the number of technologically grown lay-
ers. Theintroduction of such layersis necessary for the
adequate description of multilayer structures. Each of
these sublayers is characterized by the thickness|;, the
crystal-lattice parameter @, and the static Debye-
Waller factor w;, setting the degree of the layer amor-
phization,

f, = exp(-w)) = exp(-Q(Ku)g), (1)

where K isthereciprocal-lattice vector and u istheran-
dom displacement of an atom from its regular position.
Inside each sublayer, the parameters a and f; are
assumed to be constant.

With due regard for the above, the calculation of
X-ray rocking curve as a function of the parameters |;,
a;, and f; was performed by the formulas of the dynam-
ical theory, which, in this case, reduced to the recurrent
formulas relating the amplitude R,  of reflection from
N layers with the reflection, R, ;, and the transmission,
Ry, 1, amplitudes from the upper layer and the ampli-
tudes of the subsequent (N — 1) layers of the type

Ron = [Ry 1+ Ry n-1(Ro 1Ry 1 — Ry 1R, 1)1

2)
X (1_Rh,N—th,l)_l- (

No. 5 2001
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Fig. 2. Experimental rocking curves from the specimens A and B (vertical primes) and the calculated curves (solid lines) for the
resulting modes (x> = 1.06 and 1.07, respectively). Under each curve, the deviations of the cal cul ated rocking curve from the exper-
imental rocking curve normalized to the experimental error are indicated.

The reflection and the transmission amplitudes for The structure parameters were determined by the
an individual layer are determined in terms of the well-known x> method by minimizing the following
parameters |;, a, and f; by the well-known formulas of ~ functional:
the dynamical theory (see, e.g., [11]). In what follows,

n e (t) 2
we assume that the parameters of the buffer layer only 2_ 1 (IF=1:") 3)
dightly differ from those of the substrate, so that both X = n— np.z Siz '
layers can be considered as one layer of an infinite =1
thickness. where n is the number of points of the rocking curve,

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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nyis the number of the parameters to be determined,

and Ii(e) and Iim are the measured and the theoretically
calculated intensities of the reflected wave, respec-
tively.

In addition to the intensity of pure diffraction scat-
tering 1™, one has also to take into account in the cal-

culations the intensity Ii(d’ diffusely scattered by ther-
mal phonons and the lattice imperfections:
1 = 1P+, @

The intensity of the diffraction scattering with due
regard for averaging over polarizationin the dispersion-
free schemeis

_lo

PR (6, —0)Ps
e 2 JPRG-OPE® )

Ma=m0

(D) _
1®) =

wherel, istheintensity of the radiation reflected by the
monochromator,

An = jP‘ém(e)de (©6)

aretheintegrated refl ection coefficients from the mono-

chromator for the a-polarization, P‘Fﬁm (0) is the coeffi-
cient of reflection from the monochromator,

PE(0) = §|Rh, N ™

isthe coefficient of reflection from the specimen, and 3
is the asymmetry coefficient.

The rigorous calculation of diffuse scattering is
rather complicated and requires the knowledge of many
additional parameters such as the type and the density
of various defects (dislocations, point defects, etc.).
Obvioudly, unlike diffraction scattering, diffuse scatter-
ing is an incoherent process and, thus, cannot have
oscillations. Therefore, it can be approximated by a
piecewise function of the type

0, —0;
¥ = B+ (Bj1-B)g—¢ ®)

j+176;
for

8, 0(8;,6;.1),
where the angular intervals (§;, 6;. ), in which the

function Ii(D) has a continuous derivative, should con-
siderably exceed the periods of oscillations observed on
the reflection curve. The coefficients B; are the parame-
tersto be varied.

This scheme of the analysisaso impliesthat therel-
ative change in the lattice parameter in the In,Ga, _,As
bulk is related to the concentration x by the Vegard's

CRYSTALLOGRAPHY REPORTS Vol. 46
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law

€= X(al nGaAs — aGaAs) ) (9)
aGaAs

Inthin In,Ga, _,As layers, =0, and the layers are
characterized by tetragonal distortions with

1+Vnca_as

Eq=¢ (10)

- 1]
1- VInXGal_XAs

where v, g, as IS the Poisson ratio, which, similar to
formula (9) [12], linearly depends on the concentration x.

The process of fitting of the theoretical and the
experimental data requires the selection of someinitia
parameters, which is quite a complicated and delicate
problem. It is natural to use astheinitial approximation
the structural parameters set by the growth technology.
Figure 3a shows the rocking curve for the specimen A
calculated with the use of the technological parameters
listed in the MBE column of Table 1. It is seen from
Fig. 3athat the technological parameters coincide with
the specimen parameters quite well. The number and
the shape of the rocking-curve oscillations and even the
amplitudes of the theoretical curve are quite consistent
with the corresponding experimental data. (The pro-
nounced difference in the oscillation amplitudes is
associated with the logarithmic scale of the reflection
intensities, which will be considered somewhat later.)
On the other hand, the peak positions on the theoretical
and the experimental curves considerably differ, and
the value of x? equals 88, whereas the adegquate model
yields the value close to unity. It is clear that the real
structure differs from that expected from the growth
technology, and that this difference can be detected by
the X-ray diffraction method.

Thus, the variation of the quantum-well width, the
indium concentration in this quantum well, and the
thickness of the upper layer lead to adrastic decrease of
the parameter x> down to a value of 18.5 (Fig. 3b). In
this case, the positions of the maxima and the minima
on the experimental and the calculated curves coincide
with good accuracy, whereas the layer thicknesses and
the In concentrations in the layers differ within 10%
from the values envisaged by technology (see the rock-
ing-curve column in Table 1). Moreover, as follows
from the errors listed in Table 1, the X-ray diffraction
method provides the detection of the parameter varia-
tion severa times smaller than in the case considered
above. This example demonstrates the possibilities pro-
vided by the X-ray diffraction method in the determina-
tion of the layer thicknesses and layer compositions.

Thefitting quality attained for thissimplest model is
till far from the desirable quality, because, in terms of
mathematics, the value of x> normalized in accordance
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Fig. 3. Experimental rocking curve from the specimen A and the theoretical curves calculated for the model (a) with the technolog-
ical parameters (x° = 88) and (b) the varying parameters of the main layers (x> = 18).

with Eq. (3) should liewithinthelimits (1 — A)—(1 + 4),
where

2

n-n,

A = (11)

In our case, the number of pointson thereflection curve
is~800, with the Ax? being 0.05.

There are still possibilities for better fitting. First of
all, the parameters of the upper layer and those of the
substrate can be somewhat different because of the dif-
ferences in their growth conditions. Moreover, one can
expect the formation of point defects or dislocationsin
the quantum well and, thus, the deterioration of the
crystal-lattice quality described in our model by the
static Debye-Waller factor f;. Crystal defects give rise

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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to diffuse scattering, which can al so arise because of the
crystal-lattice vibrations. And finally, the changesin the
shape of the theoretically calculated curve can be
caused by diffusion of the quantum-well interfaces.

In this case, the most considerable reduction of x?is
attained due to the allowance for the diffuse-scattering
contribution made according to the scheme considered
above. Thus, the parameter x> was reduced to avalue of
6.5. The variation of the parameters f; and the crystal-
lattice parameter for the upper layer resulted in afurther
decrease of x> to avalue of 2.1. This stage of thefitting
procedureisillustrated by Fig. 4aand Table 2. Thereis
good agreement between the experimental and the cal-
culated curves. Visually, these curves differ only at the
left edge of the rocking curve in the range from —4000
to —2500 arcsec (Fig. 5a). According to this model, the
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Fig. 4. Experimental rocking curve from the specimen A and the theoretically calculated curve with due regard for the diffuse-scat-
tering contribution (dashed lines) for the models (a) without (x* = 2.1) and (b) with (x> = 1.27) sublayers.

main parameters of the quantum well and the upper
layer vary only insignificantly. The change in the crys-
tal-lattice parameter of the upper layer with respect to
the substrate parameter is also rather weak. Moreover,

Table 2. Structure parameters for specimen A for models without and with sublayers

the static Debye-Waller factors only dlightly differ
from unity, which indicates the existence of some
defectsin the film and stresses in the layers. The diffu-
sion-scattering contribution is rather small, and, for the

Model without sublayers Model with sublayers
Layer Layer
l;, nm Aaj/a, % f; l;, nm Aa/a, % f;
1 107.1(2) —.007(1) 0.854(4) 1 105.2(8) —0.008(1) 0.83(2)
2 2.1(7) 0.12(8) 0.86(1)
2 12.8(1) 0.952(5) 0.91(2) 2 10.7(2) 0.962(8) 0.86(1)
2" 3.2(1) 0.51(4) 0.82(2)
3 500 0 0.86(1) 3 500 0 0.88(1)
CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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Fig. 5. The tail of the experimental rocking curve from the
specimen A and the theoretically calculated curves for the
models (a) without and (b) with sublayers.

most part, the rocking curve does not exceed 3 pulse/s.
Only in the vicinity of the Bragg peak in the centra
region, is its contribution more pronounced. An
increase of the diffuse-scattering intensity in the central
part of the curve is associated with the well-known
anomaliesin diffuse scattering, scattering from disloca-
tions, and first-order point defects. The change in the
crystal-lattice parameter of the upper layerisalsoinsig-
nificant and does not exceed 0.01%.

713

A further improvement of fitting can be attained if
one takes into account the diffusion of the quantum-
well interfaces. At the next fitting stage, we used the
structure model with two additional sublayers on both
sides of the quantum well. Along with the parameters of
themain layers, we also varied the thicknesses, the con-
centration, and the static Debye-Waller factors of these
sublayers. The results obtained at this fitting stage are
illustrated by Fig. 4b and Table 2. The x> parameter
decreased to avalue of 1.27. Visualy, the results of the
two latter fitting stages are a most the samein thewhole
range of the spectrum, except for the left edge of the
range of negative angles. Figure 5 showsthetails of the
experimental curves and the curves calculated in this
angular range for the two latter models, with the rock-
ing curves being represented not on the logarithmic, but
on a linear scale. It is seen that the latter model
describes this spectrum range more adequately than the
previous model. Figure 5 aso shows that the conclu-
sion on the existence of the interfaces having the
dimensionsindicated in Table 2 isbased on the assump-
tion on the existence of the upper interface with athick-
ness of ~2 nm and the lower interface with a thickness
of ~3 nm. It should also be emphasized that the exist-
ence of these layers can be established by analyzing the
rocking curves measured far from the Bragg peak (at
|8]> 3000 arcsec). In the remaining spectrum range (at
[6]< 3000 arcsec), no essential differences in the
description of the experimental data by two last models
is seen visualy.

At first glance, the data presented in Fig. 5 can
hardly help in choosing between the last two models,
because both indicate the existence of the interfaces
and provide their possible detection despite the fact that
the previous model (having no interfaces) aso
describes the experimenta data sufficiently well. The
conclusion drawn from the latter model is more advan-
tageous and can be drawn from the theory of hypothe-
ses, according to which (see, e.g., [13]), each model is

Aala, %
2.0r
(a) (b)
1.5F
1.0f
0.5r
| ]
100 120 140 100 120 140
Z, nm

Fig. 6. Profiles of the crystal-lattice parameter distribution over the layer depth in the vicinity of the quantum well for the specimens

(a) Aand (b) B.
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Fig. 7. Thetail of the experimental rocking curve from the specimen B and the theoretical curve calculated for the resulting model.
The diffuse-scattering contribution with due regard for the root-mean-square error in the parameters B; is shown by dashed lines.

characterized by the so-called first-order error r, which
determines the probability of erratic rejection of the
correct model. Consider the model without additional
sublayers and assumethat it is correct and that the high
value of X2 equal to 2.1 follows from a certain random
fluctuation. For the true model, the distribution of x2,
which is arandom quantity at a large number of mea-
sured points, is set by the Gaussian distribution

2 2
P(X?) = — =1 | 12
(x") ,JEﬁAeXp[ 7 (12)

where A isdetermined by Eq. (11). The probability that
the fluctuation in the experiment under consideration
provides the minimum value of x* (considered here as
the characteristic of thefitting quality) isdetermined by
theintegral

00

1
r=-— (13)
2wl
T "

having the sense of the first-order error. For the model
with (x> — 1) > A, formula (13) yields a simpler esti-

CRYSTALLOGRAPHY REPORTS Vol. 46

mate of r, namely,

r

2
(x’=1) } (14)

1 A exp

J2mye -1 20°
In our case (the model without interface sublayers), r =
1077, i.e., the probability of erroneous rejection of the
correct model is infinitely low. It should be indicated
that the smallness of the first-order error is associated,
first of all, with the smallness of the quantity A provided
by alarge number n of experimental points and a small
number n, of the fitting parameters used. In experi-
ments of other types, where the number of measure-
ment pointsis by an order of magnitude lower but x? is
the same, the value of r would have been of the order of
10~". The value corresponding to the latter model isr =
1073, i.e., athough much higher, it is till rather small
and requires the model refinement.

Further analysis was performed upon the introduc-
tion of additional sublayers. This reduced the x> value
to 1.06, which, in terms of mathematics, is quite good.
Introducing three more sublayers at the interfaces, we
improved the fitting procedure even further (Figs. 2a
and 6a and Table 3). Then, new layers were succes-
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Table 3. Structure parameters in the resulting models for specimens A and B

Specimen A Specimen B
Layer Layer
Ij, nm Aaj/a, % fj Ij, nm Aaj/a, % fj

1 2.2(2) -0.8(3) 0.29(4)

2 2.8(1) —-0.19(6) 0.67(2)

1 106.5(2) —0.009(2) 0.84(1) 3 97.9(6) —0.001(2) 0.81(1)
2 1.6(2) 0.5(1) 0.95(2) 4 7.2(8) —0.05(1) 0.74(1)
3 9.8(2) 0.97(2) 0.85(2) 5 1.2(4) 0.1(3) 0.95(3)
4 2.3(16) 0.6(2) 0.80(5) 6 10.1(3) 2.23(2) 0.90(3)
5 2(1) 0.3(5) 0.90(6) 7 2.9(1) 1.45(9) 0.90(3)
6 5(2) 0.01(2) 0.90(2) 8 3.9(3) 0.30(5) 0.86(2)
7 8(1) —0.005(8) 0.86(2) 9 5.8(9) 0.04(2) 0.90(1)
10 4.4(9) —0.04(1) 0.88(1)

8 500 0 0.90(2) 11 500 0 0.93(1)

sively introduced until their number provided the root-
mean sguare deviationsin the layer bulk not exceeding
the average thickness of these sublayers.

A similar analysis was also performed for the spec-
imen B differing from the specimen A by the In concen-
tration in the quantumwell, x=0.17, and somewhat dif-
ferent growth mode. The rocking curves for the speci-
men B were obtained within a wider range of angles
and are shown in Fig. 2b. The broad peak in the vicinity
of —3000 arcsec corresponds to the diffraction reflec-
tion from the quantum well. Similar to the case of spec-
imen A, thereis alarge number of oscillations attenuat-
ing in the vicinity of the peak due to the quantum well,
which, as will be shown below, is associated with a
higher defect concentration in the specimen B in com-
parison with their concentration in the specimen A.
Varying the layer thicknesses, the static Debye-Waller
factors, interplanar spacings, and introducing new sub-
layers with due regard for diffuse scattering, we man-
aged to attain quite a good agreement between the cal-
culated and experimental rocking curveswith x? = 1.07.
The results of the fitting procedure are illustrated by
Figs. 2b and 6b and are listed in Table 3. The most
impressive result here is only slight spreading of the
quantum well interface from the side of the upper layer,
which isquite consistent with the changesin the growth
technology for specimen B. The upper layer, immedi-
ately following the quantum well, was grown in this
specimen at alower temperature than in the specimen A.
At the same time, the well interface from the substrate
sideisconsiderably diffused, and the thorough analysis
provides the detailed description of this interface
(Fig. 6b).

Another important result is the detection of ahigher
number of defects in the specimen B than in the speci-
men A, which is seen from the reduced Debye-Waller
factor for the quantum well (Table 3) and a more pro-
nounced contribution of diffuse scattering to the rock-
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ing curve. Especially large diffuse-scattering contribu-
tion is observed at negative anglesin the vicinity of the
peak caused by the quantum well. Thisregionisconsid-
ered in more detail in Fig. 7, where the refection inten-
sity isshown on alinear scale. It is seen that the diffuse-
scattering contribution is quite pronounced but still is
too small in comparison with the contribution of the
diffraction scattering, which indicates the presence of
coherent interfaces between the neighboring layers. It
iswell known that an increase of the indium concentra-
tion in the quantum well above a certain critical value
results in the appearance of misfit dislocations and
deterioration of coherent interfaces between the layers.
It should & so be noted that the errors in the determina-
tion of deformation in the quantum well and in sublay-
ers (determined mainly by the indium distributions in
different layers) in the specimen B ismuch lessthan in
the specimen A. Thisfact isexplained by alarger angu-
lar range of the rocking curve measured for the speci-
men B.

CONCLUSION

Thus, the analysis performed in this study shows
that X-ray diffraction is a very promising method for
characterization of multilayer systems. It provides the
determination of the thicknesses and the compositions
of individua layers, interfaces, and the defect concen-
tration in individual layers. In this respect, the X-ray
diffraction method has obvious advantages in compari-
son with the photoluminescence method despite the
fact that this method is slower. The measurement of the
rocking curves with the necessary statistics (Fig. 2)
requires aimost 24 h if conventional X-ray tubes are
used. More powerful radiation sources, such asthe syn-
chrotron-radiation source, would alow, on the one
hand, the reduction of the measurement time, and, on
the other hand, the increase of the volume of informa-
tion extracted from the rocking curves because of a
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higher statistical quality of the experimental curve and
broadening of the angular range of the measurements.
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Abstract—A theoretical model is presented for studying the structure of tracks of charged particlesin crystals.
Two structurally different track regions are considered: the track proper and its elastically deformed vicinity.
A computer program iswritten for determining the contributionsfrom atrack and its elastically deformed vicin-
ity to the experimental diffuse-scattering data and their quantitatively evaluating dimensions and other param-
eters. The effect of the model parameters on the shape of diffuse-scattering curves is aso considered. © 2001

MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

A shape of a diffuse maximum in the triple-crystal
X-ray spectroscopy is determined by defects in the
crystal structure. The possibilities provided by triple
crystal X-ray spectroscopy for studying long-range
fields of elastic displacements caused by various
defectsin crystals were considered elsewhere [1]. Dif-
fuse scattering by the fields of elastic displacements
caused by spherical clusters and dislocation loops was
studied earlier [2] for the case of symmetric diffraction
with the reciprocal-lattice vector b being normal to the
crystal surface[2]. The use of triple-crystal X-ray spec-
troscopy for studying the nature of the asymptotic dif-
fuse scattering [3] yielded rich information about the
size, orientation, and symmetry of various microdefects
in silicon-doped GaAs single crystals. For complete
characterization of defects, the method of g,-scanning
was used [3], which allowed the study of diffuse scat-
tering in various sections of the reciprocal space, the
anisotropy due to defects, and the corresponding dis-
placement fields. The analysis of the asymptotic diffuse
scattering in GaAs crystals [4] showed a considerable
difference in the microdefect concentration in the space
between the plate edge and its center and revealed large
(~1 pm) didocation loops. Knowing the sign of the
asymmetric component of the diffuse-scattering inten-
sity, one can identify the microdefects with negative
and positive dilatation [5] and determine their concen-
trations [6]. The use of triple-crystal X-ray spectros-
copy [7] alowed one to reveal considerable negative
deformationswith Ad/d ~ —1073 in the subsurface layers
in CsDSO, and CsHSO, crystals. The coherent nature
of the maximaon the diffuse-scattering curves from Si-

doped GaAs single crystals obtained in the double-
crystal scheme was established in [8].

Below, we demonstrate the possihilities of the sim-
plest model of atrack for studying defects induced by
ion irradiation of crystals.

TRACK MODEL

A track of acharged particlein acrystal isaregion,
which absorbs the energy of an incident ion and
expands (dilatation) due to atomic displacements. The
atomic density inside the track region p < p, can be
somewhat |ower than the atomic density n, of theinitial
crystal. The track region exerts a certain pressure onto
the surrounding crystal structure, thus inducing a field
of elagtic atomic displacements. Figure 1 shows the
region of thetrack A and the el astically deformed vicin-
ity of the track B. Below, we analyze only the case
where the direction of the track axis coincides with the
direction of the normal to the irradiated surface. We
limit our consideration to an isotropic crystal and the
case where atomic displacements in the region B have
only the radial component. The radial decrease of the
displacement u(p) in the region B is determined by the
equilibrium eguation [9], which, for the azimuthal sym-
metry with due regard for the conditions L > r,,, yields
the solution u = ¢/p for p = p, (where L is the track
length, r is the entrance radius of the track on the irra-
diated surface).

Under the assumption that the residual pressure in
the track region is constant and proportional to the den-
sity of the energy evolved by anion at a depth z,

p Opyde/dz,

1063-7745/01/4605-0717$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Track region (A), the elastically deformed region
around the track (B), and the asymmetric scattering scheme
inthe (x, 2) plane.

one can obtain a simple expression for the radial com-
ponent of the displacement field in the region B as a
function of p and z for low energetic (&) incident ions
with the decel eration losses de/dz ~ €'/2:

U (p,2) = Corg(1—2/L)/p, (1)
where
¢, = p(1+0)/E. (2)

Here o is Poisson’s ratio, and E is Young's modulus.
Formu-la (1) describes the field of elastic displace-
ments in the region B. We assume that the lattice atoms
in the region A are displaced only along the z-axis,
whereas the interatomic distances in this region remain
constant and, therefore, the atomic displacements are
given by the constant quantity

L) = yCofyg, (3)

where y is the dimensionless parameter characterizing
the relative displacement of atoms in the region A.
Within the above assumptions and at low energies of
the incident ions, the region A has the shape of a parab-

oloid p2 = r5(1 — z/L). Then the track model consid-

ered here is reduced either to the impression of this
paraboloid into theregion B or to itsrepulsion from this
region.
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In what follows, we ignore the distortion of the dis-
placement field in the vicinity of the surface, the track
ends, and the region where the fields of the neighboring
tracks overlap. We also introduce into consideration the
maximum radiusr, beyond which the effect of the track
can be ignored. All the tracks are assumed to be of the
same length L; at larger length, i.e,, at z> L, the effect
of tracks onto the crystal structure can be ignored.

CALCULATION OF DIFFUSE SCATTERING

In the general case, the diffuse-scattering intensity
can be represented as [ 2]

1(q) = 1,NIF(q)I%, 4)

wherel, istheintensity of the X-ray beam incident onto
the crystal and N is the number of tracks formed,

F(q) = jd3r(bu>exp<iqr) (5)

is the diffuse-scattering amplitude dependent on the
transferred pulse q = k — k, — b, the direction of the
reciprocal-lattice vector b, and the field of the elastic
displacements. It follows from (5) that for tracks nor-
mal to the surface, the symmetric diffraction scheme
yields the zero diffuse-scattering amplitude for atoms
displaced in the region B if (bu) = 0.

Thus, “track defects’ should be studied in the asym-
metric diffraction scheme for a system of crystallo-
graphic planesin which thereciprocal-lattice vector has
a considerable projection onto the irradiated surface.
Choosing the Cartesian coordinate system in such a
way that scattering occursin the (x, z) plane, we abtain
the following simple expressions for the transferred-
pulse components [3]:

Oy = KosSin(8s —W)[(1 + B)a —AB],

g, = kycos(8g —W)AB. ©

Here k, = 217\ isthe pulse of theincident X-ray radia-
tion, Y isthe angle formed by the reflecting planes and
the irradiated crystal surface, 65 isthe Bragg angle for
the system of reflecting planes, a isthe angle of devia-
tion of the crystal from the exact Bragg position, AB
determinesthe angular position of the crystal—analyzer,
and B = sin(Bg + P)/sin(B; — ) isthe asymmetry coef-
ficient for the chosen Bragg reflection. Figure 1 shows
the asymmetric scattering schemein the (x, 2) plane. To
compare the cal culated and observed diffuse-scattering
intensities, we have to average |F(q)]? over the trans-
ferred pulses g, in the direction normal to the scattering
plane. As aresult, we arrive at the sought dependence
of the diffuse-scattering intensity on anglesa and A8 in
the form

Y%

Cney oL )
I(G, Ae) - IOquo:([ dqy“:(q)l ' (7)
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where q, is the aperture parameter equal to the maxi-
mum value of the pulse transferred in the direction nor-
mal to the scattering plane, which is determined by the
size of the corresponding dlit.

In our case, the diffuse-scattering amplitude (5) isa
sum of the amplitudes of scattering from the track, F,,
and from the elastically deformed region, Fg. A consid-
erable contribution to the diffuse-scattering intensity
also comes from the interference of these two ampli-
tudes.

Integration over the region A in formula (5) yields
the scattering amplitude F,, in the form

® k
Fa =Thyeorol 3 (-1)ads + o)) r§k¢k+1(qu),(8)
k=0

1

where ®(2) = [d(1 - x)"exp(i20), &= k+1
0

[(k+1)1]%4%

Integration over the elastically deformed region B
yields the expression for Fg,

Fg = igbxcofgfquL Z (_l)kbk(qi + qi)k
k=0 &)
2k +2
x rfk[CDl(qu) -~ g—g ¢K+z(qz|-)}
where

b, = 1/2, b, = 1/16, by,, = b/ (2k+4)°....

One has to pay attention to the linear dependence
Fg ~ g, which, as will be shown later, results in the
characteristic angular dependence of diffuse scattering
from the elastically deformed region.

On the basis of the above model, we wrote the com-
puter program to calcul ate the compl ete diffuse-scatter-
ing intensity by formula(7), the contributions |F,J* and
|Fg|? from the regions A and B, respectively, and also

the interference term 2ReF, F§, which can make a
noticeable contribution to the diffuse-scattering curve
and the sign reversal with the change of the displace-
ment direction. The program alows one to vary the
parameters defining the region dimensions (L, r, r,)
and relative atomic displacements (y), theresidual pres-
sure (p) intheregion A, and aso the parameters of the
asymmietric scattering scheme.

DISCUSSION OF RESULTS
The curves in Fig. 2 show the contributions of the
diffuse scattering intensity that come from the regions A
and B, the interference contribution 2ReF, F§ , and the

total intensity |F, + Fg* calculated for the CuK, radia-
tion with the wavelength A = 1.54 A scattered from the
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DSI, arb. units
220

200+
180+
160+
140+
120+
100+
80r
60
401
20f
oF
-20

-100 0 100 200
AB, arcsec

-200

Fig. 2. Total diffuse-scattering curve (C) and the contribu-
tions from the regions A and B and their interference (1).

(511) planes of anion-irradiated Si(111) crystal, which
corresponds to the angles 8; = 47.476° and ) = 38.94°
and the asymmetry coefficient 3 = 6.72. The computa-
tions were performed at o = 0 and the following values
of the track parameters: ry = 0.6, r; = 60, L = 500 nm,
y=1, p(1 + 0)/E = 10°. The residual pressure in the
computation of the diffuse-scattering curveis set by the
dimensionless quantity p(1 + o)/E. Figure 2 demon-
strates the characteristic differences of the diffuse scat-
tering from theregionsA and B. Within the track model
used, the diffuse-scattering curve from the region A is
similar to the diffusion-scattering curve with the char-
acteristic maximum, whose height and width are deter-
mined by the parametersr,, L, and y, and whose posi-
tion corresponds to the Bragg angl e of the displaced | at-
tice. The elastically deformed region in the vicinity of
the track is characterized by the diffusion-scattering
curve with the characteristic minimum at A8 = a(1 + )
[because Fgz ~ q,, see (9)] and the oscillations at the
wings. The period and the amplitude of these oscilla-
tions depend on the dimensions of the region B (L, ry,
r,), whereasthe residual pressure p determinesthe total
scale of the diffuse scattering. Asis seen from Fig. 2, at
the given values of the parameters, the main contribu-
tions to the diffuse-scattering curve come from the
regions A and B, whereas the interference contribution
israther small.

The effect of the parameters r, and r; on the shape
of the diffuse-scattering curve isillustrated by Figs. 3
and 4, respectively. All the computations were per-
formed for the values of the parameters used in Fig. 2.
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DSI, arb. units DSI, arb. units
220+ 300
200+
180+ 1 250r
160+
1401 200y
120
2
150F
100+
80
3 100 B
60
40} sof
20 | | | | | 1 1 1 1 1
-200 —100 0 100 200 -200 -100 0 100 200
A\B, arcsec AB, arcsec
Fig. 3. Effect of theinitial track radiusrg on the shape of the Fig. 4. Effect of theradiusr of elastically-deformed region
diffuse-scattering curve: ry, = (1) 0.6, (2) 0.55, and on the diffuse-scattering curve: r; = (1) 70, (2) 60, and
(3) 0.5nm. (3) 50 nm.
DSI, arb. units DSI, arb. units
500 - 160F
1401
400 - 1201
100
300 80F |
60f b
200 40r
100 + or :_,.~"'~-._‘:
-20r I L
_40 1 1 1 1 1
0 ! ! L . L -200 -100 0 100 200
-200 -100 0 100 200 A8, arcsec
B, arcsec
Fig. 6. Total diffuse-scattering curve (C), and the contribu-
tion from the A and B regions and interference (1) for the
Fig. 5. Effect of crystal rotation on the shape of the diffuse- model displacement field in the region A with the compo-
scattering curve: a: (1) =3, (2) 0, and (3) 3. nents u, = cop and u, = ycy(Pg — pz/po) ay=5.

It is seen that a decrease of the track radius ry results  changetherelative contributions of the regionsA and B
diminishes the effect of the region A (Fig. 3), whereas tothetotal diffuse-scattering curve, because the dimen-
a decrease of the radius r; reduces the effect of the sions of these regions depend on L. A decrease of the
region B (Fig. 4). The variations in the track length L atomic displacement [WiClin the region A and the track
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radius r, (Fig. 3) diminish the contribution of this
region to diffuse scattering. At y = ~0.8, the contribu-
tions to the diffuse-scattering curve from the regions A
and B become comparable.

At considerable displacements in the region A with
y= 1 and at larger track radii ry, the main contribution
to the diffuse-scattering curve comesfromtheregion A,
whereas the region B is responsible for small maxima
at the curve wings. If measurements are made at a # 0,
the maxima at the wings of the diffuse-scattering curve
are shifted because of the linear dependence Fy ~ g, ~
[a(l + ) —A6].

Figure5illustratesthe transformation of the diffuse-
scattering curve for the crystal deviating from the exact
Bragg position by an angle of a = +3 s. Inthis case, the
contributions to the diffuse-scattering curve that come
from the interference and the region B are shifted by an
angleof A6 = a(l + ) ~ £23", which makesthe curves
asymmietric.

For comparison, Figure 6 shows the results of the
computations for the case, where atomsin the A region
have both radial, u, = c,p and longitudinal, u, = yc,(p, —
p%/py), displacement components. We also took into
account the nonuniform displacement along the track
and expansion along the radius. Here, the parameter y
determines the maximum atomic displacement along
the track axis. This model is characterized by an
increase of the interference contribution. The corre-
sponding computations were made at the same param-
eter values asin Fig. 2, with the only exception—in the
|atter case, y = 5.

CONCLUSIONS

Thus, the high sensitivity of diffuse scattering to the
parameters of the track models allows one to use the
experimental curves for qualitative estimation of the
contributions of the regionsA and B to the diffuse scat-
tering. The further fitting of the theoretical curveto the
experimental one can also yield the averaged values of
the parameters for the regions A and B.

The expressions obtained for the amplitudes F, and
Fgz can considerably simplify the study of the track
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structure. Thus, it isclear from Egs. (8) and (9) that the
above model allows the experimental determination of
the contribution of the longitudinal displacement from
the region A to the diffuse-scattering curve by the
method of g,-scanning and, thus, facilitatesthe analysis
of the track structure.
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Abstract—High-resol ution transmission el ectron microscopy (HRTEM), electron microdiffraction, and X-ray
diffraction were used to study hydroxyapatite specimens with particle sizes from a few nanometers to several
hundreds of nanometers. Diffuse scattering (without clear reflections in transmission diffraction patterns) or
strongly broadened peaks in X-ray diffraction patterns are characteristic for agglomerated hydroxyapatite
nanocrystals. However, HRTEM and microdiffraction showed that this cannot be considered as an indication
of the amorphous state of the matter but rather as the demonstration of size effect and the morphological and
structural features of hydroxyapatite nanocrystals. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Precipitation of hydroxyapatite in aqueous solutions
is, in fact, mass crystallization with the formation of
large numbers of small crystals during the chemical
reaction between phosphate and calcium ions. At pH > 4,
hydroxyapatite is the |east water-soluble cal cium phos-
phate modification of the four (hydroxyapatite, octacal -
cium phosphate, brushite, and monetite). The mecha-
nisms of nucleation and growth of hydroxyapatite crys-
tals are ill subject to controversy and numerous
experimental and theoretical studies because of the
promising properties of hydroxyapatite for production
of efficient bioimplants and artificial bone tissue.

Posner’s theory on the mechanism of formation of
hydroxyapatite isthe earliest and the best-known work.
On the basis of X-ray diffraction patterns [1] and IR
spectra[2], Posner suggested that at the initial stage of
the reaction, an amorphous phase is formed; its parti-
cles gradualy become crystals. The interpretation of
radial-distribution functions on X-ray diffraction pat-
terns led to the model of this amorphous phase. Its
structure consists of Cay(PO,)g clusters, with Ca- and
PO,-groups occupying approximately the same posi-
tionsasin crystalline hydroxyapatite[3]. The deposit of
amorphous substance was considered to be a precursor
of the growth of hydroxyapatite crystals. Recently, this
cluster model has been developed in both experimental
and theoretical directions. Thus, the presence of 0.7 to

L This article was submitted by the authorsin English.

1.0 nm clusters in the solutions was detected by the
method of dynamical scattering of light [4—6]; the sta-
bility of [Cag(PO,),],, clusters in the amorphous phase
was caculated in[7, §].

The amorphous state was confirmed by the absence
of clear pesks in X-ray diffraction patterns. However,
aswas indicated by Pinsker [9] and Vainshtein [10], at
the early stage of the development of electron diffrac-
tion, the reflection broadening is associated mainly
with small sizes of particles. It was also indicated [9]
that reflection broadening is accompanied by weaken-
ing and redistribution of reflection intensities due to
scattering from very small particles. Vainshtein [10]
made an exhaustive study of the intensity redistribution
on electron diffraction patternsfromideal single crysta
and polycrystalline films with different grain sizes. As
Heidenrech [11] has shown, asharp decrease in the dif-
fracted intensity and a broadening of the peaks occurs
when the size of a one-dimensional crystal is reduced
by four times, i.e., from eight, four, and two atoms.

However, the importance of the size effect has not
been recognized in the following studies and the transi-
tion from the amorphous phase into crystaline
hydroxyapatite was considered as a number of succes-
sive phase transformations [12-16].

The high-resolution transmission electron micros-
copy (HRTEM) and electron diffraction study of cal-
cium phosphates [17, 18] precipitated from aqueous
solutions under different conditions always showed the
formation of crystalline hydroxyapatite. The X-ray dif-

1063-7745/01/4605-0722%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Hydroxyapatite microcrystals and the corresponding SAED pattern taken from an area about 0.8 um in diameter.

fraction (XRD) and selected area electron diffraction
(SAED) method applied to the smallest hydroxyapatite
particles provided the formation of only “amorphous-
like” broad rings. The objective of the present work is
to compare the results obtained by X-ray and electron
diffraction from small hydroxyapatite particles and to
consider some factors that cause strong reflection
broadening. We should like to show that only a combi-
nation of al the above methods can provide the ade-
quate interpretation of the experimental data for the
determination of the phase composition and the mor-
phology of hydroxyapatite particles.

EXPERIMENTAL

Hydroxyapatite samples were precipitated from
agueous solutions during the chemical reaction
between calcium ions with phosphate ions. The con-
centration of the stock solutions, the rate of their mix-
ing, and the duration of crystallization was varied over
wide ranges. The temperature ranged between 25 and

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5

2001

40°C; after mixing but prior the precipitation, pH was
6.5-7.5. A detailed description of the growth conditions
can be found elsewhere in [18-20].

Dry powders of al the samples were examined by
X-ray diffraction in a D/max-I11C X-ray diffractometer
(Rigaku Int. Corp., Tokyo, Japan) over wide angular
interval (from 3° up to 60°).

A Philips CM300 UT FEG microscope (300 kV
field emission gun, 0.65 mm spherical aberration, and
0.17 nm resolution at Scherzer defocus) was used to
study the crystal morphology and the structure at the
atomic level. Because of spherical aberration, the min-
imum diameter of the sample part providing the forma-
tion of the diffraction pattern in selected area diffrac-
tion (SAED) cannot be smaller than 0.1 um. To obtain
a diffraction pattern from areas a few nanometers in
diameter, it is necessary to use amicrodiffraction mode
with a beam focused into athin parallel probe and illu-
minating only the area of interest. To provide this, the
first condenser lens was highly excited, whereas the
second condenser was supplied with a small aperture
(30 um or less). To compensate the loss in the intensity
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0.302 nm

Fig. 2. Hydroxyapatite nanocrystals and the corresponding SAED pattern taken from an area about 0.8 um in diameter.

of the beam (with parallel probes of about 3.5-10 nmin
diameter), it was necessary to use afield emission gun.
InaCM 300 UT FEG microscope, a Schottky emitter
was used with a tungsten tip partly covered by zirco-
nium oxide and with a curvature radius less than 1 pm
that gives a source size (crossover) of about 10 nm and
abrightness about one thousand times higher than con-
ventional W thermionic emitters. All these conditions
provided the formation of fine reflections and preserved
the sample from fast radiation damage. However, to
avoid severe irradiation damage, it was necessary to
take all the necessary precautions so that the beam
would never be focused to its minimum diameter.

Theimages were recorded in a Gatan 797 slow scan
CCD camera and processed with the Gatan DigitalMi-
crograph 3.3.3 software (Gatan, Inc., Pleasanton,
Cdlif.), including Fourier filtering and diffraction pat-
tern analysis.

The HRTEM images and electron diffraction pat-
terns were calculated at the given electron-optical
parameters and structural data of hydroxyapatite [21]
(hexagonal unit cell P6,/m with the lattice parameters

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5

a = 0.942 and c = 0.688 nm) with the use of the EMS
software package [22] and itsnew version JEM S (JAVA
EMYS) [22]. These simulations provided unambiguous
phase determination and al so the estimation of the pre-
cipitated crystal thickness.

RESULTS AND DISCUSSION

The sizes of hydroxyapatite crystals varied in the
range from a few nanometers to several hundreds of
nanometers depending on the rate of mixing of the
stock solutions and the crystallization duration at tem-
peratures below 40°C in neutral solutions. Figure 1
showsthe TEM image of the agglomerated hydroxyap-
atite crystals with sizes usually less than 0.5 pm and
elongated in the [0001] direction and aso the SAED
pattern taken from an area about 0.8 um in diameter.
The rings on the SAED pattern consist of individual
thin reflections from different crystalites differently
oriented with respect to the electron beam. The crysta

planes {0002}, {2131}, {1122}, (0330) and {0222}
with interplanar spacingsd = 0.344, 0.281, 0.279, 0.272

2001
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(2131)
(a) 0.281 nm
(0002)
0.344 nm

(0170)
0.816 nm

(b)

()

(0004)
0.172 nm

MM_M&”M,LJ

3 10 20 30

40 50 60

Fig. 3. X-ray diffraction patterns obtained from hydroxyapatite samples grown under different conditions. (a) microcrystals of a
length up to 0.5 um, (b) microcrystals at theinitial stage of faceting of the average length 0.1-0.2 pum, (c) rounded nanocrystalswith

adiameter |ess than 50 nm.

and 0.263 nm, respectively, give the most intense
reflections. If the diameter of the sample area is
increased by afactor of 10, all the reflections merge and
form continuous rings. With the appearance of some
noticeable broadening (instrumental, size effect, etc.),
the overlap of the reflections with interplanar spacings

from 0.272 nm (0330) to 0.308 nm (2130) providesthe
formation of a wide ring with the strongest intensity
[17].

Figure 2 shows small (<50 nm in diameter) rounded
hydroxyapatite particles and the corresponding SAED
pattern taken from an area 0.8 nm in diameter. Thus, the
particle size decreased by 10 times in comparison with

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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the size of the previous sample, whereas the SAED dif-
fraction pattern no longer exhibit sharp rings. Now, it
has two wide and diffuse rings without speckles and
looks like the diffraction pattern from an “amorphous’
material. It should be noted that the maximum intensity
of the first diffuse ring is observed at the 0.3 nm
between the 0002 reflection (d = 0.344 nm) and the

0222 reflections (d = 0.263 nm).

Three X-ray diffraction patterns taken from
hydroxyapatite precipitates are shown in Fig. 3. X-ray
diffraction pattern of submicron-scale hydroxyapeatite
(up to 0.5 um in length) clearly exhibit all the reflec-
tions of this phase (Fig. 3a), in particular the reflections
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Fig. 4. Simulation of the isotropic size effect for hydroxya
patite crystals using the JEM S software. Broadening of dif-
fraction reflections with a decrease of the particle size: par-
ticles of 50, 4.1 (equivalent of the thickness of 5 unit cells),
1.6 (thickness of 2 unit cells), 0.9 nm (thickness of 1 unit
cell).

from the {0110} atomic planeswith the 0.816 nm spac-
ing; these reflections are well resolved and can be used
for reliable identification of hydroxyapatite. Figure 3b
shows an X-ray diffraction pattern from smaller crys-
tals (with the average length of about 0.1 pum). Now

reflections are broader, and the 0110 reflection cannot
be seen against the background and noise. The XRD
pattern from nanoparticles (Fig. 3c) has very broad
peaks, so that it isimpossible to make any definite con-
clusion on the phase composition or the material struc-
ture. These broad maxima lie in the area of strong
reflections from HAP planes in the range of reflections

0002—2131-0222 (first broad maximum) and 2422—
3213-0004 (second broad maximum).

These XRD patterns show the method limitationsin
the phase analysis of small particles. Even selected-
area electron diffraction patterns taken from relatively
large samples can be interpreted erroneously. The
results of the simulation of the size effect for random
spherical hydroxyapetite particles (JEMS software
[23]) are shown in Fig. 4 for crystals with decreasing
sizes (50, 4.1, 1.6, and 0.9 nm in diameter). The three
last values correspond to crystal thicknesses corre-
sponding to the thickness of 5, 2, and 1 unit cell. Simi-
lar to the case of experimental patterns, reflection
broadening is observed and the intensity maxima of
these broad peaks are located close to the positions of
strong reflections.

Theuse of electron microprobes 3.5-10 nmin diam-
eter provides probing of only very thin parts of the sam-
ple and the formation of the diffraction pattern only

from this part. Now the strongest reflections, 2131 and
2022, appear in the microdiffraction pattern (Fig. 5).

The HRTEM studies confirm the crystalline charac-
ter of the nanoparticles. Figure 6 shows two images of
the same particle. In Fig. 6a, only part of the regular
structureis seen. Figure 6b showsthat asample dightly
tilted with respect to the electron beam providesrecord-
ing of the whole lattice of the particle. This indicates
that the absence of visible lattice should not be inter-
preted as a lack of crystallinity, rather it isonly asign
of the fact that the particle is, first, out of diffraction
conditions, and, second, that the particles are either
bent or consist of individual grains. The zone-axis ori-
entation was first determined from the fast Fourier
transform (FFT) of square areas with regular lattice.
Then HRTEM simulation was performed for severa
thicknesses of the sample, several tiltsto the beam, and
objective defocusing, and the data obtained were com-
pared with the experimental image. Thus, we managed
to estimate the actual sampl e orientation and the sample
thickness. The best fit between the simulation and
experiment is shown in the inset M1 in Fig. 6a for a
crystal 0.8 nm in thickness (one unit-cell parameter).
The noise-filtered image (inverse FFT) is given below
for better comparison and also to show the size of the

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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028 nm 0.26 nm

Fig. 5. Hydroxyapatite nanocrystals and the microdiffraction pattern obtained with an electron nanoprobe 5 nm in diameter. Some
of the strongest reflections always appear in the pattern. Usually, polycrystal nanodiffraction patterns are observed because of the

superposition of several particles and their bending.

area considered. This pattern was obtained at defocus-
ing of 15 nm, athickness of 0.8 nm and a sampletilt of
0.7° toward (2114) close to [4223]. The same analysis
illustrated by Fig. 6b on approximately the same sam-
ple arealed to 16 and 0.8 nm and 1°, respectively.

We believe that the crystallization of hydroxyapatite
under the electron beam does not give any explanation
of the difference observed between the XRD and SAED
results, on one hand, and HRTEM and microdiffraction
results, on the other hand. First, thismaterial hasalarge
unit cell consisting of 44 atoms and including PO* and
OH-groups. Second, it is rapidly and irreversibly
destroyed by the beam.

Stacking faults and, more generally, crystal defects
are known to give rise to some broadening of diffrac-
tion reflections [24], crystal-lattice distortions and
strains [25], and dislocations and point defects [26].
However, these defects are inherent in both nano- and
microcrystals. During crystallization, crystal length

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5
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increases along the [0001] direction, while theincrease
in their width or thickness is very feebly marked
[17, 18]. Moreover, the X-ray and SAED patterns from
larger crystals show sharp reflections. Thus, the pres-
ence of defects cannot account for the significant reflec-
tion broadening observed for small particles.

Further work would alow us to refine the results
obtained by using new agorithms for calculating the
broadening of reflectionsfrom platel ets (anisotopic size
effect) and by taking in account the contribution of
coherent, incoherent, and inelastic scattering in pow-
ders prepared from large or small crystals. Microcrys-
tals are dightly thicker than nanocrystals. Within the
kinematical approximation, the diffracted intensities
are proportional to the squared crystal thickness. Thus,
of two equivalent volumes containing the same number
of diffracting planes, the volume consisting of nanoc-
rystals would produce lower diffracted intensities than
the one containing larger crystals.
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+1(0110)
" 0.815 nm-

Fig. 6. HRTEM images of the same hydroxyapatite nanocrystal obtained at different illumination angles: (8) untilted crystal; in the
inset M 1: the simulated image best fitted to the experimental one; obtained from a0.8-nm-thick crystal, 15-nm-defocusing, and the

zone axis[4223] forming an angle of 0.7° with the beam along the direction of the 2114 reflection; theinset showsthe filtered image;
(b) tilted crystal. The images of atomic planes are well seen over the whole area. The Fourier transform and the theoretical simula-

tion (the inset M2) are made for a 0.8-nm-thick crystal, defocusing 16 nm. The zone axis [4223] is at an angle of 1° to the beam in
the direction of the 2114 reflection.

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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CONCLUSIONS

The methods of HRTEM and electron microdiffrac-
tion (nanodiffraction) of hydroxyapatite particles pre-
cipitated at moderate pH and temperatures aways
showed the formation of crystalline hydroxyapatite
irrespectively of the particle sizes. The clear reflections
observed in X-ray and electron diffraction patterns
taken from the large sample areas of microcrystals had
very broad peaks or diffuse rings due to nanocrystals.
The broadening of reflections and weakening of the
scattered intensity is due to the size effect. The close-
ness of some interplanar spacings enhances the over-
lapping of reflections and lead to the formation of very
broad peaks around the two most intense reflections.
Nevertheless, microdiffraction with the use of thin and
paralel electron nanoprobes alows the study of the
crystal structure of nanoparticles and the use of
HRTEM to identify them with hydroxyapatite.
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Abstract—The crystal structure of lepidocrocite y-FeO(OH) with the lattice parameters a = 3.072(2), b =
12.516(3), ¢ = 3.873(2) A, sp. gr. Cmem has been refined by the electron-diffractometry data for 135 crystallo-
graphically nonequivalent reflections up to R = 0.048. Using the difference syntheses of the Fourier potential,
we established, for thefirst time, the anisotropy in the distribution of the electrostatic potentia of hydrogen and
the statistical occupancy (with the probability of 1/2) by hydrogen atoms of two positionsin the m plane normal
to the a-axis at a distance of 0.27 A from the twofold axis. The O-H distance equals 0.97(3) A, the O-H---O
angle, 135°. The average Fe-O distance in octahedrais 2.022 A. © 2001 MAIK “ Nauka/Interperiodica” .

The crystal structure of lepidocrocite y-FeO(OH)
(sp. gr. Cmcm) was first determined by the X-ray dif-
fraction method by Ewing in 1935 [1]. The structure is
built by double layers of Fe-octahedra, with the
hydroxyl groups being located on their external sur-
facesand providing hydrogen bonding between the lay-
ers. It was assumed that hydrogen atoms occupy the
centers of inversion and are located at the same dis-
tances from two oxygen atoms of the adjacent layers,
thus forming continuous O—-H-O-H-O chains with
symmetric hydrogen bonds.

In the following years, the atomic positions of
hydrogen atoms in lepidocrocite [2, 3], its aluminum
analogue boehmite (y-AlIO(OH) [4], and their deute-
rium varieties[5, 6] were refined mainly by the method
of powder neutron diffraction (the Rietveld profile anal-
ysis). It was established that hydrogen atoms in these
structures form asymmetric hydrogen bonds. The
refinement was performed within two models—with
hydrogen atoms stetistically occupying (with the prob-
ability 1/2) two positions in the plane m normal to the
a-axis (sp. gr. Cmcm) and orderly occupying one of
these positions (sp. gr. Cmc2,). The most probable
model for lepidocrocite [5] and boehmite [4, 6] seems
to be the model with the statistically disordered distri-
bution of hydrogen atomsin sp. gr. Cmcm.

At the same time, the positions of hydrogen atoms
in lepidocrocite determined by the powder neutron-dif-
fraction method differ considerably. Thus, hydrogen
atoms are located at the centers of symmetry with the
O—H distance being 1.35 A [2]. At the same time, the
orderly distributed H-atoms are displaced from these
positions toward one of the oxygen atoms participating

in hydrogen bonding and are located in the vicinity of
the line connecting these oxygen atoms, O—H = 0.93
and H---O = 1.75 A and the angle O—H---O = 178° [3].
In the deuterium variety of lepidocrocite [5], the D(H)
atoms are statisticaly disordered and are displaced
from the line connecting the O atoms of the adjacent
layers with the interatomic distances O-D(H) = 0.86,
D(H)--0=1.95A, and the angle O-D(H)---O = 157.9°.
The angle 6 formed by the vector O—H with the direc-
tion [010] is 48 [3] and 31.8° [5], respectively. More-
over, it was established that in the lepidocrocite struc-
ture, both average interatomic Fe**—O distancesin octa-
hedravary within 2.00-2.04 A, and theindividua Fe3-O
distances show considerable scatter [1-3, 5]. All these
facts make the structure refinement of Iepidocrocite by
data provided by the oblique-texture electron diffrac-
tion patterns (where all the reflections superimposed on
powder neutron diffraction patterns are resolved) quite
timely. It is also possible to use the advantages offered
by electron diffractometry. The efficiency of the latter
method was demonstrated in the studies of hydrogen-
containing brucite Mg(OH), [7] and serpentine min-
erd—lizardite 1T [8].

The crysta structure of natural lepidocrocite
FeO(OH) was refined by oblique-texture eectron dif-
fraction pattern from the specimen from the Chukhrov
collection (no. 2184). The parameters of the orthorhom-
bic unit cell of lepidocrocite determined from the electron
diffraction patterns with the internal standard (NaCl) are
a=3.072(2), b=12.516(3), and c = 3.873(2) A.

The oblique-texture electron diffraction patterns
were obtained on an electron diffractometer based on
an EMR-102 industrial electron diffraction camera

1063-7745/01/4605-0730$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Sections of the electrostatic potential passing through the hydrogen atoms for lepidocrocite (with subtracted oxygen atoms):
(8) the x0z section; the elongation of theisolinesin the c-direction favors the two-positional model for H atoms; (b) the Oyz section;
the cross indicates the positions of the O(2) located, as well asthe H atom, on the twofold axis parallel to the b-axis. The isolines
are spaced by 10V. The figuresindicate the values of the potential at the maxima.

modified for recording two-dimensional intensity dis-
tributionsin the digital form [9]. The reflection intensi-
ties and intensity-distribution profiles across individual
archlike reflections were measured by scanning the dif-
fraction pattern along the radial directions and the
immobile detector (scinitillator, photoelectron multi-
plier). All the reflection intensities were normalized to
the intensity of the reference reflection. The reflection
intensities were determined as the sums of the intensi-
tiesrecorded at each point of the transverse profile with
the subtraction of the background. The transition from
the intensities, |, to the structure factors, Fyy, was

made by the formulafor local intensities: |Fy,(exp)| =

Jha (6xp)/dpdng P, Where the hOl and hkl indices are

attributed to the reflections of the same hl ellipse and p
is the repetition factor [10]. The structural computa-
tionswere performed by the AREN-90 complex of pro-
grams[11] with the use of the atomic scattering factors
for neutral atoms. We used the intensities of 135 crys-
tallographically independent reflections up to SinB/A =
1.01 located on 37 ellipses. The analysis of the reflec-
tion intensities showed that for most reflections, scat-
tering occurs by the kinematic law. The intensities of
021, 002, 022, and 152 reflections were corrected for
primary extinction in the Blackman two-beam approx-
imation by the technique described elsewhere [12] with
the calculated average effective crystallite thicknesses
beingt,, = 324 A.

The lepidocrocite structure was refined within the
sp. gr. Cmemwith the use the coordinates of nonhydro-
gen atoms of the ideal model as the starting coordi-
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nates. The LSM refinement of the coordinates and the
thermal parameters of Fe and O atoms on the difference
x0z and Oyz sections of the Fourier potential revealed
the maximum elongated in the direction of the c-axis
with its center being on twofold symmetry axis parallel
to the b-axis. The maximum was attributed to a hydro-
gen atom (Fig. 1). The observed anisotropy in the dis-
tribution of the electrostatic potential indicates the pos-
sible superposition of two maxima located in the planem
normal to the a-axis and related by the twofold axis,
which correspond to the statistic (with the probability
1/2) occupancy by hydrogen atoms of the positionsdis-
placed from the twofold axes. The refinement of the
lepidocrocite structure with the split hydrogen position
by the |east-squares method in the anisotropic approxi-
mation up to R = 0.048 yielded the atomic coordinates
and the anisotropic thermal parameterslistedin Table 1
and the interatomic distances listed in Table 2. The
structure refinement with hydrogen atom on the two-
fold axis up to R = 0.049 indicated much more pro-
nounced thermal vibrations along the c-axes, which, in
turn, indicated that hydrogen atoms are statistically dis-
tributed over the structure.

Taking into account the possible ordered distribu-
tion of H atoms over one of two statistically occupied
positions, thelepidocrocite structurewasalso refined in
the noncentrosymmetric sp. gr. Cmc2, (to R = 0.054).
Lepidocrocite structures refined within the sp. gr.
Cmcm and Cmce2, showed the most pronounced differ-
ences in the z-coordinates of the O(1) and O(2) atoms.
However, the z-coordinates refined in the sp. gr. Cmc2,
yield the standard deviations exceeding the differences
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Table 1. Atomic coordinates and anisotropic thermal parameters (A2 x 10#) for the lepidocrocite structure

Atom x/a y/ib Zlc By Bx Bss Bas
Fe 1/2 0.1778(1) 1/4 62(12) 15(2) 127(10)

0(1) 0 0.2889(4) 1/4 108(36) 22(3) 112(29)

0(2) 0 0.0738(4) 1/4 105(42) 24(3) 212(31)

H 0 -0.001(3) 0.179(10) 360(240) 30(27) 300(212) —5(154)

Table 2. Interatomic distances (A) in the lepidocrocite structure

Octahedron Interlayer space
Fe-O(1) x 2 2.072(3) O(1)-0(1) x4 2.657(3) 0O(2H 0.97(3)
-0O(1) x 2 1.981(1) 0O(1)-0(2) x 2 2.692(7) H-O(2) 1.89(3)
-0O(2) x 2 2.013(3) O(1)-0(1) x4 3.010(4) 0(2-0(2) 2.676(4)
Average 2.022 0O(1)-0(2) 3.072(2)
0O(2-0(2) 3.072(2)
Average 2.850

in the z-coordinates of oxygen atoms in these struc-
tures. Moreover, the H atoms in the sp. gr. Cmc2, are
characterized by aconsiderableincrease of atomic ther-
mal vibrations along the c-axis. Thus, the electron-dif-
fraction refinement of the lepidocrocite structure justi-
fied the choice of the sp. gr. Cmcm and disordered dis-
tribution of H atoms over two positions.

Theinteratomic distancesin the lepidocrocite struc-
ture are O(2)-H = 0.97(3), H---O(2)' = 1.89(3), and
0(2)--0(2)' = 2.676(5) A; the angle O(2)-H--O(2)'
equals 135°. The angle 6 formed by the O—H vector
with the [010] direction equals 17°. Figure 2 shows the
positions statistically occupied by H atomsin the inter-
layer spaces of lepidocracite structure. In fact, the H
atoms in the structure occupy one of two positions
(Hor H) and form two different types of chains of
hydrogen bonds (solid and dashed lines). Disordering
can be caused by the variations either inside the chains
of one type or in the chains of both types. As is seen
from Fig. 2, each oxygen atom of hydroxy! groups par-
ticipates in the formation of two hydrogen bonds—
either as a donor or as an acceptor.

The average interatomic Fe*-O distance equals
2.022 A (in goethite a-FeOOH [13] and hematite F,O,
[14]); the interatomic distances (Fe**-0),, are equal to
2.021and 2.025 A, respectively. The Fe-Fe distancefor
Fe atoms located within one octahedral lepidocrocite
sheet equals 3.072(2) A; in the adjacent octahedral
sheets, 2.062(2) A; whereas the shared octahedron
edges are equal to 2.692(7) and 2.657(3) A, with the
average OO distance in the octahedron being 2.850 A.
The octahedron distortions are caused by the necessity
of screening the mutual repulsion of Fe** cations. Thus,
an increase in the Fe—Fe distance within one octahedral
sheet is caused by aconsiderable elongation of the octa-
hedron edge in the direction of the a-axis (3.072 A) in
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comparison with edge elongation in the direction of the
b-axis (2.692 A), so that the octahedron section by the
ab planeis an elongated rectangle and not a square. An
additional increasein the Fe—Fedistancein the adjacent
octahedral sheets of the double layer is attained due to
stagger of octahedron vertices [the O(1) atoms] along
the b-axis. In the projection onto the ab plane, the octa-
hedron vertices are displaced by 0.37 A from the center

c

Fig. 2. Hydrogen bonding in the lepidocrocite structure, H
and H' are the hydrogen positions statistically (with the
probability of 1/2) occupied by hydrogen atoms located in
the plane m normal to the a-axis. Solid and dashed lines
indicate two types of chains of hydrogen bonds, O(2)—
H---O(2) and O(2)-H"---O(2).
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of therectangle and, thus, giveriseto the additional dis-
placement of the octahedral sheets along the b-axis
with respect to one another in the layer (in an ideal
structure, this displacement equals 1/8b).

Comparing the electron-diffraction data for lepi-
docrocite, the most reliable single-crystal X-ray dif-
fraction data for boehmite refinement [4] and the pow-
der neutron-diffraction data (the Rietveld analysis) for
the deuterium analogue of boehmite [6] with the unit-
cell parametersa = 2.865, b = 12.221, c = 3.693 A, we
see the essential similarity of the structural features of
individual layers. The octahedra in these structures are
distorted in asimilar way, theindividual M—O distances
in the octahedra are also distributed in the same way.
Thus, the distances from the octahedral cation to the
oxygen atom of the hydroxyl group in lepidocrocite and
boehmite are approximately equal to the average M—O
distance, which is determined by the valence strength 1
for this oxygen atom from the side of the octahedral
cations. Despite different unit-cells parameters b, the
distances between the closest oxygen atoms of
hydroxyl groups in the adjacent layers are amost the
same (2.676 for lepidocrocite and 2.705 A for boeh-
mite), which is explained by a certain increase of the
interlayer distance in boehmite (1.977 A) in compari-
son with this distance in lepidocrocite (1.847 A).

The most pronounced differences were revealed for
hydrogen positions. At the statistical distribution (with
the probability 1/2) of hydrogen atoms characteristic of
both structures, the hydrogen (deuterium) atom is
located in the vicinity of theline connecting the oxygen
atoms of the adjacent layers, the O(2)-H---O(2)' angle
is176° [4] and 179° [6] at theinteratomic O—H distance
0.75 A (H was determined from the difference el ectron-
density synthesis without using the LS procedure) and
0.97°, respectively. According to the electron diffrac-
tion data, hydrogen atoms in lepidocrocite are located
in the vicinity of the twofold axis (the O(2)-H---O(2)'
angle equals 135°) at a distance of 0.27 A from it. It
should aso be indicated that according to the calcula-
tion of the energy by the semiempirical method of
molecular orbitals suggested by Huickel for a boehmite
cluster consisting of nine hydrogen atoms, the mini-
mum energy was obtained for 8-angle ranging within
22°-32° depending on the orientation of hydroxyl
groups OH [4], which corresponded better to the angle
0 abtained for lepidocrocite (17° in this study and 31.8°
in [5]) than for boehmite (45° [4] and 44° [6]). The
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angle 0 determined for lepidocrocite by the electron
diffraction datais on the side of smaller angles, whereas
the angle O determined for lepidocrocite in [3, 5] and
boehmite in [4, 6], on the side of large angles with
respect to theindicated range of 8 angles corresponding
to the minimum energy.
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Abstract—The structure of a high-pressure boron suboxycarbide B(C,0) 1555 Single crystal has been studied

for the first time. The unit-cell parameters are a, = 5.618(1), ¢, = 12.122(1) A, vV = 331.38(1) A3, sp. gr. R3m,
R = 0.0479. The established common structural features of the interstitial rhombohedral a-boron-based
B(C,0) phases and the data on the known carbides and boron suboxides allowed the characterization of the new

phase. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

Interstitial phases based on the rhombohedral
o-boron modification have long attracted the attention
of researchers because of their physical-mechanical
properties. Unlike the well studied boron carbides, the
oxygen-containing compounds—suboxides—and, to a
lesser degree, boron suboxycarbides have become the
objects of systematic study only in the past ten years.
The successful synthesis of these compounds under
high pressures allowed the variation of the number and
the assortment of the interstitial atoms over wide
ranges. However, the insufficient reaction volume,
characteristic of the high-pressure experiments, and
small atomic weights of the elements create certain dif-
ficulties for determination of both chemical composi-
tion and density, and, thus, determination of the number
of atomsin the unit cell of theinterstitial phase synthe-
sized. The absence of the data on the corresponding sin-
gle crystals is one of the factors that hinder the struc-
tural diagnostics of boron suboxides and suboxycar-
bides. The known boron suboxides have the
composition B,O, _, and are characterized by acertain
deficit of oxygen atoms (up to the x = 0.28). The con-
cepts on their atomic structure are based on the postu-
lated models refined by the powder diffraction data
with the use of the Rietveld method [1-4]. The struc-
tural models of boron suboxycarbide have never been
discussed at such alevel. The present article describes
theresults of the X-ray diffraction analysis of the boron
suboxycarbide B(C, O), single crystal synthesized
under high pressures.

EXPERIMENTAL

The brown—red transparent crystals up to 250 umin
size were obtained as aresult of the one-hour chemical
reaction between B,C and B,0O, compoundsinthel: 1
ratio in a boron-nitride container under a pressure of
5.5 GPa and atemperature of 1400 K. The single crys-
tal selected for the X-ray diffraction study had a flake-
like shape with the maximum linear dimension of about
100 pm. The chemical composition was calculated as
follows. It was established that crystals are trigonal
with the rhombohedral unit-cell parameters a =
5.182(1) A and o = 65.65(1)° (or the hexagonal param-
eters of the R-cell a,= 5.618(1), ¢, = 12.122(1) A, vV =
331.38(1) A3. The X-ray diffraction experiment in the
hexagonal setting was performed on an automated
RED-4 X-ray diffractometer with agraphite monochro-
mator, MoK ,-radiation. At the stage of data collection,
we recorded 842 diffraction reflections with noticeable
intensities within a reciprocal -space hemisphere (I = 0,
sinB/A < 0.9). Upon averaging the intensities of the
crystallographically equivalent reflections in the dif-

fraction class 3m (R factor 0.0398), the further structure

study was performed in the sp. gr. R3mover the data set
containing 191 independent reflections with the inten-
sities| > 3a(l).

SELECTION OF STRUCTURE MODEL

The preliminary analysis confirmed that the crystal
structure of the specimen and the structures of the
known a-boron-based interstitial phases are of the
same type (Fig. 1). The structure framework is formed
by dightly distorted B,, or B,,C icosahedra with the

1063-7745/01/4605-0734%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Fragment of the B(C,0), structure. The centers of the B1,C icosahedra form arhombohedral unit cell. Figures 1 and 2 indi-
cate the positions of B(1) and B(2) atoms, respectively. The filled circles on the threefold axis of the rhombohedron indicate the
atoms of the linear groups in the side positions, the open circle indicates the atom in the central position.

centers coinciding with the points of the rhombohedral
lattice. Six atoms in the icosahedron bind the polyhe-
dronwith six other polyhedraa ong thefive-fold axis of
theicosahedron. The remaining six atomsform acorru-
gated hexagon along the icosahedron perimeter. The
voids between the icosahedra are filled with B, C, and
O atoms located on the threefold axes and forming the
linear groups consisting of three (sometimes, two)
atoms. Each of the boron atoms|ocated along theicosa-
hedron perimeter is related to five atoms of the given
icosahedron and the side atom of the linear group.

The color and the degree of transparency of the
specimen characteristic of boron suboxycarbides
allowed usto identify it with the phase of the composi-
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tion B(C,0O) formed due to the replacement of some
carbon atoms in the initial B(C,0),, structure by boron
and oxygen. According to the modern concepts [5, 6],
the B,C structureis built by B,,C icosahedra and linear
CBC groups. The preliminary estimation showsthat the
chemical effect of B,O; is the most important for the
linear groups. The calculations indicate that different
distributions of atoms in the linear groups can provide
equally low R-factors. It was reliably established that
the occupancy of the central 3b (0, 0, 1/2) position was
awayslower than 100%, although it depended onthekind
of the chosen atom. The side positions 6¢ (0, 0, 1/2 £0)
were always fully occupied. It was established that fill-
ing the side positions with the atoms of different kinds
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Table 1. Unit-cell parameters of a-boron-based carbides and suboxides

Compound ay(A) ch(A) V(A3) z X viz VIZ(1) S
B, [7] 4.927(3) 12.564(7) 264.13 36 0 7.337 7.336 36
B1oC [8] 5.640(20) 12.165(5) 335.12 41 0.10 8.174 8.180 45.1
BgsC [9] 5.6720(3) 12.1428(2) 338.32 41.33 0.107 8.185 8.233 45.77
B13C, [10] 5.633(1) 12.164(2) 334.26 39 0.154 8.571 8.565 45
B,C[11] 5.6039(4) 12.079(1) 328,51 36 0.25 9.125 9.127 45
BOo.96 [4] 5.3902(1) 12.3125(2) 309.80 36 0.16 8.605 8.606 41.76
BgOo.03 [1] 5.374(2) 12.331(3) 308.41 36 0.155 8.567 8.572 41.58
BgOo.g9 [4] 5.3872(1) 12.3152(3) 309.53 36 0.148 8.598 8.525 41.33
BgOpg7 [1] 5.362(2) 12.328(3) 306.96 36 0.145 8.527 8.504 41.22
BgOo.4 [3] 5.3761(3) 12.326(1) 308.52 36 0.14 8.570 5.470 41.04
BsOo79 [3] 5.3824(4) 12.322(1) 309.15 36 0.132 8.587 8.414 40.75
BsOo77 [1] 5.367(1) 12.328(2) 307.53 36 0.128 8.543 8.386 40.61
BgOo77 [4] 5.3696(4) 12.3258(6) 307.77 36 0.128 8.549 8.386 40.61
BsOo72 [2] 5.361(1) 12.340(1) 307.14 36 0.12 8.532 8.329 40.32

Note: &, and ¢, are the parameters of the hexagonal unit cell, V is the unit-cell volume, Z is the number of B(C, O), formula units per unit
cell, S=Z(1 + x) isthe number of atoms per unit cell; (V/Z)(1) are the values calculated by Eq. (1).

in the proportion providing the effective scattering
power of the position, z, approximately equal to the
scattering power of carbon z also lead to reduction of
the reliability factor. Similar information was also
obtained from the Fourier syntheses of electron density.
It was shown that two ratios are valid in al the models
with different formulas of the linear groups character-
ized by low reliability factors: the electron density in
the positions of the side-group was always 6/5, whereas

vz, A3
9.5+

9.0

8.5

8.0

7.5

B12

0.10 0.15

7.0

1 1 1
0 0.05 020 0.25 x
Fig. 2. Specific volume of the unit cell V/Z as a function of
x for a-boron and boron carbides (sguares) and suboxides

(circles).
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inthe central position, it was 95% of the z; valuefor the
icosahedral positions. This fact allowed us to predict
the number of atoms in the structure unit cell. To pro-
vide the necessary value of z = z.- in the side positions
(which can contain the atoms of al the three kinds), the
members of oxygen and boron atoms should relate as
1: 2. Unliketherust-color nontransparent B,C crystals,
the reddish crystal studied was transparent. This indi-
catesthat the considerable number of oxygen atomsare
incorporated into the crystal. Since oxygen atoms can
hardly occupy the positions in icosahedra, we made an
attempt to place oxygen atoms into the central position
in a linear group. In the first approximation, the side
positions were filled with carbons. We begin the pro-
cess at 95%-occupancy of the central position with
boron, and start replacing boron with small amounts of
oxygen with the introduction of the corresponding cor-
rections into z.; The minimum R-value was attained
when the position contained 2.32 boron and 0.33 oxy-
gen atoms. Unfortunately, we have no other datawhich
would have alowed us to state that, in principle, oxy-
gen can fill the central position. According to the
known data, the centers of the linear groups in boron
carbides are usually occupied by boron and not carbon
atoms. The structure model containing only boron
atoms in the centers of the groups is considered in the
Discussion section. The other kinds of atoms were dis-
tributed over the structure positions proceeding from
the other established facts which are discussed below.

COMPOSITION AND STRUCTURE
The x value in the formula unit B(C,0), and the
number of such formula units per unit cell were calcu-

No. 5 2001
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Table 2. Occupancies, positional and thermal atomic parameters u;; (A?) inthe B(C, O) 55 Structure
Atom Occupancy x/a Zlc Uyq Upp Ugp Uz
B(1) 1 0.1680(4) 0.6413(5) 0.1039(8) 0.095(3) 0.060(1) —0.005(1)
B(2) 1 0.2296(5) 0.7771(4) 0.094(1) 0.099(3) 0.046(2) 0.002(1)
(B, C,0) 1 0 0.6215(5) 0.114(2) 0.069(4) 0.057(2) 0
(B, O) 0.88 0 0.5 0.047(4) 0.180(5) 0.024(2) 0

Note: y/b = x/a; the temperature factor is defined as exp(2resh; hya &

remaining atloms Uy, = Uyq, Upp = U31/2, Uz = U3 =0.

lated with the use of the following empirical depen-
dence. As is seen from Table 1 listing the data on the
well-known boron carbides and suboxides, the specific
unit-cell volume V/Z per formula unit B(C,0), is a
monotonic function of x. We used as such afunction the
second-order polynomial with the coefficients obtained
by linear approximation from the reliable structure data
for a-boron and some of the related carbon-containing
compounds (B,C, B,;C,, and B,,C),

V/Z = 7.336 + 9.296x — 8.534x", (1)

where V is the unit-cell volume and Z is the number of
the formula units in the unit cell. This dependence is
illustrated by Fig. 2. Asis seen, the figurative points of
boron suboxides B4O, 45 and B4O, o; fit this plot quite
satisfactorily. This allows us to assume the universal
character of the dependence determined for the intersti-
tial a-boron-based phases of the general composition
B(C, O),. Knowing the total number of atoms in the
unit cell S=Z(1 + x), one can readily select the appro-
priate X value. In our case, we have S = 44.65, V =
331.38 A3, whence, using Eq. (1), we obtain x = 0.155;
the number of boron atomsin the unit cell is Z = 38.66,
the number of non-boron atomsin the unit cell is Zx =
5.99. According to the modern concepts on the struc-
ture of the known boron carbides, three carbon atoms
occupy the positions in icosahedra. Subtracting 0.33
oxygen atom in the central position from Zx, we arrive
at 2.66 non-boron atoms and 3.34 boron atoms in the
six side positions. Among the non-boron atoms, we
have 1.67 of oxygen atoms (50% of boron atoms) and
0.99 of carbon atoms. Different atoms are distributed
over theunit cell inthefollowingway: 1.67 + 0.33=2.0
of oxygen atoms, 3 + 0.99 = 3.99 of the carbon atoms,
and 33 + 3.34 + 2.32 = 38.66 of boron atoms. Now, let
us analyze the model thus constructed with due regard
of the mechanism of the transitions from the B,C to the
B,;C, structure suggested in [5]. According to [5], the
linear CBC groups characteristic of B,C are gradually
replaced by the BBC groups and, upon the completion
of the group replacement (which corresponds to the
composition B,;C,), afurther increase in boron concen-
tration is accompanied by the replacement of the B,,C
icosahedra by B,;,. Unfortunately, we have not had
access to the complete text of the article [5]. The inter-

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5

u;); for the B(1) and B(2) atoms, Uy, = Uy4, Up3 = —Uy3, and for the

pretation of the results obtained in [5] and made in [12]
can be understood in such a way that upon the attain-
ment of the 50% boron concentration in the side posi-
tions, boron cannot be incorporated into the linear
groups any more and is incorporated into icosahedra.
Extending the facts observed in boron carbidesto boron
suboxycarbides, we modified the above model in such
a way that the six side positions included only 3
(instead of 3.34) boron atoms, 1.5 oxygen atoms, and
1.5 carbon atoms, whereas 0.34 of a boron atom
replaced carbon in icosahedra. On the whole, the mod-
ified unit cell contains 1.5 + 0.33 = 1.83 oxygen atoms
and 15 + (3 — 0.34) = 4.16 carbon atoms. If one
assumes that the replacement occursin both icosahedra
and linear groups simultaneously, then there are 1.83-2
oxygen atoms and 4.16-3.99 carbon atoms in the unit
cell.

The structural parameters were refined by the LS
method over the set of the structure factors F within the

sp. gr. RBmwith the use of the weighting schemew(F) =
1/6*(F) + (0.01F)2. The values of the weighted and con-
ventional R factors upon the refinement by the JANA98
program[13] are R= R, = 0.0479, the GOF = 2.57. The

Table 3. The elements of the tensors of the third to the sixth
order for the parameters of anharmonic thermal vibrationsin
the Gram—Charlier expansion

Clia
C222
D1111
D1222
D2233
E11111
E11222

C112
Cc223
D1112
D1223
D2333
E11112
E11223

C113
C233
D1113
D1233
D3333
E11113
E11233

C122
C333
D1122
D1333

E11122
E11333

E12233
E22333
F111111
F111222

E12333
E23333
F111112
F111223

E13333
E33333
F111113
F111233

F112233
F122333
F222333

F112333
F123333
F223333

F113333
F133333
F233333

E22222

C123

D1123
D2222

E11123
E12222
E22223

C133

D1133
D2223

E11133
E12223
E22233

F111122
F111333
F122222
F222222
F333333

F111123
F112222
F122223
F222223

F111133
F112223
F122233
F222233
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Table 4. Parameters of anharmonic thermal vibrations of atomsin the B(C, O)g 155 Structure

B(1)

B(2)

(B, C, 0)

(B.0)

—0.148(15)
0.148(15)

~0.192(13)

~0.155(2)

0(0)
~0.532(13)

0.066(5)

0(0)

0.0043(8)
-1.29(3)
~0.439(2)
—0.0061(2)

0(0)
—0.006(1)

0(0)

0(0)
-0.22(2)
—0.039(14)
~0.021(2)
-0.11(2)

0.0230(8)

0.0017(5)

0.0058(9)
~0.607(51)
—0.271(2)
—0.0260(2)

0(0)
—0.0002(1)
—0.254(18)

0.254(18)
—0.47(4)
~0.235(21)
—0.026(4)
—0.500(17)

0.050(2)
—0.006(1)
—0.009(1)
-0.38(5)
—0.44(6)
—0.042(3)

0(0)

0(0)

0.12(3)

0.058(14)
~0.095(11)

0.058(14)

0(0)
-0.07(2)
—0.002(1)

0(0)

—0.085(3)
0.011(5)
~0.155(2)
0(0)
—0.005(1)
~0.255(1)
~0.0153(4)
0.0047(9)
0.0030(4)
~0.781(6)
~0.0216(3)
0(0)
~0.0030(7)
~0.0052(7)
0(0)
0.025(4)
~0.039(14)
~0.015(2)
~0.002(1)
—0.044(7)
0.0113(5)
0.006(1)
0(0)
—0.244(17)
0.0125(3)
0(0)
~0.0035(7)
~0.0037(7)
~0.127(9)
~0.027(8)
~0.235(21)
0.016(6)
0
~0.250(8)
0.026(7)
—0.0044(7)
0
~0.19(3)
0(0)
0(0)
0(0)
0(0)
0.058(14)
0(0)
0
0.029(7)
~0.003(1)
0.002(1)
~0.018(3)
~0.037(6)

0.011(5)
0.015(2)
0(0)
—0.008(3)
~0.007(1)
~0.025(5)
0(0)
—0.0030(4)
—0.0009(4)
~0.029(11)
—0.008(1)
~0.0052(7)
0(0)
0(0)
0.025(4)
0.003(1)
0.036(6)
~0.027(3)
—0.006(1))
0.033(5
~0.0017(5)
0(0)

0(0)
0.075(9)
~0.0291(8)
~0.0037(7)

0(0)

0(0)
~0.027(8)

0
~0.033(12)
~0.013(2)

0.0048(7)

0.051(14)

0.006(1)

0
~0.0007(1)

0(0)
~0.042(3)

0(0)

0

0

0(0)
—0.048(6)
—0.034(6)
~0.029(13)
~0.007(2)
~0.037(6)

0

0

0.085(3)
—0.005(2)
~0.200(3)

0.005(1)

—0.0661(5)
0.0043(8)
0.532(13)

~0.547(1)
0.006(1)
~0.781(6)
~1.29(3)
~0.0029(4)
0(0)
~0.005(1)
0(0)
0.002(1)

~0.0230(8)
0.0058(9)
0.11(2)

~0.274(1)
0.002(1)

—0.244(17)

~0.607(51)

—0.0049(7)
0.127(9)

—0.003(1)

~0.235(21)
0

~0.050(2)
—0.009(1)
0.500(17)

~0.36(4)
~0.002(1)
0
0
0.0010(1)
0.058(14)
0

0(0)

0(0)

0

0
~0.049(2)

—0.014(5)

0(0)
~0.192(13)

~0.031(2)
0.255(1)
—0.025(5)

—0.044(3)
~0.547(1)
0.044(3)
0029(11)

0.015(4)

0.015(2)
-0.22(2)

0.012(2)
0.044(7)
0.033(5)

0.045(2)
—0.274(1)
—0.045(2)
—0.075(9)

~0.013(4)

~0.016(6)
~0.47(4)

0.026(7)
0.250(8)
0.051(14)

0.023(16)
—0.36(4)

0(0)

0(0)

0(0)
0.12(3)

—0.014(7)
0(0)
0.014(7)
0.029(13)

—0.015(2)

0(0)
0(0)

-0.010(2)
-0.031(2)
0.010(2)

~0.020(3)
0.0216(3)

—0.008(1)

~0.020(3)

—0.003(1)

-0.021(2)
—0.036(6)

—0.004(2)
0.012(2)
0.004(1)

~0.042(2)
~0.0125(3)
~0.0291(8)
—0.042(2)

0

—0.026(4)
0.033(12)

0.012(2)
0.026(7)
-0.012(2)

—0.083(7)
0(0)

~0.042(3)

—0.083(7)

—0.095(11)
0(0)

—0.012(4)

0.003(1)
~0.007(2)
—0.014(4)

Note: The values C(A3), D(A%), E(A®), and F(A®) are multiplied by 10°, 10%, 10°, and 10°, respectively. In the (B, O) position, no odd-

order zero tensors (C and E) exist.
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occupancies, coordinates of the atomic positions, and
the parameters of anisotropic thermal vibrations are
listedin Table 2. Table 3 liststhe elements of thetensors
of orders from three to six for the parameters of anhar-
monic thermal vibrations in the Gram—Charlier expan-
sion. Table 4 lists the parameters of anharmonic ther-
mal vibration of atomsin the B(C,0), 455 Structure and
Table 5, the interatomic distances.

DISCUSSION OF RESULTS

Consider first the model with only boron in the cen-
ters of the linear groups. At the 95% occupancy of the
central position with boron, the total number of the
atomsin the unit cell amountsto 44.85. The calculation
by Eq. (1) yields x = 0.191, Zx = 7.19, and Z = 37.66.
Thus, one can readily see that if the unit cell contains
7.19 non-boron atoms, the side positions can contain
only 0.9 of an oxygen atom. Such a low oxygen per-
centage would have hardly provided the color of the
crystal and its transparency observed experimentally.
At the same time, the oxygen fraction in the centers of
groups cannot be high, because itsincrease would have
been accompanied by areduction of the total number of
atomsin the unit cell. At x = 0.11, this number ismini-
mal, 44.59, i.e, only dightly differs from the estab-
lished value of 44.65.

The question about the causes of vacancy formation
inthe central positions of the linear groupsisstill open.
One can assume that the linear CBC groups character-
istic of boron carbides and the BBC groups [5] can
hardly lose the central atom. From the geometrical con-
sideration it follows that such a loss is most probable
for the BBB groups. The typical B-B bond lengths
ranging within 1.60-1.85 A" are inconsistent with the
value determined in our study, 1.465 A. If the atoms of
the BBB triad are to belocated al ong the space diagonal
of the rhombohedron, they should either be displaced
from the calculated positions or push out the central
atom from its position. In our model with the 44.65
atoms per unit cell, the percentage of vacanciesin the
center is low, whereas the percentage of boron in the
side position is quite considerable. Therefore, it ismost
probably that most vacancies in the centers correspond
not to the B—B but to the oxygen pairs asisthe casein
boron suboxides of the composition B;O, _,.

The approach to diagnostics of new interstitial phase
in the B-C-O system suggested here was tested on
other similar phases. Thus, in [12], two compounds
were considered, which, in accordance with the results
obtained by the PEEL S method, have the composition
BC, ;0,3; With the unit cell volume 325.5 A3 and
tuting the value x = 0.238 into Eq. (1) for the first com-
pound, we obtain Z = 35.89, Zx = 8.54, and S= 44.43.
For the second compound at x = 0.265, we have Z =
35.57, Zx = 9.43, and S=44.99. The structures of sim-
ilar interstitial phases of the general composition have
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Table 5. Interatomic distancesin the B(C, O)g 155 Structure

Atoms Distance, A Type of bonding
B(1)-B(2) 1.727(5) x 2 |intheicosahedron face
B(1)-B(2) 1.740(7) x 2 | intheicosahedron face
B(1)-B(2) 1.757(9) in the icosahedron face
B(2)-B(2) 1.769(5) x 2 |intheicosahedron face
B(2-B(2) 1.815(6) between icosahedra
B(1)—B, C, O) 1.655(4) icosahedron-inear

group
(B,C,0)—(B,0) | 1.465(10) linear group-inear
group

not been studied asyet, but, in accordance with the unit-
cell parameters, they should be similar to the structure
considered in our article. This allows us to compare
these compounds with our structure. The number of
atomsinthe unit cell of thefirst structure (44.43) makes
it similar to our structure (the number of atoms in the
unit cell 44.65). It should also have aconsiderable num-
ber of vacanciesin the central position. Comparing this
structure with the structures studied here, we see that
the number of non-boron atoms is considerably higher
(8.54 in comparison with 5.99 in our structure),
whereas the fraction of boron atomsislower (35.89in
comparison with 38.66 in our structure). An increase of
the fraction of atomswith alower value of the effective
radius agrees with the lower value of the unit-cell vol-
ume (325.5 A3 in comparison with 331.38 A3 for our
structure). It should also be indicated that the O/C ratio
in the B¢C, 0,3; and B4C, »s05, Structures equals
0.30 and 0.24, respectively. Our models contain a
higher fraction of oxygen with respect to carbon, 0.50—
0.44, athough the total percentage of non-boron atoms
with respect to boron is rather low—15.5 instead of
23.8 and 26.5% in the two above indicated structures.

Concluding the article, return to the analysis of
Table 1. The second part of this table lists the known
data on boron suboxides of the composition B;O, _,.
The compounds B0, ¢s and B0, o fit the plotin Fig. 2
quite well, but with an increase of deficit in oxygen, the
(V/2) values obtained from the structural data start dif-
fering from the (V/2); values and form a curve running
above the plot. We can only assume that, with an
approach to the ordinate axis, the second curve either
dramatically decreases in order to pass through the
point of the a-boron or there is no smooth transition
from boron suboxides to pure boron at al, or, else, the
structural data on boron suboxides are somewhat erro-
neous. If theempirical characteristics established in our
work are correct, then the unit cells of all the remaining
phases (except for B,O, ¢s and B0, 4;) should contain
either more oxygens in the linear groups of the side
positions or some additional boron atomsin the side or
central positions.
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Abstract—Single crystals of the composition K, ¢,Nb, ssTi; 40P, 50,7 possessing ionic conductivity o =
10° Q! em at 300°C were grown by the method of spontaneous crystallization from flux in the quaternary
K,O-TiO,—Nb,Os—P,O5 system. The X-ray diffraction study of the single crystals grown showed that they are
monoclinic with the unit-cell parameters a = 13.800(1), b = 6.412(2), ¢ = 16.893(3) A, B = 83.33(1)°, Z = 16,
sp. gr. P2/n and provided the determination of the structure of this new compound. The Nb and Ti atoms statis-
tically (with different probabilities) occupy four crystallographically independent octahedra. The (Nb,Ti) and
P-tetrahedra form the three-dimensional framework with the channels along the diagonal [101] direction occu-
pied by potassium atoms. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The systematic studies of the rich family of crystals
with the KTiOPO, (KTP) structure are dictated by the
unique set of physical propertiesinherent in these com-
pounds. All these compounds have aferroel ectric phase
transition, superionic conductivity, and nonlinear opti-
cal properties. The establishment of the regular rela-
tionships between the atomic structure and the physical
properties of crystals allows the purposeful change of
the above characteristics of the crystals with the aid of
isomorphous replacements. The special attention of the
researchers is attracted to KTP-type crystals with iso-
morphous additions of Nb atoms (KTNP) [1, 2]. Dop-
ing with niobium considerably increases the ionic con-
ductivity and birefringence of the crystals. The crystals
with titanium partly replaced by niobium seem to be a
very promising material for increasing the frequency of
the yttrium—aluminum garnet-based lasers 3, 4]. How-
ever, aswas shownin[5], the KTP-type structureisalso
preserved if acrystal isdoped only with asmall amount
of niobium (up to 11.3 at. % Nbin [5]). If the niobium
concentration exceeds the titanium concentration, the
crystals have a different symmetry and atomic struc-
ture. We had the aim to grow single crystals with high
niobium concentration and perform their complete
X-ray diffraction study.

GROWTH OF SINGLE CRYSTALS
AND THEIR INITIAL STUDY

The crystalswere grown by the method of spontane-
ous crystallization from flux in the quaternary K,O-
TiO,~Nb,0s—P,05 system. Two different initial melts
were used—with the same content of K,O (40 mol %)
and P,0; (27 mol %) and different concentration ratio
of niobium and titanium Nb/(Nb + Ti)—66.6 and
75.5 at. %. In the course of the growth experiments, the
mixture of K,CO;, Nb,Os, TiO,, and NH,H,PO,
reagents of extrapure grade was heated up to 600°C to
remove the volatile components, crushed into powder,
milled in an agate ball mill, and then was placed into
50-ml-large platinum crucibles and subjected to resis-
tive heating at temperatures up to 1100°C. For further
homogenization, the melts were kept for 24 h at this
temperature and then were cooled at a rate of 1 deg/h
down to 850°C. The remaining melt was poured out,
the crystals grown on the crucible walls were cooled at
a rate of 20 deg/h down to room temperature and
washed from the solvent in hot water. The crystals thus
obtained had the dimensions of the order of several mil-
limeters. They were well faceted and transparent.
According to the X-ray microanalysis data, the composi-
tion of KTNP crystds can be written as
K, 85T 31Nb, 6P 6017 and K, 64T o7Nb, 65P5 5507, the
hydrostatic density measured in toluene equals 3.63
0.01 and 3.45 + 0.01 g/cm?, respectively. The analysis
of the growth form of the crystals indicated the point

1063-7745/01/4605-0741$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Typical morphology of KTNP crystals.

symmetry group 2/m. The typical faceting consisted of
rhombic prisms and pinacoids (Fig. 1). X-ray diffrac-
tion patterns obtained on a DRON-2.0 diffractometer
confirmed that the crystal s are monoclinic with the unit-
cell parameters a = 13.804, b = 6.413, ¢ = 16.918 A,
B=83° and a = 13.768, b = 6.407, c = 16.938 A,
[3 = 83°. The structure of these crystals was determined
inour earlier study [6].

The temperature dependence of the dielectric con-
stant measured on specimens of different orientationsat
a frequency of 1 MHz in the temperature range from
room temperature to 900°C showed no anomalies.
Electric conductivity of the crystals seemsto be purely
ionic and equals 102 Q- cm at 300°C. Thus, theionic
conductivity of these crystals with respect to potassium
ionsis close to the conductivity of the best superionics.
Both checking of a possible piezoelectric effect by the
static method test and for the second optical-harmonics
generation by the Kurtz method gave negative results.
This indicates the possible existence of the center of
inversion inthe crystals. Thisconclusionisalso consis-
tent with the growth forms observed for single crystals.

X-RAY DIFFRACTION ANALYSIS

The complete X-ray diffraction analysis was per-
formed on asingle crystal obtained from theinitial melt
with 66.6 at. % Nb. The spherical samples for X-ray
diffraction study were obtained from an optically
homogeneous crystal. The experiment was performed
on one of these samples (0.216(3) mm in diameter),
which gave the best X-ray diffraction pattern. The
experiment was performed on a CAD-4F Enraf-Nonius

CRYSTALLOGRAPHY REPORTS Vol. 46
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diffractometer (MoK, radiation, graphite monochro-
mator, w/20 scan, (sinB/A),,,, = 1.0). The reflection
intensities were recorded within the reflection hemi-
sphere of the reciprocal space. The total number of
recorded reflections with 7 = 30, was 15625. The anal-
ysis of the data set confirmed that crystals are mono-
clinic. The reflection intensities were recalculated into
the structure-factor moduli with due regard for the
Lorentz and polarization factors and X-ray radiation
absorption in the sample with p = 3.605 mm. Upon
averaging of the symmetricaly equivalent structure
factors, the working set of refl ections consisted of 7860
independent structure factors. The reliability factor of
averaging was R = 1.58%, which indicated a high qual-
ity of the experimental data set. The parameters of the
monoclinic unit cell were refined by the least squares
method over 24 reflections: a=13.800(1), b = 6.412(2),
c = 16.893(3) A, B = 83.33(1)°. The analysis of the
extinction law indicated two possible space groups—
acentric Pn and centrosymmetric P2/n. The crysta
propertiesindicate that the space group P2/n (Z=16) is
preferable. It was also confirmed by the structure
refinement by the JANA’96 package of programs [7].
The initial model of the structure was taken from [6],
where a K, ,;Nb, ¢:Ti, sP,50,; crystal was studied.
The most serious difficulty in the structure refinement
was associated with the determination of the Nb and Ti
positions in four independent octahedra and localiza-
tion of potassium atomsin the structure channels. Con-
sidering the data [6] and the chemical composition of
the crystal, we assumed that all the octahedra are 100%
occupied with isomorphous mixtures of Nb and Ti
atoms. The X-ray diffraction data provided the most
reliable localization of niobium (the heaviest atoms of
the structure, Zy, = 41), whereas titanium atoms (Z; =
22) complement the occupancy of each of the four octa-
hedrato 100%. As aresult of the refinement, the occu-
pancies of the octahedral positions were determined as
follows: (Nby 73Tig,57) (1), (Nby75Tip,5) (2), (Nb 45Tig.s5)
(3), and (Nby ¢sTiy 35) (4). Thus, similar to the structure of
K, /7Nb, ¢Ti, 5P, 50,7, the Ti atoms in the structure
studied enter all the four niobium positions with differ-
ent probabilities.

The difference electron-density syntheses reveaed
theresidual el ectron-density peaks of various heightsin
the vicinity of al four (Nb,Ti) positions (Fig. 2). Their
formation can be caused either by the different elec-
tronic structure of the Ti and Nb atomsresulting intheir
dlightly different positions in octahedra or by the
noticeable anharmonism of thermal vibrations of these
atoms. The attempt to split the Ti and Nb positions in
the refinement process revealed strong correlations
between the structural parameters, which did not allow
the creation of areliable model of Ti and Nb distribu-
tion over two close positions. Then we analyzed the
variant of the interpretation of the residual electron-
density maps with due regard for anharmonic thermal
vibrations of Ti and Nb atoms |ocated in the same posi-

No. 5 2001
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Fig. 2. Sections of the difference electron-density distribution in the vicinity of the (Nb,Ti) atoms [(2), (2), (3), and (4)]. The result
of the structure refinement with due regard for the anisotropy of atomic thermal vibrations.

tion. The anharmonism of thermal vibrations was taken
into account by expanding the probability density func-
tion of atomic displacements from the equilibrium
position into the Gram—Charlier series with allowance
for the terms up to the fourth order. The difference elec-
tron-density syntheses calculated with due regard for
anharmonism (Fig. 3) show the adequate allowance for
the electron-density distribution in the vicinity of Nb
and Ti atoms.

Thelocalization of potassium atoms was more diffi-
cult. Similar to the K, ,;Nb, sTi, 5P, 50,7 Structure, the
K(1) and K(2) atoms have close coordinates and 100%
occupancies, whereas the situation with the remaining
potassium atoms has changed. Figures 4a and 4b
present the sections of the difference electron-density
syntheses showing the K(3) aom in the
K, 47Nb, ¢sTi, 5P, 50,5 Structure and the structure stud-
ied here. The syntheses are constructed upon the struc-
ture refinement with due regard for anharmonism of
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thermal vibrations of (Nb, Ti) atoms and harmonic ther-
mal vibrations of the K, P, and O atoms. These synthe-
ses clearly show the differencesin the positions of K(3)
atom and the existence of additional potassium posi-
tions in both structures. In the K, 47Nb, ¢sTi; ;sP, 507
structure, the position of the K(3) atom is split into two
positions spaced by 1.07 A, whereas in the structure
studied in thiswork, the K(3) position is split into four
positions hereafter denoted as K(4) (with occupancy
0.330) spaced by 1.857 A from the K(3) atom; K(5)
(with occupancy 0.265) spaced by 1.139 A from the
K(3) atom. The attempts to localize the K(6) atom
spaced a distance of 0.909 A from the K(5) atom
encountered some difficulties because of the correla-
tion in the coordinates of the K(5) and K(6) atoms,
occupancies of these positions, and thermal vibrations
of the atoms located in these positions. To overcome
these difficulties, we used the refinement with the step-
by-step scanning of strongly correlating parameters[8].
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Fig. 3. Sections of difference electron-density distribution similar to the sections in Fig. 2 upon the structure refinement with due
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Fig. 5. Section of difference electron-density distribution
for the model of the K, 9,Nb, sgTi; 4oP> 507 Structure
with the statistical distribution of potassium atoms over four
independent positions, K(3), K(4), K(5), and K(6) (the sec-
tion passes through these atoms).

We consistently fixed the occupancy of the position by
the K(6) atom at a step of 0.01 and refined the coordi-
nates and the thermal parameters of all the atoms of the
structure including the occupancy by the K(5) atom of
its position. For K(5) and K(6) atoms, this procedure
yielded the following parameters. gy, = 0.265 and
g = 0.383. Using these parameters, we constructed
the zeroth electron-density synthesis. Figure 5 shows
the section of this synthesisthat reveals the K(3), K(4).
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K(5), and K(6) atoms. The final structure-model refine-
ment was performed with due regard for the Becker—
Coppens correction for extinction with the misorienta-
tion of the blocks of the crystal mosaics (type 1). The
refinement was performed up to the conventional and
the weighted reliability factors R = 2.38 and Rw =
2.78%, respectively.

The coordinates of the basis atoms of the structure,
occupancies q of the crystallographic positions with
atoms, and the equivalent isotropic parameters of their
thermal motion B, areindicated in the table. Using the
occupancy values, the refined chemical formula of the
crystal can be written as K, ¢,Nb, 5gTi; 4P, 505

DISCUSSION OF RESULTS

The K, 0Nb,5gTi;4,P,50,;  crystal  structure
[64.50a. % Nb/(Nb + Ti)] is a three-dimensional
framework of sharing-vertex (Nb, Ti)Og-octahedra and
PO4-tarmajra. Smlla tO the K2.47Nb2‘85Ti1‘15P2.5017
structure[71.25 a. % Nb/(Nb + Ti)] [7], the framework
of the structure has two types of the channels along the
diagonal [101] direction (Fig. 6) filled with K* cations.
Some K* cations concentrated in a wider channel [the
average distances are K(1)-0 2.95 A, K(2)-0 3.14 A]
arelocalized with the occupancy of 100% asisthe case
in the K, 4;Nb, ¢sTi; ;sP, 50, structure. However, the
distribution of potassium cationsin a nharrower channel
differs from that observed in the latter structure, where
not two but four positions of potassium atoms exist (the
averagedistancesare K(3)—0 3.04, K(4)-0 2.85, K(5)—
0 3.00, and K(6)—-0 2.99 A and the probabilities of the
K(3) occupancy are 44, K(4) 33, K(5) 27, and K(6)
38%).

Fig. 6. The model of the KTNP structure: (Nb, Ti)g octahedra and PO,-tetrahedra; K atoms are represented by spheres.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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Atomic coordinates, position occupancies (), and the equivalent isotropic thermal parameters By, (A% in the

K5 9oNb;, 5¢Ti; 40P, 5047 structure

ALEKSEEVA et al.

Atom xla y/ib zlc q Ceq

Nb(2) 0.68269(1) 0.72020(3) 0.06812(1) 0.730(2) 0.56(1)
Ti(1) 0.68269(1) 0.72020(3) 0.06812(1) 0.270(1) 0.56(1)
Nb(2) 0.31587(2) 0.27830(3) 0.14726(2) 0.747(1) 0.66(1)
Ti(2) 0.31587(1) 0.27830(3) 0.14726(1) 0.253(1) 0.66(1)
Nb(3) 0.52473(1) 0.49378(3) 0.23224(1) 0.451(1) 0.74(1)
Ti(3) 0.52473(1) 0.49378(3) 0.23224(1) 0.549(1) 0.74(1)
Nb(4) 0.10760(1) 0.48072(3) 0.05948(1) 0.648(1) 1.23(1)
Ti(4) 0.10760(1) 0.48072(3) 0.05948(1) 0.352(1) 1.23(1)
K 0.25 0.77332(6) 0.25 1 2.22(1)
K(2) 0.40685(2) 0.75557(5) 0.02214(2) 1 2.52(1)
K(3) 0.8782(1) 0.1518(2) 0.13382(6) 0.442(2) 4.45(4)
K(4) 0.74801(7) 0.2188(1) 0.16247(6) 0.330(1) 2.02(2)
K(5) 0.9193(1) —0.0023(5) 0.12702(9) 0.265(2) 4.04(6)
K(6) 0.93296(6) -0.1372(2) 0.11350(5) 0.383(2) 2.15(2)
P(1) 0.51492(1) 0.99604(3) 0.18145(1) 1 0.53(1)
P(2) 0.17016(1) 0.99465(3) 0.05130(1) 1 0.52(1)
P(3) 0.75 0.65682(5) 0.25 1 0.59(1)
oY 0.51566(5) 0.8049(1) 0.23643(4) 1 0.79(1)
0(2) 0 05 0 1 0.88(2)
0(3) 0.02753(5) 0.4824(1) 0.16298(4) 1 0.88(1)
O(4) 0.79230(5) 0.5533(1) 0.03269(4) 1 0.80(1)
O(5) 0.36893(5) 0.2823(1) 0.02991(4) 1 0.81()
0O(6) 0.54897(5) 0.1855(1) 0.22665(4) 1 0.83(1)
o(7) 0.58223(5) 0.9619(1) 0.10405(4) 1 0.97(1)
0O(8) 0.22349(5) 0.4681(1) 0.12245(4) 1 0.78(2)
0(9) 0.40916(5) 0.4639(1) 0.18104(4) 1 0.82(1)
0(10) 0.60087(5) 0.5282(1) 0.12061(4) 1 0.85(1)
0O(11) 0.11516(5) 0.7873(1) 0.05739(4) 1 0.87(1)
0(12) 0.09218(5) 0.1678(1) 0.06150(4) 1 0.89(1)
0(13) 0.83999(5) 0.5147(1) 0.23241(4) 1 0.86(1)
0(14) 0.23778(5) 0.0095(1) 0.11630(4) 1 0.86(1)
0O(15) 0.74044(5) 0.7942(1) 0.17702(4) 1 0.83(1)
0O(16) 0.77038(5) —0.0110(1) 0.03063(4) 1 0.77(1)
o(17) 0.25 0.2223(1) 0.25 1 0.97(2)
0(18) 0.41137(5) 0.0282(1) 0.16035(4) 1 0.93(1)

Compare the arrangement of (Nb,Ti) atoms over
four positions in the K, ,,Nb,sTi, 15P,50,; and the
structure studied. The Nb occupancies in these posi-
tions in K,g,Nb, s Ti; ,P,50,; was determined as
Ino = 0.73, gnve) = 0.75, gapa) = 045, and gnpe) =
0.65. For the K, ,Nb,sTi, sP,s0,; structure, the
occupancies are somewhat different: gy, = 0.86,
qNb(Z): 080, qNb(3) : 053, and QNb(4) = 067 [6] It IS
seen that with an increase of the Nb content from

64.50 at. % (the K, ¢,Nb, s Ti; ,P,50,; structure) to
71.25 at. % (the K, 4,Nb, ¢sTi; ;5sP, 0,7 structure), its
distribution over the positions becomes nonuniform.
The increase in the Nb content is maximal for the
(Nb,Ti)(1) position (Agiy = 0.13), then there follow
the positions (Nb,Ti)(3) (Agnva) = 0.08), (Agnwe) =
0.05), and (4) (Agnpay =0.02). Asiswell known [8, 9],
niobium atoms have the tendency to deviate from the
center of the oxygen octahedron coordinating them
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with the variation in the distances of the type 3 + 3
(three short distances in the trans-positions to three
long ones), or 2+ 2+ 2, or 1+ 4 + 1. In the TiO, octa-
hedra, the distancesto six oxygen atoms usually almost
coincide, however, one hasto indicate, that in the com-
pounds with the KTiOPO,-type structure, the distances
to four equatorial oxygen atoms in TiOg octahedra are
practically equal, whereas the Ti—O distances to axial
oxygen atoms are considerably different [10]. Similar
to the K, 4,,Nb, ¢sTi, 1sP, 50,; Structure, one can sepa-
rate in the structure studied here, the (Nb,Ti)(1) and
(Nb,Ti)(2) octahedra with high Nb concentration and
three long (Nb,Ti)-O distances (2.126, 2.133, 2.146
and 2.032, 2.113, 1.230 A, respectively) and three short
ones (1.834, 1.886, 1.886 and 1.845, 1.895, 1901 A,
respectively). For two other octahedrawith ahigher Ti-
concentration, (Nb,Ti)(3) and (Nb,Ti)(4), one can sep-
arate the shortest (Nb,Ti)-O distance (1.831 and
1.882 A, respectively) and the longest one (2.058 and
2.035 A, respectively). The four remaining (Nb,Ti)-O
distances for these octahedrarange within 1.916-2.019
and 1.950-2.015 A, respectively. The average val ues of
the (Nb, Ti)—O distancesin the octahedraare asfollows:
(Nb,Ti)(1) 2.002, (Nb,Ti)(2) 1.986, (Nb,Ti)(3) 1.970,
and (Nb,Ti)(4) 1.9971 A.

The synthesis of the niobium compound
KsNbgPsO;, was reported in [11]. A polycrystal was
obtained by the method of solid-phase synthesisin vac-
uum at 1000°C. The parameters of the monoclinic unit
cell were reported as a = 13.874, b = 6.456, c =
20.622 A, B = 124.96° and the sp. gr. P2/c. However,
changing the setting by the transformations A =a, B =
b, and C = a + ¢, we obtained different unit-cell param-
etersA=13.874, B=6.456, C=17.026 A, B' = 83.06°,
sp. gr. P2/n. To preserve the balance of valencesin the
K, sNb,P, s0,; compound in our notation, one has to
assume that some niobium atoms are in the reduced
four-valent state K, s(Nb°*);(Nb*)P, s0,, and play the
role of titanium always present in the form of Ti** cat-
ionsin our compounds.
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Abstract—The analysis of the structural variations in cuprates with different types of conductivity has shown
that cooling from room temperature prior to the transition into the superconducting state resultsin transfer of a
small part of the charge (approximately several hundredths of an electron charge per unit cell) from the reservoir
to the conducting layers. The sign of the charge corresponds to the conductivity type and is positive for a hole
conductor and negative for an electron one. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The study of the specific features of the structural
variations in high-temperature superconductors, espe-
cialy intherange of the transition to the superconduct-
ing state, attracts the ever growing attention of experi-
mentalists despite numerous difficulties associated with
the solution of this problem. In some studies [1-4], spe-
cific behavior of interatomic distances in the direct
vicinity of the critical temperature for cuprates with the
hole-type conductivity was reveaed (e.g., of the length
of the apical copper—oxygen bond), although the small
changes in the positional parameters observed in these
studies practically did not exceed the experimental
errors. Below, we analyze the results of the structural
studies of doped cuprates with electron conductivity
[5, 6] interms of the concepts that explain the observed
atomic displacements by the charges of the neighboring
layers. It is shown that above the critical temperature,
al doped cuprates are characterized by the tempera-
ture-dependent charge transfer between the layers prior
to the transition into the superconducting state.

ANALY SIS OF EXPERIMENTAL DATA

The most typical experimental data on the structural
changesin cuprates with hole conductivity and itsrela-
tion to the charge transfer were obtained for the BaO
layer in the lattice of al these cuprates located between
the conducting CuO, layer and the MeOj layer (the
charge reservoir) (Fig. 1). The BaO layer interacting
with the neighboring layers having opposite charges is
split into two layers with the barium ions being dis-
placed toward the negatively charged conducting layer
and the oxygen ions being displaced toward the posi-
tively charged layer (the so-called reservair). As fol-

lows from the empirically established correlation [7],
splitting A isalinear function of the difference Q inthe
charges of the neighboring layers, Q; and Q,. For BaO
layersit has the form

A~ (Q—Q,)/4 = Ql4, (1)

where splitting is measured in angstroms and the
charges, in the e-units (where e is the electron charge);
the latter are normalized to the unit cell. Knowing the
splitting value and using relationship (1), one can
directly obtain information about the variations in the
charges of the neighboring layers[8, 9].

The analysis of the structural changes was per-
formed by determining the splitting value in the BaO
layer from the positional parameters obtained in the
original studies and constructing the corresponding
temperature dependence. It iswell known that the vari-
ations in the layer charge change, in turn, the splitting
values of these layers [8, 9]. Therefore, we assumed

0,>0 MeOg
0—2

A { Ba+2

0,>0 Cu0,

Fig. 1. Schematic arrangement of thelayersin cuprateswith
the hole conductivity (MeOg corresponds to the HgOg layer
in mercury cuprates; TIO, in thallium cuprates; and CuQ, in
yttrium—barium cuprates). For notation see the text.
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Fig. 2. Temperature variation of splitting (A) of the BaO layer in (a) mercury cuprate 1201, (b) thallium cuprate 2212, (c) thallium

cuprate 2223, and (d) yttrium—barium cuprate 124.

that the changesin splitting are caused only by the vari-
ationsin the layer charge (and their Coulombian inter-
actions) and ignored the possible effect of all the other
factors such as the temperature variations in the mutual
layer repulsion and any other interactions in the crys-
tals.

Considering the experimental powder neutron dif-
fraction data[1] for HgBa,CuQ, , 5, we constructed the
temperature dependence of splitting of the BaO-layer
(Fig. 2a). Splitting decreases in the temperature range
300-150 K, and then attains a constant value. In fact,
we observed no specific behavior of splitting in the
vicinity of T.. The numerical value of splitting (dA =
0.01 A) corresponds to a decrease by 8Q = 0.04 of the
charge difference between the HgO; and CuO, layers.
In other words, the positive charge 0Q, = 1/20Q = 0.02
is transferred from the mercury layer (reservoir) to the
conducting copper layer.

The X-ray diffraction datafor aTl,Ba,CaCu,Oq sin-
gle crystal [2] show that splitting of the BaO layer
decreases by 0.007 A in the temperature range 290
130 K (Fig. 2b). In this case, thereisavery weak broad
minimum. The positive charge transferred from the res-
ervoir (the TIO layer) to the conducting CuO, layer
equals 0Q, = 0.014, which is close to the experimental
error of the layer-charge determination (=0.01).
Although the observed structural changes are at the
limit of the diffraction-experiment sensitivity, the
nature of these changes is the same as in other com-
pounds considered.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5

Analyzing the X-ray diffraction data on the changes
in the positional parameters for Tl,Ba,Ca,Cu;0,, crys
tals [3], we arrived at the following conclusions. The
changein splitting in the range 290-120 K iswell seen,
and, in the vicinity of T, shows a clear minimum
(Fig. 2c). The total decrease in BaO gplitting is
0.045 A, which corresponds to the transfer of the
charge 0Q, = 0.09 from the TIO to the CuO, layer. The
X-ray diffraction data for a YBa,Cu,O; single crystal
[4] clearly show a decrease in splitting for the BaO
layer (A = 0.01 A) despite the fact that the splitting
value is much less than in mercury and thallium
cuprates (Fig. 2d). The charge transferred from the
layer of the “chain copper” CuO into the layer of the
“in-plane copper” CuO, at the temperatures 300-100 K
equals 6Q, = 0.02. These data could be obtained only
in sophisticated complex experiments with the mea-
surement and detailed processing of the intensities of
hundreds of reflections at each temperature.

Thus, in all the cuprates studied, splitting of the BaO
layer at lower temperatures is considerably less [1-4].
This cannot result from the lattice compression,
because a decrease in splitting of thislayer rangesfrom
oneto several percent, whereas a decrease of the lattice
parameters in the same temperature range does not
exceed 0.2-0.3%. One can state that these split layers
are a “weak link” during the cooling of cuprates with
hole conductivity. Similar facts were also observed in
these structures under high pressures [10]. A decrease
in splitting indicates that the common feature of the
behavior of al the cuprates with the hole conductivity
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isthetransfer of the positive charge into the conducting
planes during a temperature decrease down to T.. A
temperature decrease provides the formation of addi-
tiona holes in the structure prior to the system transi-
tion into the superconducting state. Usualy, the total
hole concentration in cuprate superconductors is esti-
mated as 0.2-0.3 of the charge of an electron. The tem-
perature-dependent charge transfer (0.02-0.09) is
about 10-30% of thetotal charge necessary for thetran-
sition to superconductivity in cuprates.

The temperature variations in the positional param-
etersin cuprate-type high-temperature superconductors
are very small. However, the qualitative changes in the
structure (a decrease in splitting of the BaO layer in a
number of cuprates with the hole conductivity estab-
lished by different research groups by various experi-
mental methods) fully coincide. Thus, we can state that
in the cooling of these cuprates, the superconducting
transition is preceded by the additional positive-charge

CRYSTALLOGRAPHY REPORTS Vol. 46
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transfer from the reservoir to the conducting layers. The
efforts of al the experimentalists were directed mainly
to the study of the specific features of the structure
behavior in the vicinity of the critical temperature,
whereas the temperature variation in the splitting of the
BaO layer had not been given due attention for quite a
long time. However, the analysis of the whole set of the
datashownin Fig. 2 leadsto the conclusion that the rate
of the charge transfer increases with the approach to the
transition into the superconducting state.

Cuprates with the electron-type conductivity are
based on Nd,CuQ, compound: with the replacement of
several percent of Nd by Ce(inNd, _,Ce,CuO, withx =
0.13-0.15), the semiconductor compound is trans-
formed into a superconducting metal. In the Nd,CuO,
lattice, alayer of Nd ionsis located between the CuO,
and O, layers. Such an asymmetric environment results
in the fact that the Nd layer islocated not in the middie
between these layers but somewhat closer to the O,
layer. The positional parameter z of neodymiumisclose
to 0.35 (instead of 0.375 for the middle position). This
difference is explained by the partly Coulombian inter-
action of thislayer with the neighboring ones: both lay-
ers are charged negatively, but the charge of the O,
layer hasalarger absolute value. Therefore, the layer of
Nd* ions is much more strongly attracted to the O,
layer and, thus, is located at alonger distance from the
CuO, layer. The Coulombian displacement should be
proportional to the product of the neodymium-ion
charge, g, by the difference in the charges between the
neighboring layers, Q,

Az, ~ 9Q = g[Q(cuo, — Qo,] - ()

As aresult of the replacement of Nd by Ce, the neody-
mium layersincrease their charge, and, in order to pro-
vide the crystal neutrality, the charges of some other
layers should be reduced. Oxygen in the initia
Nd,CuO, hasthe valence —2 and cannot become “more
electronegative.” Therefore, the introduction of cerium
should reduce the charge of copper ions. As aresult of
the changes in the average charge of ions in the neody-
mium layer by +0q, the differencein Qin Eq. (2) would
change by the value —28q (since only one copper layer
correspondsto two neodymium ones). At higher cerium
concentrations, the Coulombian displacement (devia-
tion of the z-parameter from the value 0.375) should
decrease, whereasthe zitself should increase. Figure 3a
shows the variation in zwith the introduction of cerium
into Nd,CuQ, according to data[5, 11]. The sign of the
change, i.e., a decrease of the Coulombian displace-
ment with introduction of cerium, corresponds to
Eq. (2). Therefore, the Coulombian model qualitatively
describes the change in the positional parameter of
neodymium with the change of the composition. The
change of x = 0 by x = 0.15 results in an increase by
0.075 of theion chargein the neodymium layer, and the
corresponding decrease by 0.15 of the charge of the
copper ions. This signifies that the transition to the
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superconducting steate is caused by transfer of the
charge dq, = —0.15 into the conducting layers.

The low-temperature changes in the Nd,CuO, and
Nd, ¢sCe, ;5CuQ, structures were determined as aresult
of the X-ray study of the corresponding single crystals.
It was established that the positional parameter of
neodymium increases by about 0.00015-0.00018 with
cooling of the crystal from 295 to 20-25 K [6, 12]
(Fig. 3b). Such a change in the doping process corre-
sponds to an increase of x by about 0.02. We assumed
again that thisincrease is caused by the changesin the
layer charges, because there is no other reason for the
changesin the structural parameter. Under this assump-
tion, cooling of the “pure’ and doped neodymium
cuprate results in the transfer of the negative charge to
the conductive layers. The value of the transferred
chargeis about 10% of thetotal charge which is neces-
sary to transfer during doping to provide the electron
conductivity of the crystal and its subsequent transition
to the superconducting state. The sign of thetransferred
charge should correspond to an increase in the number
of electronsin the CuO, layer.

CONCLUSION

The characteristic feature common to al the cuprate
high-temperature superconductors during their cooling
from room to helium temperatures is the change in the
mutual layer location such that it would correspond to
the transfer of an additiona charge to the conducting
layers—positive in the case of the hole conductivity
and negative in the case of the electron conductivity.
Cooling seems to be accompanied by “preparing” the
crystal to the transition to the superconducting state—
the appearance of an additional charge of the required
sign in CuO, layers. The value of this chargeis severa
times less than the value of the total additional charge
necessary for the semiconductor—superconducting
metal transition.
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Abstract—The structure of a new sodium-rich representative of the eudialyte group with the ideal formula
(Na,Sr,K)35Cay,FesZrg TiSis; O,44(0,0H,H,0),Cl; was established by the X-ray diffraction analysis (R=0.054
based on 3503 [F|). The unit-cell parameters are a = 14.239(1), ¢ = 60.733(7) A, V = 10663.9 A3, sp. gr. R3.
The mineral structure is characterized by in-layer order of cations resulting in doubling of the c-parameter and
the formation of two modules, the composition and the structure of one of which correspondsto eudialyte (with
an impurity of kentbrooksite), the prototype of the second module is alluaivite. Lowering of the symmetry is
caused by ordering of Ca atoms and the Ca-replacing elements in the alluaivite module and by the displace-
ments of the alkali cations from the m plane. © 2001 MAIK “ Nauka/I nterperiodica” .

The minerals of the eudialyte group are actively
studied both by Russian and Western researchers [1].
We were the first to discover and study the specific
specimens of this group characterized by doubled c-

parameter. These are aluaivite (sp. gr. R3m) [2] and
titanium- and potassium-rich analogues of eudiayte

(the acentric sp. gr. R3m) [3, 4]. In this study, we
describe the structure of alow-symmetry eudiayte-like
mineral with the double unit cell (the sp. gr. R3).

The mineral under study was discovered in pegma-
tites from the Eveslogchorr mountain of the Khibiny
alkalinemassif (the KolaPeninsula). The mineral exists

Table 1. Crystalostructural data and details of X-ray diffraction study

Characteristic

Data and conditions

Unit-cell parameters, A

Unit-cell volume, A3

Density, g/cm3: Pcalc: pexp

Sp.gr, A,z

Radiation; A, A

Crystal dimensions, mm
Diffractometer

sin@/\, AL

Ranges of the indices of measured reflections
R for equivalent reflections

Total number of reflections

Number of independent reflections
Program used in computations
Program for absorption correction
Number of independent positions

R factor upon anisotropic refinement

a=14.239(1), c = 60.733(7)

V =10663.9

2.87;2.88

R3; 3 (for the idealized formula)
CuK,; 1.54180

0.3x0.25x0.2

SYNTEX P2,

<0.59
-16<h<16,-16<k<16,0<1<70,
0.038

6206 | > 20 (1)

3503 F > 40 (F)

AREN [5]

DIFABS|[6]

108

0.054

1063-7745/01/4605-0752%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Table 2. Atomic coordinates and equivalent thermal parameters of the framework atoms
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Atom xla ylb Zc Beq: A2
zr() 0.1659(1) 0.3321(1) 0.0829(1) 1.35(2)
zr(2) ~0.0012(2) 0.4992(1) 0.2481(1) 1.29(1)
Cca(l) 0.0727(2) 0.6678(1) 0.1658(1) 1.08(3)
Ca(l) 0.5945(1) 0.6679(1) 0.1658(1) 0.99(3)
Cca(2) ~0.0004(1) 0.2620(1) ~0.0009(1) 0.89(3)
ca(2) 0.2615(1) 0.2620(1) ~0.0008(1) 0.96(3)
Si(1) 0.3248(2) 0.0551(1) 0.1182(1) 1.29(9)
Si(L) 0.3263(1) 0.2685(1) 0.1178(1) 1.15(8)
Si2) 0.2496(1) 0.1253(1) 0.2948(1) 1.13(9)
Si(3) 0.0641(1) 0.3419(1) 0.2841(1) 1.00(9)
Si(3) 0.2766(1) 0.3401(1) 0.2839(1) 1.96(8)
Si(4) 0.5979(1) 0.4037(1) 0.2910(1) 0.96(8)
Si(5) 0.0710(2) 0.1428(1) 0.0408(1) 0.98(8)
Si(6) 0.4044(1) 0.5962(1) 0.2068(1) 0.93(8)
Si(7) 0.5418(2) 0.4589(2) 0.1281(1) 1.82(9)
Si(8) 0.2625(1) 0.5261(1) 0.1252(1) 1.10(9)
Si(9) 0.0054(1) 0.6088(1) 0.0486(1) 1.15(9)
Si(9) 0.0070(2) 0.3970(1) 0.0484(1) 1.25(8)
Si(10) 0.1243(2) 0.2485(2) 0.2038(1) 1.61(9)
Si(12) 0.4173(1) 0.2091(1) 0.0369(1) 1.18(9)
Si(12) 0.3398(1) 0.0636(1) 0.2141(1) 1.24(9)
Si(12) 0.3384(1) 0.2736(1) 0.2145(1) 1.07(8)
o(1) 0.3551(6) 0.1766(5) 0.1089(1) 2.1(3)
o) 0.3083(5) 0.1521(5) 0.3182(1) 1.8(3)
o©B) 0.5157(4) 0.0326(5) 0.1518(1) 1.2(2)
0(4) 0.3856(4) 0.2808(3) 0.0534(1) 0.8(2)
o4y 0.3875(6) 0.1063(6) 0.0534(1) 3.2(2)
o) 0.0729(5) 0.3691(5) 0.3089(1) 1.7(3)
o) 0.2917(5) 0.3688(5) 0.3092(1) 0.8(2)
0(6) 0.0300(5) 0.2585(6) 0.1038(1) 2.2(3)
o(6) 0.2257(5) 0.2542(6) 0.1039(1) 25(2)
o(7) 0.3111(6) 0.1549(5) 0.2231(1) 2.2(3)
o) 0.1008(5) 0.4032(5) 0.0632(1) 2.0(3)
o) 0.3028(5) 0.4070(5) 0.0636(1) 2.0(3)
0(9) 0.0566(7) 0.1175(6) 0.2051(1) 4.0(3)
0(10) 0.5687(5) 0.1407(5) 0.2664(1) 2.1(3)
0(12) 0.2344(5) 0.4731(6) 0.1013(2) 2.6(3)
0(12) 0.2986(4) 0.2515(3) 0.1438(1) 0.6(2)
o(12) 0.3007(5) 0.0467(5) 0.1437(2) 1.8(3)
0(13) 0.5523(4) 0.4493(4) 0.3103(1) 1.2(2)
0(14) 0.2715(5) 0.5439(5) 0.2054(1) 1.93)
o(15) 0.0353(4) 0.6268(4) 0.0224(1) 1.4(2)
O(15) 0.0351(6) 0.4037(5) 0.0229(1) 2.2(3)
0(16) 0.3666(4) 0.2871(4) 0.1883(1) 1.2(3)
o(16)' 0.3634(6) 0.0765(5) 0.1884(1) 2.4(3)
CRYSTALLOGRAPHY REPORTS Vol.46 No.5 2001
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Atom xla ylb Zc Beq: A2
o(17) 0.1232(4) 0.0606(4) 0.0395(1) 12(3)
0(18) 0.5423(5) 0.2692(5) 0.2935(1) 1.903)
0(19) 0.0572(5) 0.2937(6) 0.2189(1) 2.2(3)
O(19) 0.2332(4) 0.2871(4) 0.2188(1) 0.8(2)
0(20) 0.5067(4) 0.0190(5) 0.0564(1) 1.62)
0(21) 0.3965(4) 0.6061(4) 0.1273(2) 1.5(2)
0(22) 0.0924(5) 0.1875(5) 0.0654(1) 1.6(2)
0(23) 0.0684(5) 0.6341(4) 0.2683(1) 16(3)
0(23) 0.5677(5) 0.6324(6) 0.2682(1) 1.3(3)
0(24) 0.1558(4) 0.3178(5) 0.2739(1) 17(3)
0(25) 0.4381(6) 0.3640(6) 0.2288(1) 2.9(3)
o(25) 0.4358(5) 0.0712(5) 0.2287(1) 2.3(3)
0(26) 0.5468(5) 0.2715(7) 0.0333(1) 3.9(4)
0(27) 0.1135(5) 0.2300(5) 0.0218(1) 2.0(3)
0(28) 0.2201(4) 0.4411(5) 0.1445(1) 1.5(2)
0(29) 0.1031(6) 0.5511(5) 0.1874(1) 23(3)
0(30) 0.2792(4) 0.2278(4) 0.2788(1) 0.8(2)
0(30)' 0.2766(8) 0.0498(6) 0.2788(1) 3.8(2)
0(31) 0.6037(7) 0.2118(7) 0.1253(1) 3.6(3)
0(32) 0.4354(5) 0.3849(5) 0.1127(1) 2.6(3)
0(32)' 0.6122(8) 0.5684(8) 0.1126(1) 5.2(2)
o33 0.1199(5) 0.0576(8) 0.2996(1) 4.003)
0(34) 0.1504(5) 0.3031(5) 0.1804(1) 23(3)
0(35) 0.4303(5) 0.5732(5) 0.2313(1) 2.2(3)
0(36) 0.3601(5) 0.1765(4) 0.0144(1) 15(3)

Note: Hereinafter, the scheme of atomic numbering correspondsto that used in [4]; the atomsrelated by the pseudosymmetry plane mare primed.

as impregnations of pink spherical grains with the
diameter of 0.5 to 1 cm. The minera composition
determined with the aid of an electron-probe microan-
alyzer corresponds to the empirical formula

Nag; 30K | 4557074C3 1.77Fe§.+19 My 57C€10Z5.04 Tho 5251 26
O144.48(0H) 50Cl1.05F 36 - 3H,0 (Z = 3).

The idealized formula can be represented as
(Na,Sr,K);sCay,Fe;ZrTiSis;0,44(0,0H,H,0),Cl;.  In
comparison with the typical eudialyte, this mineral has
much higher sodium- and alower iron-content (2.7 wt %
of FeO in comparison with 5-7 wt % typical of eudia-
lytes).

The X-ray diffraction data were collected from an
isometric single crystal. The crystal characteristics and
the details of the X-ray diffraction study are indicated
inTable 1.

Proceeding from the similar composition and unit-
cell parametersof the mineral under study and its potas-
sium-rich analogue, we assumed that the two minerals
are structurally similar. As the initial approximation,

CRYSTALLOGRAPHY REPORTS Vol. 46

we used the coordinates of the framework positions
indicated in [4]. The positions of al extraframework
atomswere revealed from a series of Fourier syntheses.
At the fina stage, the partly occupied positions were
localized from the difference electron-density synthe-
sis. The alowance for the impurity atoms made with
the use of mixed atomic-scattering curves did not lead
to low R-factor but led to the unreasonably high atomic
thermal parameters. The refinement within the sp. gr.
R3 resulted in a substantially lower R-factor and the
atomic thermal parameters. Lowering of the symmetry
in comparison with the usual sp. gr. R3m (observed for
a number of structures of the eudialyte group) is most
often associated with the ordering of Ca atoms and
some Ca-replacing elementsin the positions of the six-
membered rings. The crystal of the sodium-rich min-
eral with the double unit-cell contains two independent
rings, in one of which the Ca and (Ca,Sr) atoms are
ordered. Another reason of symmetry lowering is a
large amount of Naions, which do not provide the sta-
bilization of the double-volume structure observed for
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Table 3. Coordinates and equivalent thermal parameters of the extraframework atoms, multiplicities (Q) and occupancies(g)

of the positions

Atom x/a y/b zc Qq Begy A2
Si(13) 0 0 0.1938(1) 31 2.1(1)
Si(14) 0 0 0.2888(1) 31 1.4(1)
Si(15) 0.6667 0.3333 0.0441(2) 31 1.6(1)
Si(16) 0.6667 0.3333 0.1346(8) 30.20(2) 6.8(4)*
Ti 0.6667 0.3333 0.1421(1) 30.52(2) 3.3(2)
Fe 0.3253(2) 0.1613(2) 0.1663(1) 90.73(2) 2.31(4)
Mn 0.3839(4) 0.1918(4) 0.1644(1) 90.27(2) 2.0(1)
Na(1) 0.0971(3) 0.5479(3) 0.3033(1) 91 2.5(2)
Na(2) 0.2205(3) 0.1110(3) 0.0760(1) 91 2.4(2)
Na(3) 0.2143(3) 0.4300(3) 0.0281(1) 91 2.6(2)
Na(4a) 0.4391(5) 0.5604(5) 0.0889(1) 90.35(1) 2.8(1)
Na(4b) 0.1687(9) 0.5859(8) 0.0817(1) 90.65(1) 6.1(2)
Na(5) 0.5659(2) 0.4352(2) 0.1903(1) 91 2.5(5)
Na(6) 0.2202(3) 0.4413(3) 0.2425(1) 91 2.9(2)
Na(7) 0.4911(4) 0.2451(4) 0.2497(1) 91 3.9(1)
Na(8a) 0.096(2) 0.166(1) 0.2486(3) 90.29(1) 7.8(4)
Na(8b) 0.156(1) 0.127(1) 0.2470(2) 90.49(2) 7.1(4)
Na(8b)’ 0.154(2) 0.035(3) 0.2449(6) 90.22(2) 6.9(7)
Na(9a) 0.5032(5) 0.2563(6) 0.0861(1) 90.80(2) 5.2(2)
Na(9b) 0.521(2) 0.331(3) 0.0831(4) 90.20(2) 4.9(6)*
Na(10a) 0.0926(4) 0.1835(4) 0.1439(1) 90.63(2) 2.4(7)
Na(10b) 0.1054(4) 0.2143(5) 0.1405(1) 90.37(2) 3.3(1)
Na(11) —0.007(2) 0.494(1) 0.0025(2) 90.41(2) 2.7(2)
Na(12) 0.5604(3) 0.4390(3) 0.0018(1) 90.57(2) 2.1(1)
Na(13) 0.1147(4) 0.5585(3) —0.0031(2) 90.53(2) 2.0(1)
OH(1) 0 0 0.2631(1) 31 2.1(4)
OH(2) 0.6667 0.3333 0.0711(2) 31 2.7(4)
OH(4) 0.556(2) 0.281(2) 0.1639(3) 90.50(2) 4.7(3)*
OH(5) 0.6667 0.3333 0.159(2) 30.20(5) 7.8(5*
OH(7) 0 0 0.1681(2) 31 5.2(5)*
H,0(1) 0.3333 0.6667 0.2628(3) 31 7.2(3)*
H,0(3) 0.3333 0.6667 0.076(1) 30.66(8) 9(5)*
H,0(4) 0.6667 0.3333 0.2090(6) 30.32(6) 4(1)*
H,0O(5) 0 0 0.1198(2) 30.86(5) 3.1(2)
C1(y 0.3333 0.6667 0.3118(1) 31 3.7(2)
C1(3a) 0.3333 0.6667 0.0200(2) 30.90(2) 3.5()
C1(3b) 0.3333 0.6667 0.046(1) 30.10(1) 3(1)*
CL,F 0.6667 0.3333 0.2164(1) 30.68(2) 2.2(1)

* |sotropic thermal parameters.
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Table 4. Characteristics of the coordination polyhedra

N Coordi-| Cation—anion distances
Position nation
number limiting average

Zr(2) 6 2.057 2.130 2.082
Zr(2) 6 2.035 2.067 2.047
Ca(1) 6 2.303 2.439 2.378
Ca(1) 6 2.287 2.428 2.362
Ca(2) 6 2.324 2.374 2.340
Ca(2)' 6 2.344 2451 2.381
Si(13) 4 1.550 1.603 1.589
Si(14) 4 1.560 1.610 1.603
Si(15) 4 1.615 1.640 1.621
Si(16) 4 1.40 1.60 155
Ti 6 1.810 1.900 1.850
Fe 4 2.022 2.069 2.045
Mn 5 2.082 2192 2.137
Na(1) 7 2.416 2.957 2.622
Na(2) 8 2.518 2.770 2.645
Na(3) 7 2.400 2.960 2.608
Na(4a) 9 2.569 2.860 2.670
Na(4b) 8 2.060 2.970 2.58
Na(5) 11 2.556 3.140 2.774
Na(6) 9 2.444 3.040 2.674
Na(7) 7 2.460 2.962 2.637
Na(8a) 5 2.23 2.80 255
Na(8b) 5 2.26 2.88 2.69
Na(8b)' 8 2.28 3.17 2.67
Na(9a) 9 221 311 2.77
Na(9b) 6 2.18 2.87 2.59
Na(10a) 8 2.587 3.176 2.793
Na(10b) 7 2.500 2.923 2.685
Na(11) 4 2.06 2.27 2.16
Na(12) 7 2434 2.980 2.775
Na(13) 7 2.389 3.036 2.766

Note: The compositions of the mixed positions (Z = 1): Ca(2)' =

Cagsspas, Na(4a) = Nap3sSrpg Na®B) = Nay1SKqg;
Na(10a) = Nag oK 46; Na(10b) = Nay 73Srg ¢; Na(12) =

Nay 83Sr0,15C€p 15 Na(13) = Nay 4,Srg 2Cey 15,

a potassium-rich analogue. As a result, the akali cat-
ions are systematically displaced from the m plane.
These deviations are seen in the fourth decimal place
(in some cases, even in the third decimal place), which
exceed the accuracy of the determination of the atomic
coordinates. The most substantial displacements are
observed in the cavities between the rings where Na-
atoms have the highest mobility. The Naatoms are dis-
ordered over one cavity in two subpositions and over
three subpositionsin another cavity. The absence of the
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plane misalso evidenced by the X-ray diffraction data.
Thus, upon averaging the experimental structure ampli-
tudes, which are equivalent within the sp. gr. R3 (the
diffraction class C;; = -3), the averaging R factor was
half that within the sp. gr. R3m (D54 = —3m). The final
atomic coordinates are given in Tables 2 and 3. The
principal characteristics of the polyhedra (except for
the Si-tetrahedra of the rings) are listed in Table 4.

The main mineral composition characteristics and
the modular structure of the mineral are reflected in its
crystallochemical formula (Z = 1):

{ZryCayg[Si7,0546] [353.650.84“[1\./52 ][Feg_\éé M n[z\./s]4] :
Nays[Nay (K o][(OH)s 06(H,0)5 9605 2, CIF] }H{ ZryCa -

[Ca 5550451[S720516][S6]IN a[sl.\sg (Nay 53Srp15Cey )M -

(Nay 4,Sr),Cey 15)V M [Nass .St s1INEs 04K 5 46ST0 6] -
[(OH)4Cl(H,0)4 561} -

In this formula, the compositions in braces correspond
to the eudialyte (including “kentbrooksite”) and
“adluaivite” modules, respectively. (The compositions
of the key positions are written in brackets, and the
coordination numbers of the cations are given by
Roman numerals in brackets.) The structure modules
correspond to the layered fragments of the structure
with z ranging from —0.055 to 0.11 and from 0.11 to
0.275, respectively; together, they form a two-layer
~20.2 A-thick packet.

The main characteristic features of the “alluaivite”
fragment are the high sodium concentration and the
existence of the group consisting of three Na-polyhe-
dra. Two of these polyhedra are seven-vertex polyhedra
separated by the third Na in the square coordination
(Fig. 1). The polyhedra are distributed statistically,
because their simultaneous presence is impossible
owing to too short distances[1.43(1) and 1.50(1) A, the
average distance is 1.46 A] between the position in the
Na(11)-square and the positions in the Na(12)- and
Na(13)-seven-vertex polyhedra, respectively. Similar to
all sodium-rich eudialytes, the square centers are occu-
pied by sodium atoms, whereas the positions in the
seven-vertex polyhedraare occupied by statistically Na
together with Sr and Ce. In potassium-rich eudiayte
[4], in which these positions are occupied by K, the
avera% distance between these positions increases to
1.61 A. The minimum distance (1.41 A) is found in
aluaivite [2], where the seven-vertex polyhedra are
occupied exclusively by Na. Therefore, the distance
between the cationic positions correlates with the aver-
age radius of the cations located in these positions.
Another characteristic feature of the cationic layer in
aluaivite is the centers of the nine-membered rings
completely filled with additional Si atoms, with the cor-
responding tetrahedra being aligned along the threefold
axisin the opposite direction with respect to the Si-tet-
rahedra of the eudialyte module. The latter fact is also
responsible for doubling of the period along this axis.
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Fig. 1. Cationic layer in sodium-rich eudialyte correspond-
ing to the “alualvite’” module projected onto the (001)
plane; the Si-tetrahedra are hatched with solid lines; the Na
atoms in the seven-vertex polyhedra are indicated by filled
circles; the remaining Na atoms are indicated by empty
circles.

The eudialyte module (Fig. 2) characterized by the
presence of the Fe atom in the square position is statis-
tically (~25%) complemented with the “ kentbrooksite”
module containing the Mn-five-vertex polyhedra, with
the replacement of a Nb-octahedron located on the
threefold axis by a Ti-octahedron. Taking into account
that the alluaivite type of cavity filling with cations is
also characteristic of the zirconosilicate, but not the
titanosilicate framework, one can state that although
the main features of these modules coincide with those
of their known prototypes, these structures are not iden-
tical. Thisis also true for the modular structures of the
eudialyte group studied in [3, 4].

In conclusion, it should be noted that recently, con-
siderable attention in mineralogy has been paid to the
modular aspects [7] because crystal structures can usu-
ally be considered as consisting of fragments or mod-
ules inherent in other simpler structures. New more
complicated structures are modeled by combining such
modules. Thus, it is possible to predict the existence of
compounds with still unknown compositions and struc-
tures. The modular structure discovered in minerals of
the eudialyte group for the first time gives grounds to
predict both new complex eudialyte-like minerals with
the n-fold larger period ¢ and ssimple structures that
compose the structures of these complex minerals.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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Fig. 2. Cationic layer of the structure corresponding to the
eudialyte module; the Fe-squares are hatched; the Naatoms
areindicated by empty circles.
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Abstract—Crystals of the iron(ll) nioximate hexadecylboronate clathrochelate complex—FeNx;(BHd),
[tris(u-1,2-cyclohexanedi onedioximato-O: O")di-n-hexadecyl diborato(2-)-N.N' ,N" N ,N"" ,N""liron(l|)—are in-
vestigated by differential scanning calorimetry and X-ray diffraction. Two structural phase transitions are
revealed at T 4 = 290(3) K and T, = 190(3) K. The crystal structures of phases|, II, and |11 are determined
by X-ray diffraction analysis at 303, 243, and 153 K, respectively. It is demonstrated that the | <—— |1 phase
transition is due to a change in the system of trandations, and the || <— |11 phase transition is accompanied
only by ajumpwise change in the unit cell parameters. The possible mechanisms of phase transitions are dis-
cussed in terms of geometry and molecular packing of FeNx;(BHd), in al three phases. © 2001 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

Systematic investigations into phase transitions in
molecular crystals of organic and metalloorganic com-
pounds are few in number (see [1] and references
therein). Traditionally, these phase transitions are clas-
sified into the ferrodistortion transitions (when the
number Z of formula units in the unit cell remains

unchanged) and the antiferrodistortion transitions (with
amultipleincreasein Z) [2].

Complex FeNx;(BHd),, where Hd is the hexadecy!
substituent and Nx*>- is the 1,2-cyclohexanedione
dioxime (nioxime) dianion, belongs to the series of
clathrochel ate complexes with a Fe?* ion encapsul ated
into a bulk cavity of the macrobicyclic ligand [3, 4].

/CH2 CHZ\
CHZ\ /CH2
C——C
7 N\
O—N{ ,\N—o
Sperr
(n_cléH“)_B\O—N&C"—/ o f\\C EN—O/B_ (n-CyHs3)
-, ~
CH,”~ CH,
,’CH—CHy,
JR— N_
N\ Vi
CHZ\ /CH2
CH,—CH,
Scheme 1.

1063-7745/01/4605-0758%$21.00 © 2001 MAIK “Nauka/Interperiodica’



X-RAY DIFFRACTION STUDY OF PHASE TRANSITIONS

According to ’Fe Mosshauer spectroscopy [5],
crystals of this compound are characterized by jump-
wise changes in the quadrupole splitting at tempera-
tures of 290 and 190 K, which can be associated with
two phase transitions. In the present work, we investi-
gated the phase transitions in aFeNx;(BHd), crystal by
differential scanning calorimetry (DSC) and X-ray dif-
fraction.

EXPERIMENTAL

Differential scanning calorimetry. Two phase
transitionsat T,,, = 289(2) K and T,,, = 190(2) K were
revealed by differential scanning calorimetry of the
FeNx;(BHd), complex. This is in agreement with the
>TFe MOssbauer spectroscopic data. The measurements
were carried out on a DSM-2M differential scanning
microcal orimeter in the temperature range 120-330 K.
The sample was preliminarily cooled to 120 K and was
then heated at arate of 8 K/min. The sampleweight was
16.3 mg. Thethermogram (Fig. 1) shows two endother-
mal effects with maxima at 190 and 289 K (their mag-
nitudes are 1.8 and 8.8 J/g, respectively).

Crystal data and experimental details. According
to X-ray diffraction data, single crystals of
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Fig. 1. Thermogram of FeNx;(BHd), crystals. Heating rate
is8 K/min.

FeNx;(BHd), in the temperature range 303-150 K
undergo two reversible phase transitions: triclinic mod-
ification | <— triclinic modification |1 at T, and tri-
clinic modification || <— triclinic modification 111 at
T.». The molecular and crystal structures of phases |,
I, and 11 were determined at temperatures of 303(1),

Table1. Main crystal dataand structure-refinement parametersfor the FeNx;(BHd), crystal (CsoHogNgOgB,Fe, M =948.75 g/mal)

Parameter Phase | Phase 1 Phase 11
Temperature, K 303(1) 243(3) 153(3)
Sample size, mm 0.40 x 0.40 x 0.20 0.50 x 0.50 x 0.20 0.50 x 0.50 x 0.20
Diffractometer Bruker SMART Syntex P2; Siemens P3/PC
a, A 15.3313(6) 18.146(12) 18.071(6)
b, A 21.2648(8) 21.070(13) 20.998(8)
c, A 19.4648(7) 19.363(13) 19.311(6)
a, deg 82.733(1) 84.23(5) 83.15(3)
B, deg 59.958(1) 62.87(4) 62.14(2)
y, deg 86.486(1) 55.73(5) 55.84(2)
v, A3 5449.2(4) 5320(6) 5257(3)
Space group P1 P1 P1
z 4 4 4
deg» 9/CM® 1.156 1.184 1.199
i, mmt 0.326 0.334 0.338
Absorption correction semiempirical absent absent
Scan mode w w20 w20
20,12, deg 54 54 54
Number of unique reflections 34723 20716 18582
Number of parameters 2324 2279 2268
Number of reflectionswith F2 > 20(F?) 11474 12027 15559
Ri(F) 0.064 0.067 0.068
WR,(F?) 0.195 0.185 0.164
Goof 0.784 0.905 1.077

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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€ 0(2)

B(2) C(35)

Fig. 2. A general view of one independent molecule in the FeNx;(BHd), complex and the atomic numbering (hydrogen atoms are
omitted). For the other three molecules, the atomic numbering (except for iron atoms) differs by adding the letters A, B, and C. The
second positions of disordered atoms are designated by the letters D, E, F, and G, respectively. Theiron atoms are labeled as Fe(1),

Fe(2), Fe(3), and Fe(4).

243(3), and 153(3) K, respectively. X-ray diffraction
data (MoK, radiation, A = 0.7107 A, graphite mono-
chromator) were collected for three different, approxi-
mately isometric, dark orange single crystals on Bruker
SMART 1K CCD (303 K), Syntex P2, (243 K), and
Siemens P3/PC (153 K) automated diffractometers.
The intensities of experimental reflections were cor-
rected for Lorentz and polarization factors [6, 7].
Absorption correction for | was semiempirically

included in calculations with the SADABS program
[8]. Themain crystal data are listed in Table 1.

All three phases are triclinic (space group P1 and
Z=4); i.e, the unit cell in crystalsin al three phases
contains four independent molecul es (260 independent
non-hydrogen atoms). When solving structures | and
I1, the positions of iron atoms were determined by the
Patterson method and the remaining non-hydrogen

atoms were located from difference Fourier syntheses.

Table 2. Mean lengths of chemically equivalent bonds (A) and mean bond angles (deg) in the FeNx;(BHd), molecule

Bond Phase | Phase 1 Phase 11 Angle Phase | Phasell | Phaselll
Fe(1)-N(1) 1.90(1) 1.90(1) 1.91(1) | N(1)-Fe-N(2) 77.9(5) 78.1(5) 78.5(4)
B(1)-0O(1) 1.48(1) 1.49(1) 1.50(1) | N(1)-Fe(1)-N(3) 85.5(5) 85.6(5) 85.8(4)
O(1)-N(1) 1.38%* 1.38(1) 1.37(1) | N(1)-Fe(1)-N(4) 143.9(5) 146.0(5) 148.5(4)
C(1)-N(1) 1.30%* 1.30(1) 1.31(1) | N(1)-Fe(1)-N(6) 124.9(5) 122.1(5) 119.6(4)
C(1H)-C(2) 1.51* 1.51%* 1.49(1) | N(1)-O(1)-B(1) 113.1(8) 112.8(8) 112.5(7)
C(1)-C(6) 1.46%* 1.46%* 1.44(1) | C(1)-N(1)-0O(1) 116.2(8) 116.0(8) 116.3(7)
C(2)-C(@3) 1.54% 1.54% 1.54*% | C(1)-N(1)-Fe(1) 119.1(7) 118.9(7) 118.7(6)
B(1)-C(19) 1.60* 1.57(2) 1.59(2) | O(1)-B(1)-0(2) 109.5(8) 109.5(8) 109.3(7)
C(19)-C(20) 1.53* 1.53* 1.53* | O(1)-B(1)-C(19) 109.4(9) 109.4(9) 109.6(8)

N(D)-C(1)-C(2) 124.909) 125.009) 125.4(8)

N(1)-C(1)-C(6) 111.7(9) 111.8(9) 112.5(8)
* Bond lengths are fixed according to the data taken from [10].

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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For the solution of structurel 11, the atomic coordinates
of structure Il were used as a starting model. A genera
view of the molecule and the atomic numbering are
depicted in Fig. 2. In six-membered carbocycles, the
[B-carbon atoms[the C(3), C(4), C(9), C(10), C(15), and
C(16) atoms and the corresponding atoms in the
remaining independent molecules] are disordered over
two positions. Note that their disordering decreases
with a decrease in the temperature: all 12 rings are dis-
ordered in phasel, while 11 and 6 cycles are disordered
inphases |l and 111, respectively. Moreover, the termi-
nal carbon atoms [the C(49) and C(50) atoms and the
corresponding atoms in the other independent mole-
cules] in four out of eight hexadecyl substituents in
phase |11 are disordered over two positions. We failed
to revead a similar disordering in phases | and 11
because of the high-frequency thermal atomic vibra-
tions.

The structures were refined by the full-matrix least-
squares procedure (on F?) according to the
SHEL XTL 97 software package [9]. All the non-hydro-
gen atoms, except for the disordered carbon atoms,
were refined in the anisotropic approximation. The unit
cellsin al the phases contain four independent mole-
cules of the complex, which leads to alarge number of
refined parameters (=2300). For this reason, in the
course of the structure refinement, the lengths of all car-
bon—carbon bonds were taken equal to the standard val-
ues (1.54 and 1.53 A for the -C—C— bonds in carbocy-
cles and hexadecyl substituents, respectively; and
1.46 A for the =C—C= bonds and 1.51 A for the=C—C—
bonds in the carbocycles [10]) and the C—C-C bond
angles were taken equal to 112° for structures| and 11;
the O—N, C—N, and B—C bond lengths (1.38, 1.30, and
1.60 A, respectively [10]) were fixed in structure | ; and
only the -C—C- bond lengths in the hexadecyl substit-
uents were fixed in structure 111 (Table 2). In other
cases, the scatter in lengths of chemicaIIX equivalent
bonds was limited by 30, where 0 = 0.01 A. The posi-
tions of hydrogen atoms were cal culated geometrically
and then were included in the refinement within the
rider model with the displacement parameters U, (H) =
1.2U,(C) [1.5U,(C) for methyl groups], where U,,(C)
is the isotropic equivalent displacement parameter for
the carbon atom.

The results of the structure refinement and the final
discrepancy factors are presented in Table 1. The mean
bond lengths and angles in structures ||, |1, and |11 are
given in Table 2. The coordinates of non-hydrogen
atoms are available from the authors.

DISCUSSION

Comparison of the unit cell parameters. In both
cases, amultiple increase in the unit cell volumeis not
observed upon phase transitions. The unit cell parame-
ters for phases Il and Ill are close to each other
(Table 1), and their change in the temperature range
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Table 3. Parameters of the common cell in 1A and I1A and
the distribution of the observed [I > 20(1)] diffraction reflec-
tions (HKL) over parity classes

Parameter 1A 1A
Temperature, K 303 283
Acom: A 30.665(7) 30.326(7)
Beom: A 21.264(5) 21.179(5)
Cooms A 19.459(4) 19.395(4)
Ol come dEY 82.75(2) 83.54(2)
Beom: dEY 60.06(2) 60.89(2)
Yeom: 96 86.40(2) 89.72(2)
Voo A3 10907(5) 10796(5)
Reflections (HKL) Num >b§r0c(’|f)r8ﬂfc ib@(ﬁ ) o
H=2n 225(50) 171(49)
H=2n+1 0 89(14)
H+K=2n 159(38) 260(63)
H+K=2n+1 66(12) 0

Note: Thenumber of reflectionswith | > 100(1) isgivenin parentheses.

153-243 K does not exceed 1.3%. The | <~ || phase
transition is accompanied by the change in the transla-
tional symmetry of the lattice (Table 1), and the corre-
spondence is revealed only for three parameters (b, c,
and a): by = by, ¢; = ¢y, and o = ay;. Thetrandlations g,
and ay lie in the same crystallographic plane and are
related by the vector expression ay = ay + by/2.

In order to analyze the change in the trandational
symmetry upon the | = |l phase transition, addi-
tiona investigations were carried out on a Bruker
SMART automated diffractometer at temperatures of
303 (IA) and 283 K (I1A). At these temperatures, the
diffraction patterns of the same single crystal with a
fixed orientation with respect to the goniometer axes
were examined in detail in the low-angle range (26 <
30°). The unit cell parameters for |A and | coincide to
within the limits of experimental error (Table 1), and
the unit cell parameters for |IA are as follows: a =
18.537(5) A, b = 21.179(5) A, ¢ = 19.395(4) A, a =
83.54(2)°, B = 62.47(2)°, y = 54.89(2)°, and V =
5398(3) A3. Over arange of 20 K, the unit cell volume
varies by 57(3) A3 (~1%).

A common cell with comparabl e parameters and the
volume V., = 2V (Table 3) was chosen for comparing
the crystal lattices of phases| and I1. The common cell
for phase | is obtained by doubling the parameter g, of
the primitive cell, and the common cell for phase 11 is
the C centered cell; in this case, the gy trandation cen-
tersthe C face. (The common cell for phaselll ischo-
seninthe sameway asfor |1.) The mean deviation of the
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Fig. 3. Temperature dependences of the integrated intensi-
ties of six reflections: the (10 6 8) and (6 8 3) reflections
common to phases| and 11, the (4 9 2) and (23 7) reflec-

tions characteristic of phasel, andthe(1 3 2)and (1 1 4)
reflections characteristic of phase . Reflection indices cor-
respond to the reciprocal spacesof common sublattices. The
vertical size of symbolsis~20.

orientation matrix components for the common cellsis
equa to 4%, which confirms the correctness of our
choice of these cells.

Out of the entire set of diffraction reflections
obtained with identical parameters of scanning and
integration for phases IA and |1 A, we chose 349 pairs
of reflections with the same indices (HKL) in the recip-
rocal space of common sublattices (described by the
aforementioned common cells) and the intensities | >
20(l) (at least, for one of the reflections involved in a
pair). The distribution of these reflections over the par-
ity classes (Table 3) revealed that the reflections with
odd H are absent and the reflections with the odd sums
H + K are present in phase |A. This implies that the
primitive translation g = a,,,,/2 occurs and the center-
ing trandation ay; isabsent in phase | A. By contrast, the
ay trandation centering the common cell is observed
(thesums H + K are only even) and the g trandation is
absent (the presence of reflectionswith odd H) in phase
ITA. Consequently, the structural phase transition
| < Il is attended by the disappearance of one prim-
itive tranglation and the appearance of another tranda-
tion. Note also that, upon phase transition, the intensi-
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ties of reflections“common” to both phases change, on
average, by 50 for reflections with | > 2a(l) and by 9o
for 34 reflectionswith | > 100(1).

Therefore, the structural phase transitions | ~— 11
and Il —— |11 are different-type ferrodistortion phase
transitions which are characterized by a partial change
in asystem of trandationsin theformer case (I < 11)
and only by itsdistortion in the latter case (I1 ~—111).

Analysis of structure-sensitivereflections. Ascan
be seen from Table 3, among the (HKL) reflections,
there are reflections typical of each phase—the reflec-
tionswith H + K = 2n + 1 for the common sublattice of
phase | and H = 2n + 1 for phase | |. These reflections
can be called the “characteristic” reflections of each
phase. The appearance and disappearance of character-
istic reflections upon the | <— |1 phase transition can
be used for the refinement of the transition temperature
T, For this purpose, in the temperature range 250296 K
with a step of 3 K, we measured the integrated intensi-
ties of six reflections (Fig. 3), of which two reflections

[(1068) and (683)] are common and should be
observed in both phases, two reflections [(4 92) and
(23 7)] are characteristic of phase |, and two reflections

[(132) and (1 14)] are characteristic of phasell.

The experiment was performed on a Syntex P2,
four-circle automated diffractometer. The orientation
matrix components for the common cells at 296(3)
(phase 1) and 278(3) K (phase 1) differed, on average,
by 5%. The correspondence between the cells was
revealed from the positions of the common reflections.

Asis seen from Fig. 3, the intensities of the reflec-
tions common to both phases partly regain their values
upon phase transition but exhibit a jump. The intensi-
ties of characteristic reflections in the phase transition
range drastically decrease and become comparable to
the background level. The obtained temperature T, =
290 + 3 K agrees well with the DSC data. This experi-
ment al so confirms the aforementioned character of the
changein the trang ational symmetry uponthel <11
phase transition.

Temperature dependence of the unit cell param-
eters. In order to characterize the temperature depen-
dences of the lattice parameters for the FeNx;(BHd),
complex upon phase transitions in the range 120—
313 K, we determined the parameters of the common
cell. The data shown in Figs. 4a and 4b were obtained
for four single crystals on the Siemens P3/PC, Syntex
P2,, and Bruker SMART 1K CCD diffractometers.

The | —— Il phase transition in the temperature
range 285296 K is accompanied by a jumpwise
change in the volume and parameters of the common
cel: AV, = 145(9) A3, Aa,,, = 0.367(12), Ab,,, =
0.139(12), Ac,,, = 0.084(8) A, |Aa,,,| = 0.85(4)°,
IAB.orm| = 0.97(3)°, and |AY,,, | = 3.31(4)°. Note that the
linear parameters (a, b, and ¢) decrease and the angular
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Fig. 4. Temperature dependences of () the linear parameters and (b) the angular parameters and the volume of the common cell for

the FeNx3(BHd), crystal. Errors correspond to 3.

parameters (a, 3, andy) increase. Thell —— |11 phase
transition occurs in the temperature range 172-188 K,
which isin agreement with the calorimetric data. This
transition is attended by an abrupt changein the param-
eters a,,, Oeom AN Vem: Dden= 0.097(10) A,
[AO o | = 1.19(3)°, |AVeom | = 0.71(4)°. At the sametime,
the ¢, and V., parameters vary gradually. Variations
in the remaining parameters (b,,,, and 3..,,) in the same
temperature range are small and do not exceed 60.

Analysis of the thermal expansion of the crystal

reveal ed two specific directions[011] and[0 1 1] inthe
crystallographic plane (100) of the common sublattice
that are most sensitive to phase transitions. The temper-
ature dependences of the Loy and tj,y trandations

(which correspond to these directions) and the interpla-
nar distance D, (this distance is equa to twice the

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001

interplanar distance d,y, in the primitive lattices) are
displayed in Fig. 5. The values of t in phase | and

[011]
tory in phase I11 remain virtualy constant with a
change in the temperature, whereas the behavior of

Lot in phase |l indicates the negative linear thermal

expansion coefficient along the [01 1] direction. It can
be seen that the interplanar distance D, varies in a
gradual manner over the entire range 153-303 K (upon
the Il = 11 phase transition, its change is equal
to =60).

Molecular geometry. The FeNx,(BHd), molecule
(Fig. 2) contains three fragments. the clathrochelate
skeleton with an encapsulated iron(l1) ion (central frag-
ment) and two hexadecyl substituents. The molecule
has a strongly extended structure owing to two long-
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chain alkyl substituents: at 303 K, the “length” of the
molecule (the distance between the terminal carbon
atoms) is equal to 45.1-46.3 A, and the angle between
the long molecular axis (director) and the B--B
pseudoaxis (passing through the boron atoms) of the
central fragment is~11°.

The central fragment has approximately athreefold
symmetry with axis 3 coinciding withthe B---B lineand
resembles a three-bladed propeller in its shape. Three
a-dioximate fragments form almost planar “blades’
(the six-membered carbocycles adopt a half-chair con-

| | | |
225 245 265 285

(Contd.)

formation in which the mean deviation of [3-carbon
atoms from the plane of the remaining atomsis equal to
0.38 A). As awhole, the structure of the central frag-
ment is characteristic of clathrochelates of this type
[11, 12]; i.e., this fragment is twisted around the B---B
axis. Thistwisting is described by the distortion angle ¢
(for aprism, ¢ = 0) of theiron coordination polyhedron
{FeNg} formed by six donor nitrogen atoms. Four inde-
pendent molecules can be separated into two pairsA, A'
and B, B' with close values of the ¢ angle. Upon phase
transitions, the ¢ angles change and become equal to
CRYSTALLOGRAPHY REPORTS  Vol. 46
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17° and 10° for molecules of theA and B typesin phase
I,19° and 14° in phase |1, and 20° for al the molecules
in phaselll.

The conformation of hexadecyl substituents in all
the phases is considerably distorted. Anaysis per-
formed with the use of the Cambridge Structural Data-
base for of twenty molecules containing an aliphatic
chain n-C;gH4; as a termina fragment demonstrated
that thischainin all compoundshasa*“classical” planar
transoid structure [13], in which the mean deviation of
carbon atoms from the root-mean-square planeis equal
to 0.03 A and the total chain length (the distance C---C
between the first and last carbon atoms) is~19.07 A. In
the temperature range 153-303 K, the length of hexa-
decy! substituents in the FeNx;(BHd), complex varies
in the range 17.6-19.0 A, which is noticeably less than
the above value (Table 4). The possibility that the geo-
metric features discussed below for hexadecyl substitu-
ents in the FeNx;(BHd), complex stem from the unre-
solved disordering must not be ruled out. Nonethel ess,
these features were rather regular and reproducible in
the course of the structure refinement. The shortest sub-
stituent C(35B)---C(50B) with a length of 17.6 A is
observed in phase |, which is due to the gauche confor-
mation of the terminal part of the chain and a substan-
tially nonplanar chain geometry (the mean deviation of
carbon atoms from the root-mean-square plane is
0.24 A). Moreover, compared to the completely tran-
soid aliphatic chain, the substituentsinvolving two seg-
ments with a gauche configuration (the corresponding
torsion angles are close to 60°) are considerably short-
ened (by approximately 1 A). In phases | and 11, this
geometry is observed only in one substituent (Fig. 2).
At the same time, in phase | |1, one substituent in each
independent molecule is twisted in a similar manner
(Table 4). In other cases, a decrease in the substituent
length isassociated with different combinations and the
number of segments with a “nontransoid” configura-
tion. It is worth noting that the mean length of carbon
skeletons in phases | (18.3 A) and 111 (182 A)
increases upon transition to phase |1 (18.6 A). Thiscan
be explained by the fact that their configuration
approaches the classical geometry.

Thus, both phase transitions in the FeNx;(BHd),
complex are accompanied by the change in the molec-
ular geometry, which, in particular, manifests itself in
an increase in the twisting of the central fragments and
a change in the effective length of hexadecyl substitu-
ents.

Molecular packing. In the subsequent discussion,
wewill usethe primitive cells of phases1- 11 (Table 1).
Because the parameters b, ¢, and a of the unit cell and
the parameters b,,,,, C..,,» and a.,,, of the common cell

(as well asthe trandations Lo and t;oq; ) are identi-

cal, the mutual displacements of moleculesin the (100)
layer will be discussed with the use of Figs. 4 and 5,
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which show the temperature dependences of the param-
eters of the common cell.

In al three phases, the molecular packing of
FeNx;(BHd), is typical of tilted smectic mesophases
[14]. All four independent molecules (A, A", B, and B")
form layers (Fig. 6) aligned parald to the crystallo-
graphic plane (100). The directors of all molecules are
parallel and form an angle of ~15° with the (100) plane.
In the layer, the centers of mass of all the molecules,
which actually coincide with the positions of iron
atoms, are coplanar: the maximum deviation from the
root-mean-square plane lying paralel to the (100)
plane does not exceed 0.5 A. In the temperature range
150-313 K, the interplanar distance d,,, is equal to
13.05-13.31 A. The adjacent (100) layersarerelated by
the trandlation.

A distinguishing feature of the molecular packingin
phases |11 isthe formation of dimersfrom molecules
A and B (dimer AB) and A" and B' (dimer A'B") (Fig. 7).
The distance between the iron atoms in the molecules
forming adimer (8.41 A inphasel and 8.37 A in phases
Il and I11) is almost 2 A less than any one intermolec-
ular distance Fe:--Fe in the (100) layer. The B---B axes
of moleculesin the dimer lie approximately in the same
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Table 4. Intermolecular distances Fe [Fe and carbon skeleton lengths of hexadecyl substituentsin the FeNx;(BHd), molecu-

le (A)
Group Atoms Phase | Atoms Phase || Phase I 11
1 Fe(1) (Fe(4)! 47.46 Fe(1) (MFe(4)! 48.56 48.09
C(35) MT(50) 17.7(*%) 18.3(%) 17.9(%)
C(35)ITC(50D) 17.7(%)
C(35C) IT(50C) 18.2 C(35A)IC(504) 17.9 17.9
C(35A)IC(50E) 18.3
2 Fe(3) Fe(2)? 48.17 Fe(3) IFe(4)’ 48.55 48.08
C(35B) LIC(50B) 17.6 18.7 18.2
C(35B) IC(50F) 18.9
C(35A) [T (50A) 18.6 C(35C) T (50C) 18.2 17.9(%)
C(35C) MIT(50G) 17.6(*)
3 Fe(2) Fe(1)? 28.33 Fe(2) (Fe(3)" 28.78 28.35
C(19A4)[MC(34A) 18.8 18.9 18.3(%)
C(19) 0IC(34) 18.4 C(19B) MC(34B) 18.8 18.1(*%)
4 Fe(4) (MFe(3)? 28.33 Fe(4) [Fe(1)* 28.87 28.90
C(19C) I(34C) 18.7 19.0 19.0
C(19B) [IIC(34B) 18.6 C(19) T (34) 19.0 19.0

Note: Contacting moleculesin the adjacent (100) layers are separated into groups: groups 1 and 2 involve contacts of the substituent—sub-
stituent type, and groups 3 and 4 contain contacts of the substituent—blade type. Designations of the corresponding distances in
phases|| and I 11 are given in the fourth column. Symmetry transformations relating the symmetrically equivalent atoms:

L4y —2+y1+z2+x-1+y1+z

* Hexadecyl substituent has the same geometry as the C(35) [IC(50) substituent shownin Fig. 2.

plane and form an angle of ~20° (Fig. 7). The packing
of dimersinthe (100) layer (Fig. 7) differsfrom the her-
ring-bone packing, which is characteristic of smectics

[14], and has approximately the p(1) symmetry (dimers
AB and A'B' are approximately related by the inversion
center) [15].

A decrease in the temperature |eads to the displace-
ment of dimers as a unit with respect to each other in

the (100) layer. The general character of molecular dis-
placements can be attributed to variations in the t;yy;

and toiy tranglations. As can be seen from Fig. 5, upon

the | — Il phase transition, dimersin the (100) layer
noticeably approaches each other in the [0 1 1] direc-
tion (perpendicular to the molecular directorsin Fig. 7).
This necessarily gives rise to steric stresses between

Fig. 6. Partial projection of the crystal structure of the FeNx;(BHd), clathrochelate in phase | along the b-axis.

CRYSTALLOGRAPHY REPORTS Vol. 46

No. 5 2001



X-RAY DIFFRACTION STUDY OF PHASE TRANSITIONS

767

Fig. 7. A schematic representation of the molecular packing in the (100) layer for FeNx;(BHd), crystal (similar packing is observed
for all the phases). Arrows indicate the directions of rotation of the central fragments (around iron atoms), resulting in the apparent

displacement of the (100) layer by b/2.

blades of different dimers. These stresses are relieved
when the distance between the dimersin the perpendic-

ular direction [0 1 1] increases, i.e., due to their dis-
placement along long molecular axes (Fig. 7), which

manifestsitself in anincreasein Loty - The reverse sit-
uation isobserved uponthell — I 11 phasetransition:
the packing in the (100) layer in phase |11 becomes
similar to that in phase |. This can be judged from the

ti019 and Loty tranglations and the a angle, which tend

to regain their values observed in phase | (Figs. 4b, 5).
However, it should be emphasized that, despite a cer-
tain lability, the (100) molecular layer has a similar
structurein all the phases.

The character of stacking the (100) layersis clearly
seen from the projection of the structure onto the crys-

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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tallographic plane (101) (Fig. 8). The substituent of
each molecule “meets’ either a hexadecyl substituent
(moleculesA and A', B and B'in phase|; A and B, A’
and B' in phase I1) or a blade (molecules A and B, A’
and B'inphasel; A and A', B and B'in phasell) of a
complex in the adjacent (100) layer (Fig. 8). In each
phase, two contacts of the substituent—substituent type
and four contacts of the substituent—blade type are
observed in the two-dimensional primitive cell of the

(101) layer (Table 4).

Structural transformations upon phase transi-

tions. The two-dimensional cells of the (101) layer in
phases | and Il are depicted by the solid lines in
Figs. 8aand 8b, respectively. A comparison of Figs. 8a
and 8b gives the impression that the | — |l phase
transition consists in displacing the second (100) layer
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[lO]]i

Fig. 8. Projections of the crystal structure of phases (a) | and (b) 11 onto the (1 0 1) plane. Solid lines show the two-dimensional

primitive cells of the (1 0 1) layer.

by thedistance b/2. A similar pattern of structural trans-
formationsin 4,4'-dichl orobenzophenone was observed
earlier in [16]. In this structure, a decrease in the tem-
perature is accompanied by the phase transition (in the
range of 190 K) from the phase with the space group
C2/c to the phase with the space group 12/c without a
change in the parameters and the number of formula
unitsin the unit cell. Thisimpliesthat the phase transi-

CRYSTALLOGRAPHY REPORTS Vol. 46

tion is attended by the disappearance of the translation
centering the C face and the appearance of the transla-
tion centering the unit cell volume. As a result, each
second layer isdisplaced by the distance ¢/2. Unlike the
| — Il phase transition in FeNx;(BHd),, the phase
transition in 4,4'-dichlorobenzophenone occurs over a
temperature range of ~20 K through a disordered inter-
mediate state (with the unit cell parameter ¢/2) which

No. 5 2001
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can transform either into the high-temperature C phase
or into the low-temperature | phase, depending on the
direction of the temperature variation.

For the | — |l phase transition in FeNx;(BHd),,
no intermediate state is found. In this case, we can pro-
pose another mechanism of the structural transforma:
tion when all moleculesin each second layer undergo a
conformational transition which results in the apparent
displacement of the layer by one-haf the trandation.
By considering only the arrangement of the directors
and the centers of mass of the molecules, it can be seen
that the “subtrandation” equal to ~b/2 occurs in the
crystal structure of FeNx,(BHd), (Figs. 7, 8). The real-
ization of the primitive trandation a; (phase |) or ay
(phase I1) in the superlattice with the parameter b/2 (in
which both translations a; and ay; take place) is deter-
mined by the mutual orientation of the central frag-
ments in the adjacent (100) layers. For example, mole-
culesA and B' in Fig. 8awould be translationally iden-
tical if the B---B axis of the B' molecule were rotated
through an angle of 20°. This rotation in one molecule
leadsto therotation of the B---B axes of the central frag-
mentsin all the remaining moleculesin the (100) layer,
asisshownin Fig. 7. Asaconsequence, the (100) layer
would appear as though it were displaced by b/2.

Asthe stacking of the (100) layers changes upon the
| — |l phase transition, the distance along the hexa-
decyl substituents increases by 1.1 A (Table 4). In this
case, the length of the substituents being in contact with
blades of moleculesin the adjacent (100) layers (Fig. 7)
increases and can initiate the aforementioned confor-
mational transition.

In the temperature range from 243 to 153 K (the
Il — 11l phase transition), the length of the region
occupied by the hexadecyl substituents decreases, on
average, by 0.5 A for six substituents (Table 4). This
gives rise to steric stresses and brings about a decrease
in the effective length of the substituents. Asaresult, at
153 K, aready four substituents (in contrast with one
substituent at 243 K) have two segments with a gauche
conformation. Therefore, the change in the conforma-
tion of hexadecyl substituents can be associated, to a
large measure, with the phase transition at T,.

CONCLUSION

The FeNx;(BHd), single crystal wasinvestigated by
X-ray diffraction and differential scanning calorimetry.
It was found that the crystal undergoes two different-
type reversible phase transitions at T, = 290(3) K and
T., = 190(3) K without a change in the number of for-
mula units in the unit cell. The transition between
phases | and Il results in the disappearance of one
primitive translation and the appearance of another
tranglation, so that each second molecular (100) layer
turnsis displaced by ~b/2. This transformation is con-
firmed by the diffraction patterns of the same single
crystal and the temperature dependence of the inte-
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grated intensity of the structure-sensitive diffraction
reflections. Steric stressesthat arise between contacting
molecules of the adjacent (100) layers play an impor-
tant role in the mechanism of the phase transition in the
vicinity of T,,,. Both transitions are accompanied by the
distortion of the molecular geometry, specifically by
the deviation from the planar transoid conformation of
hexadecy! substituents. This distortion is associated, to
a large measure, with the transition between phases | |

and I11. Asawhole, the mechanisms of both transitions
have a complex character and can be considered a
superposition of processes of the displacement and
intramolecular distortion types. The characteristic
structural features of the clathrochelate complex under
consideration are the high lability of hexadecyl substit-
uents and the central fragment and also its compact
structure. Thesefeaturesfavor therealization of aseries
of phase transitions in the crystal. In this aspect, clath-
rochelate complexes are similar to another family of
organometallic compounds, namely, metallocenes and
their derivatives[1].
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Abstract—Hydroxocomplexonate K,[GaEdta(OH)] - 6H,O (I) and nitronium salts BH*GaEdta - 4H,0 (I1)
and BH*AlEdta - 4H,0 (IV) are synthesized from agueous solutions at pH 8, 6, and 7, respectively.
AlHEdta(H,0) (I11) isisolated from an acid solution (pH 1.5). Structures|, 11, and 1V are determined by sin-
gle-crystal X-ray diffraction. The X-ray powder diffraction analysis of |11 has revealed that its crystals are not
isostructural with those of similar complexes of other metals. Crystals I-1V are monoclinic. The unit cell
parameters are a = 10.482(1), 15.735(4), 5.768(4), and 15.756(4) A; b = 10.442(2), 12.511(2), 14.884(11), and
12.453(3) A; c=19.590(4), 17.330(5), 19.113(12), and 17.328(6) A; B = 101.30(2)°, 104.54(2)°, 90.74(5)°, and
104.75(2)° for |-V, respectively. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Earlier [1], we found that the acid-base interactions
in a solution affect both the deprotonation of
GaHEdta(H,0) (where H,Edta is ethylenediaminetet-
raacetic acid), which results in the formation of the
GaEdta- anion, and the substitution of the acido ligand
(F~ or NCS") for coordinated water molecules.

In the present work, we studied the formation of
AlHEdta(H,0), gallium hydroxocomplexonate, and
MEdta- anions (M = Al or Ga) in the presence of the
organic base (B) 4,5-dihydro-1,4-diphenyl-3,5-phe-
nylimino-1,2,4-triazole (nitron).

EXPERIMENTAL

All except one of the reagents used in this work
were commercial products. The GaHEdta(H,0) com-
pound was prepared according to the procedure
described in [1].

Synthesis  K,[GaEdta(OH)] 6H,0 ().
GaHEdta(H,0) (1.4 mmol) and KOH (2.8 mmol) were
mixed in 80 ml H,O (pH 8). The solution was allowed
to concentrate at room temperature until the solid phase
precipitated. The crystals were separated on a glass fil-
ter funnel, washed with ethanol, and dried in adesicca-
tor over silicagel. The yield was 86%.

BH*GaEdta - 4H,0 (II). GaHEdta(H,0) (1.3 mmol)
and nitron (1.3 mmol) were mixed in 50 ml H,O and
stirred with a magnetic agitator for 2.5 h on heating.
After five days, the solution obtained (pH 6) afforded

crystals, which werefiltered off on aglassfilter funnel,
washed with ethanol and acetone, and dried at 80°C.
Theyield was 55%.

AIHEdta(H,0) (III). A solution of AICl; containing
10 mmol of aluminum was neutralized with ammonium
hydroxide. Aluminum hydroxide was isolated, washed
with water, and mixed with H,Edta (10 mmol) in water
(80 ml) on heating and stirring. The solution obtained
(pH 1.5) wasfiltered off and evaporated on awater bath
to 1/4 of the initial volume. The crystalline precipitate
(H,Edta) was separated out. The mother liquor was
evaporated to 5 ml, and the finely disperse precipitate
obtained in this volume was separated on a glass filter
funnel, washed with water, and dried in air at 90°C. The
yield was 30%.

BH*AlEdta - 4H,0 (IV). Nitron (1 mmol) and
AlHEdta(H,0) (1 mmol) were refluxed on stirring with
amagnetic agitator for 3 h. The brown solution (pH 7)
was filtered off under a crystallizing dish. After six days,
crysas IV precipitated. They were washed with water
and acetone and dried a 80°C. The yield was 40%.

Aluminum and gallium were determined as M,0,
by gravimetric analysis. TheH, C, and N contentswere
determined according to the standard procedureswith a
Carlo Erba analyzer. Theresults are listed in Table 1.

The IR spectra were recorded on a Specord 75 IR
spectrometer in the range 4004000 cm™. The samples
were prepared as suspensions in petrolatum oil or KBr
pellets.

The X-ray powder diffraction study was per-
formed with a FR-502 monochromating camera
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Table 1. Dataof the elemental analysis
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Content (found/calcd), %
Compound Formula
C N H M
K,[GaEdta(OH)] [6H,0 CyoH25015N-,GaK , 21.56/21.38 4.96/4.98 6.97/4.44
BH*GaEdta [#H,0 CgzoH37015NeGa 48.43/48.42 10.45/11.30 6.24/4.98 9.76/9.38
AIHEdta(H,0) CioH1509NAl 35.03/35.90 8.21/8.38 5.35/4.49 7.35/8.08
BH*AlEdta (¥H,0 C3oH37015NG6Al 50.74/51.43 10.84/12.00 7.66/5.98 3.95/3.85
Table 2. X-ray diffraction pattern of compound 111
h k I Qexpr A Ao A I h k | expr A Aeaioar A I
0 2 1 6.99 6.93 100 1 5 2 2.542 2.546 <1
1 0 0 5.77 5.77 0 0 5 4 2514 2.526 <1
1 1 0 5.38 5.38 5 0 6 0 2.480 2.481 1
1 1 -1 5.20 5.19 30 2 3 -2 2419 2.419 5
1 1 1 5.14 5.16 10 0 3 7 2.391 2.392 <1
1 0 -2 5.00 4.97 5 0 1 8 2.357 2.359 <1
1 0 2 4,94 491 20 1 2 7 2.332 2.332 <1
0 2 3 4.83 4,84 <1 1 5 4 2.308 2.308 <1
0 0 4 477 4.78 2 2 1 -5 2.284 2.289 <1
1 2 -1 4.44 4.44 20 2 4 1 2.260 2.261 <1
0 3 2 4.40 4.40 20 1 4 6 2.228 2.224 <1
0 2 4 4.01 4.02 5 2 3 4 2.199 2.200 <1
0 3 3 3.952 3.914 1 1 5 5 2.168 2.169 <1
1 3 0 3.780 3.761 1 2 1 -6 2132 2.130 <1
0 4 1 3.619 3.652 1 0 7 1 2112 2.113 <1
1 1 -4 3.602 3.593 20 2 3 -5 2.094 2.099 <1
1 1 4 3.540 3.551 5 2 4 -4 2.065 2.066 5
1 3 -2 3511 3.510 1 1 1 -9 1.982 1.983 <1
0 3 4 3.435 3.442 3 2 5 3 1.964 1.964 <1
1 2 -4 3.317 3.315 10 2 2 -7 1.930 1.927 <1
1 3 3 3.227 3.251 1 2 5 -4 1.908 1.907 <1
0 0 6 3.172 3.185 <1 3 1 -2 1.876 1.874 <1
1 4 -1 3.092 3.089 <1 0 4 9 1.844 1.844 <1
1 4 1 3.074 3.082 2 5 -5 1.829 1.828 1
0 3 5 3.016 3.028 1 2 10 1.757 1.756 <1
1 3 -4 2.967 2.968 <1 1 5 9 1.652 1.651 <1
1 2 5 2912 2914 2 0 6 9 1.613 1.613 <1
0 5 2 2.855 2.842 1 2 1 10 1.575 1.575 <1
2 1 1 2.790 2.795 2 2 4 -9 1.562 1.562 <1
2 0 -2 2771 2771 20 2 8 -3 1521 1521 <1
2 0 2 2.750 2.751 <1 2 7 -7 1.455 1.455 <1
0 5 3 2.699 2.697 <1 4 5 2 1.284 1.284 <1
2 1 3 2575 2575 1
CRYSTALLOGRAPHY REPORTS Vol.46 No.5 2001
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Compound I [ Il v
Formula CioH25015N,GaK 5 CyoH3,010NgGa CioH1509NAl CgoH37015NGAl
Crystal system Monoclinic Monoclinic Monaclinic Monoclinic
a, A 10.482(1) 15.735(4) 5.768(4) 15.756(4)
b, A 10.442(2) 12.511(2) 14.884(11) 12.453(3)
c, A 19.590(4) 17.330(5) 19.113(12) 17.328(6)
B, deg 101.30(2) 104.54(2) 90.74(5) 104.75(2)

Z 4 4 4 4

Vv, A3 2102.6(6) 3302.3(14) 1641(2) 3287.9(16)
Space group P2,/c P2,/c P2;/c P2,/c

d, g/lcm® 1.773 1.495 1.353 1.415

i, mm 1.780 0.906 0.134
Brmax 40 25 26

N/ N: 5343/5331 4632/4632 6686/6457
Ny 271 442 582
Ry/WR, (I > 25)** 0.0496/0.1271 0.0297/0.0692 0.0410/0.1095
R/WR, (all data) 0.0515/0.1287 0.0346/0.0710 0.0748/0.1270
Goof** 1.064 0.849 1.011

Note: For compounds|, |1, and 1V, the data were collected on an Enraf—-Nonius CAD4 diffractometer (MoK, radiation).
* N is the number of unique reflections measured, N, is the number of reflections with 7 > 20(1), and N, is the number of parameters

refined.

w5 Ry = 2| F |~ IF [ VEIF b wRy = {ZDw(F2 = FOPVEDw(F2)?1) 2 and Goof = (E[w(F - FOPUN —N,)} 2

(ACuK,); the intensities were estimated visually. The
X-ray diffraction pattern was indexed analytically. The
unit cell parameters were refined with the POWTOOL
program [2]. The X-ray diffraction pattern is repre-
sented in Table 2 [F30 = 6.2 (0.065, 74); M20 = 2.3].

The X-ray structure analysis. The main crystallo-
graphic parameters and the results of the structure
refinement are summarized in Table 3. Structures|, |1,
and |V were solved by combinations of the direct
method and the difference Fourier syntheses
(SHELXS97 and SHELXL97 [3, 4]). In structures |
and 11, thepositionsof al aliphatic and aromatic hydro-
gen atoms were calculated from geometric consider-
ations and the remaining hydrogen atoms were located
from the difference Fourier syntheses. The hydrogen
atomsin | and Il were fixed in the refinement of the
structures by the full-matrix least-squares procedures.
In structure 1V, al hydrogen atoms were located and
refined isotropically. The atomic coordinates and ther-
mal parameters arelisted in Table 4.

RESULTS AND DISCUSSION

Reaction of GaHEdta(H,O) with KOH at pH 5 gave
K[GaEdta] - 2H,0 (80%), in which the OH" ligand was
not included in the coordination sphere of gallium [1].
Formation of the hydroxide derivative requires higher

CRYSTALLOGRAPHY REPORTS Vol. 46
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pH of the reaction solution. Actually, the gallium com-
plexonate with a coordinated hydroxo group,
K,[GaEdta(OH)] - 6H,0, is formed in a high yield
(86%) at pH 8. Its composition and structure were con-
firmed by elemental analysis, spectroscopic date, and

0O(6)

Fig. 1. Structure of the anionic complexin|.
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Table 4. Atomic coordinates and equivalent (isotropic) thermal parameters (A?) in structures|, 11, and 1V
Atom | X | y | z | Ue/Uiso
I
Ga(1) 0.33638(3) 0.66783(3) 0.17787(1) 0.01631(7)
K(1) 0.14205(9) 1.06369(9) —0.16702(4) 0.03642(16)
K(2) 0.33558(7) 1.01153(7) 0.02701(3) 0.02766(13)
o1 0.4303(2) 0.7227(2) 0.26964(11) 0.0247(4)
0(2) 0.5683(4) 0.6524(3) 0.36169(13) 0.0417(4)
03 0.40416(19) 0.7985(2) 0.12079(11) 0.0222(4)
O(4) 0.5775(3) 0.8697(3) 0.08287(18) 0.0437(7)
o(5) 0.2840(2) 0.5111(2) 0.22355(10) 0.0239(4)
0o(6) 0.1964(3) 0.3175(2) 0.20999(13) 0.0318(5)
o(7) 0.1449(4) 0.6335(3) —0.09361(13) 0.0415(7)
0o(8) 0.1582(4) 0.4395(3) —0.04756(14) 0.0449(8)
0(9) 0.1867(2) 0.7624(2) 0.17302(12) 0.0255(4)
0O(10) 0.1413(3) 1.1691(3) —0.02951(18) 0.0437(6)
0O(11) 0.0597(3) 1.3302(3) —0.17515(14) 0.0346(5)
0(12) —0.1114(4) 1.0622(3) —0.26352(15) 0.0465(8)
0(13) 0.1112(3) 0.9306(3) 0.06781(17) 0.0416(6)
0(14) 0.3077(5) 0.8522(4) —0.0883(2) 0.0621(11)
O(15) —0.0141(4) 0.8556(3) —0.13541(19) 0.0498(8)
N(1) 0.5242(2) 0.5847(2) 0.17835(11) 0.0181(4)
N(2) 0.2787(2) 0.5448(2) 0.08548(11) 0.0171(4)
C@) 0.5232(3) 0.6492(3) 0.29891(15) 0.0252(5)
C(2) 0.5742(3) 0.5527(3) 0.25270(15) 0.0248(5)
C(3) 0.5238(3) 0.7922(3) 0.11557(16) 0.0232(5)
C(4) 0.6048(2) 0.6839(3) 0.15407(16) 0.0247(5)
C(5) 0.5040(3) 0.4717(3) 0.13150(16) 0.0241(5)
C(6) 0.4031(3) 0.5045(3) 0.06681(14) 0.0226(5)
C(7) 0.2312(3) 0.4180(3) 0.18565(14) 0.0207(4)
C(8) 0.2074(3) 0.4347(3) 0.10717(15) 0.0255(5)
C(9) 0.1665(3) 0.5572(3) —0.04316(15) 0.0243(5)
C(10) 0.1997(3) 0.6211(3) 0.02858(14) 0.0217(4)
[

Ga(1) 0.70798(2) 0.47211(2) 0.77767(2) 0.0355(1)
o(1 0.63210(11) 0.48266(15) 0.85235(9) 0.0399(4)
0(2) 0.58245(14) 0.59112(17) 0.93311(11) 0.0639(6)
03 0.81868(12) 0.49479(15) 0.85369(9) 0.0453(5)
O(4) 0.92905(15) 0.60870(19) 0.87562(12) 0.0717(6)
o(5) 0.68174(14) 0.32255(14) 0.76982(10) 0.0491(5)
O(6) 0.56621(14) 0.21469(18) 0.73373(13) 0.0708(6)
o(7) 0.76914(11) 0.47226(14) 0.69274(10) 0.0452(5)
0o(8) 0.76308(12) 0.46537(16) 0.56458(10) 0.0526(5)
0(9) 0.36140(15) 0.50982(19) 0.73933(12) 0.0747(6)
0O(10) 0.44437(15) 0.4271(2) 0.89697(13) 0.0819(7)
0O(11) 0.57230(16) 0.80999(19) 0.99179(12) 0.0819(7)
0(12) 0.6871(2) 0.5767(2) 0.41951(13) 0.1024(9)
N(1) 0.70231(13) 0.63934(18) 0.78160(11) 0.0395(5)
N(2) 0.60029(13) 0.48393(17) 0.67919(11) 0.0365(5)
N(3) 0.94365(14) 0.40019(18) 0.58746(12) 0.0443(6)
N(4) 0.90301(13) 0.23867(18) 0.51265(11) 0.0408(5)
N(5) 1.01661(13) 0.21325(16) 0.47078(11) 0.0362(5)
N(6) 1.03228(13) 0.30664(17) 0.51602(12) 0.0401(5)
C() 0.62406(18) 0.5738(2) 0.88228(16) 0.0459(7)
C(2 0.6657(2) 0.6679(2) 0.85086(15) 0.0507(7)
C(3) 0.8528(2) 0.5879(2) 0.84628(15) 0.0466(7)
C4) 0.79347(17) 0.6708(2) 0.79516(15) 0.0457(7)
C(5) 0.64199(17) 0.6711(2) 0.70403(15) 0.0420(7)
C(6) 0.56462(18) 0.5923(2) 0.68233(15) 0.0476(7)
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Atom X y z Ueq/Uiso
C() 0.6006(2) 0.3027(3) 0.73506(16) 0.0515(8)
C(8) 0.54505(19) 0.3956(2) 0.69445(16) 0.0519(8)
C(9 0.73001(18) 0.4677(2) 0.62233(16) 0.0434(7)
C(10) 0.63100(16) 0.4667(2) 0.60660(14) 0.0437(7)
C(11) 1.00240(17) 0.4841(2) 0.62164(14) 0.0394(6)
C(12) 0.96910(18) 0.5592(2) 0.66384(15) 0.0434(7)
C(13) 1.0187(2) 0.6462(2) 0.69736(15) 0.0501(7)
C(14) 1.10189(18) 0.6584(2) 0.68910(15) 0.0464(7)
C(15) 1.1366(2) 0.5823(3) 0.64887(16) 0.0546(8)
C(16) 1.08556(18) 0.4954(2) 0.61368(15) 0.0462(7)
C@7) 0.96243(16) 0.3201(2) 0.54120(13) 0.0361(6)
C(18) 0.81668(16) 0.2234(2) 0.52729(14) 0.0397(6)
C(29) 0.74254(17) 0.2262(2) 0.46549(16) 0.0499(7)
C(20) 0.66192(19) 0.2070(3) 0.48002(19) 0.0579(8)
C(21) 0.6569(2) 0.1849(2) 0.5565(2) 0.0618(9)
C(22) 0.7321(2) 0.1807(2) 0.61794(18) 0.0584(8)
C(23) 0.81141(19) 0.1985(2) 0.60262(16) 0.0502(7)
C(24) 0.93951(17) 0.1760(2) 0.46918(4) 0.0414(7)
C(25) 1.08352(17) 0.1764(2) 0.43372(14) 0.0396(6)
C(26) 1.0606(2) 0.0970(2) 0.37632(17) 0.0601(8)
C(27) 1.1262(2) 0.0654(3) 0.34034(18) 0.0620(9)
C(28) 1.2078(2) 0.1077(3) 0.36065(18) 0.0627(9)
C(29) 1.22808(18) 0.1854(3) 0.41785(17) 0.0539(8)
C(30) 1.16497(18) 0.2202(2) 0.45410(14) 0.0492(7)
v
Al(1) 0.70732(4) 0.47332(5) 0.77592(3) 0.0351(2)
o) 0.63506(10) 0.48289(12) 0.84729(8) 0.0469(4)
0(2) 0.58230(11) 0.58599(14) 0.92887(10) 0.0614(5)
o) 0.81232(9) 0.49330(12) 0.84992(8) 0.0462(4)
O4) 0.92749(11) 0.60310(15) 0.87668(11) 0.0695(5)
O(5) 0.68308(10) 0.32858(11) 0.76745(8) 0.0451(3)
O(6) 0.57026(13) 0.21529(15) 0.73555(13) 0.0768(6)
o(7) 0.76922(8) 0.47545(11) 0.69596(8) 0.0394(3)
O(8) 0.76271(9) 0.46546(13) 0.56656(8) 0.0487(4)
0(9) 0.35904(14) 0.5084(2) 0.73852(13) 0.0775(6)
0(10) 0.44229(17) 0.4268(2) 0.89638(15) 0.0864(7)
o1y 0.57166(16) 0.8065(2) 0.99011(13) 0.0845(6)
0(12) 0.6887(2) 0.5786(2) 0.42087(15) 0.1026(9)
N(1) 0.70051(11) 0.63878(13) 0.77943(10) 0.0384(4)
N(2) 0.59961(10) 0.48542(13) 0.67996(9) 0.0371(4)
N(3) 0.94383(12) 0.39868(14) 0.58744(11) 0.0433(4)
N(4) 0.90183(10) 0.23781(14) 0.51222(9) 0.0380(4)
N(5) 1.01686(10) 0.21370(13) 0.47122(9) 0.0366(4)
N(6) 1.03279(10) 0.30576(13) 0.51645(10) 0.0383(4)
C(» 0.62396(14) 0.57334(18) 0.87831(12) 0.0451(5)
C(2) 0.66525(18) 0.66828(19) 0.84826(15) 0.0495(5)
C@3 0.85140(14) 0.58469(18) 0.84483(13) 0.0472(5)
C4 0.79386(14) 0.67029(19) 0.79383(15) 0.0471(5)
C(5) 0.64107(15) 0.67304(18) 0.70242(14) 0.0457(5)
C(6) 0.56372(14) 0.59554(18) 0.68125(14) 0.0466(5)
C() 0.60197(16) 0.30462(18) 0.73534(14) 0.0499(5)
C(8) 0.54356(15) 0.3961(2) 0.69494(15) 0.0507(6)
C(9 0.72734(12) 0.46905(16) 0.62202(11) 0.0375(4)
C(10) 0.62876(13) 0.4659(2) 0.60602(12) 0.0429(5)
C(11) 1.00065(12) 0.48382(16) 0.62120(11) 0.0384(4)
CRYSTALLOGRAPHY REPORTS Vol.46 No.5 2001
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Atom | X y z Ueq/Viso
v

C(12) 0.96711(14) 0.55939(18) 0.66468(12) 0.0443(5)
c(13) 1.01724(16) 0.64621(19) 0.69808(13) 0.0491(5)
C(14) 1.10130(16) 0.65927(19) 0.68923(13) 0.0495(5)
C(15) 1.13487(15) 0.58301(19) 0.64822(14) 0.0503(5)
C(16) 1.08583(14) 0.49496(19) 0.61361(14) 0.0457(5)
C(17) 0.96123(12) 0.31884(16) 0.54075(11) 0.0368(4)
C(18) 0.81587(12) 0.22077(16) 0.52624(11) 0.0379(4)
C(19) 0.74277(14) 0.2247(2) 0.46395(14) 0.0509(5)
C(20) 0.66193(16) 0.2056(2) 0.47903(17) 0.0610(7)
c(21) 0.65601(17) 0.1826(2) 0.55520(17) 0.0610(7)
C(22) 0.73044(18) 0.1802(2) 0.61687(17) 0.0603(7)
C(23) 0.81138(16) 0.1984(2) 0.60311(4) 0.0515(5)
C(24) 0.93978(13) 0.17345(17) 0.46876(12) 0.0395(4)
C(25) 1.08248(12) 0.17547(16) 0.43406(12) 0.0387(4)
C(26) 1.06089(17) 0.0980(2) 0.37554(16) 0.0548(6)
c(27) 1.12450(18) 0.0646(2) 0.33867(18) 0.0640(7)
C(29) 1.20735(17) 0.1061(2) 0.36072(16) 0.0597(6)
C(29) 1.22786(16) 0.1834(2) 0.41886(15) 0.0568(6)
C(30) 1.16489(14) 0.2200(2) 0.45577(13) 0.0476(5)
H(1) 0.376(2) 0.584(3) 0.737(2) 0.093

H(2) 0.386(2) 0.480(3) 0.784(2) 0.093

H(3) 0.487(2) 0.467(3) 0.904(2) 0.104

H(4) 0.427(3) 0.411(4) 0.927(3) 0.104

H(5) 0.560(2) 0.728(3) 0.971(2) 0.101

H(6) 0.618(2) 0.858(3) 0.957(2) 0.101

H(7) 0.708(3) 0.536(4) 0.455(3) 0.123

H(8) 0.664(3) 0.544(3) 0.375(3) 0.123

H(9) 0.8892(18) 0.402(2) 0.5848(15) 0.058(7)
H(10) 0.6250(17) 0.724(2) 0.8349(16) 0.066(8)
H(12) 0.7137(17) 0.695(2) 0.8919(16) 0.064(7)
H(12) 0.8053(16) 0.738(2) 0.8196(15) 0.063(7)
H(13) 0.8103(15) 0.6718(19) 0.7455(15) 0.052(7)
H(14) 0.6753(14) 0.6700(18) 0.6643(14) 0.047(6)
H(15) 0.6194(17) 0.742(2) 0.7029(16) 0.067(8)
H(16) 0.5280(14) 0.5971(17) 0.7211(13) 0.043(6)
H(17) 0.5235(16) 0.616(2) 0.6291(15) 0.059(7)
H(18) 0.5053(17) 0.363(2) 0.6475(17) 0.070(8)
H(19) 0.5078(16) 0.421(2) 0.7277(15) 0.057(7)
H(20) 0.6047(16) 0.515(2) 0.5646(15) 0.057(7)
H(21) 0.6118(14) 0.3933(19) 0.5857(13) 0.045(6)
H(22) 0.9085(15) 0.5491(19) 0.6706(14) 0.050(6)
H(23) 0.9946(17) 0.699(2) 0.7283(16) 0.068(7)
H(24) 1.1346(16) 0.719(2) 0.7080(15) 0.061(7)
H(25) 1.1905(16) 0.588(2) 0.6432(15) 0.060(7)
H(26) 1.1085(16) 0.446(2) 0.5879(15) 0.064(8)
H(27) 0.7474(15) 0.238(2) 0.4124(16) 0.061(7)
H(28) 0.6146(19) 0.209(2) 0.4356(18) 0.079(9)
H(29) 0.6010(18) 0.162(2) 0.5697(16) 0.070(8)
H(30) 0.7279(17) 0.164(2) 0.6662(17) 0.065(8)
H(31) 0.8656(16) 0.196(2) 0.6429(15) 0.058(7)
H(32) 0.9159(14) 0.1123(18) 0.4427(13) 0.041(6)
H(33) 1.0064(17) 0.071(2) 0.3610(15) 0.059(7)
H(34) 1.110(2) 0.009(3) 0.2982(19) 0.092(10)
H(35) 1.2513(16) 0.085(2) 0.3362(15) 0.059(7)
H(36) 1.2868(17) 0.218(2) 0.4324(15) 0.063(7)
H(37) 1.1791(15) 0.279(2) 0.4944(15) 0.058(7)
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EFFECT OF THE ACID-BASE INTERACTIONS

X-ray diffraction analysis. The IR spectraof | containa
smeared band in the range 3300-3500 cm™, which is
attributed to v(H,0). The v(COO-Ga) stretching vibra-
tions of the coordinated carboxylate groups are
observed at 1625 cm. The deprotonated acetate arm
which is not involved in the galium coordination
sphere, is characterized by the v(COOQ) stretching
vibrations at 1580 cmr™.

In the GaEdta(OH)? anion, as in other mixed-
ligand gallium compounds [1], the monodentate ligand
occupies the trans position relative to one of the nitro-
gen atoms of the aminocarboxylate (Fig. 1). The bond
lengths in the GaEdta(OH)?~ polyhedron are listed in
Table 5. Based on the data reported in [1] and Table 5,
the hard monodentate X ligands producing the trans-
effect in the mixed-ligand GaEdtaX complexonates can
be arranged in order of increasing Ga-N bond length as
follows:

E-
2.114

X =
Ga-NA =

H,0
2.075

NCS~
2.102

OH~
2.150

Reaction of equimolar amounts of auminum
hydroxide and H,Edta resulted in the precipitation of
up to 50% of the ligand from the solutions obtained
(pH 1.5). The neutral complexonate AIHEdta(H,0)
was obtained in a low yield (30%) upon separation of
the unreacted ligand. In acid solutions, the protonation
of the H,Edta ligand impedes the formation of com-
plexonate I11. This behavior of the aluminum system
differs significantly from that of similar gallium solu-
tions in which GaHEdta(H,0) precipitates in a high
yield [1].

The data of the elemental analysis (Table 1) agree
with the formation of the AIHEdta(H,O) complex-
onate. The spectral data indicate that, in this complex-
onate, one of the acetate arms of the ligand is proto-
nated (HEdta) and does not participate in coordination.
In the IR spectrum of 111, the stretching vibrations of the
protonated acetate group v(COOH) appear as a band at
1735 cmr and the absorption of the coordinated carboxy-
late groups v(COO-AI) is observed at 1635 cn™.

The X-ray powder diffraction analysis (Table 2)
revealed that complex |11 is not isostructural with sim-
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Fig. 2. Structures of (a) the [GaEdta]™ anionic complex and
(b) the BH* cationin 1.

ilar compounds MHEdta(H,0) of other metals (M = Ga
[1], Cr [5], Fe [6], Ru [7], and Rh [8]). The
CoHEdta(H,0) (BH,0O compound with a close compo-
sition also has a different crystal structure[9].

Table 5. Bond lengths (A) in the coordination polyhedra of aluminum and gallium in structures|, 11, and 1V

|
Ga(1)-0(9) 1.841(2) Ga(1)-O(5)
Ga(1)-O(1) 1.959(2) Ga(1)-0(3)
Ga(1)-0(3) 1.982(2) Ga(1)-0(7)
Ga(1)-O(5) 1.994(2) Ga(1)-O(1)
Ga(1)-N(1) 2.150(2) Ga(1)-N(2)
Ga(1)-N(2) 2.205(2) Ga(1)-N(1)

1
1.9136(19) Al(1)-O(3) 1.8338(16)
1.9231(18) Al(1)-O(5) 1.8406(15)
1.9502(18) Al(1)-O(1) 1.8860(15)
1.9734(17) Al(1)-O(7) 1.8868(15)
2.086(2) Al(1)-N(2) 2.0568(18)
2.096(2) Al(1)-N(1) 2.0650(18)
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2001



778 ILYUKHIN, PETROSYANTS

The formation of BH*MEdta - 4H,O [M =Al (1V) or
Ga (11)] results from the protonation of nitron by the
coordinated HEdta ligand, which enters into the com-
position of the MHEdta(H,0) complexonates. Nitron-
ium sats Il and 1V are isolated from solutions with
pH 6 and 7, respectively. Inthe IR spectraof |1 and IV,
the bands attributed to the v(COO-M) stretching vibra-
tions are observed at 1635 and 1625 cm for aluminum
and gallium, respectively. The crystallization water
molecules manifest themselves in the IR spectra of 11
and |V as abroad band of the v(H,O) stretching vibra-
tions near 3400 cm™ and the intense absorption at
1660 cm?, which corresponds to the 3(HOH) mode.

Compounds Il and IV are isostructural. In com-
plexes!| and IV, the protonated nitron BH* has ho short
contacts with the coordination sphere of the metal
(Fig. 2). The geometric parameters of the GaEdta-
anionsin |l and [HBipy][GaEdta] - H,O [1] are virtu-
ally independent of the outer-sphere cation.
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Abstract—The crystal structure of bisguanidinium tetrachlorocuprate dihydrate is determined by X-ray dif-
fractionat T =293 and 123 K with the purpose of revealing the crystal-chemical factorsresponsiblefor the ther-
mochromic transition. © 2001 MAIK “ Nauka/Interperiodica” .

Completing the series of our studies of the relation-
ship between the structural and thermochromic proper-
ties of the copper(ll) halide complexes with nitrogen-
containing ligands [1-3], we performed the structure
analysis of bisguanidinium tetrachlorocuprate dihy-
drate 2[CNH,);]* [JCuCl,]* [2H,0, which colors yel-
lowish green at room temperature and brown above
373 K but virtualy losesits color below 150 K.

EXPERIMENTAL

A solution of copper chloride dihydrate in an etha-
nol-water (30 : 70) mixture was gradually added to a
guanidine solution in the 1 : 2 molar ratio on dropwise
addition of 12 M hydrochloric acid and continuous stir-
ring. The reaction mixture was allowed to stand, and
after an hour, the crystals of the complex began to pre-
cipitate. After three weeks, the crystals were filtered
off, washed with n-pentane, and dried.

CI(5)

CI(7) i
7/
~ 4
Cu(2) ~.0(w),”

Cu(1)

@

as g

@ RS
i ca 0@

’ ~
’

Cl4)

The crystallographic parameters, details of the
X-ray data collection, and characteristics of the refine-
ment are summarized in Table 1. The structure was
solved by the heavy-atom method. The positions of the
H atoms were found from the difference Fourier syn-
theses and included in the refinement with the isotropic
thermal parameters. The set of experimental data was
processed using the PROFIT program [4]. All the cal-
culations were performed with the SHEL X97 software
package [5]. Correction for X-ray absorption wasintro-
duced with due regard for the real faceting of the crys-
tal. The coordinates of the non-hydrogen atoms are
listed in Table 2, and the interatomi c distances and bond
anglesare given in Table 3.

RESULTS AND DISCUSSION

Unlikethe earlier-studied structure of the anhydrous
complex of bis(dimethylguanidinium) tetrachlorocu-
prate [3], in which the isolated pseudotetrahedral

CI(5)
@ /@cw)
Cu(2) o

2,

CI(6)

v O(1w)

4 ~

Cl(4)

Fig. 1. Packing of the anionsin the structure (dashed lines indicate the OH IIC| hydrogen bonds).
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Table 1. Main crystal data and parameters of X-ray data collection and structure refinement

Empirical formula C,H16CI4CuNgO,
Molecular weight 343.53
Crystal size, mm 0.64 x 0.18 x 0.16
Crystal shape Parallelepiped
Temperature, K 293(2) 123(2)
Color Yellowish green Colorless
Crystal system Monoclinic
Space group P2,/c
z 8
Unit cell parameters: a A 8.084(2) 8.024(2)
b, A 18.484(3) 18.444(3)
c, A 16.939(3) 16.741(3)
B, deg 91.44(2) 91.71(2)
Unit cell volume, A3 2530(9) 2476.5(9)
Density (calcd), g/lem® 1.804 1.843
Diffractometer CAD4
Scan mode 0/20
Radiation AMoK, = 0.71073 (beta-fil tered)
Absorption coefficient, mmt 2.553 ‘ 2.608
F(000) 1384
20 range, deg 2.51-22.47 ‘ 2.43-22.47
Index range 0<h<8,0<k<19,-18<1<18

Total number of reflections
Unique reflections

Absorption correction

Trnax @d Trin

F(000)

Number of standard reflections
Frequency of standard reflections
Intensity decay

Refinement technique

Number of reflections/Number of parameters

Goodness-of-fit on F2
Rfactors [l = 26(1)]

Extinction coefficient

Residual (maximum and minimum) densities (e/A%)

2645
2443 [R(int) = 0.0214]

2429

2249 [R(int) = 0.0159]

Numerical integration

0.683 and 0.603

2249/366
1.035
R, =0.025
WR, = 0.066
0.0003(3)

0.688 and 0.616 ‘
1384
3
60 min
05%
Full-matrix | east-squares procedure on F2
2433/366
1.045
R, = 0.025
WR, = 0.065
0.0008(3)
0.406 and —0.723

0.498 and —0.834

CRYSTALLOGRAPHY REPORTS
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CRYSTAL STRUCTURE AND THERMOCHROMISM 781
Table 2. Coordinates (x10*) and equivalent isotropic thermal parameters (A2 x 10%) of non-hydrogen atoms

Atom x/a yib Zlc Ug Atom x/a y/ib Zlc Ug
Cu() 2465(1) 5928(1) 3011(1) 31(2) N(3) 11204(6) 8457(3) 1418(2) 57(2)
2432(1) 5946(1) 2994(1) 12(1) 11099(5) 8449(2) 1419(2) 20(1)

Cu(2 7565(1) 6543(1) 1528(1) 31(1) N(4) 5945(5) 5743(2) 5039(2) 42(1)
7502(1) 6553(1) 1513(1) 12(1) 5904(5) 5743(2) 5029(2) 17(1)

Cl(3) 2224(1) 6231(1) 4290(2) 43(1D) N(5) 7444(6) 6233(2) 4055(2) 38(2)
2198(1) 6254(1) 4288(1) 17(1) 7417(5) 6241(2) 4038(2) 16(1)

Cl(2) 4380(1) 6824(1) 2824(1) 37(1) N(6) 8738(6) 5652(2) 5084(3) 43(1)
4366(1) 6839(1) 2798(1) 15(1) 8734(5) 5646(2) 5077(2) 18(1)

CI(3) 446(1) 5044(1) 3096(1) 37() N(7) —2300(6) 8581(3) 2863(2) 63(1)
392(1) 5061(1) 3092(1) 14(1) 7713(5) 8588(3) 2835(2) 27(1)

Cl(4) 4907(1) 4852(1) 3136(1) 39(1) N(8) —2532(6) 8034(2) 4054(3) 60(1)
4835(1) | 4872(1) | 3129(1) | 15(2) 7418(5) | 8036(2) | 4045(2) | 22(1)

CI(5) 7642(1) | 7644(2) 950(1) | 46(1) || N(©) | —2899(6) | 9248(2) | 3938(3) | 60(1)
7561(1) | 7658(2) 92711 | 17(2) 7030(5) | 9255(3) | 3916(2) | 21(1)

cl(6) 9345(1) | 6923(1) | 2529(1) | 36(1) || N(10) | 1995(6) | 9310(2) | 4038(3) | 57(2)
9326(1) | 6933(1) | 2513(1) | 14(1) 1987(5) | 9331(2) | 4013(2) | 22(1)

() 9804(1) | 5957(1) | 625(1) | 34(1) || N(11) | 1832(7) | 8097(3) | 4130(3) | 64(1)
9732(1) | 5974(2) 596(1) | 13(1) 1757(5) | 8098(2) | 4101(2) | 24(1)

cl(8) 5336(1) | 6192(1) 7441) | 43(1) || N@2) | 3377(5) | 8599(3) | 3184(2) | 55(2)
5276(1) | 6192(1) 706(1) | 16(1) 3395(4) | 8605(3) | 3168(2) | 21(1)

OW) | 2526(5) | 5698(2) | 1866(2) | 32(1) || C)) | 12461(4) | 8041(2) | 1235(2) | 30(1)
2490(4) | 5708(2) | 1840(2) | 14(1) 12401(4) | 8042(2) | 1230(2) | 10(2)

o@W) | 7423(4) | 5581(1) | 20702 | 33(1) | c2 7383(4) | 5870(2) | 4730(2) | 27(1)
7373(4) | 5590(2) | 2056(2) | 15(1) 7352(4) | 5870(2) | 47172 | 11(D)

N(L) | 12141(5) | 7381(2) 980(2) | 42(1) || c@®) | -2561(5) | 8621(2) | 3623(2) | 41(1)
12136(5) | 7388(2) 955(2) | 16(2) 7392(5) | 8629(2) | 3606(2) | 15(1)

N@2) | 13981(5) | 8265(2) | 1299(2) | 46(1) || C@) 2413(5) | 8671(2) | 3787(2) | 37(1)
13017(5) | 8294(3) | 1302(2) | 17(1) 2386(5) | 8679(3) | 3768(2) | 14(1)

Note: For each atom, the upper and the lower rows refer to T = 293 and 123 K, respectively.

anions CucCl f‘ arelinked by theintermolecular hydro-

gen bonds NH[IITI, the coordination polyhedra of the
copper atoms in the hydrated structure transform into
the tetragonal pyramids due to the coordination of
water molecules. These water molecules are located in
the planar base of the pyramid. The magnetic measure-
ments demonstrated that the inequality of the Cu—Cl

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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bond lengths is due to the Jahn-Teller effect. In the
temperature range 200-300 K, the magnetic moment is
1.48 uB and the variation in the magnetic susceptibility
with a change in temperature follows the Curie-Weiss
law.

A comparison of the CI-Cu—Cl bond angles at dif-
ferent temperatures revealed that the largest changes



782 BELSKY et al.

Table 3. Interatomic distances (A) and bond angles (deg)

Interatomic distances Bond angles
Bonds Bonds
293K 123K 293K 123K

Cu(1)-0o(aw) 1.987(3) 1.983(3) O(1W)—Cu(1)-ClI(4) 83.50(10) 83.38(9)
Cu(1)-CI(1) 2.251(1) 2.253(1) CI(1)—-Cu(1)-Cl(4) 166.30(3) 166.30(3)
Cu(1)-Cl(2) 2.293(1) 2.294(1) Cl(1)—Cu(1)-CI(6" 90.89(4) 90.70(3)
Cu(1)-CI(3) 2.317(1) 2.321(1) Cl(1)—Cu(1)-CI(6" 94.60(3) 94.70(4)
Cu(1)...Cl(4) 2.807(1) 2.768(1) CI(1)-Cu(1)-ClI(6") 82.50(3) 82.60(3)
Cu(1)...ClI(6" 3.210(1) 3.172(1) O(1W)—Cu(1)-CI(6") 85.02(4) 85.50(4)
Cu(2-0(2W) 2.006(3) 1.999(3) O(2W)—Cu(2)-CI(5) 177.66(9) 177.74(10)
Cu(2)-ClI(5) 2.260(1) 2.263(1) O(2W)—Cu(2)-CI(8) 87.74(10) 87.73(10)
Cu(2)-CI(8) 2.305(1) 2.305(2) CI(5)—Cu(2)-CI(8) 91.95(4) 91.79(4)
Cu(2)—-Cl(6) 2.305(1) 2.300(1) O(2W)—Cu(2)-Cl(6) 88.59(9) 88.90(9)
Cu(2)...CI(7) 2.634(1) 2.620(1) CI(5)—Cu(2)-CI(6) 91.21(4) 91.15(4)
Cu(2)...CI(2) 3.464(1) 3.400(1) CI(8)—Cu(2)—Cl(6) 166.92(4) 168.43(3)
N(1)-C(1) 1.317(5) 1.306(5) O(2W)—Cu(2)-CI(7) 87.04(9) 87.13(10)
N(2-C(1) 1.299(5) 1.304(5) CI(5)—Cu(2)-CI(7) 9529(4) 95.11(3)
N(3)-C(1) 1.317(5) 1.333(5) CI(8)—Cu(2)—CI(7) 95.02(4) 93.98(3)
N(4)-C(2) 1.308(5) 1.309(5) CI(6)—Cu(2)-CI(7) 97.32(4) 96.90(4)
N(5)-C(2) 1.328(5) 1.330(5) Cl(2—Cu(2)—CI(5) 99.70(5) 99.20(4)
N(6)-C(2) 1.299(5) 1.313(5) Cl(2—Cu(2)—CI(6) 87.11(5) 87.70(5)
N(7)-C(3) 1.311(5) 1.325(5) Cl(2—Cu(2)-CI(7) 164.30(4) 164.89(5)
N(8)—-C(3) 1.309(5) 1.320(5) Cl(2—Cu(2)—CI(8) 79.90(5) 80.81(6)
N(9)-C(3) 1.308(6) 1.032(5) Cl(2—Cu(2)-0(1wW) 77.91(7) 78.52(5)
N(10)-C(4) 1.303(6) 1.314(5) N(2)-C(1)-N(2) 120.0(4) 120.3(4)
N(11)-C(4) 1.303(6) 1.316(6) N(2)-C(1)-N(3) 121.9(4) 120.8(4)
N(12)-C(4) 1.307(6) 1.315(5) N(1)-C(1)-N(3) 118.1(4) 119.0(4)

Bonds Bond angles N(6)—C(2)-N(4) 120.5(4) 120.6(4)
O(1W)—Cu(1)-ClI(1) 175.87(10) 176.07(10) N(6)-C(2)-N(5) 120.3(4) 119.4(4)
Oo(1W)—Cu(1)-ClI(2) 89.21(10) 89.06(9) N(4)—-C(2)-N(5) 119.2(4) 120.0(4)
Cl(1)—Cu(1)-CI(2) 91.65(4) 91.85(4) N(9)—C(3)-N(8) 120.5(4) 120.8(4)
O(1W)—Cu(1)-CI(3) 86.83(10) 87.17(9) N(9)—C(3)-N(7) 120.4(4) 119.4(4)
Cl(1)—Cu(1)-CI(3) 92.12(4) 91.75(4) N(8)—C(3)-N(7) 119.6(4) 119.7(4)
CI(1)—Cu(1)-CI(3) 175.27(3) 175.48(3) N(10)-C(4)-N(12) 120.8(4) 120.8(4)
CI(1)—Cu(1)-Cl(4) 100.40(3) 100.38(4) N(10)-C(4)-N(12) 119.6(5) 119.5(4)
CI(1)-Cu(1)-Cl(4) 92.60(3) 93.06(4) N(11)-C(4)-N(12)
Cl(1)—Cu(1)-Cl(4) 8949(4) 88.98(4)

Note: The Cl(6") and CI(6) atoms are related by the symmetry transformation [x—1, Y, Z].

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001



Table 4. Intermolecular hydrogen bonds

CRYSTAL STRUCTURE AND THERMOCHROMISM

783

b H A D-H.A HIE, A DI, A aln)g_llg_d?ag trasr}/sfrgrrnrr?tart)i/on
N(D) H(1)n1 CI(7) 0.77 2.66 3.289 141 xy,z
0.77 2.65 3.287 133
NQ2) HQ2)nl CI(8") 0.85 2.57 3.383 172 x+1,y,2
0.82 2.57 3.423 174
N(2) H(1)n2 CI(5) 0.86 2.54 3.230 148 x+1,y,2
0.78 2.42 3.242 138
N(2) HQ2)n2 Cl(4") 0.91 2.45 3.213 168 2-x,5+y,5-z
0.78 2.49 3.208 158
NQ3) H(1)n3 Cl(5) 0.76 2.30 3.276 160 X, v, 2
1.02 2.45 3.326 163
N@3) H(2)n3 C1(3) 0.89 2.69 3.315 132 l-x,.5+y,5-2
0.84 2.86 3.335 120
N@4) H(1)n4 Cl4") 0.81 2.67 3.356 160 I-x,1-y,1-z
0.72 2.65 3.370 166
N(4) H(Q2)nd CI(1) 0.74 2.51 3.324 168 X, v,
0.83 2.57 3.359 172
N@5) H(1)n5 Cl(2) 0.79 2.48 3.350 159 X, 2
0.92 2.53 3.379 159
N(5) H(2)n5 Cl(6) 0.90 2.78 3.274 134 xy,z
0.66 2,717 3.296 140
N(6) H(1)n6 C13) 0.66 2.66 3.384 164 l-x,1-y,1-z
0.75 2.69 3.391 159
N(6) H(2)n6 CI(1) 0.74 2.60 3.309 174 x+1,y,2
0.72 2.64 3.330 176
N(7) H(1)n7 Cl(6) 0.69 2.67 3.366 168 xy,Z
0.71 2.68 3.394 153
N(7) H(2)n7 Cl(4") 0.77 2.72 3.491 143 l-x,.5+y,5-2
0.91 2.69 3.555 148
N(8) H(1)n8 C1(8) 0.98 2.79 3.605 155 x,15-y,5+ z
CI(5") 0.88 2.79 3.447 141
N(8) H(2)n8 Cl(6) 0.80 2.98 3.646 143 xy,Z
0.79 3.17 3.600 124
N(©9) H(1)n9 O(1W') 0.77 2.15 2.993 170 l-x,.5+y,5-2
0.86 221 3.025 166
N(9) H(2)n9 C1(8) 0.84 2.76 3.449 154 x,15-y,5+ z
0.74 2.82 3.503 150
N(10) H(1)O(1) CI(7") 0.76 2.62 3.300 151 x-1,15-y,5+z
0.75 2.45 3.293 163
N(10) H(1)O(2) oW 0.88 2.13 2.986 164 l-x,5+y,5-2
0.88 241 3.051 162
N(11) H(D11 c() 0.67 2.56 3.432 145 X, 2
1.00 2,77 3.474 150
N(11D) H(1)12 CI(7") 0.79 2.87 3.475 155 x-1,15-y,5+z
0.66 2.94 3.517 150
CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001
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Table4. (Contd.)

o [ v [ A [ona [hma[oma | SEa ] S
N(12) H(1)21 cl(2) 0.65 2.65 3.410 171 XY,z
0.77 275 3.438 172
N(12) H(1)22 Cl(4) 0.69 271 3518 160 1-x,15+y, 5-z
0.85 2.73 3527 161
o(1W) H(L)1W cl(7) 0.83 2.33 3.034 160 x-1,y,z
0.84 2.26 3.043 171
O(1W) H(L)2w Cl(8) 0.78 2.96 3.107 164 X,Y, Z
0.84 2.49 3.131 165
oewW) H(2)1W cl(3) 0.66 2.30 3.095 168 x+1,y,2
0.81 2.30 3.124 167
o@wW) H(2)2W cl(@) 0.83 2.45 3.057 156 X, Y, Z
0.65 2.39 3.066 157

Note: For each parameter, the upper and the lower rows refer to T = 293 and 123 K, respectively.

are observed for the CI(8)—Cu(2)—ClI(7) (6,) and CI(8)—
Cu(2)—CI(6) (8,) angles (Table 3). Substituting both
values (6, and 6,) into the known equation v,_,, =
(144.56 — 974) cm [6], we obtain that the Av differ-
ences in the positions of the maxima of the absorption
spectra are 150.28 and 182.0 cm?, respectively. This

confirmsthe proposition that thermochromism depends
on the coordination geometry of achromophoric metal-
locompl ex.

Examination of the packing of different fragments
of the complex also revealed remarkable details. The
additional longer CulllICI contacts, which are neverthe-

y

Fig. 2. A fragment of the unit cell and hydrogen bonding (dashed lines).

CRYSTALLOGRAPHY REPORTS Vol. 46
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less shorter than the sum of the van der Waals radii [7],
complement the coordination polyhedraof the symmet-
rically independent copper atoms to the tetragonal
bipyramids. The bipyramids are linked into infinite
chainsthrough these contacts (Fig. 1). The guanidinium
ions and water molecules are located between the
chains and form a complex three-dimensional network
of intermolecular NHICI, NHIO, and OH ICI
hydrogen bonds (Table 4, Fig. 2).
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Abstract—The molecular and crystal structures of chiral 1R,4S-2-(4-carbomethoxy)benzylidene-n-menthan-
3-one (1) are determined by X-ray diffraction analysis. Crystals| are orthorhombic; at 20°C: a = 11.961(3) A,
b =26.453(8) A, ¢ =5.400(2) A, space group P2,2,2,, and Z = 4 (C,gH»505). Inmolecule |, the cyclohexanone
ring with the axial methyl and isopropy! substituents adopts achair conformation. It isfound that the enone and
arylidene fragments of compound | have a substantially nonplanar structure. The shortened intramolecular con-
tacts between atoms of the arylidene grouping and the a fragment of the cyclohexanone ring and their associ-
ated distortions of bond angles at the sp? carbon atoms are the common structural features of 2-arylidene-n-
menthan-3-ones irrespective of the stereochemical configuration of the C(4) chiral center. © 2001 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

2-Arylidene-n-menthan-3-ones have attracted con-
siderable interest, because they serve as efficient chiral
dopants to induced cholesteric [1-3] and ferroelectric
liquid-crystal composites [4]. These compounds are
also attractive as molecular models that can be used to
elucidate the interrel ation between the molecul ar struc-
ture and the properties of chiral dopantsin liquid-crys-
tal systems and to reveal the most important structural
criteriafor their efficient use. Moreover, they can serve
as interesting objects in investigations into the effect of
electronic and steric factors on the conformation state
of the cyclohexanone ring and the 1t-el ectron fragment
in fixed s-cis enone molecular systems.

For these compounds, the structure of molecules
with an 1R,4R-cis configuration has been studied thor-
oughly by X-ray diffraction [5-10] and spectroscopic
techniques (IR and *H NMR spectroscopy) [11, 12] in
combination with theoretical conformational analysis
within the framework of the molecular mechanics
method. It wasfound that, in all the cases, the cyclohex-
anone ring with axial methyl and equatorial isopropyl
substituents in crystals of the studied compounds
adopts a chair conformation. According to the spectro-
scopic data and molecular mechanics cal culations, con-
formers with a chair-type cyclohexanone ring also pre-
dominate in solutions of these compounds. It was dem-
onstrated that the cinnamoy! fragment in molecules of
1R/4R diastereomers is nonplanar. The degree of non-
planarity considerably depends on the el ectronic nature

of asubstituent inthearyl group [9] and, most likely, on
the energy of intermolecular interaction between the
Teelectron groupingsin crystals [10].

As regards the molecular structure of 1R, 4Strans
diastereomers, only one compound with the phenyl
substituent in the 2-arylidene grouping was investi-
gated by X-ray diffraction [13]. The cyclohexanone
ring in crystals of this compound exhibits a twist con-
formation in distinction to its 1R 4R isomer with a
chair-type cyclohexanone fragment. As follows from
the molecular mechanics calculations for this com-
pound, the steric energies for chair-type (with axial
1,4-substituents) and twist conformers are closeto each
other in magnitude, and, hence, each of these conform-
ers can exist in the crystalline state. In this respect, the
structural investigation of new compounds of the
2-arylidene-n-menthan-3-one serieswith an 1R,4Scon-
figuration is important for stereochemistry of chiral
cyclohexanone systems with a fixed s-cis enone

grouping.

In the present work, we investigated the molecular
and crystal structures of the recently synthesized
2-(4-carbomethoxy)benzylidene-n-menthan-3-one (1)
[14] with ahypothetical 1R, 4Strans configuration. The
results obtained were compared with the available data
for the earlier-studied compound I | [13] (which hasthe
same configuration but a different substituent in the
2-arylidene grouping) and compounds| 11 and 1V of the

1063-7745/01/4605-0786%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Molecular structure of compound I.

1R 4R diastereomeric series with electron-acceptor
substituents (R = Cl and NO,) [9]:

1R 4Strans diastereomers. R = COOCH4; (1) and CgH5
(I); 1IR/4R-cis diastereomers: R = Cl (111) and NO,

RESULTS AND DISCUSSION
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Compound | was characterized by X-ray structure
analysis. Figure 1 displays the molecular structure of
compound | with the atomic numbering. The bond
lengths, bond angles, and selected torsion angles are
listed in Tables 1-3. For comparison, the selected tor-
sion angles and puckering parameters for compounds
1V [15] are also presented in Table 3.

As follows from the X-ray diffraction data, com-

(V). pound | isthe 1R,4S-trans diastereomer. The cyclohex-
Table 1. Bond lengths (/, A) in structure I Table 2. Bond angles (w, deg) in structure I
Bond | Bond | Angle w Angle w
C(2)C(1)C(6) 110.7(3) ||C(6)C(1)C(7) 111.3(3)
O-CE) 1215(4) || 0(2-c(18) 120769 C(2)C(1)C(7) 109.7(3) ||C(11)C()C(1) | 126.6(3)
O(3)-C(18) 1.335(5) || O(3)-C(19) 1.453(5) C(11)C(2)C@B) | 116.8(3) ||O(1)C(3)C(2) 121.2(3)
C(1)-C(2) 1.514(4) || C(1)-C(6) 1.534(5) C(3)C(2)C(1) 116.5(3) ||C(2)C(3)C(4) 116.9(3)
C1)-C(7) 154105 || c21-c11) 1.340(5) O(1)C(3)C(4) 121.9(3) ||C(3)C(4)C(8) 109.7(3)
C(3)C(4)C(5) 108.4(3) ||C(6)C(5)C(4) 112.7(3)
C(2-C() 1.497(4) || C(3-C(4) L5150 ¢z)c@)c(8) 113.9(3) ||c(9)c®)c(10) | 108.6(3)
C(4)—C(5) 1.536(5) || C(4)-C(8) 1.543(6) C(5)C(6)C(1) 112.7(3) ||C(10)C(8)C(4) | 112.5(4)
C(5)-C(6) 15255) || c(8)-c(9) 1.524(4) C(9)C(8)C(4) 111.8(4) ||C(17)C(12)C(13) | 117.8(3)
C(2)C(11)C(12) | 130.8(3) ||C(13)C(12)C(11) | 123.2(3)
C(-CA0) | 15300 || CID-C(12) | 1475(4)  cupcazcan) | 1189(3) | cs)cacas) | 121.003)
C(12)-C(17) | 1.384(5) (| C(12-C(13) | 1.401(4) C(14)C(13)C(12) | 120.4(3) ||C(16)C(15)C(18) | 122.3(4)
C(13)-C(14) 1.385(4) || C(14)-C(15) 1.384(5) C(16)C(15)C(14) | 119.0(3) ||C(17)C(16)C(15) | 120.0(3)
e A | P R C(14)C(15)C(18) | 118.7(3) ||O(2)C(18)0(3) | 123.5(4)
(15)-C(16) 384(4) || C15)-C(18) 48(9) C(16)C(17)C(12) | 121.8(3) ||O(3)C(18)C(15) | 112.5(3)
C(16)-C(17) | 1.382(5) O(2)C(18)C(15) | 124.0(4) ||C(18)0(3)C(19) | 116.0(3)
CRYSTALLOGRAPHY REPORTS Vol.46 No.5 2001
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Table 3. Selected torsion angles (¢;) and puckering parameters for cyclohexanone rings in molecules I-1V

o Atoms | 1[13] 11 [5] 1V [9]
¢, deg
d, C(1)C(2)C(3)C(4) 44.6(4) 33.2(3) 40.4 432
¢, C(2)C(3)C(4)C(5) —-48.0(4) -9.2(3) -53.1 -42.2
ds C(3)C(4)C(5)C(6) 54.5(4) -39.8(2) 62.2 49.0
d4 C(4)C(5)C(6)C(2) -58.0(4) 69.6(2) -53.7 -58.2
ds C(5)C(6)C(1)C(2) 49.7(4) —44.9(2) 41.6 55.6
ds C(6)C(1)C(2)C(3) —43.1(4) 4.7(3) -37.4 —47.2
¢~ C(7)C(1)C(2)C]) 80.2(4) 118.4(2) 81.1 75.6
dg C(7)C(1)C(6)C(5) —72.6(4) -167.2(2) - -67.1
do C(8)C(4)C(3)C(2) 76.9(4) 119.8(2) -173.4 -173.7
d10 C(8)C(4)C(5)C(6) —67.9(4) —-166.5(2) - 179.8
d11 o()C(HC()C(11) 43.5(5) 30.6(3) 385 42.0
d1 C(2)C(11)C(12)C(13) 36.7(6) —32.6(4) 2.7 24
d13 C(3)C(4)C(8)C(9) 177.1(3) -59.2 - -160.3
$1y C(5)C(4)C(8)C(10) 176.3(3) -58.0 - -55.7
d15 C(5)C(4)C(8)C(9) —61.2(4) 68.6 - 69.9
d16 C(3)C(4)C(8)C(10) 54.6(4) 174.2 - 74.0
$q7 O(1)C(IC(AC(8) —-99.8(4) -56.8 - 11.0 (4)
Puckering parameters

6, deg 5.49 63.92 9.73 6.32

Y, deg 7.02 26.87 27.57 5.95

S 1.03 0.82 1.01 1.03

anone ring in this compound adopts a chair conforma-
tion (seethe ¢ ,—¢,, torsion angles and puckering param-
etersin Table 3) with an axial orientation of methyl and
isopropyl groups (the ¢—¢,, torsion angles lie in the
range 68°-80°). The akyl substituents are in the trans
position with respect to the cyclohexanone ring as
judged from the deviations of the C(7) and C(8) atoms
in opposite directions (by 1.42 and —1.43 A, respec-
tively) from the root-mean-square planes passing
through pairs of the C(3)—C(4) and C(1)—C(6) opposite
bondsin the cyclohexanonering. It should be noted that
the R configuration of the C(1) chiral center distant
from the carbonyl group remains unchanged in the
course of the chemical reactions used in synthesizing
2-arylidene derivatives of diastereomeric n-menthan-3-
ones [16, 17]. Therefore, the trans orientation of
1,4-alkyl substituents with respect to the cyclohex-
anone ring unambiguously indicates that the C(4) cen-
ter has an Sconfiguration.

The conformation of the cyclohexanone ring in
structure | substantially differsfrom that in structure |1
with the same 1R,4S configuration but with the biphe-

CRYSTALLOGRAPHY REPORTS Vol. 46

nyl group in the arylidene fragment (see the ¢,—¢, tor-
sion angles in Table 3). As was shown earlier in [13],
the cyclohexanone ring in compound |l adopts a twist
conformation. Moreover, it was revealed that
2-arylidene derivatives of the same diastereomeric
series of 1R4S-trans-n-menthan-3-ones have struc-
tures with different conformations of the cyclohex-
anone ring (depending on the nature of a substituent in
the arylidene fragment). In general, these findings are
consistent with the results of the molecular mechanics
simulation [18]. As was aready mentioned, the close
steric energiesfor the chair and twist alternative confor-
mations in compound |1 and its model analogue Ila
(R= H) were obtained in conformational calculations
within the framework of the MMX force field with
inclusion of the Telectron conjugation [13, 19].

All the previously studied 2-arylidene derivatives of
the 1R,4R-cis-n-menthan-3-one series exhibit a chair
conformation with the axial methyl group. Hence, it is
expedient to compare the structural characteristics of
the cyclohexanone ring in compound | with those in
compounds |11 and IV of the 1R4R diastereomeric

No. 5 2001
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Table 4. Shortened intramolecular contacts (A) in structures 1, 11, and IV
Structure Structure
Contact Contact

I 1 13] 1V [9] I IV [9]
H(1)[IH(13) 2.27 2.16 2.28 H(9B)IIT(5) 277 2.89
H(1)[MT(13) 2.69 284 2.68 H(10C)IT(3) 261 2.80
C(1)IH(13) 2.79 2.84 2.83 H(5A) K (10B) - 2.32
H(1)IIT(12) 2.83 - 281 H(5A)IT(10) - 2.73
H(7A)H(13) 2.32 - 234 H(10B)IIC(5) - 2.80
H(5B)[IH (9B) 217 - 2.29 H(6A)[IH (8) 2.29 -
H(5B)IT(9) 271 - 2.78 H(8)IIT(6) 2.82 -

* The sums of the van der Waals radii are as follows[20]: HIIH, 2.32 A and HIIIT, 2.87 A.

series with electron-acceptor substituents in the
arylidene grouping.

In compound |, the conformation of the cyclohex-
anonering is best described asachair-2,5 (with the eth-
ylene group in the “head”): the atoms involved in the
pair of the C(1)—C(6) and C(3)—C(4) opposite bondsin
thering are coplanar to within 0.006 A and the C(2) and
C(5) atoms deviate from the root-mean-square plane in
opposite directions by 0.66 and 0.50 A, respectively.
The geometry of the cyclohexanonering can be approx-
imated as a chair-3,6 (or chair-1,4) with an appreciably
lower accuracy: the atoms involved in the C(1)-C(2)
and C(4)-C(5) [C(2—C(3) and C(5)—C(6)] bonds are
coplanar only to within 0.04 (0.05) A. It is evident that
the cyclohexanone ring exhibits different chair-type
conformations in diastereomeric structures | (1R4S
isomer), 111 (1IR4R isomer), and 1V (1R4R isomer)
with the electron-acceptor substituents COOCHj,, Cl,
and NO,, respectively. According to [9], the conforma-
tion of the cyclohexanone ring in compound 1V can be
characterized asachair-1,4 with arather high accuracy.
Instructure |11 with aweaker electron-acceptor substit-
uent (Cl) compared to the nitro group [8], the chair-type
conformation of the cyclohexanonering is more “sym-
metrical” and can be described, with the same accuracy,
asachair-1,4 or chair-2,5. The difference in the geom-
etries of the cyclohexanone rings in these compounds
also manifests itself in changes in the endocyclic tor-
sion angles (Table 3).

As in structures with an 1R,4R conformation and
el ectron-acceptor substituents [5—7, 9], the enone and
arylidene groupingsin structure| are substantially non-
planar (cf. the ¢,, and ¢,, torsion angles). The non-
bonded interactions (steric hindrances) between the
ortho atoms (H and C) of the aryl group and atoms of
the >C(1)HCH, fragment in the cyclohexanone system
also manifest themselves in these structures (see the
relevant intramolecular contacts in Table 4). These
interactions lead to a noticeable distortion of the bond

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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angles at the C(sp?) atoms of the arylidene grouping
(Table 2): the C(1)C(2)C(11), C(2)C(11)C(12), and
C(11)C(12)C(13) bond angles considerably exceed
120°.

Asinthe 1R/4R diastereomeric compounds |11 and
IV [5, 9], the maximum distortion is observed for the
C(2)C(11)C(12) bond angle.

Thus, the shortened intramolecular contacts
between atoms of the arylidene grouping and the o
fragment of the cyclohexanone ring and their related
distortions of the bond angles at the sp? carbon atoms
(as manifestations of the steric strain of molecules) are
the common structural features of 2-arylidene-n-men-
than-3-ones irrespective of the stereochemical configu-
ration of the C(4) chiral center.

It isworth noting that the nonplanarity of the enone
grouping and the acoplanarity of the double bond with
the benzene ring in structure | (in which the cyclohex-
anone ring adopts a chair conformation) are consider-
ably more pronounced than thosein structurel | (cf. the
¢,, and ¢,, torsion angles in Table 3) with atwist con-
formation of the cyclohexanonering [13]. A substantial
flattening of the cinnamoyl fragment involving the
biphenyl group is also characteristic of the correspond-
ing compound of the 1R 4R-cis series [10]. It is quite
possible that a considerable decrease in the intramol ec-
ular energy due to the conjugation in the O=C-C=CH-
C¢H,CsHs cinnamoyl fragment favors the formation of
atwist conformation of the cyclohexanonering in com-
pound I1. In the presence of the electron-acceptor sub-
stituent COOCHj in the aryl group (compound I), this
interaction is appreciably weakened and the dominant
effect of steric factors is responsible for the formation
of achair conformation of the cyclohexanone fragment.

The differences in the configurations of the C(4)
chiral centers and, correspondingly, in the orientations
of the isopropyl substituents with respect to the chair-
type cyclohexanone ring in diastereomeric compounds
[, 111, and IV determine the conformational features of
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Fig. 2. Molecular stacksin the crystal of compound I.

the isopropyl grouping. Unlike the gauche orientation
of the C(8)-H(8) and C(4)-H(4) bonds, which is typi-
cal of the 1R 4R-cis structures [7, 9, 10], the structure
of the 1R 4S diastereomeric compound | is character-
ized by atransoid arrangement of these bonds (Fig. 1).
Consequently, the methyl groups of the isopropyl sub-
stituent are arranged symmetrically about the cyclohex-
anone ring as judged from the ¢,5,—¢,, torsion angles
(Table 3). This orientation of the isopropyl grouping in
molecule | in the crystal brings about a dight shorten-
ing of theintramolecul ar contacts between the C(9) and
H(9B) atoms of the methyl groupsin theisopropyl frag-
ment and the C(5) and H(5B) atoms of the 5-methylene
group in the cyclohexanone ring and also a consider-
able shortening of the contact between the H(10C)
methyl hydrogen atom and the C(3) carbon atom of the
carbonyl group (Table 4). In the structure of the 1R,4R
diastereomeric compound |V, the corresponding con-
tacts are either shortened to asubstantially lesser extent
or close to the standard sum of the van der Waals radii
of the relevant atoms [20]. By contrast, certain of the
intramolecular contacts in the above fragment, which
are noticeably shortened in the structure of 1R 4R dias-
tereomeric compound |V with the para-nitro-substi-
tuted 2-arylidene grouping [the H(5A)--C(10) and
H(10B)---C(5) contacts], are larger than the standard
sums of the van der Waalsradii in the structure of com-
pound |I. Thus, the intramolecular contacts between
atoms in the studied compounds indicate that diastere-
omeric structures | and IV considerably differ in the
steric strain in the molecular fragments containing the
C(4) chiral center and the carbonyl and 5-methylene
groups attached to C(4). The carbonyl group and the
C(4)—C(8) bond in compound | are nearly orthogonal
(see the ¢, torsion angle), unlike their more or less
eclipsed orientation in the 1R,4R structures [9, 10].

It isinteresting that the methyl groups of the isopro-
pyl fragment in structures| and |1 with the same 1R,4S

CRYSTALLOGRAPHY REPORTS Vol. 46

configuration but different (chair and twist, respec-
tively) conformations exhibit different orientations
with respect to the cyclohexanone ring (the ¢,5—¢ -, tor-
sion anglesin Table 3).

As could be expected, the carbomethoxy group in
compound | is planar and lies in the plane of the ben-
zene ring [the C(14)C(15)C(18)O(2) torsion angle is
equal to —0.9(6)°].

In the crystal, the molecules of compound | form
stacks along the c-axis (Fig. 2).

EXPERIMENTAL

Compound | was synthesized according to the pro-
cedure described in [14]. Single crystals suitable for
X-ray diffraction analysis were grown from an octane—
methanol mixture (at avolumeratio of 1: 1).

Crystals | are orthorhombic (C;gH,505); at 20°C:
a=11.961(3) A, b=26.453(8) A, c=5.400(2) A,V =
1708.6(9) A3, M = 300.38, Z = 4, space group P2,2,2,,
d.yeq = 1.168 g/cm®, u(MoK,) = 0.077 mm, and
F(000) = 648. The unit cell parameters and the intensi-
ties of 1770 unique reflections were measured on a Sie-
mens P3/PC automated four-circle diffractometer
(MoK, radiation, graphite monochromator, 26/6 scan
mode, 26,,, = 50°). The hkl index ranges are as fol-
lows:0<h<14,0<k<3l,and0<I|<86.

The structure was solved by the direct method using
the SHELX97 software package [21]. The hydrogen
atoms were located from the electron-density differ-
ence synthesis and refined using a riding-atom model
with the thermal parameters U, = nU,, for the non-
hydrogen atom bonded to the refined hydrogen atom
(n= 1.5 for the hydrogen atoms of the methyl group
and n = 1.2 for the remaining hydrogen atoms). The
structure was refined on F?> by the full-matrix least-
squares procedure in the anisotropic approximation for
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Table5. Coordinates of non-hydrogen atoms (x10%) and
equivalent isotropic thermal parameters (A2 x 10%) for structure I
Atom X y z Ugq
0o(1) 2374(2) | -1944(1) | 15490(6) | 85(1)
0(2) 2836(3) | —1033(1) | 6639(7) | 100(1)
0(3) 3041(2) 552(1) | 4263(6) 79(1)
C(1) 283(3) | —1107(1) | 13056(7) 50(1)
C(2) 1424(3) | -1353(1) | 12955(7) 45(1)
C@3) 1546(3) | —1848(1) | 14275(7) 55(1)
C(4) 620(3) | —2231(1) | 13905(7) 54(1)
C(5) —508(3) | —1964(1) | 14286(8) 62(1)
C(6) —642(3) | —1499(1) | 12644(7) 58(1)
c(7) 136(3) | —833(1) | 15553(8) 75(1)
C(8) 746(3) | —2484(1) | 11345(8) 57(1)
C(9) —131(3) | —2894(1) | 10932(10) | 86(1)
C(10) 1905(3) | -2717(1) | 10969(11) | 85(1)
C(11) 2324(3) | —1182(1) | 11739(7) 51(1)
C(12) 2489(3) | —719(1) | 10263(8) 46(1)
Cc(13) 2007(3) | —253(1) | 10877(7) 53(1)
C(14) 2247(3) 174(1) | 9494(7) 56(1)
C(15) 2970(3) 152(1) | 7495(7) 50(1)
C(16) 3440(3) | -309(1) 6863(8) 58(1)
C(17) 3203(3) | —735(1) | 8247(7) 57(1)
C(18) 3229(3) 626(1) | 6130(8) 61(1)
C(19) 4243(4) 998(2) 2841(11) | 97(2)
non-hydrogen atoms up to wR, = 0.136 for 1770 reflec-
tions [R; = 0.047 for 1139 reflections with F > 40(F)
and S=0.990]. The final coordinates of non-hydrogen
atoms are listed in Table 5.
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Abstract—The three-dimensional structure of the complex of agglutinin from Ricinus communis with
B-D-galactose was established and refined at 2.5 A resolution by X-ray structure analysis. Biocrystals were
obtained using dialysis through a semipermeable membrane. X-ray intensity data (Rpege = 4.6%) were col-
lected from one crystal at 100 K using synchrotron radiation at the DESY outstation [European Molecular Biol-
ogy Laboratory (EMBL), Hamburg, Germany]. The initial phases were calculated by the molecular replace-
ment method. The atoms of both protein and sugar molecules were localized. Unlike ricin, the ricinlike het-
erodimer RcA contains only one galactose-binding center in the region of the Asn46-Gly25-Trp37-Lys40 site
inthefirst domain of the B subunit, whereas the second galactose-binding site of the B subunit islost. One func-
tionally important water molecule, which is bound to the residues Tyr123-Glul76-Arg179-Glu207, was
revealed in the region of the active center in the A subunit. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Agglutinin from castor bean seeds (Ricinus commu-
nis Agglutinin, RcA) belongsto type-11 ribosome-inac-
tivating proteins (RIP-11). Proteins of this group are
bound to the cell receptor and transport of the polypep-
tide to cell cytosol, thus terminating the ribosomal pro-
tein synthesis. Type-ll ribosome-inactivating proteins
belong to plant toxins that are most poi sonous to mam-
malian cells. Only one molecule of plant toxin pene-
trated into cytosol can cause cell death.

The RcA molecule, like al type-11 ribosome-inacti-
vating proteins, is composed of two subunits differing
in both three-dimensional structure and function. The A

T Deceased.

subunit of agglutinin (RcA/A) with the molecular
weight of 32 kDa consists of 266 amino acid residues
[1]. This subunit represents a catalytic polypeptide and
removes specific N-glycosidase of adenine from the
loop of 28S ribosomal RNA, which results in termina-
tion of the ribosomal protein synthesis. Theloss of abil-
ity to synthesize protein leads to cell death.

The B subunit of agglutinin (RcA/B) with the
molecular weight of 37 kDa belongs to lectins. This
subunit consists of 262 amino acid residues and can be
bound to glycoproteins and glycolipids containing ter-
minal galactose. The A and B subunits form the AB het-
erodimer through hydrophobic interactions and one
covalent bond. This heterodimer is characteristic of al
the type-1l ribosome-inactivating proteins. Unlike the

1063-7745/01/4605-0792%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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best studied RIP-II protein from Ricinus communis
Ricin (RcR) consisting of one AB heterodimer, RIP-II
from Ricinus communis Agglutinin belongs to tet-
rameric proteins and is compaosed of two ricinlike AB
heterodimers linked by a disulfide bond.

The A subunits of type-11 ribosome-inactivating pro-
teins are widely used for constructing efficient immu-
notoxins possessing highly specific activity and
employed primarily in the treatment of oncological dis-
eases. It should be noted that one of the tetrameric type-
[ ribosome-inactivating proteins, namely, viscumin
(Mistletoe Lectin | from Viscum album, ML), is pres-
ently used in pharmacology as an efficient extract to
stimulate the immune system.

Type-Il ribosome-inactivating proteins are promis-
ing biomolecules for studying transport pathways and
mechanisms of protein—cell interactions. There is evi-
dence that the activity of immunotoxins substantialy
depends on the efficient intracellular transport of the
toxic portion of amolecule, which is, apparently, deter-
mined primarily by the three-dimensional structure of
toxins.

Hence, investigation and comparative analysis of
the structural characteristics of type-11 ribosome-inacti-
vating proteins and their complexes are of interest in
both fundamental and applied aspects.

MATERIALS AND METHODS

Agglutinin was isolated and purified at 4°C using
the procedure whose principal characteristics are
described elsawhere [2]. A 5 mM sodium phosphate
buffer (pH 7.4) containing 200 mM NaCl was added to
a homogenate of castor bean seeds. The protein was
extracted within 24 h.

The homogenate obtained was centrifuged for
20 min at 8000 g, and the protein was precipitated by
adding 2.5 M ammonium sulfate and 200 mM NaCl to
the resulting supernatant. One-day incubation was fol-
lowed by the protein precipitation by 30-min centrifu-
gation at 8000 g. The centrifugate was dissolved in a
5mM sodium phosphate buffer (pH 7.4) containing
200 mM NaCl. The suspension was clarified by 10-min
centrifugation at 10000 g. The concentration of sulfate
ammonium in the supernatant was brought to 2 M, and
the above-described operations associated with the pre-
cipitation and clarification of the protein fraction were
repeated.

The second stage of purification of RIP-11 from the
resulting extract was performed by affine chromatogra-
phy on a column packed with galactosyl-Sepharose 4B
equilibrated with a 5 mM sodium phosphate buffer
(pH 7.4). The column waswashed with a5 mM sodium
phosphate buffer (11) at pH 7.4, and RIP-11 was eluted
from the column with a solution of 0.1 M galactose in
the same buffer. The proteins RcR and RCA were sepa-
rated by gel filtration on a column with Sephadex
G250. The purity and homogeneity of agglutinin were
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analyzed by electrophoresis in an SDS-containing
polyacrylamide gel.

Crystallization of the agglutinin complex with
50 mM [-D-galactose was made by both hanging- and
sitting-drop vapor diffusion techniques, aswell asdial-
ysis of a precipitant through a semipermeable mem-
brane (Serva, Germany) [3, 4].

X-ray diffraction data collection. The Fourier
spectrum of intensities for RcA was measured from
crystals cooled to 100 K. Prior to freezing, the crystals
were soaked for one hour in a cryoprotector composed
of glyceral (25% v/v) and 1.7 M ammonium sulfate in
a0.1 M sodium phosphate buffer at pH 6.5.

The three-dimensional X-ray diffraction data were
collected on aBW7A beam line with a DORIS storage
ring at the DESY synchrotron outstation (EMBL, Ham-
burg, Germany). The Fourier spectrum of RcA was
recorded and processed using the DENZO and
SCALEPACK program packages[5].

DETERMINATION
OF THE THREE-DIMENSIONAL STRUCTURE

The model for RcA was constructed by the molecu-
lar replacement and computer graphics methods using
theAMoRe[6] and O [7] program packages. The struc-
ture of ricin established by X-ray diffraction analysis at
2.5 A resolution was used as the starting model.

The primary and tertiary structures of the agglutinin
complex with B-D-galactose were modified, and the
three-dimensional structure was refined using the CNS
(Bringer) and O [7] program packages.

RESULTS AND DISCUSSION

Crystals of the RcA complex (0.34 x 0.70 mm) were
grown from a crystallization solution (40 W) consisting
of the protein (2%) in a0.1 M sodium phosphate buffer
(pH 6.7), 50 mM [3-D-galactose, and NaN; (0.02%) by
equilibrium dialysis through a semipermeable mem-
brane at 20°C within four weeks. A reservoir solution
(2 ml) consisted of 2.5 M ammonium sulfate and NaN,
(2%) ina0.1 M sodium phosphate buffer at pH 6.7. The
choice of the crystallization procedure was dictated pri-
marily by the necessity of growing crystals of the nec-
essary dimensions (0.5-0.7 mm) with the minimum
mosaiCity.

Rapid freezing of the crystals made it possible to
record the Fourier spectrum of the agglutinin molecule
from one crystal in the resolution range from 20 to
2.5 A. The datawere collected on aBW7A beam lineat
the wavelength of 0.9 A at the synchrotron outstation
(DORIS, DESY, EMBL, Hamburg, Germany). The
completeness of the data set was 91% (Ryerge = 4.6%).
The details of X-ray data collection and the character-
istics of the data set are indicated in Table 1.

It was shown that agglutinin and ricin from castor
bean seeds are produced by different genes [8]. It is
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Table 1. Geometric parameters of the direct and the recipro-
cal spacesfor RcA and the statistics of the refined model

Sp. gr. P3,
Unit-cell parameters; a=b, A 98.824
c, A 209.490

Number of molecules per unit cell 3
Mathews coefficient, A%Da 45
Solvent concentration in the unit cell, % 64
Number of crystals used for X-ray 1
data collection
Temperature of X-ray data collection, K 100
Wavelength, A 0.9
Rocking angle, deg 05
Number of two-dimensional 135
Fourier images
Resolution range, A 20-2.5
Number of measured reflections 469452
Number of independent reflections 72014
Rmerg(l)/Completeness of the set, % 4.6/90.9
Number of the refined non-hydrogen
atoms:

of the RcA molecule 8530

of the galactose molecule 120

of water molecules bound to 808

the protein
R/Rycer %0 23.8/30.2
Rms deviations from the ideal values:

for bond lengths, A 0.018

for dihedral angles, deg 24
Average B factor, A2

for non-hydrogen atoms of the protein 37.1

for atoms of galactose 35.8

for oxygen atoms of water molecules 145
Statistics of ther ¢- and Y-angle
distribution,* %:

in allowed regions 82

in additionally allowed regions 16

* Based on the Ramachandran plot for all the residues, except for
Gly and Pro.

assumed that the ricin geneis formed first. Its duplica-
tion and subsegquent evol ution mutation give rise to the
synthesis of the AB heterodimer of agglutinin. Unlike
the dimeric structure of ricin, thericinlike heterodimers
undergo posttrandational modification and are linked
in pairs, and, thus, form the tetrameric agglutinin struc-
ture. The primary structures of RcR and RcA (Tables 2
and 3) are highly homologous [1]. The nucleotide
sequence of the RCA/A chain is shorter by three bases
than that of the RCR/A chain, which corresponds to
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Alal30 deletion. On the whole, the A chains of ricin
and agglutinin from Ricinus communis differ by
18 amino acid residues and are 93% homologous. The
B chains of these proteins differ by 41 amino acid resi-
dues and are 81% homologous. Of al 59 different
amino acid residues, 22 substitutions cause no essential
changes in the protein properties, because the amino
acid residues are replaced by the residues with similar
properties. The most substantial difference between
RcA and RcR reduces to two additiona cysteine resi-
duesin the RcA/A chain. Functionally, the most impor-
tant is the replacement of Tyr248 of a highly affine car-
bon-binding center in the RCR/B subunit by His248 in
the RcA/B subunit.

The above structure-function analysis of the pri-
mary sequences of the RcA and RcR molecules dic-
tated the choice of the molecular replacement method
for the solution of the phase problem. We used as the
starting model the ricin structure at 2.5 A resolution
(the Brookhaven Protein Data Bank, ID code 2AAl).

The starting model composed of two completericin
molecules, including side-chain atoms (at 2.5 A resolu-
tion), was located, oriented, and refined in the unit cell
of RcA using the modules of structureamplitudesinthe
resolution range from 8 to 3 A. The calculations were
performed with the integration radius of 30 A and the
structure amplitudes larger than 100. The trandation
and rotation functions were cal cul ated using the molec-
ular-replacement AMoRe program package [6]. The
only arrangement of the RcR moleculesin the unit cell
of agglutinin wasfound. Therelatively low value of the
correlation factor (R = 0.425, R, = 0.504) characteriz-
ing the solution is explained by the fact that the starting
model, as was mentioned above, was composed not
only by the main-chain atoms, but also by the side-
chain atoms of all the amino acid resides of the RcR
chains. This approach substantially simplified the con-
struction of the model of the agglutinin molecule at the
subsequent stages of the structure solution RcA.

In the starting model, the amino acid residues of
ricin were replaced by the amino acid residues of agglu-
tinin with due regard for the alignment of the corre-
sponding primary sequences (Tables 2 and 3) using the
merge and lego-side-chain procedures from the O pro-
gram package [7]. Then the structure of agglutinin rep-
resented as individual blocks was refined in the rigid-
body mode. First of al, the RcA molecule was divided
into two blocks (A1B1 and A2B2). At the second stage,
the B1, Al, A2, and B2 subunitswere refined separately.

It iswell known that the B chains of RIP-11 consist
of two virtually identical dimers. Hence, the subse-
guent refinement was performed considering the Al
and A2 chains, the first and second domains of the B1
chain, and the first and second domains of the B2 chain
asrigid bodies. Finaly, after the refinement of the posi-
tions of all the amino acid residues as individua rigid
bodies, the construction of the RcA molecule in the
block form was completed. This above-described pro-
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Table 2. Comparison of the primary structures of the RcA/A and RcR/A chains

795

1sssss 1hhhhhhhhhhhhhh* 28s%*
RcA/A 1 IFPKQYPIINFTTADATVES YTNFIRAVRSHLTTGADVRHEIPVLPNRVG 50
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa * * *
RcR/A 1 IFPKQYPIINF TTAGATVQSYTNF TIRAVRGRLTTGADVRHDIPVLPNRVG 50
35555SSSSSS 435S5SSSSSSSSSSSS 5SS 2hh
RcA/A 51 LPIS QRFILVELSNHAELSVTLALDVTNAYVVGCRAGNSAYFFHPDNQED 100
RcR/A 51 LPINQRFILVELSNHAELSVTLALDVTNAYVVGYRAGNSAYFFHPDNQED 100
hhhh 6sssss  3hhhhhhhh h
RcA/A 101 AEAITHLFTDVQNSFTFAFGGN YDRLEQL GGLRENIELGTGPLEDAISA 149
RcR/A 101 AEAITHLFTDVQNRYTFAFGGNYDRLEQLAGNLRENIELGNGPLEEAISA 150
4hhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh
RcA/A 150 LYYYSTCGTQIPTLARSFMVCIQMISEAARFQYIEGEMRTRIRYNRRSAP 199
RcR/A 151 LYYYSTGGTQLPTLARSF IICIQMISEAARFQYIEGEMRTRIRYNRRSAP 200
Shhhhhhhhhhhhhhhhhh 7SSSSSSSS 8sssss
RcA/A 200 DPSVITLENSWGRLSTAIQESNQGAFASPIQLQRRNGSKFNVYDVSILIP 249
RcR/A 201 DPSVITLENSWGRLSTAIQESNQGAFASPIQLQRRNGSKFSVYDVSILIP 250
9ss
RcA/A 250 ITALMVYRCAPPPSSQF 266
RcR/A 251 ITALMVYRCAPPPSSQF 267
* Helix.
** B-ribbon.

*** Homologous amino acid residues.

cedure for the construction of the three-dimensional
agglutinin model was performed by the FROG program
[9] based on |F| > 50 in the resolution range from 10 to
3.5 A. The model of the agglutinin molecule obtained
at thisstageis characterized by R; = 0.36. The represen-

tation of the protein molecule by a block is efficient
only at the initial stages of the model construction. In
our opinion, the structure solution based on the block
model is a hecessary stage of the X-ray structure anal-
ysis of biomacromolecules and their complexes. This
stage is of particular importance if the starting phases
are calculated from the “homol ogous model” localized
in the unit cell by the molecular replacement method.

The subsequent refinement of the three-dimensional
RcA structure was performed by the CNS and O pro-
gram packages and computer graphics with a gradual
increase of the number of the structure-factor moduli.
The manua correction of the positions of the amino
acid residues and individual atoms was alternated with
the refinement using the CNS program package. At this
stage, we analyzed both omit maps and electron-den-
sity syntheses with the coefficients (3F,—2F, and
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(2F,—2F,). At the fina stage, we included into the
refinement the water mol ecul es, which were placed into
chemically reasonable positions with the difference in
the electron densities on the map exceeding 30. The
galactose molecules were localized from the severa
electron density syntheses. At all stages, the positions
of these molecules were refined together with the posi-
tion of the agglutinin molecule.

The parameters of the refined structure is given in
Table 1. The quality of the RcA structure was checked
by the Procheck program [10]. The estimated charac-
teristics of the structure had either good or admissible
values.

The RcA molecules occupy only 36% (Table 1) of
the unit-cell volume. The remaining volume is occu-
pied by solvent molecules. Such molecular packing of
the crystal is too loose even for biomacromolecules.
The RcA molecules (Fig. 1) are surrounded by solvent
mol ecul es occupying the cavitieswith thelinear dimen-
sions of 70 A (the diameter of the RcA molecule is
40 A). The large percentage of the solvent leads to a
sharp decrease in the intensities of higher harmonicsin
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Table 3. Comparison of the primary structures of the RcA/B and RcR/B chains
Issss  1hh* 288887 * 3s

RcA/B 1 ADVCMDPEPIVRIVGRNGLCVDVTGEEFFDGNPIQLWPCKSNTDWNQLWT 50
DS LLLLLiiild O ke

RcR/B 1 ADVCMDPEPIVRIVGRNGLCVDVRDGRFNHNAIQLWPCKSNTDANQLWT 50
Ss 4ss 5sss 6sss 7sssss 8sss 9ss

RcA/B 51 LRKDSTIRSNGKCLTISKSSPRQQVVIYN CSTATVGATRWQIWDN RTIIN 100

RcR/B 51 LRKDNTIRSNGKCLTTYGYSPGVYVMIYDCN TAATDATRWQIWDNRTIIN 100
Ss 10ssss 11ssss 2hh 12ssss S

RcA/B 101 PRSGLVLAATSGNSGTKLTVQTNIYAVSQGWLPTNNTQPFVTTIVGLYGM 150

RcR/B 101 PRSGLVLAATSGNSGTTLTVQTNIYAVSQGWLPTNNTQPFVTTIVGLYGM 150
13sss 14sss 3hhs15s 16sss 17sss

RcA/B 151 CLGANS GKVWLEDCTSEKAEQQWALYADGSIRPQQNRDNCLTTDANIKGT 200

RcR/B 151 CLGANSGQVWIEDCSSEKAEQQWALYADGSIRPQQNRDNCLTSDANIKET 200

18sss 19s 20s 21sss 4hh 22ss
RcA/B 201 VVKILSCGPASSGQRWMFKNDGTILNLYNGLVLDVRRSDPSLKQIIVHPF 250
RcR/B 201 VVKILSCGPASSGQRWMFKNDGTILNLYNGLVLDVRRSDPSLKQIILYPL 250
23ss

RcA/B 251 HGNLNQIWLPLF 262

RcR/B 251 HGDPNQIWLPLF 262

* Helix.

** B-ribbon.

*** Homologous amino acid residues.

the Fourier spectrum of the molecule. As aresult, it is
impossible, in principle, to collect the X-ray diffraction
data at the atomic resolution using the currently avail-
able X-ray instruments. However, the formation of RcA
complexes with awide variety of reagents in the crys-

5 X(98, 0,0) ),

Fig. 1. RcA molecule projected along the c-axis.
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talline state is highly probable because of the existence
of the above-mentioned channels. This fact opens new
possibilities for modeling the pathways of biochemical
reactionsin the RcA crystals. Inthe crystal, theinterac-
tions between the RcA molecules are primarily of the
polar and the hydrophobic nature. The principal inter-
molecular bonds are indicated in Table 4.

Two ricinlike dimers, B1A1 and A2B2, form the tet-
rameric structure of the agglutinin molecule mainly due
to covalent interactions between the Cys156 residuesin
the Al and A2 subunits (Fig. 2). The S-S bond length of
the disulfide bridge equals 2.13 A, i.e., is somewhat
longer than the corresponding bond Iengths (2.08-
2.10 A) determined from the X-ray data for small mol-
ecules. In our opinion, this difference is associated
mainly Wlth insufficient resolution of the Fourier spec-
trum (2.5 A) used for the structure solution. Evidently,
this bond length can be discussed in detail only upon
the refinement of the tetramer structure on the basis of
the Fourier spectrum at high (atomic) resolution. It
should be emphasized that this is the first example of
dimerization of ricinlike dimersviacovalent bondingin
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Table 4. Intermolecular hydrogen bonds

Subunit, residue
Atoms dr, A Sh* trx*
1 2
Al Glu137 N Bl Ser70 oG 3.13 2 -a—-b
Al Aspl45 OD1 Bl Lys117 NZ 3.48 2 -a-b
Al Aspl45 OD2 Bl Lys117 NZ 3.39 2 -a-b
Al Cys156 @) Bl Thr122 N 4.44 2 -a-b
Al Gly157 O Bl GIn73 NE2 3.14 2 -a-b
Al Gkn159 N Bl GIn73 OE1l 2.77 2 -a-b
Al Thr162 0OG1 Bl GIn73 OE1l 2.84 2 -a—-b
Al Argl65 NE Bl Pro71 (@] 3.37 2 -a-b
Al Argl196 NH1 Bl Ser70 O 3.22 2 -a-b
Al Aspl5 OD2 B2 Argl102 NH2 4.64 1 -b
Al Glu67 OE1l B2 Thrg4 0OG1 3.64 1 -b
Bl Serll4 N B2 Ser69 O 2.54 3 -a-b
B1 Serll4 oG B2 Ser103 O 2.50 3 -a—-b
Bl Aspl88 OoD1 B2 GIn73 NE2 3.22 3 -a-b
Bl Aspl96 ND2 A2 Gly157 O 3.59 3 —b
B1 Tyr228 OH A2 Thr155 0OG1 2.66 3 -b

Note: 1:%,y,7 2: =y, x—y,2/3+2 3:y—X,—X, U3+ z
* Bond length.

** Symmetry operation.

*** Trandlation.

the case of tetrameric RIP-11. In addition, two RcA/A
subunits are linked through polar interactions between
the compactly arranged amino acid residues 113-118.

Thetoxic A subunitisaglobular enzyme (Fig. 3) ter-
minating the eukaryotic ribosomal protein synthesis.
Similar to the corresponding subunits in other RIP-II,

GB1

the RCA/A subunit can be represented by three domains
(Fig. 3). The first domain contains both helical regions
and B-ribbons (Fig. 3, Table 3); the second domain con-
sists only of helical regions; and the third domain is
formed by two short antiparallel 3-ribbons and a rather
long helical region. A branched network of salt bridges

GBl1

Fig. 2. Polypeptide-chain folding represented as secondary-structure elements of the RcA molecule; B1, Al, A2, and B2 are
polypeptide chains of the RcA molecule; SIIB are disulfide bonds; A is the region of the active center of the RcA/A subunit.

CRYSTALLOGRAPHY REPORTS Vol. 46
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Fig. 3. Three-dimensional structure of the A chain and its three domains represented as the secondary-structure elements. The prin-
cipal amino acid residues and the bound water molecule (W277) in the pocket of an active center in the RcA/A subunit are labelled.

Fig. 4. Stereoview of the active center of the A subunit.

plays an important role in the stabilization of the ter-
tiary RcA/A structure.

The amino acid residues Tyr80, Tyrl23, Glul76,
Argl79, and Trp210 forming the site responsible for
N-glycosidase activity are located in an open pocket of
the A subunit (Fig. 3). The catalytic residues of RCA/A
are conservative, not only in tetrameric RIP-I1, but also
in heterodimericricin (Tyr80, Tyr123, Glul77, Arg180,
and Trp211) (Table 2). However, a pocket of the active
center of viscumin [11] contains several water mole-
cules playing an important role in toxin functioning,
whereas, in RCA/A, only one water molecule (W277) is
revealed (Figs. 3 and 4). Thisfact supports the opinion
that the mechanisms of functioning of the catalytic sub-
units of these two tetrameric proteins are somewhat dif-
ferent. The oxygen atom of W277 in the pocket of the

CRYSTALLOGRAPHY REPORTS Vol. 46

RcA/A subunit forms hydrogen bonds with OE1
Glul76 (the bond length is 3.00 A), OE2 Glul76
(2.66 A), NH1Arg279 (2.52 A), and O GIn207 (2.90 A).

The RcA/B subunit belongsto lectins. It is bound to
galactose-containing receptors at the cell surface, thus
creating the prerequisites for penetration of the toxic
RcA/A chain into the cell via endocytosis. The B sub-
unit of RcA (Fig. 5) consists of two structurally similar
domains. Each domain, in turn, is built of four subdo-
mains, three of which (a, B, and y, Fig. 5) are structur-
ally similar and consist of approximately equal hum-
bers of amino acid residues. The subdomains are
arranged symmetrically with respect to the local three-
fold quasi-symmetry axis to form a globule with a
hydrophobic core (Fig. 5). This arrangement of the
amino acid residuesistypical of the lectin family [12].
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Fig. 5. Three-dimensional structure of the B subunit of RcA (at |eft), thea, 3, and y subdomains (at top), and their quasi-symmetrical

arrangement in RcA/B (at lower right).

The first seven amino acid residues of each domain in
the RcA/B subunit form the 1A and 2A subdomains,
respectively. The RcA/A and RcA/B chains are linked
through the 1A subdomain (Fig. 2), and thefirst and the
second domains of the RcA/B subunit are linked viathe
2\ subdomain (Fig. 5). Virtualy, there are no helical
regions among the secondary-structure elements form-
ing the three-dimensional structure of the RcA/B sub-
unit (Table 3).

As follows from the consideration of the primary
and three-dimensional structures of the RcA/B and
RcR/B subunits, the replacement of Tyr248 by His248
is the most essential mutation in the RcA chain. As a
result of this substitution, the RcA molecule loses the
second galactose-hinding center existing in the RcR/B
subunit. The inspection of the electron-density synthe-

Fig. 6. Stereoview of the region of the galactose-binding
site (GB1) in the RcA/B subunit.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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sisintheregion of the Arg237, His248, and His251 res-
idues revealed no sugar residues in the pocket, despite
the fact that the external pocket shape was retained.
Therefore, in distinction from RcR/B, the first domains
of each agglutinin molecule retain only one galactose-
binding site (GB1, see Fig. 2). It should be noted that
Asp22 (the OD2 atom, the bond Ienith is2.5A), Lys40
(Nz, 2.56 A), Asnd6 (ND2, 2.66 A), and Gly25 (N,
3.13A) are the major residues of the sugar-binding
sites (Fig. 6) involved in hydrogen bonding with oxy-
gen atoms of sugar.

Eight additional sugar-binding sites (G1, G2, G3,
and G4, see Fig. 2) in the RcA complex with galactose
were located from the electron-density synthesis and
then were refined. These sites are in the vicinity of the
Arg58, Asn95, Asn135, and Asn10 (2.76 A) amino acid
residues, respectively.

The interactions between the RcA/A and RcA/B
subunits are of the nature similar to the nature of the
interactions observed in ricin and viscumin, with the
hydrophobic and polar interactions being prevalent. In
addition, the A and B subunits are linked by one disul-
fide bond between Cys256 (A) and Cys4 (B) (2.18 A).
It should be noted that the sugar moleculeislocated in
the region of the contact between the A and B subunits
(G2, seeFig. 2).
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Abstract—The combinatorial—topological analysis of the structures of framework Li,Ge-germanates of the
compositions Li,GeV!G €,” O4(OH), (p. gr. B,/b), Li,Ge"'Ge, Oy (sp. gr. Pcca), Li,Gey Gey' Oy (Sp. Or.

C2), and Li,GeV'G eLV 0,5 (sp. gr. Phcn) has been made with the separation of subpolyhedral structural units

(SPSUs) built by octahedra and tetrahedra. The topologically invariant SPSUs are separated in three-dimen-
sional frameworks of the structures. A possible mechanism of the matrix assemblage from the SPSU invariants
in crystal structures of the framework Li,Ge-germanatesis suggested. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

The class of Li-germanates consisting of 11 com-
pounds is the most informative model system among
the families of alkali germanates/silicates for studying
therole of Li-atomsin the processes of crystal-structure
formation. Earlier [1-5], asimilar analysis of therole of
sodium and potassium atoms in the formation of com-
plicated silicate/germanate structures was performed
for the crystallochemical families of nine Na,Me-ger-
manates (Me = Ti, Sn, Zr, Hf) and five K,Zr-silicates.
For Na- and K-containing phases, various topological
invariants—subpolyhedral  structural units (SPSUSs)
consisting of octa- and tetrahedra—were separated.
Then, crystal structures formed by these SPSUs by the
mechanism of the matrix assemblage were modeled

[1,6,7].

Crystal structures of five Li-germanates contain
[GeO,]-tetrahedra as the simplest structural invariants
[8]; the structures of six other compounds (german-
ogermanates) are characterized by the location of ger-
manium atoms in [GeOg]-octahedra (M) and [GeO,]-
tetrahedra (T). The topological classification of the
family over the simplest structural units (SSUs) and the
mechanisms of their conjugation with one another and
formation of crystal structures is given in our earlier
paper [8]. Four compounds arerelated to the group with
the MT-framework formed by the M- and T-polyhedra
in which three-dimensional polyhedron *condensa
tion” occurs only at the vertices; these are

Li,Ge"IGe)’ O4(OH), (the MT,-framework is formed

by M- and T- polyhedrain theratio 1 : 2, sp. gr. B2/b
[9]), Li,Ge)' Ge) O, (the M, T,-framework, sp. gr. C2
[10]), Li,Ge"'Ge) O, (the MTs-framework, sp. gr.

Pcca [11]), and Li,Ge"'G e}’ O, (the MT,-framework,
sp. gr. Pben [12]).

The traditiona classification of 20 germanoger-
manates over the types of tetrahedral Ge-radicals (sim-
ilar to the case of silicates) with the separation of
T-chainsand T layers was made in [13].

Among the structures of Li-germanates, the com-
pounds with the M,T-frameworks—the topological
analogues of the Na,Me-germanates and K-zirconosili-
cates considered earlier—are of special interest. Below,
we perform the combinatorial—topological analysis of
the Li,Ge-germanate structures with the separation of
the SPSUs. A possible mechanism of the matrix assem-
blage of crystal structuresis considered on the basis of
the separated SPSU-invariants.

METHODOLOGY
OF THE CRYSTALLOCHEMICAL ANALYSIS

Consider the general approach to the analysis of the
structure and the search for the crystallochemical con-
tacts in the Li,Ge-germanates suggested earlier [1-8].
The analysis is performed at three levels of the struc-
tural organization of compounds—atomic, polyhedral,
and subpolyhedral.

1063-7745/01/4605-0801$21.00 © 2001 MAIK “Nauka/Interperiodica’
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At theatomiclevel, the models are characterized by
the number and types of the regular systems of points
occupied by the atomsin the fundamental domains (ste-
reons[14]) sp. gr. G.

At the polyhedral level, polyhedra around the Ge
atoms are constructed in stereons and the role of these
polyhedra as the simplest subunits forming the struc-
ture framework isdetermined. The Li-atomsin thesim-
ilar structure models occupy the framework voids [8].
Within the polyhedral models of structures, the infor-
mation on the bond length and the bond angles is not
used any more. The tetrahedra and octahedra sharing
the vertices are considered as SSUs. The structures of
the Li,Ge-germanates, as well as the alkali Zr-silicates
(germanates), are related to the topologica family of
the framework MT-structures, which are, in fact, the
periodic three-dimensional lattices with the six- and
fourfold bonds [15].

At the subpolyhedral level, the topological invari-
ants consisting of topologicaly equivalent SSUs are
sought in the local parts of the structures in the first,
second, and higher coordination spheres surrounding
the polyhedron selected as the central. The concept of
the connectedness index in the fragments of a higher
level is introduced. The classification of the SPSUs
over theindices of their connectedness in the SPSUs of
ahigher level isintroduced.

The framework Li.Ge-germanates are obtained
under close physical—chemical conditions so that these
compounds can regularly replace one another in the
crystallization system [8]. One can assume that, similar
tothe case of alkali Zr-silicates (germanates), the three-
dimensional lattices of structures of the Li,Ge-ger-
manates contain the topologically equivalent regionsin
the second and third coordination spheres and provide
the information on theinitial stages of the formation of
the first structure-forming MT-fragments, e.g., in the
form of topologically different short chains or rings
with a small number of links. The crystallochemical
analysis of the framework sodium and potassium zir-
conosilicates and zirconogermanates [1] showed that
these stable M T-fragments (usually of the same topo-
logical type) control all the processes of the further
development of the crystal-forming MT complex, thus
making the formation of a SPSU of a higher level pos-
sible. Sometimes, the MT-frameworks are built by two
topologically different MT-fragments such as, eg.,
four-link trans- and cis-type chains (as in the KTiO,
crystals). The complicated structure of the MT-frame-
work is determined by the number of crystallographi-
caly independent M-octahedra (the structure of the
M-sublattice). The presence of one such octahedron in
the M-sublattice indicates the appearance of the crys-
tal-forming M T-complexes of one type [1]. The same
structural feature of the M-sublattice of Li,Ge-ger-
manates and, therefore, the symmetry control (all the
octahedra are related by certain symmetry elements) in
growth of the SPSU at all the stages of the M T-complex
transformations were described earlier [8].

CRYSTALLOGRAPHY REPORTS Vol. 46
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COMBINATORIAL-TOPOLOGICAL
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Polyhedral composition and symmetry charac-
terization of stereons. Within the framework of the
atomic—polyhedral model of the Li,Ge-germanate
structure, the sets of crystallographically independent
framework-forming polyhedra and Li-atoms entering
the stereons can be described as follows:

Li,GeViGe, O4(OH),: one M-octahedron, one
T-tetrahedron, two Li-atoms (astereonin the sp. gr. B2/b);

Li,GeV'Ge, O, one M-octahedron, two T-tetrahe-
dra, two Li-atoms (a stereon in the sp. gr. Pcca);

Li,GeV,Ge!V,0,,: one M-octahedron, four T-tetra-
hedra, three Li-atoms (a stereon in the sp. gr. C2);

Li,GeViGey O,5: one M-tetrahedron, three T-tetra-
hedra, two Li-atoms (a stereon in the sp. gr. Pbcn).

Table indicates the sets of regular point systems
(Wyckoff positions) with the point symmetry of these
groups including twofold rotation axes and centers of
inversion lying on the stereon surfaces. Thereis no m
planesin any of the space groups. Germanates can be
crystallized in the space groups most often encountered

in organic and inorganic structures (P1, P2,/b, B2/b,
and Pbcn [16]) and in relatively unusual space groups

(C2 and Pcca), which confirms the specific structures
of these germanates.

Separation of invariant. To separate a topological
invariant, we used the methods of the local (crystallo-
structural) intersection of space groups G describing
the structures of the phases considered in [1]. The algo-
rithm of the search for invariants reduces to the follow-
ing.

The unit cell isdivided into stereons of volume V,;,
(i.e., into fundamental domains) for each of the group G;
the total number of stereons, n = V/V,,,, equas the
order of the group G.

Then, all possible stereon fragments composed of
the basic polyhedra related to one another are con-
structed.

Then, the consistent “extension” of the regular point
systems possessing certain point symmetry in the
groups G is made, with the points being located on the
stereon surface. The stereons share the mutually com-
plementing parts of their surfaces, which is determined
by the symmetry operations of the given group.

Finally, thetopology of each fragment thus obtained
(consisting of vertex-sharing polyhedra) in the symme-
trized stereon [14] is analyzed, and the topologically
equivalent fragments are selected.

Consider the structures of the Li,Ge-germanates
described by the centrosymmetric groups G (al the
groups are of the eighth order) with the following sets
of the coded Wyckoff positions for the various space
groups.
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Regular point systems of the special position in the triclinic, monoclinic, and orthorhombic space groups G, which characte-
rize the stereonsin the crystal structures and the types of the crystal-forming periodic structures Sé (¢), ¢ OG of Li,Ge-ger-

manates and Na/K ,Zr-germanates (silicates)

Framework Multipli- | Elements g with Elementsg with Some symmetrically allowed
germano- and city of the | the poi the translation t f the struct
_ Sp.gr. G e point symmetry Symmetry ypes of the structures
Zirconogermanates general 1( ) = SPSU)§ SPSU § §0G
[1,9-12] position (11 2 [m |2, | ¢ | n S3(0) = g g..g b
Na,ZrGe,0, P-1 2i 8| -]-]-=1]-=1]* [S(+1)=5PSU(-1) -1 SPSU(-1) -1...
K,ZrSi,0, P2,/c de | —| 4| | =+ |+ | - |S@)=SPSU(-1) 2, SPSU(-1) 2;...
Li,Ge,Ge;0y c2 de | = = 2| =]+ | -] = [S(2)=SPSU@) 2, SPSU(2) 2;...
Li,GeGe,05(0OH), | C2/c 8f 14 |l1| -]+ |+ | = |SEL)=SPSU(L) -1 SPSU(-1) -1...
Li,GeGe;0q P2jc2/c2ia| 8 | —| 2|3 | |+ | + | = [S(1)=SPSU(-1) -1 SPSU(-1) -1...
Li2Ge666015 P21/b2/021/n 8d - 2 1 - + + + S(—l) = SPSU (—1) -1 SPSU (—1) -1...

B2/b: centers of inversion (the 4a, 4b, 4c, and 4d
positions) and twofold axes (the 4e positions);

Pcca: centers of inversion (the 4a and 4b pasitions)
and twofold axes (the 4¢, 4d, and 4e positions);

Pbcn: centers of inversion (the 4a and 4b pasitions)
and twofold axes (the 4¢ positions);

Thetopological variant common to al the structures
was abtained by the extending of points of the position
4b characterized by the centers of inversion (the only
possible solution for these M T-frameworks).

We also singled out the SPSU in the form of adimer
in the unit cells (the number n,, of M-polyhedra
equals 2), which is a subpolyhedral M T-fragment con-
taining two symmetry-related octahedra. The prefixes
di-, tetra-, etc., indicate the numbers of symmetry-
related octahedra in the M, T-fragments (2, 4, etc.) [1].
The invariant thus obtained has the shape of aringlike

centrosymmetric complex [the D(1) dimer of the com-
position M,T,] consisting of six polyhedra (two
M-octahedra and two diorthogroups, Fig. 1). In all the
cases, only one of the crystallographically independent
Li-atoms (of their total number of two or three) is
located within the extended sphere of the crystallo-
graphic points 4b. This Li-atom can be located with
respect to the complex center as follows.

In the Li,Ge"'Ge), O(OH), structure—above and

under the center of the M,T, ring (the Lil-atoms [9],
the extension of the centrosymmetric position 1/2, 0, 0
in the B-cell);

intheLi,Ge"'G €, O, structure—in the center of the

ring (theLil position [11], the extension of the position
0, 1/2, 0in the P-cell);

in the Li,Ge"'G e}’ O, structure—in the center of

thering (theLil position [12], the extension of the posi-
tion 1/2, 1/2, 1/2 in the P-cell).
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For theLi,Gey Ge) O,, germanate crystallizingin
the polar symmetry group C2 of the fourth order, the
extension of the crystallographic pointslocated on two-
fold axes (the 2a positions /2, y, 0) also results in the
separation of the ringlike M, T,-fragment consisting of
six polyhedra. Thisfragment is equivalent to the M, T,-
fragment whose central Li2-atom lies on the twofold
axis (Fig. 1) [10].

Thus, thereis atopological invariant common to all
the framework Li,Ge-germanates—a ringlike M,T,-
fragment consisting of six polyhedra with geometri-
cally different variants of location of Li-atoms in the
vicinity of the ring center. These Li-atoms play an
active part in the formation (stabilization) of the ring
structure of the dimer, whereas the remaining crystallo-
graphically independent Li-atoms (one or two) are
located at the complex periphery and occupy the voids
caused by the formation of new fragments of the MT-
framework.

Unlike the Na,Zr-germanates (silicates) structures,
the framework structures of Li,Ge-germanates have no
topological analogues among the known alkali-con-
taining silicates and alkali-free phosphates of polyva-
lent-metals. In the Na,Zr germanates, three of five
known MT-structures have the topological analogues
among the polyvalent-metal alkali-free phosphates[1].
In this case, the presence of sodium atom is not neces-
sary for the formation of the MT-framework, and their
structural role at al the levels of the SPSU formation
reduces to filling the framework voids.

The highest symmetry of the separated M, T,-frag-
ment is described by the orthorhombic point group
D,;, =2/m 2/m 2/m. The total number of free verticesor
condensation centers equals 16. In the germanate struc-
tures, the complexes preserve the center of inversion (in
three phases) and the twofold axis (in one phase). The
topology of the M,T,-fragment allows the conforma-
tions with the appearance of different numbers of new
diorthogroups relating two octahedra; the total number
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(a) b)
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(©) ¢ Z
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Fig. 1. Structural—topological invariant in the form of ringlike M, T,-fragment consisting of six polyhedra (two M GeOg octahedra

and two Ge,O, diorthogroups) in the Li,Ge-germanate structures (a) LiZGeVIGelzV Og(OH),, (b) LizGeVlGelgv 0y,

() Li,G e\2/I G e'7V 0,, and (d) Li,GeV'G e'GV 015. One can see Li-atoms located in the center of the M T-fragment and their relation
to the surrounding oxygen atoms.

of “binding” diorthogroups for two octahedra can Because of the existence of one invariant common
increase up to four (as will be shown later, thisreally  to al the structures, theinitial stage of structure forma-
takes place in the structures of two germanates). tion is the same for all the analyzed Li,Ge-germanates.

The crystal-forming SPSU invariants in the form of the
ringlike M, T,-fragments consist of two octahedra and
MODELING OF CRYSTAL STRUCTURES four tetrahedra.

Model of matrix assembly. Within the framework If the ratio of the numbers of octahedra and tetrahe-

of the mode! of structure assembly from SPSU [7, 8], dra in the three-dimensional structure MT, = M,T,
we suggest the following mechanism of the structure [i.e., (T/M) = 2] and in the composition of the subpoly-
formation. hedral structura invariant M, T, [i.e., (T/M) = 2] coin-
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cide, the crystal structure of the compound is obtained
as a result of packing of the invariant SPSUs. Such a
ratio is observed in the Li,GeGe,O4(OH), germanate.

In the remaining cases, the structure is formed on
the basis of the SPSU-invariant with participation of

SPSU-type: dimer D tetramer T

MT-composition: M,T, 2M5T,

The number n, of the binding tetrahedra participat-
ing in the formation of the framework is n, = 0 in

Li,GeVIGe)’ O4(OH), with the MT,-framework, n, = 1
inLi,GeV'G e, O, with the MT,-framework, n, = 1.5in
Li,Ge, Ge)’ O,, withthe MT; s-framework, and n, = 4

in Li,GeV'Gey 0,5 with the MT,-framework. The

binding tetrahedra (their numbers and position in the
unit cell) were identified upon the “subtraction” from
the MT-framework structure of the SPSU invariants
whose composition includes all the M-octahedra and
the related Ge,O, diorthogroups. As a result, the unit
cell of the structure is composed only by the shared or
isolated tetrahedra.

Selection of SPSU-tetramers according to the
connectednessindex. The dimer condensation into tet-
ramers is the most probable along the crystallographic
direction along which a certain characteristic is the
most pronounced, e.g., the highest degree of dimer
binding with one another. If the connectedness indices
aong different crystallographic directions are equal,
the processes of dimer condensation in these directions
are equiprobable. Thus, the rule of the tetramer selec-
tion in the unit cell, which is used for the further dimer
transformation into tetramers, can be formulated asfol-
lows.

All the pairs of symmetrically related dimers DD
are constructed with the operator § belonging to the
group G;

these tetramers are ordered in accordance with the
degree of dimer connectedness to each other;

a tetramer with the maximum connectedness index
is selected.

If the dimer connectedness is the same along the
crystallographically different directions, tetramers are
formed by the bifurcation mechanism (the condensa-
tion probabilitiesin al the directions are the same).

The behavior of a dimer during condensation is
determined by the distribution of the condensation cen-
ters (16 free polyhedron vertices—eight vertices of
M-octahedraand eight vertices of the T-tetrahedra) over
its surface. With due regard for six possible condensa-
tion directions (X, —X), (Y, =Y), (Z, =Z), four variants
of the distribution of 16 free verticesare possible. Then,
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additional tetrahedra (in three germanates).

The mechanisms of complex condensation during
their assemblage from the SPSUs of the three-dimen-
siona structures of the framework Li,Ge-germanates
can be written in the form

3
framework 3

NM,T,

octamer O...

AM,T,

these vertices can participate in condensation with the
formation of the following periodic structures. 16 = 12 +
2+ 2 (variant1); 16 =10+ 4+ 2 (variant 11); 16 =8+ 4 +
4 (variant I11), and 16 = 6 + 6 + 4 (variant 1V).

Mechanism of tetramer formation. Figures 2-5
show the tetramers separated in germanates and obey-
ing the selection rules. In al these figures, six polyhe-
drain the M, T, complexes are indicated by bold lines.
Depending on the number of the binding tetrahedra, the
structural transformation (modification) of dimersinto
tetramers occurs in several stages.

\%

In Li,GeY'Ge, O4(OH), (the MT,-framework),

the direct dimer condensation under the action of the
symmetry operators along the unit-cell diagonalsin the
XZ planeis observed (the bifurcation mechanism of tet-
ramer assemblage). The connectednessindex of dimers

D in a centrosymmetric tetramer T(1) isc =2 (Fig. 2)
along all the directions. Of total 16 free vertices, eight
(indicated by figures in Fig. 2) participate in the layer
formation (four vertices along each direction). Thus,
wearriveat variant |11 (of thetype4 + 4 + 8) of the con-
densation centers over three crystallographic direc-
tions. Of eight remaining vertices, four vertices of T-
tetrahedra take part in dimer binding along the third
crystallographic directions (along the Y- and —Y-axes).
Four vertices of the M-octahedra in the three-dimen-
sional germanate structure are in the form of free OH
groups.

In Li,Ge"'Ge, O, (the MT;-framework) the
appearance of T, -tetrahedra modifying the tetramer
structure, and the process of the structure formation can
be described as follows.

Sage 1. Dimer condensation under the effect of the

symmetry operator g = 1 along theY-axis. Theindex of
the dimer connectedness in the centrosymmetric tet-
ramer isc =4 (Fig. 3).

Sage 2. Modification of the tetramer with the aid of
two additional tetrahedralocated at the tetramer bound-
aries. This increases the connectedness index from ¢ =
4toc=8. Theadditiona T. tetrahedra (tetrahedral and
2inFig. 3) bind four free vertices of four M octahedra.

In Li,GeV,Ge; O, (the framework of MT; 5),
two variants of structural transformation with the
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Fig. 2. Li2GeVIGe'2VO6(OH)2 germanate. The structure of the octamer. Small circles denote Ge-atoms, large circles, Li-atoms. Fig-
ures 1-8 show the vertices of Ge-polyhedra participating in dimer condensation along four directions.

Fig. 3. LiNaGe4Oy (LizGeVIGe'3V09) germanate. The structure of the modified tetramer. Binding tetrahedra are denoted as T1
and T2.
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Fig. 4. Li4Ge\2”Ge'7V020 germanate. The structure of the modified tetramer. Binding tetrahedra are denoted as T1-T5.

change of the order of the SPSU modification by the
binding tetrahedra are possible.

Variant A

Sage 1. Direct dimer condensation under the action
of the symmetry operator § = 2 along the direction of
the Y-axis. The connectedness index of dimers D in
T(2) withc =2 (Fig. 4).

Sage 2. An increase of the connectedness index up
to ¢ =2 + 2 occurs with the addition of the tetrahedron
T. localized on the twofold axis (tetrahedron 5 in
Fig. 4).

Sage 3. Theformation at the tetramer boundaries of
two new tetrahedraT, (tetrahedral, 2, 3,and4inFig. 4

for each dimer, respectively) without afurther increase
of the connectedness D in the tetramer structure.

Variant B

Sage 1. Modification of adimer by two T, tetrahe-
dra (by the mechanism 3A).

Sage 2. Direct condensation of the modified dimers
D (by the mechanism 1A).

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5
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Sage 3. An increase in the connectedness index of
the tetramer (by the mechanism 2A).

In Li,GeV'Ge} 0,5 (the MT,-framework), the
structure formation can proceed in the following way.
Sage 1. Conformational modification of the dimer

by two additional diorthogroups with the formation of
the M, T complex and preservation of the local sym-

metry of the dimer D(1). The centers of inversion relate
tetrahedra 1, 2 to tetrahedra 3, 4, and tetrahedra 5, 6 to
tetrahedra 7, 8 (Fig. 5). The direct dimer condensﬂ_i on
under the action of the symmetry operator § = 1 is
impossible, because the dimers-invariants share no ver-
tices (the diorthogroups composed by SPSUs shown by
bold lines have no common bonds).

Sage 2. Direct condensation of the dimers modified

under the action of the operator § = 1 along the direc-
tion of the X-axis; the connectednessindex of dimers D
in the centrosymmetric tetramer T(1) isc = 4.

Sage 3. Localization of two new diorthogroups at

the tetramer boundaries (tetrahedra 9, 10 and 11, 12 for
each diorthogroup in Fig. 5, respectively), and, as a
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Fig. 5. LizGeVIGe'GVO 15 germanate. The structure of the modified tetramer. Binding tetrahedra are denoted as T1-T12.

result, an increase of the connectednessindex of dimers
inthetetramer uptoc =4+ 4.

CONCLUSIONS

The common topological invariant of the composi-
tion M, T, in the form of aringlike MT-fragment con-
sisting of six polyhedra (two M-octahedra, and two
diorthogroups) has been separated in the structures of
the framework Li,Ge-germanates.

The mechanism of the assemblage of the crystal
structures from invariant SPSU dimers has been sug-
gested. The topological diversity of the frameworksis
determined by the differences in the SPSU condensa-
tion during tetramer formation. The structural roleof all
the crystallographically independent polyhedra form-
ing the framework of the germanate structures have
been established. In the Li-sublattice, the Li-atoms
playing an active part in the formation of the ringlike
structure of the dimer and the Li-atoms (one or two)

CRYSTALLOGRAPHY REPORTS Vol. 46

filling the voids of the MT-framework have been
revealed.
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Abstract—The dislocations observed in Biz»,ZnShs,0; (BZS) and Pby gsM g 29Nby 710629 (PMN) pyro-
chlores are described. An attempt is made to determine the Burgers vectors. © 2001 MAIK “ Nauka/Interperi-

odica” .

The crystal structure of the pyrochlore mineral
(Ca, Na),(Nb, Ta),04(OH, F) was first determined by
von Gaertner [1] in 1930 to belong to the space group
Fd3m (No. 227). Since then a large number of other
compounds with a similar structure have been discov-
ered, including many compounds with potentially use-
ful properties. The structure of simple pyrochlore is a
face-centered cubic lattice with eight molecules per
unit cell and a cell edge of approximately 10 A. Pyro-
chlore compounds have the general formula A,B,X,Z or
A,B,X;, where A and B are cations and X and Z are
anions. By replacing a combination of A and Z ions, a
variety of defect structures can be produced, for exam-
ple, A,B,X, and AB,X.

This paper describes observations of dislocationsin
both Bi;,ZnSb;,0; (BZS) and Pb, 33M gy 29Nb, 7,04 5
(PMN) pyrochlores and an attempt to determine the
Burgers vectors.

Pure pyrochlore-type BZS and PMN powders were
produced using conventional mixed-oxide methods
[2, 3]. Uniaxialy pressed pellets of the calcined pow-
ders were sintered at 1200°C for 4 h (BZS) and at
1260°C for 2 h (PMN). The samples suitable for trans-
mission electron microscopy (TEM) were prepared
using standard ceramographic techniques and Ar* ion
beam thinning. Burgers vectors of dislocations were
determined using the invisibility criterion g, b = 0 [4],
where g is the operating reflection and b is the Burgers

1 This article was submitted by the author in English.

vector of the dislocation. At least two invisibility crite-
ria should be satisfied using two nonparallel reflections
(g, and g,), for which dislocations must go out of con-
trast (g;b =0and g,b =0, sothat b [0 g, x g,). However,
gb = 0isthe condition sufficient for invisibility only for
pure screw dislocations, and the invisibility of a pure
edge dislocation aso requires that gb x u =0 (u isthe
unit vector parallel to the dislocation line). Thus, the
invisibility of an edge dislocation and of a dislocation
of amixed character is not expected for any reflection,
even though the condition gb = 0 is satisfied, because
gb x u # 0. In addition, for complete invisibility, the
sample should be elastically isotropic, because, in
anisotropic crystals, no planes remain flat around edge
and screw dislocations [5]. Therefore, the invisibility
method for determining Burgers vectors often relies on
finding conditions which result in a weak contrast
rather than in complete invisibility.

Analysis of the Burgers vectors of dislocations in
the BZS pyrochlore shown in Fig. 1 suggests that b
belongsto the [011 Ctype family. Thisis not conclusive
since two invisibility criterion were not obtained for
any of the dislocations marked in Fig. 1la. As can be
seen from Fig. 1, al dislocations (marked as A, B, C,
and D) arein contrast for g = 262 (Fig. 1a) and have a
double image for g = 040 (Fig. 1b; i.e., gb = 2). More-
over, the B and D dislocations are out of contrast,
respectively, for g = 622 and g = 044 (Figs. 1c, 1d).
A possible gb analysis for the dislocations shown in
Fig. lisgivenin Table 1.

Table 1. Possible values of gb for dislocations observed in the BZS pyrochlore under different reflectionsin Fig. 1

b x1/2
Didlocation gl
[110Q] [101] [011] [170] [107] [071]
All visible (Fig. 1a) 262 4 2 4 2 0 2
Doubleimage (Fig. 1b) 240 2 0 2 2 0 2
Bisinvisible (Fig. 1c) 622 2 4 0 4 2 2
Disinvisible (Fig. 1d) 044 2 2 0 2 2 4

1063-7745/01/4605-0810$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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Fig. 1. Analysis of the Burgers vectors of dislocationsin the BZS pyrochlore sintered for 4 h at 1200°C: (a) g = 262 from the [073]
zone, (b) g = 040 from the [001] zone, (c) g = 622 from the [011] zone, and (d) g = 044 from the [011] zone. In Fig. 1c, the arrowed

mark is an artifact which appeared on the negative on devel oping.

Anaysis of the Burgers vectors of dislocationsin a
network in the PMN pyrochlore was also performed
(see Fig. 2). Although no two invisibility criteria were
obtained for any dislocations, the analysis suggests that
b belongs to the 011 0type. While the dislocations
observed in the BZS pyrochlore were intragranular,
those investigated in the PMN pyrochlore formed a
low-angle grain boundary. The whole dislocation net-
work was in contrast for g = 626 (Fig. 2a), whereas A
was out of contrast for g =440 (Fig. 2b), B for g =400
(Fig. 2c), and C for g = 262 (Fig. 2d). Possible values

of b for dislocations are given in Table 2. The values of
b for the dislocations (A, B, and C), which formed anet-
work in the PMN pyrochlore, can be checked using the
Frank rule [5]. Thisrule indicates that the sum of the b
vectorsis zero when the b signs are defined ooking out
from the node (i.e., the sum of the b vectorsiszero at a
node, e.g., by + bg + be = 0, where subscripts indicate
the didocations shown in Fig. 2). If the Frank rule is
applied to these didocations, then [10] + [011] +
[707] = 0, which indicates that consistent indexing of
the Burgers vectors has been made.

Table 2. Vaues of gb for different reflections shown in Fig. 2 for dislocations observed in the PMN pyrochlore

b x1/2
Dislocation gl
[110] [07] [011] [170] [107] [01]
All visible (Fig. 2a) 626 2 6 2 4 0 4
Aisinvisible (Fig. 2b) 440 4 2 2 0 2 2
Bisinvisible (Fig. 2¢) 400 2 2 0 2 2 0
Cisinvisible (Fig. 2d) 262 4 0 2 2 2 4
CRYSTALLOGRAPHY REPORTS Vol.46 No.5 2001
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Fig. 2. Analysis of the Burgers vectors of dislocationsin the
PMN pyrochlore sintered for 2 h at 1260°C: (a) g = 626 from
the[107] zone, (b) g = 440 from the [174] zone, (c) g = 400
from the [011] zone, and (d) g = 262 from the ["12] zone.

While not conclusive, it is likely that the Burgers
vectors of the dislocations belong to the [011 [type. For
metals, it is generally expected that crystals slip most
easily on close-packed planes in close-packed direc-
tions [6]. The most likely Burgers vector for disloca-
tions in face-centered cubic (fcc) structures is of the
type 1/20 1005]. In ceramics, the slip systems are gen-
eradly as expected [7], although the complexity and
ionic nature of the crystal structure can raise additional
considerations [6]. For example, MgO and MgAl,O,
have fcc structures, and the Burgers vectors of their dis-
locations belong to the 1/200-0type [6]. The BZS and
PMN pyrochlores, which have fcc Bravais lattices, are
most likely to have dislocations with b = 1/2[0100
N. Doukhan and J. Doukhan [8] determined the b vec-
tors of dislocations in BaTiO; and CaTiO; perovskites,
which are tetragonal and orthorhombic, respectively, to
be O-00(although BaTiO; is tetragonal at room tem-
perature, it can be considered cubic because the distor-
tionissmall).

(d)
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Abstract—Amplitudes and polarization of nonlinear elastic harmonics exited along an arbitrary acoustic axis
of the conic type have been studied as functions of the rotation angle of the polarization vector of the degenerate
reference wave. When the reference polarization is rotated by an angle of 1, the resulting rotation angle for the
polarization vector of the second harmonic turns out to be equal to either zero or 2rtor —21t. The actual type of
the behavior of the second harmonic propagating along the given acoustic axisis determined by an algebraical
criterion for elastic moduli of the second and the third order for the medium. For polarization of the reference
wave, we determined the orientations corresponding to the maximum and minimum for the amplitude of the
second harmonic. Similar results were obtained for different cases of collinear interactions between degenerate
waves, in particular, for the excitation of longitudinal harmonics. The possible control of nonlinear interactions
with the use of degenerate-wave polarization in optics and acoustooptics is also discussed. © 2001 MAIK

“Nauka/Interperiodica” .

INTRODUCTION AND BASIC
RELATIONSHIPS

In crystals, phase velocities of bulk elastic waves
coincide along some directions referred to as acoustic
axes. The degeneracy of these waves with respect to
velocities gives rise to peculiar features of the eastic
waves and acoustic phonons [1-10]. In particular, the
ambiguity (arbitrariness) in the orientation of the polar-
ization vector of degenerate waves results in the topo-
logical singularity of the vector field characterizing the
polarization in the vicinity of the acoustic axis. It is
clear that such an ambiguity in the polarization of the
reference wave affects the properties of the nonlinear
harmonics under the conditions of elastic nonlinearity.
These harmonics are generated along the acoustic axes
of the conic type (i.e., the axes not coinciding with the
symmetry axes of the even order, along which no shear
harmonics are excited). Thus, the possible rotation of
the reference-polarization along the acoustic axis pro-
vides an additional parameter that can be used to con-
trol the nonlinear interaction. The results of theoretical
and experimental studies of the polarization behavior
were reported for the second and combined transverse
harmonics aong the three-fold axis [2]. In this paper,
we analyze the polarization and the amplitude effects at
different types of the nonlinear interaction for the gen-
eral case of an arbitrarily (non-symmetrically) oriented

acoustic axis of the conic type. The case of symmetry
axesisdiscussed in relation to the excitation of the lon-
gitudinal harmonic. We also consider the examples of
the polarization-based control of the nonlinear interac-
tions involving the degenerate waves in optics and
acoustooptics.

Consider an anisotropic elastic medium of the den-
sity p characterized by tensors Gy and Cjjm, Of the sec-
ond- and the third-order elastic coefficients, respec-
tively. First, write the basic relationships for the propa-
gation direction m of the general type, where three non-
degenerate bulk plane waves are nondegenerate, i.e.,
have different velocities v, and mutualy orthogonal
polarizations A® (a =1, 2, 3). Let one of these modes
with the frequency w, which relates, for example, to the
o = 1 branch propagate along m; then we have

u® = uA® cos(k,x — wt), (1)

where k; = w/v,, X =m - r. The self-interaction of the
reference wave described by Eq. (1) causing the forma-
tion of the double-frequency wave u™ is described by
the equation of nonlinear acoustics. In the leading
approximation under condition x < A%/U (A isthewave-
length), this equation can be reduced, to the following
linear inhomogeneous equation [2]:

| |
pui(n)_cijklu(k?j)l = fi, ()

where the comma in the subscript indicates the differ-

1063-7745/01/4605-0813%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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entiation with respect to the components of r. The vec-
tor f of the nonlinear force in Eq. (2) has the compo-

nentsf, = Cijk|mnu§,'1?nu(k',)j| , Where the tensor

Cijkimn = Cijkimn + CijinOmk * CrjkiOim + CijmnOik ~ (3)
contains the contributions due to elastic and geometri-

cal nonlinearities [2]. Substituting Eg. (1) into Eqg. (2),
we obtain

f= %UzkfF(n)sinZ(klx—wt), )

where
F = claalAy, (52)
|(Ir<nn)1 = Cijumnmmm,. (5b)

Note that the due account for the el ectromechanical
coupling in the calculation of amplitude F'V of the
nonlinear interaction in piezoelectric crystals givesrise
to the new terms[ 2] added to the “ purely elastic” tensor

,(L”nl in Eq. (54). However, these corrections do not

influence the general approach to the examination of
polarization-related features of the nonlinear wave,
which are related to the quadratic dependence of F(
on the polarization of the reference mode A", There-
fore, for the sake of brevity, we omit here cumbersome
expressions of the contribution of electromechanical
coupling.

A solution to Eq. (2) is sought in the form of super-
position u = u® + u™. Taking into account the bound-
ary condition corresponding to vanishing nonlinear
modes at x = 0, we find from Egs. (2) and (4) [2] that

3
n 1
u( ] - Z_Uzki Z (F(ll) m(a))A(a)
o= ©

x 0L KX ok, o+ k) x— 2001].
pVa(kl_kcx)

According to Eq. (6), the reference wave described by
Eg. (1) in the range x < A?/U excites the second har-
monic with the vector amplitude linearly increasing
with x and parallel to the polarization of the reference
wave AV, Denote the second harmonics as u®®. Two
other modes with the double frequencies polarized
aong A® and A® exhibit spatial beatings.

In the same way, the interaction of two reference
waves with the frequencies w, and w, resultsin the gen-
eration of the combination waves at the sum and differ-
ence frequencies, w, + w,. For example, at the collinear
interaction of the copropagating reference waves
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belonging to the branches a = 1 and a = 2, the combi-
nation waves propagating in the same direction have
theform [2]

u™ = iUluzklkz(kli K,)

(@ SIN[(ky £k, —K)X]
PVl (kg £ kp)* —K3]

3
x Z (FP2 A (7)
a=1

X cos[:—ZL(kli k, + Kg)X— (0, £ wz)t},

Whel’e Fi(12) = Cl(LnniA(kl)AEnZ) 5 kl = (x)]/Vl, k2 = %/Vz, K(X =
(W, £ w,)/v,. Under the lock-in condition k; + k, = K,
the amplitude of the mode polarized parallel to A@ lin-
early grows with x. The lock-in conditions for interact-
ing counter propagating waves have the opposite sign
commutation [2].

The above general relationships describe excitation
of nonlinear waves in the direction which is not an
acoustic axis. In the following sections, these relation-
ships will be considered for some particular cases and
analyzed for the nonlinear interaction of the waves
degenerate along the acoustic axes.

SECOND HARMONIC ALONG
AN ACOUSTIC AXIS

Consider the direction of the acoustic-axis propaga-
tion my and introduce the following notation:

Vi(mg) = vo(mg) = ve# va(mg) = vy,

A®P(my)=A0. ®

Denote the polarization plane of degenerate waves nor-
mal to the polarization A® of the non-degenerate mode
by P. Let the reference wave described by Eq. (1) be a
degenerate wave with the wavevector ky = w/v4 and the
polarization

O 0
AD =g cosQ 0 )

in the P plane. According to Eq. (6), the wave u™
caused by the nonlinear self-interaction at the double
frequency involves the beating mode polarized parallel
to A® and the second harmonic u®® with the linearly
increasing amplitude

1. ,Kix
u = éuzivga(z“’)cos[Z(kdx—wt)], (10)

where a®» = FaD(1 — A® OA ©)) is the non-normal-
ized polarization vector of the second harmonic, which
lies the P plane (O is the dyadic product). With due
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regard for Eg. (5a), the components of this vector inthe
coordinate system with the x; axis directed along A®
are written in the form

2l = CRIADAD, i km =

12, 11)

(my)

where C;,, is the convolution described by Eq. (5b)
symmetric over al the indices of the tensor Cjjyny, With
my. If there are four- and sixfold symmetry axes, pro-
viding degeneracy of the tangent type (touching sheets
of the slowness surface), we have a®® = 0, and, hence,
no second harmonic can be generated for shear waves
[2]. The further consideration in this section relates to
the case of conic type degeneracies. Such degeneracy
arises aong the acoustic axes of any nonsymmetric ori-
entation and also along threefold symmetry axes. The
necessity to take into account weakened second-har-
monic generation (because of conic refraction and the
effect of thefinite width of the reference beam) imposes
an additional limitation on the wave path from above
[2, 11].

According to Eq. (11), polarization of the second
harmonic, a®® [ P, depends quadratically on polariza-
tion of the degenerate reference mode, A®. Possible
types of this dependence can be classified in terms of
the topology of planar vector fields [12]. Assume that
the vector A@ is rotated in P through an angle of Tt
Obvioudly, as a result, the vector a®?® should return to
the position parallel to the initial one. Then a question
arises: what number of rotations through an angle of 1t
in the plane P does the vector make? Denote the total
rotation of vector a®® during rotation of vector A@
through an angle of tas p®®. It iseasy to seethat, for-
mally, the problem of finding p®® is analogous to the
calculation of the Poincaré index of a planar bilinear
field described by Eq. (13) inthevicinity of the singular
point.t Applying the methods considered in [12], we
obtain, asin [3, 8, 13], the following result:

p® = [1+ sgn(4B,B, - B3)] synB,,
where

(12)

— ~(mg) (mg) (My)y2
B, =Cui' Ci —(Cupp)

_ ~(mg) (mg) (mg)y2
B, = Ci1z Cop —(Ci22')

(13)

_ Amg A(mg)  (Mg) ~(mg)
Bs = Ci1 Cos —Ci12 Cip
(as was mentioned in Introduction, the components of

tensor Cf,'(“ni in piezoelectric crystals should be comple-

mented with the additional terms [2] corresponding to
the contribution of electromechanical coupling). Thus,

L According to the definition, the Poincaré index for a singular
point for the planar vector field (not necessarily even) indicates
the number of rotations through an angle of 21t corresponding to
the rotation of the radius vector by the angle 2rtabout the singular
point.
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p©?® cantakethevaluesOor £2,i. e., therotation of vec-
tor A through an angle of 1T makes the polarization
vector a®® of the second harmonic return to its initial
position either without the complete revolution or by
the revolution through an angle of 2rtor —211(i.e., either
to the same or to the opposite direction with respect to
A@), Criterion (12) shows which of these scenarios
would take place for the given acoustic axis (the addi-
tional variants of the behavior of a®® arise under the
conditions4B,B, = B5and B, = 0, i = 1, 2, 3, which, in
fact, can be fulfilled only in theory).

It isimportant that the reversal of the unit polariza-
tion vector of the reference wave A@ affects not only
the orientation of the vector a®® but also its magnitude,
i.e., the second-harmonics amplitude (a similar depen-
dence of the orientation and the amplitude on the polar-
ization of the degenerate elastic wave is a so character-
istic of the electromechanical interaction in piezoelec-

trics[4]). It should also beindicated that if 4B,B, # B3,

the magnitude of vector a®® does not tend to zero. It
can be shown that the extremum (maximum and mini-

mum) values of a?9| = Ja® @ and the corre-
sponding orientations A@ in the plane P are the eigen-
values and the eigenvectors, respectively, of the 2 x 2

(mg)

matrix Cij, A(kd) (the convolution of the sought vector
A intheP plane),i.e.,

[COIADAD = [aP9AD ik = 1,2, (14)

In the particular case of an acoustic axis parallel to
the 3-fold symmetry axis of the trigona crystal, a
degenerate wave with polarization given by Eq. (9)
generates the second transverse harmonic with the
polarization a®® given by Eq. (11), with the following
components in the X, X, plane:

O - ' O
a® = g Cs55C0S2Q — €44 SIN2Q i (15)

[ — C444C0S2Q — C5555IN2Q O

Equation (15) clearly demonstrates that p?® = -2.
Moreover, in the given symmetrical case, the number of
rotations p@® relates not only to the complete revolu-
tions (multiple to 1), but also local rotations. An arbi-
trary rotation AQ of the reference-wave polarization
givesrise to the rotation of the second-harmonic polar-
ization by —2AQ. In addition, the magnitude of the vec-
tor a®® turns out to be independent of the reference-
wave polarization. If the crystal is described by any of

the symmetry groups 32, 3m, or 3m, then csss = 0 and
Equation (15) takes the form derived in [14].

Of course, the above formulation of the problem,
where any given rotation of the polarization vector of
thereference wave AV is always the same at each point
of the wave path (e.g., it can simply be the source rota-
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tion), differs from the situation characteristic of the
propagation of the reference wave with the circular
polarization along the acoustic axismy. In this case, the
second harmonic described by Eqg. (10) has, should be
circularly polarized. Its polarization vector (in the com-
plex representation), a®? = a' + ia" liesin the P plane
and has the following componentsin this plane

a' = 2¢c,

(mg)

_Ci22 ’

(mg)

a =Cjy i =12 (16)
Note that if the polarization vector of the reference
wavein the P plane runs around the circumference with
the angular vel ocity w, then the second-harmonic polar-
ization vector runs around the €ellipse with the angular
velocity 2wh' x a"|[/(a” + a"?). In the particular case of
the circularly polarized reference wave propagating
along the threefold symmetry axis, we have a' = 2(Csss,
—Cyys)T @nd @" = 2(Cyyy, Css5), i.€., the second harmonic
is aso circularly polarized, but its polarization vector
runs with angular velocity 2w around the circumfer-
ence in the opposite direction.

Consider the distribution of polarization vectors of
the second harmonics excited by the reference wave for
one of the branchesa =1, 2 (say, a = 1) as function of
the propagation direction m in the close vicinity of the
conical axismy. If m deviatesfrom my by asmall angle
8 < 1, the second harmonic continues growing linearly
until the wave path x is much less than the coherence

length | = A(vd/Av), where Av = |v,(m) — V,(m)| ~

The rotation of the vector dm about my through an
angle of 21tis accompanied by the rotation of the polar-
ization vector of the reference wave AV(m), (which, in
the leading approximation, lies in the P plane) by the

angle of 2nn(‘") = #11in the local polarization field

AM(m) (n{” = +1/2 isthe Poincaré index for the point
of conic degeneracy mg). Correspondingly, the vector

A®(m) rotates through an angle of 2mp29n{ inthep
plane, i.e., the Poincaré index of the point my in field

AC9(m) equals p2@n{f”.

COLLINEAR INTERACTION OF DEGENERATE
WAVES ALONG AN ACOUSTIC AXIS

Consider the propagation of two degenerate wave
with different frequencies w, and w, and polarizations

AD_ A [J P along the acoustic axis my set by Eq. (8),
u® = u A(dl)cos[ AR }

+U A(dz)cos[oo HES ]
2 20 %

(17)

According to Eq. (7), the nonlinear wave with the
sum and the difference frequenciesincludes the beating
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mode polarized along A® and the combination har-

(001 wy)

monic u with alinearly increasing amplitude,

(w; + wy)

1U U 031002)( (w1 w,)
2
pV

_%} (18)

where a“***? isthe non-normalized polarization vec-
tor lying in the plane P and having the following in-
plane components

cos[((ol +Ww,) Ek/i

0 = CldAAD i km=1,2. (19
The combination harmonics cannot arise during propa-

gation of degenerate waves along the four- and sixfold

symmetry axes. In these cases, a* ™ —oa any A,
A® [ P. Similar to the previous section, we consider
here the conic-type degeneracy (acoustic axes with
non-symmetric orientations or those parallel to the
threefold axis).

Above, we considered the case of one degenerate
wave. The use of two independent degenerate reference
modes provides additional opportunities to control the
amplitude and polarization properties of the nonlinear
harmonic. First, assume that the polarization of one of
the reference waves (e.g., A@) remains unchanged,
whereas the polarization of the other wave (A@) is
rotated through an angle of ttin P. Following [13], we

can see that the vector a“*“? given by Eq. (19) is

rotated through an angle of np(wl ) _ 417 whose s gn

is determined by the following criterion

(W +wy) _ (mg)

= sgndet(Cio? A™), i, k,m = 1,2. (20)
In the genera case of a non-symmetric acoustic axis,
there exists a pair of preferential orientations A for

which det(C'p¥’ AY ) = 0. Choosing any of them asthe

fixed polarization of one of the reference waves in
Eqg. (18), we see that the polarization direction of the

combined harmonic a'**? remains unchanged dur-

ing the rotation of the polarization A of another ref-

(0, = 0,)|2

erence wave. At the same time, the value of |a

depends, in general, on the variationsin the orientation

of the vector A irrespectively of the chosen fixed

vector A, The extremum values of |a(“’11 w2)|2, equal
(mg)

to the eigenvalues of the squared C;,, A(dl) of the2x 2
matrix, correspond to the situation Where the vector
A@ turns out to be the eigenvector of the given matrix.

Now, assume that the polarization vectors of both
reference waves are rotated through an angle of 1tin the
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P planein acorrelated way, so that theangleQ,, =Q, —
Q, between these rectors remains constant, i.e.,

A = TalD 1)

where T isthe rotation matrix (through an angle of Q,,
in the P plane),

_ UcosQy, sianZE

T. =
0-snQ,, cosQ,,

i (22)

Substituting the result into Eqg. (19), we find that the
polarization vector of combined harmonic,

.(“011r ,) (mg)

a = Cie? TonAPAD i k,mn = 1,2, (23)
which differs from the second-harmonic polarization
described by Eq. (11), only by the following change

(mg) (mg)

C:i km Cikn Tnm (24)
(it should be noted that the right-hand side loses itsfull
symmetry with respect to all the subscripts). Using this
formal analogy, we find that the correlated rotation of
the polarization vectors for both reference waves
through the angle Tt results in the rotation of the vector

(wp + @)

a in the same plane, P, through an angle of

2T[p(wl +0,)
rion

=0, +2min full accordance with the crite-

@59 — 11+ sgn(4B1B, - B3)sgnBr.  (25)
Criterion (25) differs from Eq. (12) by the use of,
instead of B, and Bs;, the following quantities in
Eqg. (13):

é]_ = B].COSZQ]_Z + Bzdanlz—%Bss’anz,
(26)

é3 = %(BI_BZ)SnZQIZ-i- BsCOSZQ]_z.

The principal difference between this case and the case
of the second harmonic generated by asingle reference
wave is the fact that the characteristic behavior of the
combined harmonic can be controlled by the choice of
the misorientation angle Q,, between them, depending
on the correlated rotation of the polarization of refer-
ence waves A and A@, According to Egs. (25) and

(26), if, e.g., Q,, =172, then p(wli%) cannot go to zero.
If B, =0 and the angle Q,, can be chosen in such away

that 4 I§182 = I§§ , then there should exist such an orien-

(0 £wy)

tation of the vectors A@) and A, that a =0.
At the same time, the polarization characteristics of
the combined harmonic arising from two degenerate
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waves propagating along the threefold axis, are simpli-
fied, asin the case of the second harmonic. The magni-

tude of the polarization vector a“*“? in the XX,

plane of the trigonal crystal,

(0 = wy)

= E Css5COS(Q + Q5) — CugsSIN(Qy + Q) 27)

O
O
D_C444COS(QJ_ + Qz) - C555§n2(Ql + Qz) |:|
is independent of the rotation of the polarization of the
reference waves and is rotated through an angle of-AQ

or —2AQ at thelocal rotation of the polarization in one
or both reference waves by AQ. In the case of the space

groups 32, 3m, 3m when css = 0, Equation (27) takes
the form reported in [11].

NONLINEAR QUASI-LONGITUDINAL
WAVE PROPAGATING
ALONG THE ACOUSTIC AXIS

Consider the possibility of controlling the amplitude
of anonlinear wave with the polarization parallel to the
polarization A® of the nondegenerate (usually quasi-
longitudinal) linear wave. As an example, consider the
beating mode excited by the degenerate reference
wave. According to Eq. (6), the amplitude of these beat-
ingsis proportional to

F O = clp? AP A ALY, (28)
For degeneracy along the symmetry axes higher than
twofold ones we have F'V - A® = ¢;; + ¢y, = const.
However, for nonsymmetric acoustic axes, the beating
amplitude turns out to be additionally modulated with
the orientation of the reference-wave polarization A,

Thereare two such orientations, for which FD - A® =,
and, hence, the beating mode compl etely disappears.

The nonlinear wave polarized along A® and having
the linearly increasing amplitude arises at the sum fre-
guency w; + w, because of the interaction of two coun-
terpropagating degenerate waves with frequencies
meeting the lock-in condition w,/w, = (V3 — Vy)/(V5 +
vy [2]. The amplitude of this combined harmonic is
proportional to the parameter

FO A = cid AOATIAL?, (29)

dependent on the misorientation angle Q,, = Q, - Q,
between the A and A@ polarizations of the refer-
ence waves. For example, at the interaction of the
waves counterpropagating along the axes with the sym-
metry higher than twofold, we obtain

FU AP = (Cgg + Cauy) COSQ . (30)
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Therefore, if AMY and A@ are orthogonal, then the
harmonic is excited, whereas if A@) and A@ are par-
ald, the generation is the most efficient.

Finaly, the combined harmonic with the linearly
increasing amplitude polarized along A® arises at the
sum frequency w, + w, because of the interaction of
degenerate and nondegenerate waves copropagating
along the nonsymmetric acoustic axis and meeting the
lock-in condition w,/w, = (V5 — Vy)/2v4[2]. The ampli-
tude of this harmonic is proportional to

FO @ = il AADAD, G31)

and, thus, linearly depends on controlled polarization
given by Eqg. (9) for adegenerate reference wave.

POLARIZATION-CONTROLLED EFFECTS
IN ACOUSTOOPTICS AND NONLINEAR OPTICS

The rotation of the degenerate-wave polarization
can be used to control the acousto-optic interactions.
Consider, e.g., the diffraction of el ectromagnetic waves
from one of symmetry planes min the uniaxial crystal,
which pass through the direction X; of the principal
symmetry axis. Let the mode E(V of the electromag-
netic field be diffracted into the mode E® because of
the non-collinear interaction with the degenerate acous-
tic wave propagating along X;. The acousto-optic cou-
pling constant is equal to EANE®, where An; is the
variation in the dielectric impermeability tensor related
to the photoelastic effect [15] and dependent on the
acoustic-wave polarization. One can readily seethat the
coupling constant in our case is proportional to the
component of polarization vector A of the degenerate
acoustic wave, which is orthogonal to m. Rotating the
vector A in the P plane orthogonal to m, one can con-
trol the diffracted-wave amplitude varying it from acer-
tain maximum value at A oriented normally to the m
plane down to zero at A® O m. A similar effect in the
m plane aso arisesin the case of the collinear acousto-
optic interaction along the acoustic axis with a non-
symmetric orientation.

The idea to control the polarization properties of
nonlinear harmonics is also applicable to electromag-
netic waves propagating along the direction X, of the
optical axis in some uniaxial crystals (in biaxia crys-
tals, the direction of degeneracy with dueregard for the
frequency dispersion is frequency-dependent. Let E@
be an arbitrary unit vector in the plane P orthogonal to
X3, which indicates the field direction for the degener-
ate wave. Asiswell known [16], the optical nonlinear-
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ity results in the generation of the second harmonic
with the linearly increasing amplitude and the field
direction in the P plane parallel to the vector with com-
ponents

e? = x, EEY, i),k = 1,2, (32)
where x;, are the coefficients characterizing the nonlin-
ear permittivity. (Under the condition x; # 0, the dou-
ble-frequency mode with constant amplitude and the

polarization along X is excited.) The vector described
by Eqg. (32) has the form the most general for the crys-

tals of groups3and 6,

o9 — EXlllCOSZQ + —Xzzzs.inZQ E, (33)
0 —X2,€052Q — X411, 5n2Q [

where the angle Q determinesthe orientation of the ref-
erence wave polarization E@. It is seen that its local
rotation in the plane P through an angle of AQ causes
the rotation of the second-harmonic field by the angle
-2AQ, whereas the second-harmonic amplitude is

independent of Q. For the groups 32, 3m, 6m2, one of
components (X, Or X22,), gOes to zero, whereas for al
the other symmetry groups of uniaxial crystals, e?® =0
is an identical, zero, in other words, no second har-
monic is generated.
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Abstract—The mechanical parameters characterizing the deformation and fracture of acid salts of orthophtalic
acid (alkali metals and ammonium hydrophthal ates) have been determined. It is shown that the mechanical
properties of these crystals are considerably anisotropic and can be either deformed plastically, form kink
bands, or undergo brittle fracture depending on the direction of the compression axis with respect to the cleav-

age plane. © 2001 MAIK “ Nauka/lInterperiodica” .

INTRODUCTION

Single crystals of acid salts of orthophtalic acid,
CgHsO,X hydrophthalates (X = K, Rb, Cs, NH,),
bel ong to the orthorhombic system, the point symmetry
group mm2 for potassium and rubidium hydrophtha-
lates and mmm for cesium and ammonium hydrophtha:
lates. Potassium and rubidium hydrophthalate single
crystals are piezoelectrics with high coefficients of
acoustooptical interaction [1, 2]. This feature allows
oneto use them for data processing and intral aser mod-
ulation in various acoustooptical devices. The tempera
ture stability of potassium and ammonium hydrophtha-
late crystals has been studied by the mass-spectromet-
ric method [3, 4]. According to these data, during
cleavage in vacuum at 400 K, potassium hydrophtha-
late decomposes with separation of water, whereas
ammonium hydrophthalate evolves ammonium at
370 K. The hydrophthalate CgH;0,X crystals possess a
low surface energy of the cleavage plane (perfect cleav-
age) and have alarge value of the maximum interplanar
spacing (e.g., ~26 A for a potassium hydrophthalate).
Therefore, hydrophthalates are widely used as X-ray
analyzers in the spectral range from 8 to 26 A and as
monochromators for the preliminary formation of the
paralel monochromatic radiation in high-resolution
X-ray apparatus such as double-crystal vacuum spec-
trometers[5].

The CgH;0,X hydrophthalates crystals are charac-
terized by various bonding typesin different crystallo-
graphic planes—ionic, molecular, and hydrogen. The
specific character of their structure and chemical bond-
ing, as well as the insufficient information on the
mechanical properties of the orthorhombic crystals,
motivatestheinterest intheir studies. A high anisotropy

of mechanical properties of CgH:O,X hydrophthalates
depending on the direction of the compression axis
with respect to the cleavage plane was observed in [6—
11], where the basic plastic and strength parameters
were also measured.

Because of agreat interest in this class of crystalsin
recent years, it seems expedient to review the resultson
the mechanical properties of hydrophthal ates obtained
for about the last 10 years. The knowledge of the
mechanical properties of CgH;0,X hydrophthalates
would help to solve an important technical problem, of
bending of plates along a cylindrical surface of the
Rowland circle in the preparation of elements for
focusing spectrographs.

EXPERIMENTAL

The CgHs0O,X hydrophthalate single crystals were
grown from aqueous solutions on seeds oriented along
the (010) face (the cleavage plane) by the method of
temperature decrease. The crystals were grown within
2.54 months at the temperature decrease from 40 to
25°C and the supersaturation of 2.5-3%. The 14 x 5 x
4 to 8 x 3 x 3-mm-long specimens of different cleav-
age-plane orientations with respect to the compression
axis were cut out from the crystals grown. The orienta-
tion of ground and polished specimensvaried within 2°,
which was checked by the conoscopic figures with an
accuracy of 0.1°. The compression tests of the speci-
mens were made on an Instron test machine and a spe-
cial device for compression and stress relaxation for
small specimens [12] at a deformation rates ranging
within 1 x 10°-1 x 10-> m/s and the temperatures rang-
ing within 300473 K. The microstructure of the

1063-7745/01/4605-0820$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. (8) Compression curvefor potassium hydrophthal ate specimen taken along the[011] direction and the orientation of the crys-
tallographic axes in the specimen; (b) the (001) surface of the specimen after deformation; (c) selective etching pattern of the (010)

plane.

deformed specimens was revealed by chemical etching
in dehydrated alcohol.

EXPERIMENTAL RESULTS

Plastic Deformation of CgH:0O,X Hydrophthalate
Crystals and Study of Stress Relaxation [6, 8]

For potassium hydrophthalate specimens oriented
so that the compression axis forms an angle of 45° to
the (010) cleavage, the maximum tangential stresses
arisein this plane, and the crystal turns out to be highly
plastic (Fig. 1a). The specimen is elastically deformed
at stresses lower than ~1.5 MPa; then the moderate
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plastic deformation is observed almost without harden-
ing up to high strains (50% and higher). The specimen
starts “flowing” similar to a metal. The study of the
shear in strained potassium hydrophthalate specimens
showed that the dip plane coincides with the (010)
cleavage (Fig. 1b). The crystal relief and the surface
microstructure shows the [001] dlip direction under the
compression along the [011] and [100] dlip direction
under the compression along the [110] direction. The
third slip direction, [101], is determined from the selec-
tive etching pattern of the cleavage plane of the strained
specimens (the dip bands in the [101] direction)
(Fig. 1c). The compression test of other CgHs;O,X
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Fig. 2. () Compression and unloading curvesfor potassium
hydrophthal ate along the [010] direction; (b) the (001) sur-
face of the specimen after deformation; (c) orientation of
the crystallographic axes.

hydrophthalates showed that plastic deformation in
rubidium and cesium hydrophthalates is also observed
along the [011] and [110] directions. Plastic deforma-
tion of ammonium hydrophthalate is observed only
under compression in the [110] direction, whereas
compression in the [011] direction leads to brittle frac-
ture of the crystal.

To obtain information on the kinetic parameters of
such deformation—the activation energy and the acti-
vation volume—we studied the stress relaxation in
potassium hydrophthal ates in more detail [8]. Using a
set of the stress-relaxation curves taken at different ini-
tial stresses o with due regard for internal stresses o,
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determined from asymptotic valuesof g att — o, we
constructed the log( doy/dt) versus (0-a,,) curves. The
activation volume q was determined as the slope of
these curves. The distance L between the points of dis-
location pinning was determined from the activation
volume q=Lb?, whereb isthe Burgersvector. The acti-
vation energy U, of the dislocation motion was esti-
mated from the measured rates of stress decrease do/dt
on the stress-relaxation curves taken at two tempera-
tures, T, = 291 and T, = 400 K. This estimation yields
an activation energy of U, = 100 kcal/mol (4 eV) and

g=16x10"'8 cm3. Theg/b’ valueisabout 3.7 x 10° and
allows one to understand the character of obstacles met
by dislocations in their motion in potassum hydro-
phthalate crystals. This value is consistent in the opin-
ion that forest dislocations intersecting the (010) dlip
plane in potassium hydrophthalates are the obstacle in
the dislocation motion in this plane [§].

Brittle Fracture of CgH;0,X Hydrophthal ate
Crystals[6, 11]

The study of the specimens with the compression
axis normal to the (010) cleavage and coinciding with
the [010] direction (Fig. 2) showsthat in this case there
IS no microscopic plastic deformation. The behavior of
the crystal under loading and unloading is unusual.
Under the first loading cycle, the crystal is elastically
strained with an increase of aload up to o = 100 MPg;
then, being unloaded, it underwent brittle fracture. If
the specimen was |oaded to less than 100 M Pa, the sub-
sequent unloading proceeds nonlinearly, whereas the
specimen size in the compression direction after
unloading increases (Fig. 2a). Microscopic observa
tions showed that such specimen behavior is associated
with formation of microcracks along the cleavages
(Figs. 2b, 2c). During unloading, the cracks open, and
during loading, they “collapse.”

Sudy of Kink Formation Processes in CgH:0O,X
Hydrophthalates [ 6, 7, 9]

The compression axis of the specimen lies in the
(010) cleavage plane and coincides with the [100] and
[001] crystalographic directions. The stress-strain
curvesfor the specimens of both orientations show that,
first, the specimen is elastically strained and then, at a
load of ~25 M Pa, one observes an abrupt stress drop to
avalue of ~4-5 MPa accompanied by a bound sound.
For the specimen oriented along the [100] axis, upon
the first kink, oscillating kinks are developed in the
stress range 5-6 MPa with further specimen deforma-
tion (Fig. 3a4). The specimen oriented along the [001]
axisusually undergoesfracturein thekink rangeimme-
diately after the first main decrease in stress. To study
kink formation, two types of the boundary condition
were created; namely, we used “hard” dies excluding
any lateral displacements, and “soft” dies, which
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allowed lateral displacements during rotation (Fig. 3b).
In the first case, a relaxometer-type machine [12] was
used; in the second case, an Instron machine. Under
compression of CgH:;0,X hydrophthalate crystals by
both “hard” and “soft” dies along both directions, we
observed the formation of reorientation kink-type
regions near the specimen ends in the temperature
range 300473 K. In both cases, this process is caused
by the fact that the nonuniform stress state and mac-
robending moments providing kink nucleation and
development appear mainly at the specimen ends [13].
It is also known that if a crystal is deformed by “hard”
dies with considerabl e friction coefficients between the
dies and the specimen ends, a formation of the reori-
ented regions occurs only in the ways that do not allow
any displacement of the specimen ends with respect to
one another [13, 14]. A characteristic view of the
regions formed under a crystal deformation by “hard”
diesisshowninFig. 3c. A complex kink consists of two
bands (1 and 2) having equal widths, but different crys-
tallographic directions. A specific feature of “soft” dies
used in our study isthat onedieisrigidly fixed, whereas
another is hinged with a lever of 600 mm. Such dies
allow one to change the crystal shape by rotating its
endsto asmall angleof order of 1°: & = arctand /D= 1°,
where d is the value of lateral displacement, D is the
lever length in a hinge die. This angle is sufficient for
the formation of a kink band with one misorientation
direction (Fig. 3d). A similarly fixed elastic rod
acquires the same shape upon the external field attains
the critical value and also losesits elastic stability [15].
In the case of deformation by the “hard” dies, the anal-
ogous kinks can be obtained if one specimen end is
lubricated with molybdenum bisulfate (Fig. 3e).

We studied the angular characteristics of the kink
bands, where 6 is the misorientation angle between the
planes of acrystal lattice of the kink and alattice of the
matrix; B isthe angle between akink boundary and the
normal to acting dip planes (Fig. 3b). It is known that
the non-symmetrical slope boundary is a source of
long-range stresses 6 = Epbsin(6/2 — B), where p isthe
linear density of dislocations in the boundary. At 6 >
23, the kink band is extended, and at 8 < 2[3 the matrix
is also extended. The tensile stresses along the kink
boundaries relax by the forming of a hierarchic system
of microcracks with lengths [C,[) [C,0... [C,(and the
spaces in between [d,[) [d,0... [d,[] We managed to
measure [C;and [d;[Jon four scale levels for the case
0 < 23 when the cracks are developed mainly in the
matrix. It turned out that the system of microcracks is
of a fractal character [16]. Indeed, [T, [/C/[= 4 =

[d, . ,[/(¢iCland, therefore, the dependence logC; versus
logd; isastraight line. We believe that the fractal char-

acter of microcracks is caused by the corresponding
decrease of the volume“ supplying” the crack with elas-
tic energy necessary for the transition to a lower scale
level. The action of the (010) dlip plane in this crystal
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promotes kink formation due to dislocation motion at
an angleto the direction of kink propagation and gener-
ation of microcracks by the mechanism similar to that
suggested by Rozhanskii [17].

Soecific Features of Ammonium Hydrophthalate
Sngle Crystals

All the above results on plastic deformation, brittle
fracture, and kink formation are valid for the whole
series of CgH:O,X hydrophthalate single crystals
except for ammonium hydrophthal ate whose deforma-
tion behavior has a number of specific features. Thus,
plasticity in ammonium hydrophthalate is only
observed along [110], whereas under compression
along [011], the crystal undergoes brittle fracture [6].
The formation of kink bands in ammonium hydro-
phthalate also differs from kink formation in other
CgHsO,X hydrophthalates. Indeed, a kink band in
ammonium hydrophthalate is not formed under com-
pression along [001] direction and the crystal under-
goes brittle fracture [6]. The maximum anisotropy in
microdensity of the ammonium hydrophthalate was
observed in the experiments on a Knoop microindenta-
tion [11].

Along with the maximum anisotropy in the mechan-
ical properties of the ammonium hydrophthalate in the
CgHsO,X hydrophthalate series, it also shows anoma-
lous anisotropy in thermal expansion [10]. The thermal
expansion coefficient o was measured on a quartz
dilatometer along the [100], [010], and [001] direc-
tions. It is shown that specimen heating decreases its
length along the [100] axis, i.e., Oy < 0 along [010]
and [001] axes. The g5 and o, are positive, but
have different values and temperature dependences.
The maximum anisotropy characteristic of an ammo-
nium hydrophthalate was aso confirmed in studies of
the X-ray spectral properties[18]. The strong forbidden
(001) reflection was found for ammonium hydrophtha-
late single crystal in the range of ultra-soft X-rays near
the absorption edge with the wavelength of 44 A. This
reflection may be used to record the emission spectrum
of carbon. A study with the copper-anode X-ray tube
showed that the high reflection “efficiency” at the
absorption edge is observed if the optical axis of the
spectrometer coincides with the [100]-axis of a single
crystal. If it coincides with the [001] axis of the crystal,
the forbidden first-order reflection is not observed.

The maximum anisotropy in the mechanical proper-
ties, the thermal expansion coefficient, and the X-ray
sengitivity in the CgH;0,X hydrophthalate series is
observed for ammonium hydrophthalate because of
anisotropy of chemical bonding in the crystd, i.e,
because of the structure and location of benzene rings.
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CONCLUSIONS

The compression test of organic single crystals of
potassium, rubidium, cesium, and ammonium hydro-
phthalates provided the determination of their mechan-
ica parameters characterizing the deformation and
fracture processes. It is shown that depending on orien-
tation, crystals can undergo either plastic deformation
or brittle fracture and can form kink bands.

The analysis of the relaxation curves for potassium
hydrophthalate single crystals allowed us to determine
the kinetic parameters of deformation such as the acti-
vation energy (100 kcal/mol) and the activation volume
(16 x 108 cmq). The data obtained are consistent with
theideathat the main obstacle to the dislocation motion
in the dlip plane (010) are forest dislocations intersect-
ing this plane.

Ammonium hydrophthalate crystals show the max-
imum anisotropy in mechanical properties, the thermal
expansion coefficient, and the X-ray sensitivity in the
CgHsO,X hydrophthalate series.

REFERENCES

1. L. M. Beyaev, G. S. Belikova, A. B. Gil'varg, et al., Kri-
stallografiya 14 (4), 645 (1969) [Sov. Phys. Crystallogr.
14, 544 (1969)].

2. G.S.Bdikova, L. M. Belyaev, M. P. Golovei, et al., Kri-
stallografiya 19 (3), 566 (1974) [Sov. Phys. Crystallogr.
19, 351 (1974)].

3. O. F. Pozdnyakov, B. P. Redkov, A. S. Smirnov, et al.,
Kristallografiya 33 (4), 994 (1988) [Sov. Phys. Crystal-
logr. 33, 588 (1988)].

4. V.R. Regedl, L. A. Lutfullaeva, T. M. Muinov, et al., lzv.
Akad. Nauk Tadzh. SSR 111 (1), 26 (1989).

5. G. S. Bdikova, Yu. I. Grineva, V. V. Korneev, et al., in
Apparatus and Methods of X-ray Analysis (Nauka, Len-
ingrad, 1983), Vol. 31, p. 171.

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5

2001

825

6. V.R.Regdl,V.1.Vladimirov, N. L. Sizova, et al., Kristal-
lografiya 34 (6), 1490 (1989) [ Sov. Phys. Crystallogr. 34,
892 (1989)].

7. V.1.Vladimirov, A. A. Birkovskii, V. R. Regdl, et al., Fiz.
Tverd. Tela(Leningrad) 31 (10), 125 (1989) [Sov. Phys.
Solid State 31, 1722 (1989)].

8. V. R. Regel, N. L. Sizova, and T. N. Turskaya, Kristal-
lografiya 41 (5), 918 (1996) [Crystallogr. Rep. 41, 875
(1996)].

9. V. R. Regel, N. L. Sizova, G. S. Belikova, €t al., Fiz.
Tverd. Tela (St. Petersburg) 41 (2), 265 (1999) [Phys.
Solid State 41, 236 (1999)].

10. V. R. Regdl, N. L. Sizova, V. V. Zhdanova, et al., Kristal-
lografiya 39 (6), 1097 (1994) [Crystallogr. Rep. 39, 1008
(1994)].

11. N. L. Sizova, L. A. Lutfullaeva, V. R. Regel, et al., Kri-
stallografiya 37 (4), 1047 (1992) [Sov. Phys. Crystallogr.
37, 558 (1992)].

12. V. R. Regel, G. A. Dubov, and V. N. Glazunov, in Crys-
tals: Growth, Structure, and Properties (Nauka, Mos-
cow, 1993), p. 263.

13. A. A. Birkovskii, V. |. Vladimirov, and A. E. Romanov,
in Disclinations and Rotary Deformation of Solids (Fiz-
iko-tekhn. Inst., Leningrad, 1988), p. 5.

14. V. I.Vladimirov and A. E. Romanov, in Disclinationsin
Crystals (Nauka, Leningrad, 1986), p. 818.

15. S. P. Timoshenko, Sability of Bars, Plates and Shells
(Nauka, Moscow, 1971), p. 818.

16. B. M. Smirnov, Usp. Fiz. Nauk 149 (2), 177 (1986) [ Sov.
Phys. Usp. 29, 481 (1986)].

17. V. N. Rozhanskii, Fiz. Tverd. Tela (Leningrad) 2 (6),
1082 (1960) [Sov. Phys. Solid State 2, 978 (1960)].

18. A. V. Okotrub, L. G. Bulusheva, L. N. Mazalov, et al.,
Mol. Mater. 10, 213 (1998).

Tranglated by T. Dmitrieva



Crystallography Reports, Vol. 46, No. 5, 2001, pp. 826-829. Translated from Kristallografiya, Vol. 46, No. 5, 2001, pp. 900-903.
Original Russian Text Copyright © 2001 by Perekalina, Orekhova, Kaldybaev, Mill, |sakov.

PHYSICAL PROPERTIES

OF CRYSTALS

Dedicated to the memory of B.K. Vainshtein

Absorption Spectra and Circular Dichroism
of Sr;Ga,Ge,0,,: Cr and Ca;Ga,Ge,O,,: Cr Crystals

Z.B. Perekalinal, V. P. Orekhoval, K. A. Kaldybaev?, B. V. Mill3, and D. V. I sakov!

1 Shubnikov Institute of Crystallography, Russian Academy of Sciences,
Leninskiz pr. 59, Moscow, 117333 Russia
2| ssyk-Kul State University, Karakol, Kyrgizstan
3 Moscow State University, Vorob’ evy gory, Moscow, 119899 Russia
Received December 27, 2000

Abstract—Absorption spectra and circular dichroism spectra of chromium-doped Sr-gallogermanate crystals
of different colors and doped and pure Ca-gall ogermanate crystals have been studied. It is shown that chromium
ions enter the Sr-gallogermanate crystals in two valence states—Cr3* and Cr**. It is assumed that Cr** ions
replace Ge** in the tetrahedra. © 2001 MAIK “ Nauka/Interperiodica’” .

INTRODUCTION

Below we describe the study of the optical proper-
ties of trigonal gallogermanate A;Ga,Ge,0,, crystals
(A=Ca, &) of different compositions and colors.
These crystals have a set of important optical (including
non-linear), spectroscopic, lasing, piezoelectric, etc.,
properties[1].

Galogermanate CaGa,Ge,0,, (CGGO) and
Sr;Ga,Ge,0,4 (SGGO) crystals belong to the class

symmetry 32 of the trigonal system, sp. gr. Dg —P321,
Z =11[2]. The unit-cell parameters are a = 8.076, ¢ =
4.974 A for CGGO and a = 8.270, ¢ = 5.040 A for
SGGO. The ionic radii are equal to 1.12 for Ca?*, and
1.26 A for Sr2* in the eightfold coordination and 0.62
for Ga®, 0.53 for Ge**, 0.615 for Cr3*, and 0.55 A for
Cr# in the sixfold coordination [3].

The structures of CGGO and SGGO crystals consist
of layersnormal to the c-axis and oxygen octahedraand
two types of oxygen tetrahedra. Between the layers
Thompson cubes occupied by large Ca?* or Sr?* ionsare
located [the 3(e) position with the local symmetry 2].
Some tetrahedra lie on the threefold axes (the centra
2(d) position with the loca symmetry 3); and some
other tetrahedra are grouped around the octahedra by
the symmetry of the threefold axis [the 3(f) position
with the local symmetry 2]. The 2(d) tetrahedra are
occupied by the Ge** ions and the 3(f) tetrahedra, by
Ga* and Ge** ionsintheratios3:2and 7 : 8 for Ca
and Sr-gallogermahate, respectively. The 1(a) octahe-
dra (the symmetry 32) are statisfically occupied by
Ge* and Ga** ionsintheratios4 : 1 and 3 : 2 for Ca
and Sr-gallogermanate, respectively. In chromium-

doped crystals, the Cr®* ions enter the octahedra and
replace Ga** ions there; the Cr** ions enter the 2(d) and
3(f) tetrahedra and replace the Ge** ions. The statistical
filling of the 1(a) and 3(f) positions by Ga®* and Ge**
ions resultsin apartial disorder of the crystal structure
and the fluctuation of the crystal field in the positions of
chromium ions, thus, changing the spectral and gener-
ation characteristics of the crystal [1, 2, 4, 5].

We studied the physica properties on chromium-doped
grontium galogermanate crysas Sr;Ga,Ge, 0y, @ Cr
(SGGO: Cr) of different colors and a Ca;Ga,Ge, 0y, : Cr
(CGGO: Cr) crystal.

EXPERIMENTAL

A transparent Sr;Ga,Ge,O,, : Cr single crystal of
the mass 210 g, 100 mm in length and 25 mm in cross
section was grown from the platinum crucible 45 mmin
length containing 240 g of the melt by the Czochzal ski
method (0.1 at. % of Cr,O3 in the charge with respect to
Ga,0O;) on an automated Malvern MSR-2 setup. Crys-
tals were grown on a [0001Horiented seed in the O,
atmosphere (P = 2 atm) at the pulling velocity 2.5 mm/h
and the rotation velocity 40 rpm. In the cross-section
with a constant diameter, the crystal habit was close to
that of the (1010) hexagonal prism with the rounded
edges and the flat crystalization front. The crystal
grown has an unusual color. The neck and the initia
part of the cone are reddish, then the crystal grew green
up to the end of the widened part, which coincided with
inversion of the crystallization front. Upon the crystal-
lization-front inversion, the crystal acquired the struc-
ture consisting of alternating 1-5-mm-thick reddish
and green layers. However, the central part (67 mmin
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Fig. 2. Circular-dichroism spectra for (a) Sr3Ga,Ge,014:Cr ((2) reddish, (3) green); (b) (1) CagGaxGe,Oy4 : Cr crystals, and

(1) undoped CagGayGe,O14 Crystal.

diameter) of the green layers also has a reddish color.
The reddish layers thin toward the lower part of the
crystal, and the lowest part is green.

A transparent green CGGO : Cr single crystal of the
mass 244 g was grown from melt (268 g) under similar
conditions. In contrast to the SGGO : Cr crystal, the
CGGO : Cr crystal has a homogeneous color without
shades.
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The specimens were prepared from green chro-
mium-doped CGGO crystals and green and reddish
chromium-doped SGGO crystals. The specimens were
0.5-1.5-mm-thick plates oriented normally to the opti-
cal axis. The absorption spectra were measured on
Hitachi and Specord-40 spectrophotometers in the
range of 250700 nm. The circular-dichroism spectra
were studied on a dichrograph designed and manufac-
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Basic spectroscopic parameters of Sr;Ga,Ge,0,4 : Cr¥* (SGGO : Cr) and Ca;Ga,Ge,0,, (CGGO) crystals

Optical transitions from #A, to the next levels
Crystals Color centers
b*T, a‘m, 4T, ’E
SGGO: Cr (reddish) 290* 430* 640*
295** 445+ * 635** 700** 320.385
2.8x** 12.4***
0.69**** 4****
SGGO : Cr (green) 295* 435* 630*
290** 445+ * 635** 700** 320.385
2-9* *% 14* * %
0.64*** 5.6****
CGGO': Cr (green) 285* 440* 635*
275** 450** 630** 700** 335.390
1'5* * % 14* * %
1_2**** 6_3****
CGGO (undoped) 275.330.390.440

Note: The crystal-field parameters are: Dg = 1560 cmi™%; B = 690 cmi™; Dg/B =2.26 for SGGO : Cr (reddish) Dq = 1590 cmiL; B = 690 cmi L,
Dg/B =2.3 for SGGO : Cr (green) Dq = 1570 cm™; B = 660 cm; Dg/B =2.0 for CGGO : Cr (green).

* Positions of the absorption-band peaks, nm.
** Positions of the peaks of the circular-dichroism bands, nm.

*** |ntensity of the peaks of the circular-dichroism bands, Ae, 10~ 2em L,

1

**** Rotational forces of the circular dichroism bands, R, 1074 CGS units.

tured at the Institute of Crystallography in the range of
250-800 nm [6].

RESULTS AND DISCUSSION

The absorption spectra of the green and reddish
SGGO : Cr crystals (curves 3 and 2, respectively) and a
green CGGO : Cr crystal (curve 1) are shown in
Figs. 1a and 1b, where K is the absorption factor. All
the spectra have broad electronic-vibrational absorp-
tion bands typical for Cr3* ions—one in the ultraviolet
(Fig. 1a) and two in thevisible (Fig. 1b) ranges of spec-
tra. The positions of the band maximafor all the speci-
mens are indicated in table. The crystal-field parame-
ters Dg and B (see the table) were evaluated from the
experimental dataand agreement with the datain [4, 5].

The absorption spectra of green CGGO : Cr and
SGGO: Cr specimens (Fig. 1b, curves1 and 3) aresim-
ilar, which indicates that the replacement of Caby Srin
gallogermanates almost did not affect the intensity and
the symmetry of the crystal field in the center of the
octahedron in the position 1(a) occupied by Cr3* ions.
As is seen from Fig. 1b, the intensity of the broad
absorption band in the red spectrum range of SGGO : Cr
islower for areddish specimen (curve 2) than theinten-
sity of that of the green specimen (curve 3). Thisindi-
cates a lower Cr3* concentration in the reddish speci-
men. It should be noted that, apart from the bands due
to Cr3* ions, an additional broad band is observed in the
green range (470-580 nm) of the absorption spectra of

the reddish specimen. This absorption can be attributed
to broad absorption bands of Cr®* ionswith the peaks at
500 and about ~550 nm [4]. Since the intensities of the
broad absorption bands in the red range of the spectrum
(at 625 and 630 nm) are low for both reddish and green
specimens, the contribution of these bandsto the crystal
color is insignificant. The largest contribution to the
crystal color comes from the Cr3* and Cr#* absorption
in the green spectrum range.

Figure 2a shows the circular-dichroism spectra of
reddish (curve 2) and green (curve 3) SGGO : Cr spec-
imens. It is established that circular dichroism is
present in all the three broad bands of the absorption
spectraand also in the R-line (about 700 nm) of the Cr3*
ion (Fig. 2a, curves 1 and 2). Moreover, the circular-
dichroism (Fig. 2a, curve 2) and the absorption (Fig. 1b,
curve 2) spectraof thereddish SGGO : Cr specimen has
a broad low-intensity absorption band in the green
range (470-580 nm). This band may be attributed to the
circular dichroism of Cr#* ions. Asisseen from Fig. 2a,
the circular-dichroism spectra for the reddish and the
green SGGO : Cr specimens dlightly differ—the posi-
tions of all the bands almost coincide and their intensi-
ties differ only dlightly. The peaks of the absorption
bands and circular dichroism are listed in table.

Comparing the circular-dichroism spectra of green
SGGO : Cr and CGGO : Cr specimens (Fig. 2b, curve 1
[5] and Fig. 2a, curve 3) one can see that the intensity
ratios of the bands (at the maxima) for the same elec-

tron transitions of Cr3* ions are different and are equal

CRYSTALLOGRAPHY REPORTS Vol. 46 No.5 2001



ABSORPTION SPECTRA AND CIRCULAR DICHROISM

to ~1 at A about 630 nm, ~0.5 at A about 440 nm and
~0.6 in the ultraviolet range. Since the selection rules
for the transitions in the absorption and circular dichro-
ism spectra are different, the intensity ratios for these
spectra are different.

The circular-dichroism spectra of SGGO : Cr crys
tals are show some additional broad bands that cannot
be attributed to chromium ions. Earlier, such bands
were observed in the circular-dichroism spectra of
undoped CGGO crystals (Fig. 2b, curve 1) [5]. These
bands with the maximain the range 330—-390 nm can be
attributed to color centers (see table) related to struc-
tural defects formed during crystal growth.

The rotational forces of the electron A, — a'T,
and *A, —= 4T, transitions were calculated by the for-
mulaR = 0.407 x 10738Ag0/V,;, Where Ag,, A; and v,
were determined from the absorption bands corre-
sponding to these transitions in the circular-dichroism
spectra (Ag,; isthe band intensity at the maximum, 4, is
the band halfwidth, and v, is the transition frequency).
The optical parameters of the specimens studied are
indicated in table.

CONCLUSIONS

The study of the absorption and circular-dichroism
spectra of undoped and chromium-doped CGGO and
SGGO crystals provided the separation of the absorp-
tion and circular-dichroism bands caused not only by
octahedrally coordinated Cr3* ions, but with Cr** ions
in the tetrahedral coordination, as well as the bands
caused by defect centers.

The presence of Cr#* ionsin the CGGO and SGGO
crystals can be explained by the conditions of their
growth under the pressure of the oxidizing atmosphere.
These conditions can provide the transition of some
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Cr3 ions to the tetravalent state. A presence in the
structure of tetrahedra 2(d)- and 3(f)-positions with the
symmetry 3 and 2, respectively, occupied by Ge** ions
(whoseradiusis closeto that of the Cr** ion) allowsthe
incorporation of Cr* ionsinto the crystal structure. The
symmetry of these tetrahedra opens the way for the
appearance of circular dichroism in the electron transi-
tions of the Cr#* ions.

The observation of the additional circular-dichroism
bands not caused by chromium ions in undoped and
chromium-doped CGGO and SGGO crystals was
assumed to be associated with defects formed during
crystal growth.
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Abstract—Conductivity of potassium dihydrophosphate (KDP) crystals grown from solutions with different
pH has been studied with due regard for the sectorial structure and the impurity composition of the crystals
grown. The dependence of the conductivity parameters on these two factors is established. The data obtained
lead to a conclusion on the formation of the real structure important for various electro-optical applications of
KDP crystals and provide the optimization of growth conditions. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Physical properties of ferroelectric potassium dihy-
drophosphate (KDP) crystals of the composition
KH,PO, have been studied for more than 60 years.
Degspite the great importance of these crystals for the
theory of phase transitions and various electrooptical
applications, no systematic studies of physical proper-
ties of KDP crystals depending on growth conditions
have been performed as yet. The present article partly
closes this gap. We studied for the first time the high-
temperature dielectric properties such as conductivity
and dielectric permittivity of KDP crystals synthesized
from solutions with different pH with due regard for
their sectorial structure and the impurity composition.

Below, we present the results of the conductivity
measurements of KDP crystals.

As is well known, ionic conductivity is essentialy
dependent on the structural defects. Conductivity of
KDP single crystals was repeatedly studied on prelimi-
narily doped crystals [1, 2], crystals characterized by
the high-temperature reconstructive phase transition
[3], and the crystals with the complex impedance ana
lyzed in the high-temperature range [4]. Nevertheless,
therole played by thereal structure of anominally pure
single crystal in the formation of its electric properties
is still unclear. In particular, we have established that
the conductivity of specimens prepared from one
growth sector of a KDP crystal can differ by three to
four orders of magnitude, which indicates the complex-
ity of the process of formation of real structurein KDP
single crystals during their growth.

EXPERIMENTAL

Potassium dihydrophosphate crystals were grown
onto a point seed fixed in the center of a reversibly
rotating platform by the method of continuous temper-
ature decrease (from 50°C). The solution supersatura-
tion was about 3% during the whole growth process.
The growth rates of the prism and pyramid faces were
up to 3 mm/day (24 h), i.e., were sufficient for the for-
mation of the well-developed {100} and {101} growth
sectors and comparison of their defect structures. The
starting KDP salt was synthesized from the extra-pure
grade H,PO, and KOH reagents (Russia). The acidity
(pH) of the solutions obtained was purposefully varied
within (2.35-4.82) £ 0.04 by adding either H;PO, acid
or KOH alkali to the solution. At the stoichiometric
component ratio, the pH value of the solution was
40+0.2.

The specimens were 5 x 5 x 0.5-mm?-large z-cut
plates of KDP single crystals prepared from the prism
and the pyramid growth sectorslocated at different dis-
tances from the seed (Fig. 1).

Conductivity and complex impedance were mea-
sured by the bridge method at the frequencies ranging
from 100 Hz to 1 MHz. The corresponding temperature
curves were measured in the mode of stabilized speci-
men temperature with the use of thermally deposited
silver electrodes. Prior to measurements, the specimens
were annealed for ten hours in air at the temperature
150°C.

The composition, concentration, and the spatial dis-
tribution of impuritieswere controlled by the method of
emission spectral analysis, which allowed us to study
the chosen specimens with both considerably different
and close impurity concentrations.
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RESULTS AND DISCUSSION

Itiswell known that conductivity in KDP crystalsis
provided by the motion of proton defects. It wasreason-
able to assume that the stoichiometry variation with
respect to hydrogen during KDP growth from solutions
with different pH values is the most important factor
affecting the conductivity parameters. We could expect
that a crystal grown from the solution of the highest
acidity would contain an excessive number of protons,
whereas an increase of the solution akalinity would
increase the number of proton vacancies and that with
the deviation of the solution composition from stoichi-
ometric, the crystal conductivity would increase. How-
ever, the rea situation is much more complicated,
which is well seen from the table. Thus, the “akali
crystal” really possesses high conductivity, but the con-
ductivity of the specimens prepared even from the same
single crystal can differ by several orders of magnitude
(from3.8 x 10711 t03.5 x 107 Q' cm™!). The activation
enthalpy of single-crystal conductivity also varies over
awide range (from 0.9t0 0.3 eV).

The table lists the data obtained for 14 specimens
prepared from three single crystals. The ordinal num-
bers of the specimens correspond to three pH values of
the solutions used for crystallization and the location of
afuture specimen in the single crystal bulk (Fig. 1). Of
all the impurities present in KDP crystals, we studied
Fe’* and AI** whose concentrations are usually higher
than the concentrations of all the other cationic impuri-
ties, and because it is just these impurities that deter-
mine the formation of the “defect structure” of KDP
crystalsduring growth [5, 6]. Thus, itiswell known that
the incorporation of iron into the KDP lattice should
give rise to the formation of two potassium and one
hydrogen vacancies.

The activation enthalpies H listed in the table were
obtained by approximating the measured conductivity
by the following “thermoactivation” relationship:

o= ?exp[—%}, (1)

where A is the so-called pre-exponential factor depen-
dent on the concentrations of mobile defects—protons
or proton vacancies. Moreover, both A and H parame-
tersdepend on the crystal structure and the conductivity
mechanism. Obviously, the parameter H has different
physical meanings in different cases: if the impurity
conductivity prevails, it hasthe meaning of the enthal py
of migration of a given ion or proton defect; if the
intrinsic conductivity prevails (i.e., conductivity pro-
vided by thermally activated defects), it has the mean-
ing of the enthalpy of their formation and migration.
Figure 2 shows the characteristic temperature depen-
dence of conductivity for four specimens cut out from
KDP single crystals (the measuring-field frequency
was 1 kHz). We obtained the curves similar to those
shown in Fig. 2, which were described quite well by the
exponentia relationship (1) with different parameters
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Fig. 1. (8) KDPcrystal and (b) schemeillustrating specimen
preparation.

in the whole temperature range of all the 14 specimens.
The H values given in the table were averaged by the
least-squares procedure. For specimens 11(2) and 11(5)
prepared from the KDP single crystal with the “nor-
mal” pH value, one can establish two modes of the
change in conductivity depending on the temperature.
At the first mode at about 375 K, the temperature
dependence of conductivity has akink [Figure 2 shows
the conductivity only for specimen 11(5)]. The activa-
tion enthalpy in this case is determined from the high-
temperature parts of the curves, i.e., from the range of
the intrinsic conductivity of the crystal, with the con-
ductivities at al the frequencies being almost the same.
The activation enthalpies for the second mode [low-
temperature (impurity) branches| are indicated in
parentheses.

In correspondence with Eqg. (1), the analysis of the
temperature dependences of conductivity provides the
classification of the specimens over three groups with
considerably different values of the parameters (the
groups A, B, and C), although in theregion H = 0.7 eV,
the boundary between the groups A and B is only con-
ditional because of the close enthapy values. The error
inthe H valueindicated in table (+20%) is purposefully
overestimated because, generally speaking, conductiv-
ity depends on the frequency of measurements. Never-
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Conductivity parameters of the specimens cut out from different growth sectors of KDP crystals grown from solutions with
different pH values and characterized by different impurity concentrations

i -1 —1
Crystal pgl 8; (t)l:]e Specimen nggtvgrh ;otﬁaéﬁr&cg?tﬁtb%n H, eV £20% 0’(zgtz rogrrg co(r31rdcl)JL£i_\c/)ifty
rities, 10 mol % temperature) mechanism
| 2.35 1(2) 100 8.2 1.0 2.82x 1071 A
1(4) 100 8.4 0.9 3.80x 107! A
1(5) 101 6.8 0.7 1.20 x 10710 B
1(6) 101 6.2 0.6 1.64 x 10710 B
] 3.84 11(2) 100 9.9 0.6 1.06 x 10710 B
11(2) 100 2.8 0.8(0.5) 2.60 x 10711 A(B)
1(5) 101 6.9 0.8(0.5) 6.85 x 1071 A(B)
11(6) 101 1.6 0.8 2.61x 10710 A
I 4.82 11(2) 100 45 0.5 2.55 x 10710 B
11(3) 100 5.9 0.6 1.28 x 10710 B
114" 100 13.9 0.3 2.15x 1077 C
11(4) 100 14.4 0.3 3.55x 1077 C
11(6) 101 5.9 0.8 56x 10 A
H1(7) 101 12.3 0.3 7.03x 1078 C

theless, even the measurements made at the same fre-
guency show that the conductivity mechanismsin these
three groups of specimens are different.

Different conductivity mechanisms can be illus-
trated proceeding from the known models of crystal

In(oT), [Q ' em™ K]

—8F

11L(6)  1(6) )
—12+

I1(5)
—16F
A
1 1 1
0.0025 0.0030 0.0035
T, K

Fig. 2. Temperature dependence of conductivity of KDP
crystalsin the Arrhenius coordinates.
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disorder [7]. The pre-exponentia factor is determined
in such away that higher values of the factor A corre-
spond to higher values of the activation enthalpy,
whereas the low values of A correspond to the low val-
ues of H. In other words, within the chosen model, InA
should be proportional to H, InA ~ H. Since A =
A'exp[ASK] (where ASis the change in entropy), this
signifies that the more pronounced the disorder caused
by the formation of defects, the higher the values of the
angular coefficient in the proportion InA ~ H. Figure 3
shows the dependence of thelogarithm of the pre-expo-
nential factor on the activation enthalpy for all the spec-
imens studied. Unlike H-values given in the table, we
used herethe exact H values measured at afrequency of
1 kHz. Different angular coefficients of the dashed lines
in Fig. 3 indicate different conductivity mechanismsin
the above groups of specimens (in correspondence with
the dightly different models). In the range of the H val-
uesH = 0.5-0.7 eV, acrossover can be formed, i.e., the
change in the conductivity mechanism—from the
impurity mechanism to the intrinsic-conductivity one.
Itisclear that for KDP crystals, theterm “impurity” can
indicate an increase both in the concentration of proton
vacancies and in the number of excessive protonsat low
pH values caused by the presence of a cationic
impurity.

Thus, it can be concluded that crystals of the group
A are the most ordered and their conductivity is deter-
mined mainly by intrinsic thermally activated proton
defects with rather high enthalpies of formation and
migration. It isclear that these crystals have the highest
degree of perfection. The conductivity parameters of
the crystals of the group B correspond to the impurity
mode of conductivity. Theline coefficient for the group

No. 5 2001
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B, which is higher than for the group A in Fig. 3, aso
indicates the higher defect concentration in the proton
sublattice of these crystals. Two specimens of the group
A show the transition from the mode of low-tempera-
ture impurity conductivity with H = 0.5 €V to the high-
temperatureintrinsic conductivity withH = 0.8 eV. Fig-
ure 3 shows both H-values. It is seen from the table and
Figs. 2 and 3 that the group C combines the crystals
whose conductivity parameters and, therefore, also
their defect structures, considerably differ from those
of all the other crystals. This group is formed by three
specimens of “alkali” crystal.

Different conductivities of the specimens can be
understood if one takes into account the distribution of
the cationic impurities in the crystals and the sectorial
structure of the latter. The most specific situation is
observedinan“akali” crystal (pH 4.82). Thechangein
the impurity concentration by a factor of 2.5 in the
specimens prepared from one growth sector of the crys-
tal is accompanied by the change in conductivity by
three orders of magnitude. The absolute value of the
impurity concentration and, thus, also the concentration
of proton vacancies thus formed are not high enough to
give rise to the change in the conductivity mechanism.
Earlier, the topographs of this crystal showed the exist-
ence of growth macroinhomogeneities—the layers par-
allel tothe{100} and {101} faces, characterized by ele-
vated defect concentrations [5]. It seems that this
resultsin an increase of the effective mobility of proton
defects and the reduction of the enthalpy of conductiv-
ity activation.

The defect structure of “acid” crystals (pH 2.35) is
formed in different way. These single crystals are char-
acterized by homogeneous distribution of the cationic
impurities and close conductivity parameters inside
each growth sector. Thus, the temperature dependences
of conductivity for specimens 1(2) and 1(4) are amost
equivalent. On the other hand, the differences between
the {100} and {101} growth sectors in these crystals
are more pronounced than for other sectors: the con-
ductivity of the specimens cut out from the { 101} sec-
tor isthree to four times higher than the conductivity of
the specimens cut out from the { 100} sector even at a
somewhat lower impurity concentration. The same
specimens are also characterized by lower activation
energies, which seems to be associated with a more
pronounced defect structure of the {101} growth sec-
tors characteristic of the growth technology used and
especialy well seen on crystals grown from nonstoichi-
ometric solutions. We mean here the symmetric rota-
tion of the crystal in acrystallizer with the rotation axis
coinciding with the z-axis of the crystal. Inthiscase, the
solution oversaturation decreases more pronouncedly
at the (101) face, and, in growth from an acid solution,
it should be accompanied by a more pronounced
decrease of pH at the surfaces of growing faces of the
pyramid. The latter fact can giveriseto certain changes
in the hydrogen stoichiometry in the{101} sector, e.g.,
to a higher proton concentration in intertitials in this
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Fig. 3. Dependence of the logarithm of the coefficient A
from Eq. (1) on the enthalpy of conductivity activation for
three single crystals: (») I, (O) I1, and (O) I11.

sector than in the {100} sector or the replacement of
some potassium ions by hydroxonium (H;O"). Proton
migration over interstitials requires lower energy than
the formation and migration of intrinsic thermally acti-
vated defects, which may result in a reduction of the
energy of conductivity activation fromavaueof 0.9 eV
inthe {100} sector to 0.7 eV in the {101} one.

The defect structure of the hydrogen sublattice of
the crysta grown under the normal conditions
(pH 3.84) isformed mainly because of the appearance
of proton vacancies during incorporation of natural cat-
ionic impurities. The concentration of such defectsin a
“normal” crystal is approximately equal to the total
concentration of the cationic impurities (in molar frac-
tions). Inthiscrystal, the variationsin theimpurity con-
centration do not considerably change conductivity.
Thus, a decrease of the impurity concentration in the
{100} sector by afactor of about 3.5 isaccompanied by
a similar decrease of the specimen conductivity. An
increase of conductivity of the specimen cut out from
the {101} sector with a decrease of the impurity con-
centration is somewhat surprising and can be associ-
ated, e.g., with the effect of the intersectorial pyramid—
pyramid boundary, in the direct vicinity of which the
specimen 11(6) was cut out. Thus, the conductivity
parameters of the “normal” crystal are not worse than
those of the“acid” one, moreover, the impurity concen-
tration in the normal crystal decreases in the process of
its growth.

CONCLUSION

It has been shown that conductivity can be strongly
influenced by both hydrogen nonstoichiometry of the
crystal during its growth from solutions of various acid-
itiesand the presence of impuritiesin the crystal, which
give rise to the formation of defects in the proton sub-
lattice. The results obtained show that the influence of
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hydrogen nonstoichiometry on conductivity of KDP
crystals is comparable with the effect of uncontrolled
cationic impurities. Indeed, in the transitions from an
acid to anormal and to an alkali crystal, the conductiv-
ity value changes but not more pronouncedly than it
changes with the distance from the seed within one
growth sector of an akali crystal. The conductivity
parameters of crystals grown from solutions with dif-
ferent pH values but the same variation in the impurity
concentration change in different ways. Thus, if at the
normal pH value, an increase of the impurity (Fe** and
AI**) concentration by afactor from threeto four in the
{100} sector results in an increase of conductivity
asoby a factor from three to four at pH 4.82, an
increase in the impurity concentration by a factor of
2.5 results in an increase of conductivity by more than
three orders of magnitude. In this case, the specimens
are characterized by the maximum impurity concentra-
tion (>102 mol %) and the presence of macroinhomo-
geneities. The following conclusions seem to be impor-
tant for practice.

Conductivity and dielectric properties of KDP crys-
tals are essentially dependent on al the three factors
studied—the sectoria structure, the pH value of the
crystallization solution, and the related distribution of
cationic impurities, mainly, Fe** and A3+

The parameters characterizing conductivity of KDP
crystals can pronouncedly differ even within one
growth sector. Thisismost clearly seen on crystalswith
pH 4.82, where specimen conductivities differ by three
orders of magnitudes.

The energy of conductivity activation tends to
decrease, whereas the conductivity itself tends to
increase with an increase of the pH value of the crystal-
lization solution and the impurity concentration, which

CRYSTALLOGRAPHY REPORTS Vol. 46
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depends on an increase in the proton-vacancy concen-
tration responsible for conductivity. Thus, the KDP
crystals optimal for electrooptical applications should
be grown at pH 2.3-4.0 with due regard for the charac-
teristic features of the defect-structure formation con-
Sidered above.
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Abstract—Theanalytical solution of the equations of the Alexander—Haasen model, which describes the shape
of the deformation-curve peak (the so-called yield drop), has been obtained for the case of alow initial dislo-
cation density. It is shown that the self-development of the dislocation structure results in the specific kinetic
transition with a dramatic decrease of the elastic-deformation rate and an increase of the plastic-flow rate. It is
natural to interpret this phenomenon as an elastoplastic transition, and to consider the corresponding stress as
the yield stress despite the fact that, being considered in the traditional way, its value does not coincide with
either the upper or lower yield stress. The conditions of the existence of theyield drop are studied, and the quan-
titative criterion of the corresponding change in the deformation-curve shape is proposed. © 2001 MAIK

“Nauka/Interperiodica” .

INTRODUCTION

Asiswell known, deformation of materials with an
increasing stress results in the transition from the elas-
tic deformation to the plastic flow of the material. The
initial section of the stress-strain or stress-time curve,
hereafter called the deformation curve, is characterized
by apronounced slope determined by the el astic moduli
of the material. In the vicinity of acertain stress t,, (the
so-called yield stress), it is changed into the section
with a relatively small slope, which describes the so-
called easy-dide stage of deformation. In some cases,
the more complicated behavior of the deformation
curve is observed, with the formation of an additional
peak of the deforming stressin the transition region. In
this case, one considers the upper 1, and the lower T,
yield stresses.

The yield stresses are the most important character-
istics of the mechanical properties of materials; they
were considered in a large number of publications
[1-4]. The behavior of the yield stresses depending on
the temperature and deformation-rate variations allows
one to determine the mechanisms controlling the plas-
tic flow of materials—kinetics of dislocation multipli-
cation and mobility, the spectrum of dislocation
sources, etc. To establish the quantitative relationships,
various theoretical models were proposed to describe
the behavior of loaded materials. Depending ontheaim
with which these models were developed, they are
divided into the dynamic models (in which the transi-
tion to easy gliding is associated with the laws of the
temporal evolution of the processes) and the static mod-

els (in which theyield stressis determined by the char-
acteristic stress providing the operation of the disloca-
tion sources) [5]. Various disl ocation mechani sms asso-
ciated with the yield stress are considered in [6]. The
interpretation of the yield stress in the static models is
relatively simple, and the sharp transition from the elas-
tic to plastic deformation is predetermined by the steep
change in the stress spectrum of the source. The situa-
tion with the dynamic models is less obvious [7-10],
and the transition to the yield stage is associated with
the self-organization of the kinetic process. One of the
most successful and popular dynamic models was
developed by Alexander and Haasen [10]. The depen-
dences of the upper and the lower yield stress on vari-
ous parameters calculated within this model provided
the explanation of numerous characteristic features of
the behavior of silicon. Thismodel satisfactorily agrees
with the experimental data, and does not become less
atractive despite the appearance of promising new
alternative approaches based on the mesoscopic models
of the dislocation dynamics [11].

The present study is aimed at the further devel op-
ment of the Alexander—Haasen model, which seems to
be important because of a number of serious problems
encountered in the interpretation of the experimental
data on the yield point of materials. The formulation of
these problems refl ects the ambiguous interpretation of
the transition from the elastic to the plastic behavior
even within the framework of well-known models,
because there is no sufficiently complete analytical
solution for these model s and explicit description of the

1063-7745/01/4605-0835%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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deformation curvesin the vicinity of thistransition. We
attempt to close this gap for the generalized Alexander—
Haasen model. Not going into al the details of the
determination of the yield point, we should like to
remind here the simplest method of its determination
(with due regard for its shortcoming) in order to pro-
vide better understanding of the problem formulation.
The conventional definition of the yield stress as a
stress above which the irreversible plastic deformation
is observed [12] is quite sufficient in many occasions,
but, at the same time, it is also only approximate,
because some plastic deformation arises dueto disloca
tion motion irrespectively of the load applied. There-
fore, in many instances, the yield point is defined rather
formally as a stress corresponding to a certain fixed
deformation, e.g., 0.2%. This definition has nothing to
do with the physics of yield appearanceif doesnot even
foresee the possibility of the occurrence of a specific
phenomenon that can manifest itself in the formation of
some specific features of the deformation curve in
mechanical tests. Below, considering a simple example
of the kinetic Alexander—Haasen model, we shall show
that this specific phenomenon, which attributes the
qualitative aspect to the yield stress, is really possible
and study the conditions of its manifestation.

ALEXANDER-HAASEN MODEL

Within the Alexander—Haasen model, the transition
to the plastic flow of a material is associated with the
avalanche-like multiplication of dislocations. The cor-
responding experimental data are generalized by the
following phenomenological equation [10]

dp/dt = wrpv, (D

where p is the density of mobile dislocations, v isthe
velocity of their motion, w is the multiplication con-
stant, T, is the effective stress equal to the difference of

the externdl, T, and the internal T, = ap '/, stresses
T,=1-1, = 1-0ap”> 2)

Here a isthe coefficient of the so-called Taylor harden-
ing, which determines the contribution of random elas-
tic fields of didocations to the large-scale potential
relief hindering the dislocation motion. It was shown
that equation (1) also describesthe dislocation multipli-
cation in quasicrystals [13].

In accordance with the dislocation-mobility mea-
surements [14—16], the dependence of the dislocation
velocity on stress and temperature is given by the
expression

v = 1,B(T), A3)
where B(T) is the temperature-dependent part, e.g., the
Arrhenius factor

B(T) = v exp(-G/KT). 4
Here G isthe activation energy, k isthe Boltzmann con-
stant, T is the temperature, and v, is the constant pre-
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exponential factor. The origina Alexander—Haasen
model was used for silicon (the case m = 1). We shall
consider here the generalized model at arbitrary mval-
ues. The method of the solution used here also allows
the generalization of the equation, which describes the
kinetics of dislocation multiplication (1), but below we
limit ourselvesto asimpler case.

The deformation kineticsis described by the expres-
sion
(1/S)dt/dt = e—pbv, (5)

where S is the combined elastic modulus, € is the

deformation rate, and b is the magnitude of the Burgers
vector.

Alexander and Haasen solved Egs. (1)—«5) sepa
rately in the vicinity of the upper and the lower yield
stresses and used different approximations. The upper
stress 1, was determined without the alowance for
hardening by the method of iterations of kinetic equa-
tions (1)—(5). The lower yield stress 1, was determined
under the assumption that the elastic component of the
deformation rate can be ignored, i.e.,, by replacing
Eq. (5) by the Orowan equation € = pbv. These approx-
imations are efficient at comparatively low values of the
hardening coefficient a. At the sametime, it is obvious
that this description is far from being exhaustive. The
transitions from the dramatic behavior of deformation
in the vicinity of the yield drop to the smooth behavior
in the vicinity of 1, have not been studied as yet. More-
over, since the approximations made in the calculation
of 1, and T, are inconsistent, the deformation behavior
at a high hardening coefficient a, when 1, and 1, merge
together, theyield drop disappears, and the deformation
curves become monotonic, has not been studied.

Now consider the solution within the Alexander—
Haasen model in more detail. To simplify the formulas
to be derived, we write the model equations in the
dimensionless form by measuring the dislocation den-
sity p in the units

pl — (é/B(T))ZI(nH2)(W/S)m/(m+2), (6)
the stresses, in the units
T, = (SE/(WB(T))" ™, 7
and time, in the units
t1 - (WB(T))_ll(m+2)(Sé)_(m+1)/(m+2). (8)

To avoid the cumbersome formulas, we retain the
notation used earlier for the dimensionless variables T,
p, and t. Then the equations take the form

dp/dt = p1o*t, )

1/2_m+1

dt/dt = 1-pta —0.5ap 1, (10)

Here a = a(w/(bS)? is the dimensionless hardening
parameter. Now, reduce the system (9) and (10) to one
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equation. With this aim, integrate Eq. (9) with respect
totime

P = PoeXp(9), (11)

where
t

¢ = fre i (t)dt,
|
sothat ¢ = 12”1 . Here p, istheinitial value of thedis-
location density (measured in the p, units) assumed to
have small but finite value.
Now change from the variable t to the variable ¢ in
Eqg. (10) using the equations dt./dt = (dt/dp)d =
10" L dt,/dd. We arrive at the closed equation

T dt/de = 1-pee’1l—0.5aps 26?1l (13)

Knowing the solution of Eq. (13), T(¢), we can readily
obtain the compl ete kinetics of the deformation process
from the equation

(12)

_ (__d¢’
t _J- m+1 "’
J1l (9
relating the variables ¢ and t.

The transformation of the above equations allowed
usto single out the dependence of various quantities on
most of the problem parameters in the form of the
explicit scale factors (6)—(8) and to determine those
parameters which are essential for characterization of
the solution types. There are only two such parameters
in (13)—p, and a. Consider first the important particu-
lar case of negligible hardening, a — 0.

(14)

THE YIELD STRESS AS A POINT
WHERE THE KINETIC DEPENDENCES CHANGE
THEIR CHARACTER

At a=0, equation (13) takes the form

" M dt/de = 1-pee’t™ (15)
The low initial dislocation density (p, << 1) alows one
to solve Eq. (15) by the method of successive approxi-
mations. In the zero approximation, we begin the con-
sideration with the equation T™* 'dt/d$ = 1 having the
solution T = T(9) = [((M+ 2)$]"™+2), Substituting this
equation into the right-hand side of Eq. (15) and per-
forming integration, we arrive at the next approxima
tion. Because of smallness of p,, we can expect notice-
able deviations from the zero approximation only at

high ¢ values, > 1. Then, the first iteration in this
region yields

T1(9) = To(9) — Poe’1T(9). (16)
Although the correction to 1,(¢) in the applicability

range of perturbation theory, 3t = —pe?/1,(¢), is rela-
tively small, its pronounced exponential dependence on
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Fig. 1. Upper yield stressas afunction of theinitial disloca-
tion density at different values of m estimated by Eq. (17):
misequal to (1) 1, (2) 2, (3) 5, and (4) 10. Circlesindicate
the results of the numerical solution of Egs. (9) and (10) at
a=0.

¢ can make the derivative of o1 with respect to ¢ equal
to the derivative of 1,(¢). Having the opposite sign, the
change in &t can compensate an increase in T,(¢),
which would result in the nonmonotonic behavior of
T,(¢) and the formation of the maximum corresponding
to the upper yield stress.

Figure 1 illustrates the dependence of the upper
yield stress on the initial dislocation density p, for m
values obtained in the numerical calculation with the
use of Eq. (16). For amore convenient use of the model
during processing of the experimental data, it is useful
to obtain the explicit analytical approximation of t,.
Here is one of the possible approximations

T, = In"(1.44/p,), (17)

where

n = 1.188/(m+ 2.226)°%. (18)

The correspondence of this approximation (circles) to
the numerical solution of Eq. (15) is illustrated
by Fig. 1.

Because of the exponential increase of the contribu-
tion containing p, to Eq. (15) with anincrease of ¢, this
iteration procedure has a very limited applicability
range. One can readily seethat 1,(¢) correspondsto the
stress variation along the elastic part of the deformation
curve. In terms of physics, the applicability of theiter-
ation procedure signifies that the stress change is the
key factor at the first stage of this process, whereas the
didocation-density change is rather small and, there-
fore, cannot serioudly affect the deformation process.
An increasing contribution of the plastic component to
the material deformation results in an unloading stress
OT. At the beginning, the unloading stress is relatively
low, but upon some time, the rate of its variation
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becomes not only comparable with the rate of the elas-
tic-stress change, but even much higher than it. As a
result, the deformation stress first stops increasing at
the point corresponding to the upper yield stress and
then starts decreasing, which, finally, providestheyield
drop. This stage of the process cannot be described by
the solution corresponding to the iteration procedure.

Thus, a more detailed solution requires another
approach. Now, we have to describe the deformation
curvein awider interval outside theimmediate vicinity
of the maximum. This description would allow reveal-
ing the specific role of the yield stress and the corre-
sponding appearance of a certain qualitative new phe-
nomenon.

Now, represent Eg. (15) in a more convenient form
with theaid of anew unknown functionw=1"*2/(m+ 2),

dw/dp = 1-pgexp(¢p)w™ 2. (19)
Here py; = po(M + 2)™M+2_ The zero iteration yields
w = ¢. For the deviation of the function w, from ¢ at the
initial interval of ¢ variation, & w, = w— ¢, we obtain
w; < ¢. Then the next iteration of Eq. (19) yields
¢ m

Wy = —[301I¢Im+ze¢ld¢"
0

(20)

At ¢ > 1, the approximate calculation of theintegral in
Eq. (20) gives

W, = —pe’ 1)
Approximation (21) isvalid in the range of moderately
large ¢ unless |w;| < ¢. The derivative of w, with
respect to ¢ has the exponentia term e? and, therefore,
has a high value to the right of the point of the maxi-
mum in the applicability range of Eqg. (21) and is
approximately equal to dw, /d$ = w, [which is obvious

m/(m+2)

Fig. 2. lllustrating the change of the type of the solution of
Eq. (15 (m=3, py = 10~*). Curve 1 represents Eq. (24) and
curve (2), Eq. (27). Circles are the results of the numerical
solution of the differential equation (15).
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from the comparison of Egs. (20) and (21)]. In the
wider range we are interested in, this relationship is
valid only within the order of magnitude. Thus, it can
be used for determining w in awider range of ¢ values.
Let us assume that w, = ¢u and write the equation for u
with due regard for the fact that dw, /d¢ = ¢du/dp —u =
¢du/dd. The approximate equality is based on the fact
that, similar to w,, the analogous relationship should
also take place for u, i.e., du/dd ~ u, and, therefore, the
first term predominates at ¢ > 1. Asaresult, we arrive
at the equation for u with the separable variables

du/dd =, o™ 21+ )™ ™2 (22)
which can readily be integrated to yield
((m+2)/2)(1 +u)?™*?
¢ 2 (23)

= _pol_[q)l_m_‘tzed)‘dq)' +C=—pue'p? ™ P+,
0

Here C isthe integration constant, which can be deter-
mined from the comparison of Eq. (23) with Eq. (21)
which is valid at moderately high ¢ values. One can
readily see that good correspondenceis attained at C =
(Mm+2)/2.

Thus, coming back from the function u to stresses,
we obtain

T(4) = To(9)

1/2

2P, (24)

X {1_ (m+ 2)2/(m+2)

At high ¢ values, the integral in Eq. (24) can easily be
evaluated and the formulais simplified,

1(0) = To(d)[1-2pee/T2(0)] ™. (25)

One can also see that at relatively low dislocation den-
sity, expansion (25) in p agrees quitewell with Eq. (16).
Therefore, Eq. (25) smoothly matches the solution in
thevicinity of the maximum and extends the solution of
Eq. (15) to alarger range.

Asisseenfrom Fig. 2, at small p, values, this equa-
tion describes quite well the stress in the large region
around the maximum (curve 1). Equation (25) shows
that the 1(¢p) value drasticaly decreases with an
increase of ¢ to the right of the point of the maximum.
As will be shown somewhat later, a decrease in T(¢)
down to the zero value “dictated” by Eq. (25) does not
really happen, but this requirement indicates the drastic
change in the solution nature. Equation (25) is valid if
¢du/dd > uand can becomeinvalid if u — —1 [when
¢ approaches the point ¢,, i.e., the zero value of the
square bracket in (25)]. Using Eg. (25) and the condi-
tions ¢du/dd ~ u, we arrive at the range where the solu-
tion becomesinvalid:

50 = oo Uy ™

¢ 2
J-q). m+2e¢‘d¢.i|
0

(26)
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Fig. 3. Deformation curve at m= 1 and p, = 1072. Circles
are the results of the numerical solution of differentia
Egs. (9) and (10) at a = 0 and ¢,. isthe point, where the solu-
tion changes its nature. Dashed line describes the function
0.5p(t).

Since ¢, > 1 at small p,, the solution becomes invalid
only in a comparatively narrow neighborhood of the
point ¢,.

At ¢ > ¢,, the solution is obtained from the condi-

tion dt/dp — 0 in the “quasistationary approxima-
tion” and has qualitatively different form:
-1/m
T(9) = (poe”) 27)
To be sure of the validity of the above solution, esti-

mate the value of dt/dt = t™* !dt/d. Differentiating
Eq. (27), we obtain dt/d¢ = -t/m. Asfollows from Eq.

(25), in the vicinity of ¢,, we have p(¢) = Tg(q))/z (in
virtue of the continuity of p(¢ and 1(¢), the latter rela-
tionship can aso be used a ¢ > ¢,). Thus, T =

(2/T5(§)™ and dr/dt = —{[2/T5 (@)™ ™ p/m < 1,
because 1,(¢) at large ¢ is aso large. Therefore, the

neglect of the left-hand side of Eq. (15) at 1(¢) values
determined by Eq. (27) is quite admissible.

In principle, one can smoothly change from solution
(25) to solution (27) in the vicinity of the point ¢,.
However, because of the narrow interval of transition
indicated above, this refinement is not especially
important, and, in the first approximation, one can limit
the consideration to a simple intersection of the depen-
dences described by Egs. (25) and (27) at a certain
“transition point” ¢ = ¢..

Thedramatic changein the behavior of the deforma-
tion curve indicates that, ignoring the width of the tran-
sient region, we can state that, at a certain moment, the
kinetics of deformation undergoes the qualitative
change. In this case, the elastic-deformation rate dt/dt
changes from the value of the order of unity (in
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Fig. 4. Upper yield stress as a function of the hardening
coefficient a. The upper family of curves corresponds to
In(1/pg) = 10 and m= 1, 2, 5, 10 and the lower family of
curves, to In(1/pg) =2 a m=1, 2, 5, 10 (the shorter lines
correspond to higher m values).

~[2/T§ (¢)]™+2'm/mdimensionless units) to alow value

dt/dt, so that the plastic deformation of the materia
becomesthe prevalent process. This changein the char-
acter of the deformation curve can be interpreted as an
elastoplastic transition. The solution obtained gives the
complete quantitative description the appearance of
yield and allows the expression of the width of the tran-
sition region via the system parameters such as the ini-
tial dislocation density p,, the exponent of the stress
sensitivity m, etc.

As has dready been indicated, the transition from

the curve 1(¢) to the true deformation curve is made
with the use of Eq. (14) and the equation relating the

dimensionless time and deformation € = €t/t;. The
equation

t:} d
2 [15(0") —2poexp(9)]

and Eq. (25) provide the parametric representation
(with the parameter ¢) of the dependence t(t) in the
region preceding the transition t < t,.. The transition

moment t,. is determined by Eg. (28) with ¢ = ¢..

Applying Eqg. (27) to the region on the right from the
transition point, we obtain the smooth monotonic
dependence

(28)

(m+1)/2

—1/(m+1)

(1) = [((m+1)/m)(t—t,) + 1/T5 ] . (29)

Figure 3 compares the curves obtained analytically
from Egs. (25) and (27) with the numerical solution of
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Fig. 5. The dependence of a; on p at variousm (1, 2, 3, 4,
and 5). The dashed line separates the regions of the param-
eters which satisfy (above the line) and do not satisfy
(below theline) criterion (33) of existence of theyield drop
at acertain fixed hardening level.

Eq. (10). It isseen that these curves agree quite satisfac-
torily everywhere except for anarrow transition region.

CRITERION OF YIELD-DROP
EXISTENCE

The method used for solving Eqg. (15) can aso be
used to solve the general equation (13) with an arbitrary
hardening value. However, the formulas obtained are
too cumbersome, and, therefore, the general analytical
solution in the explicit form is omitted here. We limit
ourselves to some qualitative results and anaytical
approximations.

Unlike the upper yield stress 1, weakly dependent
on the hardening coefficient a, the lower yield stress T,
noticeably increases with an increase of a. As a result,
at high a = a, value, the maximum of the curve 1(¢) or
T(t) coincides with the minimum corresponding to the
lower yield stress, whereas at higher a values, the defor-
mation curve becomes monotonic.

Following Alexander and Haasen, we can determine
the lower yield stressin the quasistationary approxima-
tion ignoring the contribution of the elastic deformation
on theright of the transition point. To do so, we assume
that dt/dt = 1 — pt, =0, and obtain T, = p~/™ There-

fore, the total stressis
I= p—l/m+ apl/z' (30)

Determining the minimum of the 1, curve with respect
to p, we obtain the lower yield stress

1, = ((m+2)/m)(ma/2)?™*2, (31)
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It should be indicated that the value of 1, isindependent
of both initial dislocation density and the characteris-
tics of the kinetics of dislocation multiplication w (the
latter takes place for the dimensional quantity). This
independence s, of course, only approximate, because
it takes place within the quasi stationary approximation.

As the numerical solution of Eg. (13) shows, the
contribution of hardening to the upper yield stress only
weakly depends on m. Thisisillustrated by Fig. 4 for
two considerably different p, values—In(1/p,) = 2 and
In(1/py) = 10. Therefore, in this case, a smplified ana-
Iytical formula approximately valid for all the mvalues
should be more useful than the exact solution. As such
an approximation of the hardening-dependent addition
to the upper yield stress, At (a) = 1,(a) — 1,(0), one can
use the following expression

At () = — 1035 o

=~ e 32
[In(380/p)] 2> .

where
p=0.8041 —0.231[In(1.44/py)]1"?.

The correspondence of this approximation to the
numerical solution of Eq. (13) isillustrated by Fig. 4.

In the publications on yield stress, one often raises
the question on the conditionsfor the yield-drop forma-
tion and formulates the approximate qualitative criteria
of its formation such as the existence of the low initial
didocation density and low sensitivity of the disloca-
tion velocity to stresses [10, 11]. The calculation made
in our study provides the quantitative formulation of
such acriterion.

Theyield drop can exist if the hardening coefficient
aislessthan the value of a(p,, m) at which the upper
and lower yield stresses coincide 1,(a;) = 1,(a.):

a<a,(po, M. (33)

The function aJ(p,, M) calculated with the use of the
above expressions for 1,(a) and 1,(a) isillustrated by
Fig. 5. One can seethat the above qualitative conditions
of the yield-drop appearance on the deformation curves
are satisfied. The lower the initial dislocation density
and the exponent of the stress sensitivity m, the wider
the region of the yield-drop manifestation. Moreover,
criterion (33) clarifiesthe role of the remaining param-

eters of the problem such as T, €, and w that influence
the scale factorsin p, and a.

Although at a > a,, no yield drop is formed and the
deformation curve is monotonic, the above phenome-
non of the dramatic change in the character of the
kinetic curvesin the vicinity of a certain stressis pre-
served and attributes the “qualitative sense” to the
notion of the yield stress concept.
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CONCLUSION

Numerous experiments on semiconductor materials
showed that both upper and lower yield stresses show
the same dependence on the deformation rate and the
temperature

1,1 0" exp(U/KT) (34)

with approximately equal n and U values [10Q]. In the
formulation of the model suggested here, thisfact obvi-
ously follows from the possible scale transformation,
which singles out the main dependences of various
guantities on the parametersin the form of dimensional
factors till prior to the solution of the equations. For
stresses, this factor is given by Eq. (7) which, at the
thermally activated dislocation motion, acquires the
form of Eq. (34). For silicon, the experimental data cor-
respond to n = 3, which determines the choice of the
exponent m= 1 in the dislocation mobility (3). To inter-
pret most of the experimental data, e.g., a decrease of
theyield stress with an increase of thetemperature, itis
sufficient to know only the scale factors. The solution
of the equations allows the study of finer effects associ-
ated with the changes in the deformation-curve shape.
It is shown that the transition of the elastic deformation
of the material to predominantly plastic deformation
occurs in a relatively narrow interval. Dencting the
deformation value prior to the attainment of the yield
stress by €, the prevailing contribution to the deforma-
tion rate changes from elastic to plastic in the range
o¢ < g, Thisinterval isthe narrower, the lower the ini-
tial dislocation density or, in terms of the dimensional
quantities, the lower the value of the parameter p,/p,,
where p, is given by Eq. (6).

Ignoring the width of the transition region, one can
consider “the point” of elastoplastic transition. This
point does not coincide either with the upper or the
lower yield stresses and, we believe, is an important
characteristic of the kinetics of the deformation process
in materials. The existence of sharp elastoplastic transi-
tion is a specific feature of the self-development of the
kinetic process inherent in the model considered.
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Abstract—It has been shown that the so-called dispersionless localized waves (polaritons) can exist in abic-
rystal formed by two identical crystals. The optical axes of these crystals lie at the interface at a certain angle
to one another. The exact analytic expression isderived for the vel ocity of the wave propagating a ong the bisec-
tor of the angle between the optical axesin the upper and the lower parts of the bicrystal. The wave structureis
analyzed for several limiting cases. © 2001 MAIK “ Nauka/Interperiodica” .

Let a bulk electromagnetic wave propagate in an
optically anisotropic medium with the group velocity
paralel to a plane. Now, cut the medium aong this
plane and rotate both parts so that they would form an
angle ¢ with respect to one another. Then a natura
question arises. what would happen with the bulk
wave? We shall show that under certain conditions, the
bulk wave would be “localized” and give rise to polari-
tons on the surface at ¢ # 0. These polaritons have no
frequency dependence of the dielectric permittivity
and, thus, they can be referred to as dispersionless.

The existence of dispersionless polaritons was con-
sidered in [1], where the localized waves were consid-
ered at the isotropic medium—uniaxial crystal inter-
face. These polaritons appear within a certain range of
propagation directions. Also, the permittivity of theiso-
tropic medium must exceed unity. It isworth noting that
the condition for polariton existence at the interface of
semiinfinite media is a certain dependence of the
dielectric permittivity on frequency [2, 3]. In particular,
if there are two isotropic media, the dielectric permit-
tivity of one of these media should be negative.

Consider an optically uniaxia crystal with the
dielectric permittivity € =g, + (. — €,)c O ¢, wherec
(Ic]=1) isthedirection of the optical axisand the sym-
bol O denotes the dyadic multiplication. The vector n
(In] = 1) isthe normal to the crystal boundary and the
vector m (m = 1) liesin the boundary plane and spec-
ifies the direction of the wave propagation (Fig. 1). We
assume that ¢ also liesin the boundary plane and forms
an angle (Tv2 — ¢) with m.

Using the well-known expressions for E,, and H,,,
([4], p- 317), wefind thetangential components of these
Vectors:

Eom = —pOCOS(I), Eot = _poSinq)’

1)

Hom vE,COSh,

Hot =

2

Po

Eem = —V—sinq), E.; = —€,c080,
(2)
€ .
Hom = — ‘:/pecosq), Hey = —E‘;/pean),

where the subscripts m and t indicate the projections
onto m and t = [n x m], respectively, v = wyck is the
wave velocity along the boundary measured in the units
of the light speed ¢ in vacuum (Kk is the tangentia pro-
jection of the wavevector);

P, = iJ1-VVE p. = ide(Vi-VvD) (3

are the decay factors of the ordinary and extraordinary
waves (it isassumed that the medium occupies the half-
space (nr)>0and E, H O expik [(m + pn)r — vt]), and
v, and v, are the velocities of the ordinary and the
extraordinary waves along m in the ¢ units, respec-
tively.

Fig. 1. Geometry of the problem, c; and ¢, are the optical
axes in the upper and lower parts of the bicrystal.
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DISPERSIONLESS POLARITONS ON A TWIST BOUNDARY

Let the bicrystal be composed of two identical
uniaxial media. Their optical axes lie in the interface
plane (Fig. 1). We are interested in the localized waves
propagating along m.

The changep,, — —P,., ¢ — ¢ in(1) and (2)
yields the tangential components of the electric and the
magnetic fields of the inhomogeneous waves in the
lower medium. The determinant of boundary condi-
tions is represented as the product of two functions:

fl(v1¢) = EotHet_EetHoti
f2(V1¢) = EomHem_EemHomf

whenceit followsthat the polariton vel ocity should sat-
isfy one of the following conditions:

)

fu(V, )7 = popesin’d +egv’cos’d = 0, (5)

3
AV, 9)5- = vieop,cos'h + pisin'g = 0. (6)

Consider the first equation. Substituting p, and p, from
Eq. (3) into Eq. (5), we arrive at the quadratic equation
with respect to v2. One of itsrootsis known a priori—
V2= v =sin’d/e,. This root corresponds to the degen-
eracy p, = p. = icosd (areader is referred to [5] for
more detail). The second root,
- 2.2
VZ — %, (7)
g€sin ¢ —cos ¢

where € = g//¢,,, does not meet the physical requirement
v < V,, V, either in the optically positive or optically
negative media (the polariton velocity must be lower
than the velocity of bulk waves). Thus, equation (5)
does not describe localized waves.

Now, consider Eg. (6). In optically positive crystals
(¢ > 1), the “polariton” solution of this equation at
small ¢ hastheform

v=v {1-058°(1-1/8)%sn"¢},
o<1

In this case, the polariton isaweakly localized extraor-
dinary wave with the imaginary pe:

®)

|pd = £(1-1/8)**sin’¢. )

This quantity should be complemented with the inho-
mogeneous ordinary wave with |p,| = (1 — 1/&)'2 is
each part of the bicrystal.

The localized solution cannot “ disappear” unless it
goes through v = v,. In other words it, first, must be
transformed into the extraordinary bulk wave. How-
ever, v, satisfies Eq. (6) at ¢ = 0 and 172. Therefore, the
solution exists within the whole interval of [0, /2] and
is transformed into the bulk wave at its boundaries.
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The polariton velocity can exactly befound for arbi-
trary ¢. Upon the substitution of Eq. (3) into Eq. (6), we
arrive at a cubic equation with respect to v2. Again, one
of itsrootsis v? = vﬁ . One of the two remaining roots

obeying the conditionsv < v,, v,and v?> 0 is

(10)
_ E[1-3sin’¢ + cos’P[1+4sin’d(E—-1)] ]
2[1+ (E-1)sind][€cos'd —sin'¢]
In optically negative crystals, both roots do not obey the

above requirements. Note that at & = tan“d, both

denominator and numerator in Eq. (10) vanish so that at
this point no divergence is observed.

Theamplitude ratio for the ordinary and the extraor-
dinary waves in the polariton equals A = ptand/v. At

low ¢ values, A=i, e.,—€g,Snd, i.e, is smal in the
measure of smallness of ¢. At the same time, if ¢ is

close to /2 (m is the bisector of the small angle 2y =
m — 2¢ formed by the optica axes), A =
iJso(A/4é—3—l)/2, and, in this limiting case, the
amplitudes of the ordinary and the extraordinary waves
are of the same order of magnitude. Note that in the

vicinity of ¢ = 172, the decay factors of both compo-
nents depend linearly on the small parameter (),

P, = ilsiny|«/(J4E —-3-1)/2,

b= ilsiny|Je(2/8 + JaE—3-3)/2,

and not quadratically like p, a ¢ = 0 (see Eq. (9)).
Moreover, unlike the situation at ¢ = 0, the difference
between v, and the polariton velocity at ¢ = 172,

(1)

V=V [1-0.25(2/& + J4E —3—3)sin’y]

varies proportionally to the squared small parameter
and not as this parameter in degree four.

Thus, in the bicrystal under consideration, a local-
ized electromagnetic wave is generated only if the bic-
rystal isformed by optically positive crystals. Thewave
exists at arbitrary €/€,> 1 and arbitrary angles between
the optical axes of the partsof thebicrystal. At ¢ =0 and
¢ = 112, alocalized wave is transformed into a bulk
wave. However, the structure of the wave localized in
thevicinity of ¢ = 0 and the structure of the wave local-
ized in the vicinity of ¢ = 172 are different.

Figure 2 shows v/v, asafunction of ¢ at various €.
It is seen that the polariton velocity is amost equal to
Vv even at pronounced optical anisotropy.

Itisapparent that polaritons can exist not only along
the bisector of the angle formed by the optical axes, but

(12)
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Fig. 2. Polariton velocity asafunction of the angle between
the optical axes. (1) € =1.2; (2) € = 1.4; (3) € = 1.6
(4 & =138.

also close to the bisector. However, in the latter case,
the problem does not have any simple analytic solution.
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Abstract—Dielectric propertiesin “pure” and partly deuterated DMAAS crystals have been studied within the
frequency range 402-107 Hz in the vicinity of 110 K. It is established that the crystal's possess relatively high
conductivity, 104-10~" Q1 m, which is explained by their crystal structure. The frequency dependence of
the complex dielectric constant has two linear segments, which indicate the change in the charge-carriers
motioninthevicinity of 110 K. It isrevealed that at |ow temperatures, conductivity increases at higher frequen-

cies. © 2001 MAIK “ Nauka/lInterperiodica” .

The ferroelectric—ferroel astic (CH,),NH,AI(SO,),
6H,0 (DMAAY) crystals have a complex system of
hydrogen bonds between three main structural com-
plexes of the three-dimensional framework [1]:
[AI(H,0)]** hexaaluminium cations, sulfate anions
[SO,]%, and the molecular [(CH;),NH,]* (DMA) cat-
ions, the O—H---O bonds being shorter and stronger than
the N—H---O ones. A second-order ferroelectric phase
transition of the order-disorder type with symmetry
change 2/m — minthevicinity of thetricritical point
occurs a T = 152 K [2]. The partial replacement of
hydrogen by deuterium does not change the phase-tran-
sition temperature. The dielectric relaxation in
DMAAS crystals was measured mainly in the range of
the ferroelectric phase transition [3-6]. The measure-
ments of the complex dielectric constant at the frequen-
cies 120 Hz-56 GHz revealed the fundamental dielec-
tric dispersion described by the Debye formulain the
vicinity of T [3], with the activation energy of dipole
groups and the relaxation time of dipoles being equal to
E,=0.112¢eV and T = 1.6 x 1077 s, respectively. Two
types of low-frequency dielectric relaxation mecha-
nisms with the activation energies E; = 0.16 and E, =
0.49 eV are established [4]. The second mechanism is
associated with domain motion. The X-ray studies
showed that above T, the DMA ions perform hoppings
and rotations around the axis connecting two carbon
atoms, and are located pairwise in four positions with
the probabilities 0.4 and 0.1 [7]. Neutron inel astic-scat-
tering experiments showed that below T, the rotational
motion of DMA ions is transformed into librational
oscillations[8, 9]. The EPR studies showed that the fer-
roelectric phase transition is associated with the coop-
erative ordering of DMA cations and aluminum and

sulfate complexes [10, 11], with hydrogen bonds play-
ing the part of the trigger mechanism in the ordering of
all the structural elements. The EPR measurements also
showed that DMA ions decelerate their motion in the
vicinity of 110 K, and are frozen in one of the structur-
aly nonequivalent positions. The NMR measurements
revealed a small anomaly at 110 K [12]. The optical
studies of DMAAS crystalsled to the assumption about
a possible phase transition at 110 £ 5 K [13, 14]. The
dielectric measurements and the mechanical tests
[15, 16] revealed the anomalies in the respective prop-
ertiesin thevicinity of 110 K not necessarily indicating
a phase transition. Within the phenomenol ogical theory
[17], these anomalies were considered as the conse-
guences of isostructural ordering in one of the sublat-
tices. At present, there is no proof of the occurrence of
a phase transition in this temperature range. Thus, fur-
ther studies of these crystalsin thevicinity of 110K are
of particular interest.

We had the aim to study the dielectric constant and
conductivity in pure and partly deuterated (30% of
deuterium) DMAAS crysta in the frequency range
(40-2) x 10° Hz in the vicinity of 110 K.

Dielectric constant and dielectric-loss tangent used
in the calculation of conductivity were measured with
the aid of an R 551 bridge (Russia) in the mode of sta-
bilized temperature. The specimens were 5 x 5 x
0.5-mm?3-large single-crystal plates with applied silver
electrodes. The X-axis coincided with the spontaneous-
polarization axis (at 130 K), the Y-axis coincided with
the twofold axis of the crystal.

The frequency dependences of the real and the
imaginary parts of dielectric constant, € = €' + ig", a
various temperatures close to 110 K are shown in
Fig. 1. The characteristic feature is the existence of two

1063-7745/01/4605-0845%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Frequency dependences of the real and the imagi-
nary parts of the dielectric constant of DMAAS crystalsin
the log-og coordinates at two temperatures (1) 112.4 and
(2) 107.6 K.

linear segments, €' and €", inlog— og plot. The slopes of
the dependences loge' versus logw are almost the same
for the left-side portions of the curves (—0.142 at
107.6 K and —-0.147 at 112.4 K), but are dlightly differ-
ent for their right-side portions (-0.027 at 107.6 K and
—0.044 at 112.4 K). It is clearly seen that the slopes of
the frequency dependences of €" are essentially differ-
ent above and below 110 K. The slopes of the linear
segments of the left branches (—0.409 at 107.6 K and
-0.898 at 1124 K) and right branches (0.186 at
107.6 K and 0.123 at 112.4 K) of the loge" (logw)
curves aso differ considerably. The linear segments
prove the validity of the universal fractal—power law
[18] which states that for abroad class of materias, the
power dependence of the dielectric properties on fre-
quency isfulfilled (¢' = w™; €" = ). The values of the
n and k constants allow one to estimate the transport
mechanism in the system. In accordance with the
model of universal dielectric response, the n and k val-

LOTONOV et al.
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Fig. 2. Frequency dependences of conductivity of (g, b)
pure and (c) partly deuterated DMAAS crystalsin the log—
log coordinates at various temperatures in the vicinity of
110 K: (1) 107.8, (2) 112.4, (3) 106.5, (4) 112.9, (5) 89.5,
and (6) 113.4 K.
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ues can change from zero to unity. The changes in the
slopesindicate different mechanisms of charge transfer
above and below 110 K.

Figure 2 shows the dependence of conductivity o on
cyclic frequency w on the log-Hog scale for pure
(Figs. 2a, 2b) and partly deuterated ferroelectric phase
of the DMAAS crystals near 110 K (severa tens of
degrees below Tc). The conductivity and its frequency
dependence are the most important here: the conductiv-
ity values ranging within 10-10~" Q' m™ are typical
of ferroelectrics with hydrogen bonding above 0°C. It
iswell known that conductivity of thistypeiscaused by
the motion of protonic structural defects. In DMAAS
crystals, along with the defects inherent in areal crys-
tal, there are a so protonic defects caused by motion of
DMA ions. The hopping-rotational motion of DMA
ions above T between different orientational statesis
accompanied by the break of N-H--O bonds and
appearance of new ones [1, 8]. Below T, the rotation
of DMA ions with partly broken bonds is transformed
into the librational motion with therma oscillations
with large amplitudes. It seems that the observed high
conductivity is determined by the structural character-
istics of DMA ionsin DMAAS crystals.

An increase of conductivity with frequency can
indicate the hopping mechanism of proton conductiv-
ity. The typical feature of the polar cuts of DMAAS
crystals is the existence of two linear segments on the
“o versus w’ curves above 110 K; below this tempera-
ture, conductivity is described by astraight line. In this
temperature range, the coefficient of pyroelectric effect
has a low peak, which results in an increase in sponta-
neous polarization, a pronounced increase of the coer-
cive field, EPR and NMR anomalies in the respective
spectra and change in the optical and mechanical char-
acteristics. The nature of these anomalies is ill
unclear; however, it should be indicated that similar
behavior in the vicinity of 110 K was also observed in
other ferroelectrics with hydrogen bonds (KDP,
MASD), which may be associated with certain ordering
(change in occupancies of the energy levels) in the sys-
tem of hydrogen bonds and its effect on the structure
and properties of DMAAS crystals.
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Abstract—It has been shown that single-crystal (001) Fefilms grown on the cleaved LiF substratesin the pres-
ence of NaCl vapor are characterized by an asymmetric and displaced hysteresis loop of atransitional antifer-
romagnetic layer of ametamagnetic nature in a certain range of remagnetizing fields. Such shape of the hyster-
esisloop is explained by possible existence between the film and the substrate. © 2001 MAIK “ Nauka/Inter-

periodica” .

The orientational growth of amaterial film on a sub-
strate of another single crystal (epitaxy) isoften consid-
ered as the formation of an interlayer with a certain
crystal structure and corresponding to a equilibrium
phase diagram between the crystal-substrate and a film
have been considered in a number of papers (see, e.g.,
[1]). We believe that this approach adequately describes
the process in many instances. However, one should
take into consideration that the intermediate layer
between the substrate and a growing film (interlayer)

may contain in addition to the elements contained in the
film and substrate, also the atoms from the residual
gases in the evacuated chamber. In some cases, this can
promote better epitaxy [2].

As is shown below, the introduction into a transi-
tional layer of certain atoms can considerably influence
the magnetic properties of an epitaxial ferromagnetic
film, in particular, of aniron film.

The films were deposited onto the substrates in a
vacuum chamber of a commercial UVR-2 (apparatus

Fig. 1. Hysteresis loops of the (001) Fe film obtained in NaCl vapor: (a) H = 270 Oe, H || [110]; (b) H = 270 Oe, H forms an angle
of 25° with [110]; (c) H =50 Oe, H || [110]; (d) H = 50 Oe, H forms an angle of 25° with [110].

1063-7745/01/4605-0848%21.00 © 2001 MAIK “Nauka/Interperiodica’
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—[110] Fe

—[100] FeCl

dOpOpp00(n —umur
LiF
Fig. 2. Possible arrangement of the Fe-LiF interface and the

orientations of magnetic moments of Fe atoms in the
absence of an external magnetic field; M gisacomponent of

the spontaneous magnetization in the Fe film; Fe atoms are
shown by small filled circles; Cl atomsin atransitional layer
areindicated by crosses; F atoms, by large open circles; Li
atoms, by hatched circles.

Russia) under the residua pressure of about 10 torr.
The sputtering was performed on conical tungsten spi-
rals at a deposition rate of about 100 A s. The hyster-
esis loop was measured by the conventional method
with the use of an inductive pickup.

Figure 1 shows the hysteresis loops from Fe films
grown on a cleaved LiF substrate in the presence of
NaCl vapors. Upon substrate annealing at 250°C and
their subsequent cooling down to 170-180°C in the
evacuated chamber, a certain amount of NaCl was sput-
tered without the deposition of sodium and chloride
onto the LiF substrate. Immediately after NaCl sputter-
ing, the iron films were deposited onto the substrates.
The electron-diffraction patterns showed that the films
thus obtained were single crystalline and were oriented
with respect to the LiF substrate as follows. (001)
[100]g || (001) [110] ;. The hysteresis loops were
measured in the 270-Oe- (Figs. 1a, 1b) and 50-Oe-
fields (Figs. 1c, 1d). The remagnetizing field was
applied either along the [110] direction in the film or at
an angle of 25° to this direction. The loop shape mea-
sured along the [110] direction in a 270-Oe-field was
the same as for the films obtained by the standard tech-
nology (without preliminary sputtering of sodium chlo-
ride) for remagnetization along the[110] direction. The
loop recorded in a 50-Oe-field was shifted along the
abscissa, which is characteristic of the films with the
unidirectional magnetic anisotropy. The loop recorded
in a 270-Oe-field applied at the 25° to the [110] direc-
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tion had the same shape as in Fe films prepared by the
standard technology and remagnetized along the same
field direction. A decrease of the amplitude of the
remagnetizing 50-Oe-field changed the loop shape; in
addition to the loop shift, the loop also became asym-
metrical.

The above characteristics of the loop shape for Fe
film observed in different fields lead to the assumption
about the existence of acertain antiferromagnetic layer
between the LiF substrate and the Fe film, which pos-
sesses metamagnetic properties (the metamagnetic
stateisformed if the energy of anisotropy within ferro-
magnetic layers is higher than the negative exchange
energy between ferromagnetic layers). The metamag-
netic properties are inherent in FeCl, with the trigonal
lattice and the Néel temperature 24 K [3].

We assume that the transitional antiferromagnetic
layer between the LiF substrate and the Fe film consists
of ametastable compound formed by Fe and CI atoms.
Sodium atoms resulting from decomposition of NaCl
molecules are deposited onto the LiF substrate can con-
taminate the Fe film, however, this contamination is
inessential for the magnetic properties of thisfilm. The
structure of the film formed on the metamagnetic layer
and the film orientation relative to the LiF substrate are
the same as those for the films grown by a conventional
technology.

Thefilm—substrate interface is schematically shown
in Fig. 2. This scheme is favored by the fact that the
hysteresis |oop in Fe film measured in the field applied
along the [100] direction preserves its shape and shows
no shift irrespective of the field intensity.

The interface retains its antiferromagnetic proper-
ties when heated to at least 200°C.
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Abstract—The atomically smooth polar (010) cleavage of aferroeectric triglycine sulfate (TGS) crystal has
been studied by the method of atomic-force microscopy. It is shown that the rounded 0.6-nm-high (deep) pro-
trusions and pits with nanometer lateral dimensions revealed on the surfaces of TGS crystals are characteristic
of their microrelief. These microrelief details can be formed either as a result of crystal cleavage in the ferro-
electric phase or the mechanical action of a cantilever onto the crystal surface. These two-dimensional forma-
tionsarerelatively stable and genetically related to the layer structure of the ferroel ectric phase of TGS crystals.

© 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Animportant role of crystal surfacesin various phe-
nomenaof theferroelectric natureiswell known. Along
with the defects in the crystal bulk, the surface layers
seriously (and in very thin layers, even decisively)
influence the diel ectric parameters of ferroelectric crys-
tals. The advent of atomic-force microscopy (AFM)
based on measuring very weak (~10°-10"3 N) forces
acting between the surface atoms and the atoms of the
cantilever tip opened new possibilities for studying fer-
roelectric crystals or simply ferroel ectrics. Today, AFM
is an efficient method for direct observation of the stat-
ics and dynamics of the domain structure and the sur-
face morphology of ferroelectrics at a high spatial res-
olution [1-3]. The practical use of AFM for designing
various ferroelectric-based devices for recording and
reading information [4—7] is also of great importance.

One of the most popular objects for microscopy
studiesistriglycine sulfate crystal (TGS), atypical fer-
roelectric at room temperature, showing perfect cleav-
age along the (010) plane. However, the images
obtained from the surface of TGS crystals in different
AFM modes are differently, and often even inconsis-
tently, interpreted. Thus, the rounded formations
observed on the polar surface of TGS crystals are often
explained by the processes of surface etching by water
from the atmosphere [8-14]. The same formations are
often interpreted as subsurface domains [3]. Such
inconsistent interpretation is explained by the insuffi-
ciently studied mechanism of contrast formation in
AFM and the difficulties encountered in the attempts to
distinguish numerous configurations of the irregular

domain structure from the topographic relief of the sur-
face. The present study was undertaken with the aim to
establish the nature of these two-dimensional forma-
tions first observed by the AFM method on the polar
surfaces of TGS crystals. To solve this problem, we
investigated the crystas whose morphology and
domain structure had been studied in detail by the
methods of optical and electron microscopies.

EXPERIMENTAL

Triglycine sulfate crystals (NHzCH,COOH), O

(NH3CH,COO")SO;™ for our study were grown by the
method of isothermal evaporationat T> T, =49.5°C at
the Ingtitute of Crystallography of the Russian Acad-
emy of Sciences. The unit-cell parameters of a TGS
crystal in the crystallographic setting described in [15]
area=0.915,b=1.269,c=0.573nm, 3 = 105°40". The
unit cell contains two formula units. The bars with the
major axis parallel to the ferroelectric b-axis were cut
out from the growth pyramid of the face m and then
were cut into 1.5 to 2.0-mm-thick specimens along the
(010) cleavage normal to the b-axis.

The images of the TGS surface were obtained in
several modes on Solver P4 and P47 and NT-MDT
scanning probe microscopes. As is well known, the
diagnostics of the surface properties of specimens in
AFM is based on the consideration of various force
interactions between the cantilever and the surface. The
contributions made by different acting forces to the
total force interaction depend on various parameters,
and, first and foremost, on the distance between the
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cantilever tip and the specimen surface. An atomic-
force microscope and, in particular, its cantilever are
designed to provide its operation in different modes of
imaging (based on different interactions between vari-
ous forces).

We studied TGS crystals in the contact and the res-
onance (interruptive contact) operating modes of an
atomic-force microscope. In the contact mode, the
major contribution to the total interaction is made by
short-range repulsive forces acting between the atoms
of the cantilever tip and the atoms of the crystal surface.
The force acting onto the surfaceis usualy of the order
of F ~ 1075-1077 N. In the contact mode, the cantilever
tipisina“soft” physical contact with the specimen sur-
face. Mutual repulsion of the tip and the surface atoms
results in overlap of their electron shells and the Cou-
lomb repulsion of their nuclei, which causes the canti-
lever deviation. The surface topographs can be obtained
under the condition of conservation of the force acting
between the tip and the surface. In the side-force mode,
one records the lateral deviations of the cantilever tip,
e.g., the deviation caused by different friction coeffi-
cients in different chemically nonequivalent surface
regions. This mode is often used in the studies of the
surfaces of inhomogeneous crystals and of specimens
with comparatively smooth surfaces. The side devia-
tions of the cantilever from the well-developed
microrelief hinder the interpretation of the image.

In the resonance mode, the surface is scanned by a
cantilever tip vibrating with the frequency either of the
resonance or forced vibrations with the amplitudes
amounting up to tens of nanometers. The cantilever tip
gently touches the specimen surface. The forces acting
between the tip and the surface atoms are of the mixed
nature. The effect of capillary forces is weakened. In
our experiments, the force acting onto the specimen in
the resonance mode was F ~ 10-% N. The backfeed pro-
vided the constant variation of the vibration amplitude.
Thus, we recorded only the vibration phases.

If not specified otherwise, we studied as-cleaved (in
air) surfaces. In the contact mode, we used 85-pum-long
Si;N, cantilevers at the resonance frequencies of
120 kHz with the tip curvature radius of 50 nm; in the
resonance mode, we used 110-um-long Si (NT-MDT)
conductive (titanium-oxide coated) cantileverswith the
curvature radius of thetip R < 20 nm and the resonance
frequency f = 210 kHz, an uncoated 200-um-long can-
tilever at the resonance frequency f = 40 kHz, and
90 um-long cantilever at the resonance frequency f =
360 kHz.

RESULTS AND DISCUSSION

Figures 1.1 and 1.2 show the images of the surface
region of a weakly unipolar aged crystal obtained by
scanning along the direction +X in the contact side-
force and the topograph modes, respectively. In the
side-force mode (Fig. 1.1), a lendike formation with
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the dimensions 1800 nm aong the “short” axis and
about 4000 nm along the “long” axisis seen. Asarule,
the domains in TGS crystals are of the lendlike shape
and arranged in the growth pyramid of the m face in
such away that thelong axis of thelensisparallel tothe
[102] direction. The “walls’ of this formation (which,
we believe, isadomain) are filled with rounded islands
from 100 to 150 nm in diameter. On the images
obtained in the topography mode at opposite scanning
directions (+X in Fig. 1.2 and —X in Fig. 1.2), large
lenslike domain can hardly be seen, whereasinthe side-
force mode (Fig. 1.1); scanning along +X in Fig. 1.1,
aong —X in Fig. 1.3, and aong +Y in Fig. 1.5) this
domain is seen quite clearly. It is well known that
domains with opposite polarizations (+ and —domains)
in TGS crystals have different chemical compositions.
The positive domains are formed by the glycinium cat-

ion G1 (NH3 CH,COOH) emerging on the surface and
two sulfate SO, groups, whereas the negative ones, by

the glycinium cation G, (NH; CH,COOH) and a zwit-

ter-ion G; (NH3 CH,COO") [16]. Therefore, the mode

sensitive to the chemistry of the surface allows one to
reveal the domains of opposite polarities with a rather
high contrast. However, the contrast of the lendlike
domain obtained in the contrast mode isunstableand is
considerably deteriorated during the repeated scanning
of the surface (Figs. 1.1-1.5).

Scanning of the images obtained in the topography
and side-force modes aong different directions reveals
rounded islands aong the domain boundaries (Fig. 1).
Their contrast differs from the contrast of domains and
can be attributed either to the regions with opposite
polarities (subsurface ferroel ectric domains[3]) or sim-
ply to protrusions and hollows of the surface microre-
lief of the crystal. The first assumption seems to be
more natural, because the islands are located along the
domain boundaries similar to the nuclei of the opposite
polarities at the impurity centers decorating the domain
boundary. Figure 1.6 shows the image of the same sur-
face region on alarger scale obtained by multiple scan-
ning in the side-force mode. It is seen that the contact
of the cantilever with the surface causes relative dis-
placement of the lenslike domain and rounded islands.
Moreover, some additional islands appear in the vicin-
ity of the domain boundary. Similar formation of
islands in the vicinity of the lenslike domain was aso
observed in the side-force mode in [3], where it was
explained by branching of the domain structure.

In our experiments, we also often observed the for-
mation of rounded islands and pits during multiple
scanning by acantilever of the polar TGS crystalsinthe
contact mode [17, 18]. The height (depth) of these
islands and pits was about 0.6 nm. Asarule, upon acer-
tain time after scanning cessation, the “induced”
islands and pits disappeared [18]. It seems that forma:
tions observed along the boundaries or in the vicinity of
the lenslike domains on as-cleaved surfaces and those
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Fig. 1. Image of alenslike domain in aunipolar TGS crystal obtained by scanning along the +X direction in the (1) side-force and
(2) the topography modes; scanning in the —X direction in the (3) side-force and (4) the topography modes; (5) scanning in the +Y
direction in the side-force mode; and (6) scanning along the +Y direction in the side-force mode on a larger scale.

observed upon their multiple scanning are of the same
nature.

There are several contradictory and, sometimes,
even mutually excluding standpoints on the nature of
the idand (protrusions) and pit formation. In most
cases, they are attributed to partial dissolution of the
surface by the adsorbed water molecules always
present on the surface of a crystal cleaved in air. These
islands are either two-dimensional nuclei formed dueto
recrystallization in the presence of adsorbed water
[10, 19] or the remaining fragments of the etched-off
monolayer [11]. However, the appearance and disap-
pearance of islands and pits can hardly be explained by
conventional surface etching by atmospheric water,
because similar islands and pits are also observed on
the vacuum-cleaved TGS surfaces [20], which aso

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5

makes the decisive role of water molecules in the for-
mation of such arelief somewhat dubious. At the same
time, the cleavages obtained and studied at tempera-
tures considerably exceeding the Curie point showed
no such formations, which led to the assumption that, in
actual fact, these formations are the “nuclei” of the
domains of opposite polarities inside the rounded
domains. However, unlike the contrast from the lendlike
domain, the stable high-quality contrast from two-
dimensional formations observed in the contact mode,
the mutual displacement of the domain boundary and
islands, and the appearance of new islands during mul-
tiple scanning makes the conclusion about the ferro-
electric nature of these surface formations somewhat
dubious.
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Fig. 2. (8) Topographs of the atomically smooth region of the (010) polar surface of a TGS crystal obtained in the resonance mode
and (b) the corresponding histogram of heights. The abscissa shows the height Z and the ordinate, the number N of pointslying at
such heights. In fact, the histogram reflectsthe ratio of the areas occupied by pits (the darkest region) and islands (the lightest region)
to the area of the main cleavage surface (the grey region). (c) The image of the same region obtained by scanning along different
directions in the phase-contrast mode. The dimensions of the scanned surface region are 6500 x 6900 nm?.

The rounded islands and the pits of various dimen-
sions characteristic of the polar cleavage surface were
observed in our and other experiments in an atomic-
force microscope operating in the contact and in the
resonance modes 3, 8-14, 19, 21]. These experiments
also showed that the lateral dimensions of the islands
and the pits vary over a wide range, but their heights
(depths) are constant and are about 1/2b ~ 0.6 nm. Fig-
ure 2a shows the topograph from a polar surface of an
aged TGS crystal obtained in the resonance mode. The
atomically smooth 6500 x 6900-nm? region shows
islands (protrusions) of different shapes and rounded
pits. The diameter of the rounded islands range from
1300 to 2600 nm, and those of the pits, from 50 to
600 nm. The difference in the roughness heights Sy of
such a surface is 2.59 nm, whereas the root-mean
square roughness S, equals 0.41 nm. The protrusion
heights and the pit depths are usually constant 1/2b =
0.6 nm with respect to the surface plane. This aso fol-
lows from the histogram of the heights (Fig. 2b) char-
acterized by three maxima corresponding to the heights
0.63, 1.27, and 1.97 nm, which are practically the mul-
tiples of 1/2b. The study of the images obtained in
recording the phase shift (cantilever vibrations with
respect to the excitation signal) showed that this surface
region isasingle domain (because of the change of the
contrast with the change of scanning direction from +X
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to —X only at the protrusion and pit boundaries)
(Fig. 2c). This also indicates the topographic nature of
the contrast from the islands and the pits with the same
polarities coinciding with the polarity of the matrix.

To clarify the nature of the idands and pits and the
contradictory conclusionsfollowing from our and other
experiments, we have analyzed the problem in terms of
crystal cleavage. Asiswell known, cleavageisthe con-
sequence of the specific features of theideal crystal lat-
tice, i.e., the geometry of the spatial lattice and the
nature of the binding forces. In practice, this phenome-
non is provided not only by the specific features of the
ideal lattice but also by the characteristics of the real
structure. N.V. Belov and M.V. Klassen-Neklyudova
[22] considered the conditions for cleavage in crystals
with different chemical bonding and formulated the so-
called “cleavage rules” One of these rules states that
the crystallographic plane along which the crystal can
be cleaved should not passthrough amolecule. The unit
cell of aTGS crystal contains two formula units (two
molecules) “threaded” onto the b-axis which, thus,
double the lattice parameter along this axis. Therefore,
theoretically, two variants of TGS cleavage normal to
the [010] direction are possible—cleavage multiple of
b and cleavage multiple of (1/2)b. We believe that the
formation of idlands and pits in some surface regions
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(b)

Fig. 3. Image of a3000 x 3000-nm? surface region with alarge rounded protrusion (1300 nm in diameter) and pits (&) prior to and
(b) upon the short mechanical contact of the cantilever tip with the crystal surface.

during cleavage corresponds to the second variant and
isamultiple of (1/2)b.

To confirm this hypothesis, we used the approach
based on smulation of island and pit formation under
the action of the mechanical factors onto the surface of
aferroelectric crystal. We studied the impact of the can-
tilever tip on the surface in the resonance mode.
Figure 3 showstheimage of the 3000 x 3000-nm?-large
rounded protrusion (about 1300 nm in diameter) and
small pits existing prior to (Fig. 3a) and upon (Fig. 3b)
the disrupted mechanical contact of the cantilever tip
with the surface. The probe impact resulted in local
damage of the protrusion surface (Fig. 3b) and the for-
mation of a 23-nm-deep crater. Moreover, the cantile-
ver impact a so initiated the formation of small rounded
islands on the protrusion and around it, with some of
them having the same diameter of about 112 nm. These
islands also play the role of ~0.6-nm-high surface pro-
trusions. Ten minutes upon the cantilever impact, these
small islands disappeared. In the first approximation,
one can assume that the mechanical impact of the probe
on the specimen surface is similar to cleavage of afer-
roelectric crystal. Therefore, the formation of rounded
protrusions on the polar surface of a TGS crysta
(genetically related to energy-inhomogeneous layer
structure of the crystal) can also occur irrespectively of
the adsorbed water. The islands thus formed are similar
to the formations observed upon multiple scanning of
the surface by a cantilever in the contact mode (under
the conditions that the tip exerts a pressure of F in the
contact mode F ~ 1076 N) in our earlier studies[17, 18].
The energetic stability of the monolayer corresponding
totheleve (1/2)b in the unit cell manifestsitself in the
constancy of the surface response to the mechanical
action—the formation of ~0.6-nm-high (deep) protru-
sions (pits).

We believe that rounded protrusions and submicron
pits formed during crystal cleavage multiple of (1/2)b
should not be considered asferroel ectric domains or the
traces of etching by adsorbed water. Rather, they dem-

CRYSTALLOGRAPHY REPORTS Vol. 46

onstrate the property of surface self-ordering under the
action of decompensating fields and surface tension
during cleavage. Upon cleavage, these pits and protru-
sions become the details of a stable specific surface
microrelief. The rounded shape of two-dimensional
formationsis explained by the effect of surface-tension
forces. According to our observations, these formations
are stable against heating and preservetheir dimensions
in the reversible ferroel ectric—parael ectric phase transi-
tions. Crystal cleavage in the paraelectric phase pro-
ceeds without the formations observed in the ferroel ec-
tric phase [20]. At the moment of appearance of these
formations, they can be associated with point defects
and their accumul ations, which is seen from the charac-
teristic arrangement of islands (pits) along the domain
boundaries (Fig. 1), i.e., inthetraditional sitesof point-
defect accumulations in TGS crystals. Moreover, the
density of rounded protrusions at the sites of their accu-
mulations coincides with the density of decorating par-
ticles at point defects (10—10'® m2) observed in elec-
tron microscopy studies of TGS crystals.

The results obtained show that islands and pits
induced either by multiple scanning or the cantilever
impact on the surface have the same nature as the
islands and pits formed during cleavage of aferroelec-
tric crystal. The only difference between the two
reduces to the protrusion and pit stabilities, which can
be explained as follows. Asiswell known, cleavage is
closely related to the surface energy (minimal at the
cleavage planes). In the cleavage of a TGS crystal,
some energy is consumed for the formation of a
microrelief on the cleavage plane, but then the crystal
remains in the equilibrium state. During surface scan-
ning by a cantilever, the microrelief is changed because
of newly formed islands and pits, which requires the
additional work of the friction forces. In turn, this
increases the specific surface of the newly formed
microrelief and, thus, also the surface energy. There-
fore, the microrelief formed under the action of the can-
tilever tip can be less stabl e than the microrelief formed
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due to cleavage. Upon the cessation of the action of the
external factor, the scanning-induced islands (pits) dis-
appear, because the system always tends to the state
with a lower surface energy, whereas the microrelief
tends to return to theinitial state.

The rounded ~0.6-nm-high two-dimensional forma-
tions on the atomically smooth polar surface of a TGS
crystal observed by the method of atomic-force micros-
copy are, in fact, the stable details of the surface
microrelief. They areformedin cleavage of aTGS crys-
tal in the ferroelectric phase and also upon scanning
with a cantilever and reflect the real layer structure of a
ferroelectric TGS crystal.
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Abstract—The structural mechanism has been suggested of formation of the ordered surface hexagonal struc-
tures with an increase of the coverage during adsorption of akali metal atoms on the {111} surfaces of face-
centered cubic and {0001} surfaces of a hexagona metal crystal. The coverage 6, providing the formation of
close-packed hexagonal adsorbed layersin adsorption systemsis determined for akali metals. Thetheoretically
calculated and the experimentally obtained 6, values are in good agreement. © 2001 MAIK “ Nauka/lnterperi-

odica” .

INTRODUCTION

At present, considerable experimental material has
been accumulated on the surface structures formed by
alkali metal atoms adsorbed on the {111} and {0001}
faces of metal crystals [1-4]. Since the lateral interac-
tions between the adsorbed alkali metal atomsare of the
isotropic nature, then, in accordance with the symmetry
of the {111} and {0001} faces, the two-dimensional
surface structures are formed. These structures have
rhomblike primitive unit cells consisting of two regular
triangles and are formed within the large range of cov-
erages 0 until the complete filling of the first adsorbed
layer.

We had the aim to establish the structural mecha-
nism providing the change of the primitive unit cells of
the surface structure with an increase of coating 6. The
knowledge of such mechanism would allow oneto pre-
dict which atomic structures would be observed by the
electron diffraction method in a certain range of cover-
ages and identify the corresponding diffraction pat-
terns.

With an increase of the coverage 6, the adsorbed
alkali metal atoms tend to form the hexagonal close-
packed structures, whose formation indicates the com-
pletion of growth of the first adsorbed layer. It is very
important to determine the coverage 6, value at which
the saturated hexagonal close-packed layers are
formed, because the formation of the second adsorbed
layer can occur at coverages 6 lower than 6,. This
would break the growth of adsorbed layers and results
in the erroneous interpretation of the experimental data.
The problem of 6, determination for various adsorption
systems is reduced to the determination of the atomic

radii of alkali metal atoms which then can be used for
determination of interatomic distances in hexagonal
close-packed layers. The atomic radii in adsorptive
metal systems were discussed earlier [5]. However, the
atomic radii appropriate for the determination of inter-
atomic distances in adsorbed close-packed layers have
not been considered.

Below, we suggest the structural mechanism of the
changes in the surface structures during compaction of
adsorbed layers of alkali metalsand calculatethe 6, val-
ues for various adsorptive systems with the participa
tion of Cs, Rb, K, and Na adsorbates.

STRUCTURAL MECHANISM OF COMPACTION
OF ADSORBED ALKALI METAL LAYERS

The figure shows the scheme of compaction of the
alkali metal layers on the {111} planes of cubic face
centered and {0001} hexagonal metal crystals. It is
seen that compaction of the layers occursviasuccessive
rotations of the primitive unit cell by 30° with the si-
multaneous reduction of its dimensions by a factor of

J3/2. In the analytical form, this mechanism can be
represented as

...(2x2)[0.25] — (/3% +/3)R30°[0.33] )
—3/2 x 3/2[0.44] — (3./3/4 x 3./3/4)R30°[0.59] .

The figures in square brackets indicate the correspond-
ing coverages 6. At the coverages 6 < 0.25, the compac-
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tion mechanism can be written as

...(16/9./3 x 16/9./3) R30°[ 0.11]

— (8/3x8/3)[0.14] ()

— (4/3./3 x 4/3./3)R30°[0.18]....
These surface structures can be transformed in the

following way:
...(3.08 x 3.08) R30°[0.11]
— (2.67 x 2.67)[0.14] 3)
—» (2.31x2.31)R30°[0.19]...

These are only hypothetical structures, which can-

not be obtained in practice. Therefore, series (3) are
written in another form

...(83x3)[0.11] (/7 % J/7)R19.1°[0.14]

—1/2./21 x 1/2,/21R10.9°[0.19].....

The unit-cell dimensions and the coverages 6 in series
(3) and (4) of atomic surface structures practically coin-
cide. The total rotation of the unit-célls, (ﬁ X
J7TRI19.1° and (1/2 /21 x 1/2.,/21)R10.9°, equals 30°.

The study of the adsorption system Cs/Ag {111} by
the low-energy electron diffraction method at low tem-
peratures (40-50 K) [6] revealed the following series of
atomic surface structures with an increase of the cover-

age 6:
...(2./3 % 2./3)R30°[0.08]
—(3x3)[0.11]
— = (J7 % J7)R19.1°[0.14]
— (A% B)[0.18] — (2x 2)[0.25] — [6,=0.32].
Comparison of (1) with (4) and (5) shows that the
experimental data are consistent with the mechanism of
compaction of the akali metal adsorbed layer sug-
gested in this study. To confirm this conclusion, con-
sider one more example. In the adsorption system

K/Pt{111} [7], the following series of atomic surface
structures are formed with an increase of the coverage 8

...(3x3)[0.11] —~ (J7 x J/7)R19.1°[0.14]

— - (2%x2)[0.25] — (/3% 4/3)R30°[0.33]  (6)
- 3/2x3/2[0.44].

®)

It is seen that the structure (12421 x

1/2./21)R10.9°[0.19] is omitted in (6), and in (5), it is
not identified.

The suggested structural mechanism allows the
determination of al the atomic surface structures
depending on the coverage 8. Only some fragments of
this mechanism are considered in numerous publica-
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Schematic changes in the surface structures occurring with
anincrease of 8: (1) (2 x2), (2) (/3 x /3)R30°, (3) (3/2 x
3/2), and (4) (3 /3 /4 x 2./3 /4)R30°.

tions which can be explained either by the difficulties
encountered in the formation of ordered structures in
concrete adsorption systems or by non-optimum exper-
imental conditions.

CALCULATION OF COVERAGE 6
FOR HEXAGONAL CLOSE-PACKED ALKALI
METAL LAYERS

The coverage 6, corresponding to the formation of
hexagonal close-packed layers on metal substrates can
be calculated if the area occupied by the primitive unit
cellson the surface of the metal crystal, S, and the hex-
agonal close packed layer, S, are known. In this case,
the value of 6, equals S/S,. The value of S, for the sur-
face with a certain orientation can be determined from
the unit-cell dimensions of metal crystals[8]. To deter-
mine S,, one has to know the atomic radii of Cs, Rb, K,
and Na characterizing the interatomic distances in
close-packed adsorbed layers. The atomic radii used for
calculating interatomic distancesin bulk metal crystals
cannot be used in this case because the coefficient of
close packing of spheres in two-dimensional space

(T72./3 = 0.9069) exceeds the corresponding coeffi-

cient for the three-dimensional space (1V3.2 =
0.7404). In Cs, Rb, K, and Na crystals, each atom has

Table 1. Atomic radii (&) of alkali metals used for calcula-
ting 6,

2001

Na K Rb Cs Reference
1.80 2.20 2.35 2.60 [9, 10]

— 2.162 2.287 2.518 [11]
1.79 221 2.33 251 [12]
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Table 2. Coverage 6, of the alkali metal-saturated {111} and {0001} surfaces of metal crystals
Surface S, A 5
Cs Rb K Na
Ni{111} 5377 [0.23-0.25 0.28-0.30 0.32-0.33(0.31[13]) 0.48 (0.49[14])
Co{ 0001} 5451 |0.23-0.25 0.28-0.30 0.33-0.34 (0.31[15]) 0.49
Fe{ 111} 5584 |0.24-0.26 0.29-0.31 0.33-0.35 0.50
Cuy{111} 5.658 |0.24-0.26 (0.25[16]) |0.30-0.31(0.31[17]) | 0.34-0.35(0.33[18)]) 0.50 (0.54[19])
Zn{ 0001} 6.150 |0.26-0.28 0.32-0.34 0.37-0.38 0.55
Rh{111} 6.263 |0.27-0.29 0.33-0.34 0.37-0.39 (0.36 [20]) 0.56
Ru{ 0001} 6.331 |0.27-0.29 (0.29[21]) |0.33-0.35(0.33[22]) | 0.38-0.39(0.37[23]) 0.56 (0.58 [24])
Ir{111} 6.383 |0.27-0.29 0.33-0.35 0.38-0.39 0.57
Cr{ 0001} 6.416 |0.27-0.29 0.34-0.35 0.38-0.40 0.57
Os{ 0001} 6.479 |0.28-0.30 0.34-0.36 0.39-0.40 0.58
Pd{111} 6.552 |0.28-0.30 0.34-0.36 0.39-0.41 0.58
Re{ 0001} 6.601 |0.28-0.30 0.34-0.36 0.39-0.41 0.59
Pt{111} 6.664 |0.28-0.30(0.30[25]) |0.35-0.37 0.40-0.41 (0.40 [26]) 0.59 (0.59[25])
Al{111} 7101 |0.30-0.32(0.33[27]) |0.37-0.39 0.42-0.44 (0.45[28]) 0.63
Au{111} 7.203 |0.31-0.33 0.37-0.40 0.43-0.45 0.64
Ag{111} 7.230 |0.31-0.33(0.33[6]) |0.38-0.40(0.37[6]) |0.43-0.45(0.40[6]) 0.64
Ti{ 0001} 7536 |0.32-0.34 0.39-0.41 0.45-0.47 0.67
Cd{ 0001} 7.685 |0.33-0.35 0.40-0.42 0.46-0.47 0.68

eight nearest neighbors located at distances a,./3/2,
where g, is the parameter of the body-centered cubic
unit cell. The packing coefficient for such crystals
equals 0.681. Thus, the interatomic distances in
adsorbed hexagonal close-packed layers should be
shorter than the corresponding distances in bulk alkali
metal crystals.

In this study, the interatomic distancesin hexagonal
close-packed layers of alkali metals were characterized
with the use of the following radii (Table 1): ionic—
atomicradii [9, 10], orbital radii for Cs, Rb, and K [11],
and octahedral covalent radii [12]. It is seen that cova-
lent radii are close to ionic—atomic ones. We used the
following values: for Cs 2.51 and 2.60 A, for Rb 2.29
and 2.35 A, for K 2.16 and 2.21 A, for Na1.80 A, and
calculated the areas of the primitive unit cells S, and
determined the values 6, (Table 2). The experimental
values of 6, are indicated in brackets together with the
corresponding references. It is seen that the calculated
0, values agree quite well with the experimental data.

It should also be indicated that the atomic radii of
alkali metals chosen for characterization of interatomic
distancesin adsorbed close-packed layers on the { 111}
surface of face-centered cubic and {0001} hexagonal
metal crystals can aso be used for the determination of
interatomic distances in adsorbed close-packed layers
of alkali metals on other surfaces of metal crystals.

The 6, values characterize the termination of series
(1) of the ordered surface structures. Since the akali

CRYSTALLOGRAPHY REPORTS Vol. 46

metal atoms arerather large, series (1) areterminated at
low B, values (Table 2).

CONCLUSION

The structural mechanism of compaction of
adsorbed layersof alkali metalson the surfaces of metal
crystals suggested in the present study is consistent
with the modern concepts on the changes in chemical
bonding between the adsorbed atoms of akali metals
with an increase in coverage. Thus, it was shown [29]
that the transition from the ionic to metallic bonding
takes place in the process of filling the first adsorbed
layer of the alkali metal. lonic bonding at low coverage
is provided by the transition of electronsfrom adsorbed
atoms to the substrate, which results in the partial ion-
ization of these adsorbed atoms. With an increase of the
coverage, the adsorbed atoms got back their valence
electrons and can be considered as metal atoms, which
can approach one another to distances comparable with
the dimensions of the nS-orbital and, thus, can form
either metal or covalent bonds. Finally, this results in
the formation of hexagonal close-packed layers with
the coverage 6,.

It is expedient to study the structural mechanisms of
compaction of adsorbed layers formed by metal ions
with the electronic structure different from the elec-
tronic structure of alkali metal atoms. Such studies
would make an essential contribution to understanding
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and interpretation of the processes of adsorbed sub-
monolayer formation on the metal surface with an
increase of coverage.
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Abstract—The length of atwo-dimensional critical nucleus has been measured, and the Gibbs-Thomson for-
mula has been experimentally verified on orthorhombic lysozyme crystals. The step velocity was found to be
independent of its length. The critical length initiating the step motion can be determined by a low density of
kinks on a step, and not the critical-nucleus size. The invalidity of the Gibbs-Thomson formulain this caseis

discussed. © 2001 MAIK “ Nauka/Interperiodica” .

The steps on the growing (010) face of an orthor-
hombic lysozyme crystals (grown at pH 4.6 from the
reactive agents supplied to us by Seikagaku Co., Japan)
were observed in an atomic force microscope. The
mass concentration of the salting-out agent (NaCl) was
equal to 5 mass %, the equilibrium and actual concen-
trations of lysozymewere C,=0.35mass%[1] andC =
0.95 mass %, respectively. Thus, the relative supersatu-
rationwas o = (C - C,)/C,= 1.7 (i.e,, C/C, = 2.7).

Studying the faces of the lysozyme crystal, we
revealed a stacking fault in the form of an 8-um-long
step paralld to [100] which was not overgrown during
growth. The step height ranged within (0.5-1.5)b (b =
7.37 nm) of the lysozyme crystal (Fig. 1). The rectilin-
ear steps generated by a dislocation source along the
c-axis propagate normally and along the stacking fault
(above and below it).

The motion below the defect was begun upon the
attainment by the step of the critical length |, (Fig. 2).
A part of astep indicated by the letter A had advanced
for aconsiderable distance above the defect (right-hand
partin Fig. 2), whilethe other part of this step indicated
by the letter B did not start moving because the length
of this part was dtill less than I.. Taking successive
frames of the process and measuring the time depen-
dences of the following distances from the clearly seen
point of the stacking fault emergence (shown by the
arrow in Fig. 1): (i) to the step edge aong the c-axis
(curve 1, Fig. 3), (ii) normally to the part of the step

moving abovethe defect (curve 2, Fig. 3), (iii) normally
to the part of a step moving below the defect (at the left-
hand side of Fig. 2, curve 3in Fig. 3). All these depen-
dences turned out to be linear. These straight lines are
described by the following equations: (1) x = 680 %
24+ (17.3£03)t£31; (2 x=745+27+(24+£02)t £
41; (B x=—(58£9)+ (2.2 £ 0.1)t =7 nm.

Thus, the step velocity along the c-axis was Vy,, =
V= 17.3 £ 0.3 nm/s; along the a-axis above the defect,
Voo £ Vg =24 £ 0.2 nm/s; and below the defect, V =
2.2 £0. nm/s. It is seen that the two latter velocities are
indistinguishable within the experimental accuracy.
The step below the defect started moving only after the
step length aong the c-axis attained the value I, =
1140 + 150 nm. Consider Fig. 3. The time was mea-
sured from the moment when the length of an immobile
step segment was 680 nm, although the segment started
increasing at the moment when the straight line 1 inter-
sected the time axis, i.e., a the moment earlier by
680 nm: 17.3 nm/s 040 s.

The constancy of velocity V indicatesthat it does not
depend on varying of the step length asis shown by the
curve 3 in Fig. 3. Thisisinconsistent with the Gibbs—
Thomson formula

Vo=V, (1-1J1), (1)

where V,, is the velocity of an infinitely long step, | is

1063-7745/01/4605-0860$21.00 © 2001 MAIK “Nauka/Interperiodica’
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its length, and
. = 8.2Qa/KTInC/C,. 2)

Here Q = 3.16 x 10-2° cm? is the volume of amolecule
inthelysozyme unit cell, a isthe free surface energy of
a step rise, k is the Boltzmann constant, and T is the
temperature. The numerical coefficient is obtained
under the assumption that the two-dimensional critical
nucleus has a rectangular shape with the ratio of the
sides equal to Vi, /V,90 = 7.2 (I isthe longer side of a
rectangle).

Taking the measured value of |, and the step length
| = 2700 nm (for the second experimental point on the
lowest curvein Fig. 3), weobtain |/l = 0.42. It follows
from Eq. (1) that the V/V,, ratio should be equal to 0.58.
In other words, the second point should be located
lower by a factor of amost two, which considerably
exceeds the experimental error.

Thevaluea =20 + 2 erg/cm? (KT = 4.25 x 10-'* erg)
calculated by Eq. (2) ishigher by an order of magnitude
than the values typical of protein crystals. However,
assuming that the volume of a building unit is equal to
the unit-cell volume (Q' = 4Q), we obtain a = 5 £
0.5 erg/lcm?, which is closer to typica values
(1 erg/lcm?) [2]. Unfortunately, the number of mole-
cules the building unit consists of is still unclear.

The velocity V is independent of |, which can be
explained considering the motion of steps with the
length comparablewith.[3, 4]. Accordingto[3, 4], the
step edge should have the equilibrium shape, and the
step velocity islimited to astraight portion of thelength
| —1./2. The resulting expression relating a step length
and the step velocity has the form

-1 = A(VIV,)

3
X (1=VING) "2 HL+ ‘;'[ arcsinV/V, ©)

where the constant A for a critical nucleus having the
assumed shape is A = 0.38KT/aab = 0.008 (the lattice
parameter a = 5.65 nm and a istaken to be equal to the
lowest of the values indicated above, ~5 erg/cm?).

It follows from Eq. (3) that if A < 1, then even a
small excess of a step length | over 1. makes the step
velocity equal to the velocity of an infinite step, in other
words, V isindependent of |. According to [4], the sur-
face energy is related to the kink density as a =
KT/ca?p.,. Using the parameters of the building unit
equal to the unit cell, we have a = 7 erg /cm?, which is
close to the value calculated by Eq. (2).

Another approach to the interpretation of the data
obtained is as follows. A rectilinear step parallel to the
c-axis starts moving paralel to itself only with the for-
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Fig. 1. Stacking fault on acrystal face. Contact mode, scan-
ning frequency 15 Hz. A didocation source of steps is not
seen because it islocated on the upper right-hand side.

Fig. 2. Three-dimensional image of steps passing by a
stacking fault. The experimental conditions are the same as
in Fig. 1. For notation see the text.

mation of the nuclel of new molecular rows and motion
of kinks limiting these nuclei.

A step segment having the finite length | -Vt lim-
ited from one side by the stacking fault (right-hand side
in Fig. 2) cannot acquire any kinks from the outside.
Therefore, it can move in the direction normal to itself
only due to the formation of nuclei of new rows, i.e.,
pairs of kinks having the opposite signs on this seg-
ment. At small segment length I, the segment has no
kinks (they had no time to appear). During this period,
the segment is static, V = 0. As soon as the first nucleus
is generated, a new row is formed along the segment



0 1 1 1 1 ]
50 100 150 200 250 30

t, s

Fig. 3. To the determination of the step velocity. The tempo-
ral dependence of distances from the point of emergence of
a stacking fault: (1) to the step edge along the c-axis;
(2) dong the normal to the segment of the same step mov-
ing above the defect; (3) the same for the segment moving
below the defect.

and the segment is displayed by a distance equal to the
kink depth, i.e., asingle lattice parameter a = 5.65 nm.
Then, the second nucleus appears, etc. With an increase
of the segment length I, the nuclel of new rows can
appear on the segment even prior to the complete for-
mation of the preceding rows. When the segment length
| considerably exceeds the mean interkink distance on
an infinite step, 1/p., = (v,/2J3)'”? [5], the velocity of the
segment reaches a steady-state value V = a(2v,J)'7?,
where v, isthe kink velocity along the step, Jistherate
of nucleation of one-dimensional nucleus. Curve 3 in
Fig. 3 shows that the initial nonstationary period of
nucleation corresponds to the absence of any growth;
then the growth at the constant rate corresponds to the
linear increase of length with time.

The expectation time t, for the appearance of the
first nucleus can be determined from the condition that
the number of nuclei formed on the measuring (grow-
ing) segment is equal to unity:

tovt

J'dTJ'JdE = 1. 4)
o 0

Here ¢ is the coordinate along the segment from the
immovable contact point at the stacking fault and the
time T, similar to the time t, is measured from the
moment when the segment starts increasing. Assuming
that J is independent of the coordinate and time, we
obtained from Eq. (4)

t, = (2/3v)* 5)

Now evaluate t,. The velocity of one-dimensional
nucleation J, = 2.7 x 103 nm~!' s was determined ear-
lier with the use of atomic force microscopy [6]. We
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measured the kink density p,, = 1.74 x 10 nm™, the
velocity of step motion Vy, = av,J)? = ap,Vvy =
0.19 nm/s, and the velocity of kink motion v, =
Vo/aP.p = 19.3 nm/s. However, we failed to measure
supersaturation ¢ with satisfactory precision [6].

Within the only existing classical Kossel model, J =
o(1 + o) [5], v, ~ 0, and, thus, V; ~ a(1 + 6)2. Now
apply this model to our experiments and assume that
the kinetic coefficientsin our experimentsand in [6] are
the same. Then, using the ratio of step velocities V=
2.4 nm/sin our earlier [6] and the present experiments,
one can yield the value of the supersaturation unknown
in the present experiment, oy, viathe o = 1.7 in the
form

Oo(1+00)Y% = (Ve Vo)o(1+0)% (6)

Then wefind g, = 0.21. Similarly, v, = v,,(1.7/0.21) =
156 nm/s, and

J = [0(1+0)/0e(1+00)] o

(7
= 49%x10 nm s
Then the kink density is p,, = 2.6 x 103 nm™. Substi-
tuting J from Eq. (7) and V; = 17.33 nm/s into Eq. (5),
weobtaint; =15s.

Thetime experimentally obtainablefrom Fig. 3, t. =
|/} = 66 s (at the moment when the velocity of a step
segment reaches a steady-state value) corresponds to
the condition at which the ratio of the step length to the
interkink distance (1/p,, = 1/(vi,J)?) equals severa
units. In our case, 1/p,, = 385 nm and |, = 1140 nm
03/p... In actual fact, thisratio is much less, because for
short steps p < p., [7, 8]. By the moment t., the number
of nuclei formed on the growing segment would have
been less than JVit; = JIt,/2 = 18, i.e, the segment
should be displaced to a distance much shorter than
18 x 5.65 (0100 nm and which is close to the measure-
ment accuracy. At | > |, the velocity V; becomes con-
stant, and the nonstationary approach described by
Eq. (4) becomes inapplicable.

Thus, the study of a step on the (010) face of an
orthorhombic lysozyme crystal shows that the critical
length of astep segment at the beginning of itsdisplace-
ment and the dependence of its vel ocity on the segment
length seem to be of purely kinetic origin. The large
value of |, (>1 um) seems to be determined by a small
kink density on the step rather than high surface energy.
The same cause aso explains the independence of the
step velocity of its length. Of course, the thermody-
namic Gibbs-Thomson relation remains valid, but only

No. 5 2001



DEPENDENCE OF THE STEP VELOCITY ON ITS LENGTH 863

at lower (<€1) supersaturations at the steps with low
kink density where the kinetic eff ects become unimpor-
tant.
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Abstract—Single crystals of y-Li;PO, have been grown from flux. The4 x 8 x 9-mm crystals have the cleavage
along the [010] and [120] directions. The anisotropy inionic conductivity in the grown crystals, ((o ||a)/(o ||b) =
2.5 and (0 ||&@)/(o || c) = 1.3), is explained by specific features of the y-Li;PO, structure. © 2001 MAIK

“ Nauka/Interperiodica” .

INTRODUCTION

One of the best studied and most interesting families
of solid electrolytes consists of materials with the y-
Li;PO,-type structure such as Li,GeO,- and Li,SiO,-
based solid solutions [1-3]. The nonstoichiometric
phases in the Li,GeO,-Li;VO,, and Li,GeO,-Li;PO,
systems have high values of ionic conductivity (up to
104-10"° Q/cm) even at room temperature [1-3],
which makes these materials very promising for practi-
cal application in lithium-based current sources. Solid
electrolytes with the y-Li;PO,-type structures can also
be model objects for studying the effect of various fac-
tors on ionic conductivity. However, up to now, no
detailed study of ionic conductivity in lithium ortho-
phosphate has been made, which is explained, first of
all, by the absence of bulk single crystals necessary for
such study. Therefore, the present study was aimed at
growth of y-Li;PO, single crystals, the study of anisot-
ropy inionic conductivity, and the determination of the
mechanism of ion transport in these crystals.

EXPERIMENTAL

Theinitial materia used for growing y-Li;PO, crys-
talswas polycrystalline lithium orthophosphate synthe-
sized from LiH,PO, and Li,CO; by the standard solid-
phase technology with the annealing temperature being
800°C. The y-Li;PO, single crystals were grown by
crystallization from flux with the Li,M0oO,~LiF mix-
ture as a solvent. The initial components in the mass
ratio Li;PO, : Li,M00, : LiF =50 : 34 : 16 were placed
into a 60-ml platinum vessel. The platinum rod served
as a seed. Upon the complete dissolution of lithium
orthophosphate in the melt at 1030°C, the system was
rapidly cooled down to 990°C, and then the crystalliza-
tion was performed by cooling the melt at a rate of

0.15°C to the temperature 950°C. The crystals grown
were taken from the melt and cooled to room tempera-
ture at arate of 30°C/h.

The crystals grown were identified by the X-ray
phase analysis on a Rigaku D maxllic diffractometer
(CuK, radiation).

Since the y-Li;PO, crystals are orthorhombic, the
ionic conductivity (o) was measured along the three
directions (crystallographic a-, b-, and c-axes). To mea-
sure the ionic conductivity, silver electrodes were
applied to the ends of the oriented y-Li;PO, crystals
(the silver paste was applied onto the preliminary pol-
ished surfaces of the crystals then annealed at 500—
550°C). The ionic conductivity was measured by the
method of impedance spectroscopy in the frequency
range 50 Hz-500 kHz. The impedance spectra were
processed using the EQUIVCRT complex of programs
written by Boucamp [4].

RESULTS AND DISCUSSION

The crystallization experiments yielded colorless
intergrowths of lithium orthophosphate crystals about
25 mm in diameter. Single crystal domains had the
maximum dimensions 4 x 8 x 9 mm and were studied
in a polarization microscope. The crystals had the
cleavages normal to the [010] and [120] directions. The
angle formed by the cleavage planes was 40.2°.
According to the X-ray phase analysisdata, the crystals
were identified with y-lithium orthophosphate.

Figure 1 shows the hodographs of the total resis-
tance of y-Li;PO, crystas (o measured along the
b-axis) and the equivalent electric circuit for determin-
ing the hodograph parameters. The resistance R of the
equivalent electric circuit corresponds to the bulk resis-
tance of the crystal. The form of the impedance
hodograph was the same for the conductivity measured
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Fig. 1. Frequency dependence of total complex resistancein
y-Li;PO, crystals measured along the b-axis at the temper-
atures (1) 330, (2) 345, (3) 374°C. Filled circles correspond
tothe experimental data; light circles, to the cal culated data.

along al the three crystallographic axes. As is seen
from Fig. 1, the impedance hodograph has the shape of
a distorted semicircumference. At temperatures lower
than 350°C, the high resistance of y-Li;PO, crystals
allowed the observation of only a part of the semicir-
cumference.

The temperature dependence of ionic conductivity
in y-Li;PO, single crystals obeys the Arrhenius law,

oT = o,exp(—E4/KT), @)

in the whole temperature range (Fig. 2), which is quite
consistent with the well-known data[5—7]. For compar-
ison, Figure 2 also shows the results obtained on poly-
crystalline specimens [5-7]. Table lists the data
obtained in the present study and on other studies of
ionic conductivity in y-Li;PO,.

As is seen from Fig. 2 and the table, the y-LisPO,
single crystals are characterized by low anisotropy in
ionic conductivity (Osgq || @)/(0300 || ) = 2.5 and (O3 ||
a)/(0300|[C) = 1.3. Itiswell known that the anisotropy in
o in layer and tunneling conductors attains the values
up to several orders of magnitude, and, therefore, the
anisotropy in y-Li;PO, conductivity indicates that the
material isathree-dimensiona conductor.

The o values determined in the present study con-
siderably exceed the valuesindicated in [5—7], whichis
explained by different properties of single crystals and
ceramic specimens (conductivity of a ceramic is usu-
ally lower than conductivity of single crystals of the
same composition).

Lithium orthophosphate is a typical representative
of the compounds with framework structures [3, 7]
(Fig. 3). Lithium cations fully occupy two types of
positions, Lil and Li2. The y-Li;PO, structure is rather
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Fig. 2. Temperature dependences of conductivity in
y-LisPOy: (1-3) for single crystals measured along the (1)
a-axis, (2) b-axis, (3) c-axisand (4, 5) for apolycrystal (4)
according to [4, 5] and (5) according to [7].

loosg, i.e., the framework voids comprise a consider-
able part of the total volume and penetrate the structure
in al directions, thus creating favorable conditions for
ionic conductivity. Nevertheless, one can expect a low
value of ionic conductivity in y-Li;PO, (Fig. 2 and
table), since in an ideal crystal, all the lithium cations
fully occupy their positions and are rigidly bonded to
the framework, which creates no prerequisites for ion
transport. However, in rea crystals, ionic conductivity
can be associated with the formation of temperature-
induced defects such as Frenkel defects. The intersti-
tial-ion concentration in this case is rather low, which
resultsin low conductivity in pure y-Li;PO,. A consid-
erable increase of o with the preservation of the struc-
tureispossibleif the matrix material is doped with het-
erovalent impurities. This was actually observed in
solid solutions with the y-Li;PO, structure [1-3]. It
should be indicated that the high conductivity of lith-
ium orthophosphate reported in [8] seems to be

The experimental data on ionic conductivity and the energy
of conductivity activation in y-Li;PO, at 300 and 450°C and
the similar data obtained in other studies

Type of material Eyr, €V ;ty 3%/8% actr ' 4%/8%
Singlecrystal, oja-axis | 1.14 |[41x107|4.1x10°
Single crystal, o||o-axis | 1.23 | 1.6x 107 |22x 107
Singlecrystal, o||c-axis | 1.14 |3.1x107|31x107°
Polycrystal [5, 6] 131 |15x10%|29x10°
Polycrystal [7] 124 |22x10°%

2001
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(b)

Fig. 3. Model of they-Li;PO, structure projected onto the (&) bc, (b) ac, and (c) ab planes (the LiO, and PO, tetrahedraareindicated

asLil. Li2, and P).

explained by the presence of noncontrolled impurities
in the specimen.

Unlikethe layer and tunneling structures, the frame-
work structures usually show low anisotropy in conduc-
tivity. As is seen from Fig. 2 and the table, ionic con-
ductivity of y-Li;PO, (a typical representative of the
framework materials) is close to isotropic. The devia-
tion from isotropy is seen from the lower value of ionic
conductivity and higher values of the energy of conduc-
tivity activation along the b-axisin comparison with the
corresponding values measured along the a- and c-axes.
Thisfact can be explained by the specific features of the
y-LisPO, structure [7] (Fig. 3): the voids in the crystal
framework penetrate this structure in al directions, so
that the channels formed along the a- and c-axes are
rectilinear, whereas the channels along the b-axis have
the zig-zag shape, which is seen from the comparison

CRYSTALLOGRAPHY REPORTS Vol. 46

of the projections of the y-Li;PO, structure onto the bc
and ab planes, on the one hand, and the projection onto
the ac plane, on the other hand (Fig. 3). The through
channels are formed along the a- and c-axes, whereas
along the b-axis, the structure is “closed,” which hin-
ders migration of Li* ions along the b axis.

The data on anisotropy in the y-Li;PO, phase can be
used to interpret the data for high-conducting solid
solutionswith the y-Li;PO, structure. The anisotropy in
conductivity in the latter compounds should be dightly
higher than in pure (undoped) y-Li;PO,, because con-
ductivity in lithium phosphate is reduced by the insuffi-
cient number of mobileions, whereasthe structural fac-
tors play only the role of secondary effects. In the solid
solutions with the framework voids filled with a large
number of Li* ions, the structural factors play the key
part in ion transport.
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Abstract—Theresults of the el ectron microscopy studies of self-modulated GaAlAs, GaAsP, and InGaP layers
have been generalized, and the laws governing the self-oscillatory growth of these materials have been formu-
lated. The growth characteristics under the autocatalysis conditions were established from a computer simula-
tion of the epitaxia process. It isdemonstrated that the autocatal ytic model of crystallization correspondsto the
experimental characteristics of self-modulation. The anomalies in electron microscopy images of the bound-
aries were revealed, which can be interpreted only with the invocation of the autocatalytic model. The reliabil-
ities of various theoretical self-modulation models are also discussed. © 2001 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Asiswell known, epitaxial crystallization occurs at
the deviations from the equilibrium growth process
under the conditions of particle and energy flows pro-
viding the occurrence of self-organization processes
[1]. The pseudobinary ATBY (GaAlAs, GaAsP, etc.)
solid solutions are characterized by positive mixing
energies Q [2] and the propensity to stratification at
temperatures lower than the epitaxial-growth tempera-
ture. Therefore, epitaxial growth should result in the
formation of homogeneous structures with a short-
range order of the stratification type [2]. However, the
process can also be accompanied by the formation of a
long-range atomic order and composition self-modula-
tion [3-10]. The mechanism of nonequilibrium order is
also very important in the light of the general problems
of self-organization and the practical formation of epi-
taxial ATBY structures. At present, atomic ordering and
self-modulation in epitaxially grown semiconductor
heterostructures are usually associated with the mani-
festation of the self-organization processes[11-17], but
the suggested interpretation of the phenomenon and its
possible mechanisms are still inconsistent.

At present, there are no models explaining the self-
organization from the unified standpoint. Most scien-
tists explain atomic ordering by the changes in the
nature of atomic interactions at the surfaces of semi-
conductor crystals caused by the surface reconstruction
[5, 6], whereas the self-modulation isinterpreted based
on severa different hypotheses, which can be divided
into three major groups. The hypotheses of the first
group are based on the consideration of misfit elastic
stresses [14, 16]. Those of the second group are based
on the consideration of the growth-surface relief

[15, 17], and finally, the hypotheses of the third group
are associated with the autocatalysis provided by the
positive mixing energy Q [11, 12, 13].

CHARACTERISTICS OF SELF-ORGANIZATION
IN HETEROEPITAXIAL CRYSTALLIZATION
AND THEORETICAL MODELS
OF THE PHENOMENON

In the present study, self-modulation is interpreted
with theinvocation of the generalized data of the exper-
imental investigations of Ga, _,AL,As/(001)GaAs het-
erostructures [10, 13] grown by the MOCVD method
from arsine and alkyl compounds of Gaand Al [18] in
an open-type reactor, GaAs, _P,/(001)GaAs [3, 8, 19]
formed by gas-phase epitaxy by the chloride-hydride
technology [3], and In, _,Ga,P/(111)GaAs [4] grown
by the liquid-phase method [20]. Analyzing the results
of these experiments, we established the following
characteristic features:

(1) Self-modulation and atomic order can coexist
within a structure formed under constant growth condi-
tions[9].

(2) Modulation amplitude attains several tens of
mole percent [7, 13, 19].

(3) Modulation direction does not necessarily coin-
cide with the maximum elastic-compliance direction
[001] [4, 10, 19] and, as a rule, coincides with the
growth direction [4, 8, 10, 19].

(4) As a result of self-modulation, the regions of
amost pure AlAs [13] arise in Gay;Aly3As and of
GaA sy g5Po 05 1N GaAsg osPy o5 l1ayers [3], with the mod-
ulation amplitude attaining tens of mole percent (the
process of fitting to the average composition is pro-
vided by varying the layer thickness of the strata

1063-7745/01/4605-0868%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Typical parameters used in the simulation of epitaxial-layer growth under the autocatalytic conditions

Parameter Parameter value Dimension

Initial dimensionless parent-phase composition N, 0.0357

0.0363
Initial composition of the crystal n, 1
Total concentration of the components in the parent phase (15 x 10%) cm=3
Efficient diffusion coefficient (4 x 107 cm?/s
Total concentration of the componentsin the crystal (2.2 x 10%) cm3
gy = 2.7(1 + 1.0006n; +0.0011n>%) nn/s
Qp = 2.9(1—1.0005n +0.001n.%) nm/s
Remote boundary (infinitely remote source) cm
Depth of the parent-phase layer 0.5 cm

1 cm
Number of points 500
Duration of the process 16 min
Temporal integration step 0.015625 S
Thickness of the crystal grown 1.95 pm

enriched with Asand P) [3] L Under the equilibrium con-
ditions, neither AlAs formation nor GaAs ¢sP, o5 decom-
position can occur even at theliquid nitrogen temperature.

(5) The fixed modulation amplitude Ax attains
60 mol % AlAs [13] for GaAlAs, 30 mol % GaP [19]
for GaAsP, and 20 mol % GaSb for GaAsSh [7], in
other words, the modulation amplitude decreases with
an increase of the mismatch in the lattice parameters of
the components.

(6) The transition to the oscillatory growth mode
giving rise to the formation of a modulated structureis
provided by a higher growth rate [10]. This is also
indicative of the kinetic nature of the phenomenon.

(7) The modulation amplitude does not depend on
the composition either of the parent phase or the growth
surface and is constant over the whole range of thick-
nesses of the epitaxial layer [3], whereas the modula
tion period does depend on these parameters and
decreases with the distance from the heterojunction.

(8) The transition to the oscillatory growth modeis
preceded by the steady-state mode and the formation of
unmodulated layer even in those cases where the crys-
tallization conditions for the formation of the unmodu-
lated layer are closer to the conditions for formation of
a two-phase structure than to those necessary for the
formation of a modulated volume [4].

Some experimental characteristics of self-modula-
tion areinconsistent with the predictions based on some
of the theoretical models. The self-modulation whose
direction coincides with the growth direction and the
constancy of the self-modulation amplitude over the

1 The term “stratum” corresponds to a concentration domain with
the dimensions in the foil plane multiply exceeding its dimension
along the growth direction.
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epitaxial-layer thickness contradict the predictions
based on the model explaining the phenomenon by mis-
fit stresses[14, 16]. The modulation periods and ampli-
tudes observed can hardly be interpreted within the
model explaining the phenomenon by the surfacerelief,
which is recognized even by the authors of this model
themselves [15, 17]. The autocatalytic model [13] is
more consistent with the experimental characteristics,
despite the fact that the assumption underlying this
model (the statement that the sign of the mixing energy
on the surface coincides with the sign of the mixing
energy inthe crystal bulk) isinconsistent with themain
statement providing the interpretation of the atomic
order by the sign reversal of the mixing energy on the
reconstructed surfaces [5, 6]. This inconsistency is
essential if the self-modulation and the atomic order are
observed in the same epitaxial-layer volumes, asisthe
case, eg., in[9].

All the facts considered above dictated the further
study of the phenomenon in the framework of the self-
catalytic model.

CHARACTERISTICS OF MODULATION
IN THE SELF-CATALYTIC MODEL

It was shown [13] that crystallization of a binary
crystal under the condition of autocatalysisresultsin an
Slike dependence of the crystal composition on the
parent-phase composition (resulting, in turn, in a self-
modulation) if the adsorption coefficients, which
describe the appearance of the parent-phase compo-
nents on the growth surface, have the form

a = GiiBin§+vinZZ, (1)
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Fig. 1. Composition of agrowing crystal asafunction of the
parent-phase composition under the same adsorption coef-
ficients and at the computational parametersasin Figs. 1-4:

n; isthe crystal composition, r];1 isthe parent-phase com-
position, E;E,DD, is the region of the nonunique depen-

dence of r]: on n;.
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Fig. 2. Calculated variations in the compositions of the
crystal and the subsurface layers of the parent phase as
functions of the epitaxial-payer thickness at n,, = 0.0363

nm/s and the parent-phase thickness T = 5 mm. Solid line
indicates the variationsin ¢, the dashed line, the variations

in nﬁq; zisthe distance from the initial crystal surface.

where n is the composition parameter, n = (C, —
CY/(C, + C)), C; are the component concentrations,
the superscript “plus’ indicates that the coefficient is
considered at the crystal—parent phase interface, and
the subscript “minus’ indicates that the parameter n
belongsto the crystal.

A modulation arisesif |B3| > |a;|, which corresponds
to the probahility of autocatal ytic adsorption exceeding
the probability of random adsorption. To verify the
hypothesis of the autocatalytic self-modulation mecha-
nism, we numerically simulated epitaxial growth under
the autocatalytic conditions.
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A autocatal ytic growth was described by the system
of the following equations:

the continuity eguation

0C;/ot = —0J;/0z, )
the flow (Fick) equation
J; = -D;0C;/oz+Vv(C,, 3)
the equation of the interface motion
u = dZz/dt, 4
the adsorption equation
li = Cla, 5)
and the continuity equation at the interface
uci = 1, (6)
ucl = I, +J%. (7)

Here u is the velocity of the interface motion, t is the
time, and z is the spatial coordinate along the surface
normal measured from the initial surface of the crystal,
Z is the current position of the crystal—parent phase
interface, J; is the flux of the ith component, D; is the
diffusion coefficient of this component, v isthe compo-
nent of the drift velocity, |, isthe flow of theith compo-

nent through the interface, g = q(C;/C;) is the

adsorption rate of the ith component dependent on the
composition of the crystal surface, and the superscript
“#" indicates that the quantity is considered in the
vicinity of theinterface in the parent phase.

The numerical simulation was based on Eqg. (2); the
boundary conditions at the parent phase—crystal inter-
face were Egs. (3)—(6). At the second (remote) inter-
face, we used the conditions of the composition con-
stancy (for an infinitely remote source) and the zero
redistribution flow (i.e., the condition of an impenetra-
ble interface). Because of the function discontinuity at
the parent-phase—-growing crystal interface, we had to
use the explicit difference scheme. In accordance with
(1), the basic parameters determining the possible for-
mation of an S-like dependence are the adsorption coef-
ficients. In the model under consideration, the compo-
nent flows are taken into account by the computational
procedure, so that the adsorption coefficients aso
determine the growth rate of the crystal. Therefore,
these coefficients were chosen (by the order of magni-
tude) in such a way that the growth rate of the crystal
corresponded to the growth rates observed in real tech-
nological processes. Our computations showed that the
modulation period depends on the difference between
the probabilities of random and autocatalytic adsorp-
tion. Therefore, the value of 3] — |o;| was selected in
such away that the modulation periods corresponded to
the experimentally observed modulated periods. The
remaining parameters in our computations corre-
sponded to the parameters of the simulated epitaxia
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processes. Their typical values are listed in table. The
results of these computations are shown in Figs. 1-5.

The analysis of the calculated data showed the fol-
lowing:

Autocatalysis can aso be accompanied by the
steady-state growth of a crystal having a constant com-
position (Fig. 2) and the formation of the oscillatory
crystallization mode providing growth of a modul ated
crystal (Fig. 3). The steady-state growth is preceded by
either a transient mode or monotonic variations of the
composition (Fig. 2).

In oscillatory growth, composition oscillations in
the subsurface layers of the parent phase and a growing
crystal occur synchronously (the curves corresponding
to the composition variations in the subsurface layer of
the parent phase and the growing crystal are shown in
Figs. 3 and 4). The modulation is observed along the
growth direction. Preferential adsorption of one of the
components results in the second-component accumu-
lation in the subsurface layer of the parent phase. The
motion of the crystallization front provides the genera-
tion of a concentration wave of this component and, as
aresult, the concentration of this component in the sub-
surface layer of the parent phase continuously
increases.

The rate of the latter processis limited by diffusion.
As a consequence, the component flow to the growing
crystal increases because of random adsorption. Inturn,
an increase of the second-component concentration at
the growth surface stimulates an increase of the auto-
catalytic component of the second-component flow.
This stage continues until the moment when the sec-
ond-component concentration in the parent phase at the
growth surface attains the critical value providing a
jumpwise change of the resulting flow of this compo-
nent to the crystal surface.

The self-oscillatory growth mechanism is observed
at certain ratios of the quantities characterizing the dif-
fusion coefficients and the thickness of the parent
phase, on the one hand, and the growth rate, on the
other hand (Figs. 3 and 4). An increase of the growth
rate of the crystal and the hindered mass transfer in the
parent phase (a decrease of the diffusion coefficients
and an increase of the parental-phase thickness) pro-
vide the transition to the oscillatory crystallization
mechanism. An increase of the growth rate with the
change of the layer growth mechanism to the multi-
center mechanism explains the transition from the
steady-state to the oscillatory mechanism in GaAlAs
epitaxia growth.

For the initial parent phase, the compositions out-
side the E,E,D,D, region (Fig. 1), i.e., the region of
nonunique dependence of the crystal composition on
the parent-phase composition or the region of the opti-
mum composition for the modulation formation, the
initial epitaxy stages result in the formation of an
unmodulated layer (Fig. 4). The region of the nonu-
nigue dependenceis shifted toward the component with
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Fig. 3. Caculated variations in n. (solid line) and nﬁq

(dashed line) at T = 10 mm and n, corresponding to the
point F in Fig. 1, with al the remaining parameters being
thesameasin Fig. 2.
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Fig. 4. Cdculated variations in n. (solid line) and r]#m

(dashed line) a T = 10 mm and n,,, = 0.0363, with all the

remaining parameters being the same as in Fig. 2. The
thicknesses h of the strata are AB = 0.279 pm, h CD =
0.625 pm; H is the modulation period.

alower adsorption coefficient. The formation of transi-
tional unmodulated layers explains the fact that we
observe the In, ;:Ga, 35P and not the Ing 5,Ga, 45P mod-
ulationin InGaP [4].

Even a dlight increase of the autocatalytic adsorp-
tion coefficients |[3 | above the coefficients of random
adsorption |o; | (of the order of 10 of the absolute value
of the adsorption coefficients) results in the self-oscil-
latory growth mode. In this case, the composition vari-
ationsin the boundary layers of the parent phase do not
exceed (of about 10“ of the absolute value of the
adsorption coefficients), whereas the variation in the
crystal composition can attain tens of mole percent
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Fig. 5. (a) Detailed composition variations and the compo-
sition gradient for the stratum AB in Fig. 4.; (b) the samefor
the stratum CD in Fig. 4. Solid lines indicate the variations
in the composition gradients, the dashed lines indicate the
composition variations. In the insets, the variations in the
composition gradients in the vicinity of the boundaries: |
and |1, at the stratum AB; |, in the vicinity of the point A; 11,
in the vicinity of the point B; 111, IV, at the stratum CD; 1ll,
in the vicinity of the point C; IV, in the vicinity of the
point D.

(Figs. 3 and 4). This fact is consistent with the experi-
mental data[3, 4, 7, 8, 10, 13].

The modulation period decreases with a reduction
of the difference between |3;| and |o;|. The modulation
periods observed range within 5-15 nm in GaAlAs and
40-200 nm in GaAsP. The modulation period in InGaP
exceeds 500 nm, which alows one to estimate the
excessin the coefficients of the autocatal ytic adsorption
over the coefficients of random adsorption for these
structures. The estimates based on fitting of the calcu-
lated and the observed modulation periods yield (|3 | -
log]) > 2 x 10 q; for InGaP, (|| - |oi]) = (5 x 10—
107#)q; for GaAsP, and (|B |- |a; |) = 10-q; for GaAlAs.
The mixing energies Q for InGaP, GaAsP, and GaAlAs
structures are Qp.q.p > 3.5, 1.8 and 1.2 kcal/moal,
respectively. Thus, the difference (]3| — |o;[) isminimal
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in GaAlAsand, therefore, the phenomenon in this com-
pound is observed very rarely, whereas the difference
(IB| - loi]) in InGaP is maximal, and the phenomenon
is quite characteristic of this compound [21].

The modulation period depends on the parent phase
composition and decreases with an approach of the
composition to the region of its nonunigue dependence
(the differences in the periodicities are illustrated by
Figs. 3 and 4) and with the duration of self-oscillatory
growth (the first and the second composition oscilla-
tions in Fig. 4). The amplitude modulation is almost
independent of the parent-phase and growth-surface
compositions, in full accordance with the variations of
the modul ation parameters observed in the formation of
GaAsP layers[3, 8, 19].

In autocatalysis, the composition variesin acompli-
cated manner (Figs. 3-5). The neighboring concentra-
tion strata show mirror-symmetric changes only at the
optimum compositions of the parent phase and close
values and structures of the adsorption coefficients
(Fig. 3). Inside a stratum, an increase of the distance
from the entrance interstratum boundary results in the
formation of the minimum of the composition curve,
whereas with an approach to the second interstratum
boundary, the gradient of the composition variation
tends to infinity (Fig. 5). At this boundary, the compo-
sition varies in the jJumpwise manner.

If theinitial composition of the parent phase differs
from the optimum composition, the symmetry is bro-
ken and the strata of different compositions are charac-
terized by different dimensions (Figs. 4 and 5). The
composition of a growing crystal is determined by the
composition of the boundary layer of the parent phase,
which, in turn, varies because of the preferential
adsorption of one of the components at the surface of
the growing crystal, the accumulation of the second
component in the boundary layers caused by the con-
centration wave and the diffusion exchange between
the components of the subsurface layers of the parent
phase and its bulk. At the preferential adsorption of the
component prevalent in the parent phase, the diffusion
flows decelerate the composition variations in the sub-
surface layers. However, at the preferential adsorption
of the second component, these flows accelerate the
composition variations in the subsurface layers. As a
result, the strata formed have different dimensions: the
broad stratum enriched with the prevalent component
and a narrow stratum enriched with the second compo-
nent.

Two boundaries should be distinguished for each
stratum—the entrance one, which is closest the sub-
strate, and the exit one, which is most remote from this
substrate. At the moment of the change of the adsorp-
tion mode, the flows incident onto the crystal surface
and the flows propagating inside the parent phase are
drastically changed, but upon the passage of the points
where the mode changes the component distributionsin
the boundary layer become similar to the distributions
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observed at the previous stages. Asaresult, inthevicin-
ity of the entrance boundaries, the regions of non-
steady-state growth with the monotonic variation of the
composition gradient arise (Fig. 5). The characteristics
of nonsteady-state growth for the strata of varioustypes
have close absolute values of the gradients and similar
shapes of the curves which reflect their variations.
However, the strata of various types are characterized
by different types of the composition variations in the
vicinity of the exit boundaries. The slower the compo-
sition variationsinside the strata, the closer the compo-
sition variations to the stepwise ones at the exit bound-
aries.

In the vicinity of the entrance boundary of a broad
stratum, there exists a region where the composition
gradient tends to infinity from the side of the narrow
stratum. This region penetrates the narrow stratum for
severa tens of nanometers; from the side of a broad
stratum, there is a 10-nm-long region of moderate gra-
dients. In the vicinity of the exit boundary of the broad
stratum, the composition variations are close to step-
wise ones; from the side of the narrow stratum, thereis
an approximately 10-nm-long region of moderate gra-
dients.

The characteristic features of the composition vari-
ationsfollowing from the autocatalytic model consider-
ably differ from the composition variations following
from the models considered in [14-17], for which the
composition is constant within the strata and varies in
the jumpwise manner at the interstratum boundaries.

DETECTION OF COMPOSITION VARIATIONS
IN THE VICINITY OF BOUNDARIES

To verify the self-modulation mechanism, one has
to carefully study the interstratum boundaries. The dif-
ficulties encountered here are associated with the fact
that the images with the lattice resolution [22] are
insensitive to slight near-boundary variations of the
composition following from the model considered in
[13], whereas the unambiguous interpretation of the
corresponding conversion-beam electron diffraction
patterns is rather difficult because the electron beam is
scattered from an object whose | attice constant variesin
two different ways—(1) in a jumpwise manner (at a
certain point) and (2) monotonically by an unknown
law (in the neighborhood of this point). Moreover, the
gpatial resolution attained by the convergent-beam
method does not exceed 1520 nm [23], which isinsuf-
ficient for our purpose. Therefore, the composition
variationsin the vicinity of the boundaries were studied
by the method of inclined stratum boundaries[24] inits
guantitative variant [25].

Neglecting the differencesin the structure factorsin
various parts of a bicrystal (which are unimportant in
practice), we analyzed the intensity distribution (con-
trast) on the images of inclined stratum boundaries hav-
ing different values of the lattice constants within the

CRYSTALLOGRAPHY REPORTS Vol. 46 No. 5

2001

873

Fig. 6. Theoretical bright-field intensity profilesfor thesim-
ple stepped boundary and the GaAsP structure with the
modulation amplitude equal to 20 mol % GaP. Solid line
corresponds to the layer characterized by a smaller lattice
constant located above the boundary, the dashed line, for the
layer located below the boundary; &g is the extinction
length.

theoretical model, which takesinto account the follow-
ing phenomena: (a) scattering of electron waves in the
first volume characterized by the diffraction vector g,
and the excitation error s;, (b) scattering in the second
volume characterized by the diffraction vector g, and
the excitation error s,, (€) thejumpwise variation in the
phases of scattered electrons at the interstratum bound-
aries, and (d) interference of the waves scattered by var-
ious parts of a bicrystal on the exit surface [26]. The
resulting contrast is of the interference nature and is
essentialy dependent on the structure of the interstra-
tum boundary. Thetheoretical analysis showed [24, 25]
that the specific features of this contrast can be charac-
terized, in the first approximation, by the following
three smple rules:

If the composition within the stratais approximately
constant and changes at the interstratum boundary in a
jumpwise manner (a simple stepped boundary), then
the images of inclined boundaries are characterized by
intensity oscillations of two types—those of the moiré
fringes and those of the displacement bands [24, 25].

If the strata are separated not by simple stepped
boundaries but by certain regions with the composition
gradient, theintensity oscillations are suppressed aready
at gradient-region thicknesses aslow as ~2 nm [24].

If theinterstratum boundary is stepped, but there are
regions of the composition gradient close to it, then, at
dight variations in the dimensions and composition of
the near-boundary regions, two systems of intensity
oscillations are substituted by only one system, and,
with an increase of the oscillations and dimensions of
this region, the interference intensity oscillations are
completely suppressed [25].

The periodicity of moiré fringes and oscillations in
case (c) are uniquely related to the differencein the lat-
tice constants of the neighboring layers; the constancy
of this periodicity indicates the constancy of the modu-
lation amplitude [24, 25].

In passing through an interface, the entrance and
exit boundaries of each stratum are characterized by
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Fig. 7. Dark-field electron micrographs and the correspond-
ing intensity profiles of the self-modulated GaAsP/GaAs

structure; [125] direction isthe projection of the modulation
direction [001]: (a, b) g = [202], (g - R)s< 0 and s> 0; (c,
d) g = [111], (g - R)s> 0, and s < 0. The intensity profiles

are averaged over 500 scans; the relative intensity is plotted
aong the y-axis.

different signs of the changesin the lattice constants. In
electron imaging, different signs of the changesin the
lattice constants correspond to different signs of the
variations of the excitation error s, i.e., the electron
microscopy images of the boundaries with different
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signs of the lattice-constant changes are formed under
different diffraction conditions. Therefore, the intensity
distribution on the images of the entrance and exit
boundaries of a stratum cannot be identical. However,
the micrographs of the stepped boundaries should show
both these boundaries. At the same time, the different
character of oscillations on the images of different
boundaries provides the unambiguous interpretation of
the boundaries of each type.

In order to obtain the images of the inclined bound-
aries of the GaAsP layers with the self-modulation
along the[001] direction, we used projections along the
[121] direction, in which these boundaries are inclined
by an angle of about 30° to the electron beam. Figure 7
shows such a projection and the structure region in the
vicinity of the line of transition from the unmodulated
epitaxial-layer volume to the modulated one, i.e., to the
epitaxial-layer region where the mole fraction of GaP
does not exceed 10-15%. Figure 7 shows the periodic
intensity oscillations provided by the lattice-constant
variation of the dilatation nature superimposed onto the
interference oscillations. The comparison of the inter-
ference oscillations for the epitaxia-layer volumes
with different GaP concentrations shows that their peri-
odicity is constant over the whole modulated volume.
Thus, at the characteristic modulation amplitude of
about 10-30 mol % GaP in GaAsP, the changes in the
growth conditions in the transition from the region
close to the heterojunction to the region with the “ con-
stant composition” do not exceed 1-2 mol %. Theinter-
ference intensity oscillations on the images of the
boundary uniquely indicate that the visible boundaries
are of the jJumpwise and not of the gradient character.

The character of the interference intensity oscilla-
tions varies with the change of the sign of the excitation
error s. However, the boundary images in Fig. 7 have
only one subsystem of intensity oscillations on micro-
graphs corresponding to the same excitation errors s,
and theintensity distributions on theimages of different
boundaries are identical. Thus, first, the micrographs
show the boundaries of only one type; second, the
boundary structures correspond to the case (), in other
words, close to the boundaries, one observes the com-
position variations, and, third, the boundaries of differ-
ent types differ by both the values of composition vari-
ations close to these boundaries and the dimensions of
the regions where these composition variations are
localized.

If crystal isset in such away that the diffraction vec-
tor g,, and the composition intermediate between the
concentration-domain compositionsisin the reflection
position, then the domain images corresponding to
le,| > g, Jare bright, whereas the images of the domains
with |g,| < |g,,| are dark [27]. This rule alows one to
establish the component prevalent in a stratum.

At an excess of AsHj;, the parent phase forms broad

strata enriched with GaAs and narrow strata enriched
with GaP. In this case, one can see only the boundaries
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corresponding to the transitions from the broad to the
narrow strata; the images of these boundaries show
interferenceintensity oscillations. Thefact that only the
boundaries corresponding to the transitions from the
GaAs-enriched strata to GaP-enriched strata along the
growth direction are observed is confirmed by the con-
trast analysis of micrographs in Fig. 7c, where s = 0,
and the micrographs corresponding to the projection
along the [010] direction at s= 0, i.e., on micrographs
obtained under the conditions of pure dilatation con-
trast [27]. If the AsH; and PH; concentrations in the
parent phase become comparable, the micrographs
show the boundaries between the strata enriched with
GaP and the strata enriched with GaAs, but no interfer-
ence oscillations. At the same time, the intensities of
these oscillations on the images of the first-type bound-
aries are also reduced.

CONCLUSION

The results of the electron microscopy study per-
formed can be interpreted only in terms of the autocat-
alytic model, which predicts the composition variations
close to the boundaries and different character of these
variations in the vicinity of the entrance and the exit
boundaries. These results and the correlations between
the predictions of the autocatalytic model and the
experimental features of self-modulation considered
above indicate the adequacy of the autocatalytic mech-
anism of the phenomenon. The validity of the autocat-
alytic model isindirectly confirmed by the fact that the
morphology of spontaneously modulated GaAsSb lay-
ers[7] grown in the two-phase region (wheretherol e of
the Gibbs potential isanalogousto therole of apositive
mixing energy in the model suggested in [13]) is con-
sistent with the morphology of the nonequilibrium self-
modulation in GaAsP [3, 8, 19].

The data obtained in the present study together with
the experimental results in which the self-modulation
and the atomic order were observed in the same epitax-
ia volumes (see, e.g., [9]) make the reconstruction
model of atomic ordering somewhat doubtful. Asfar as
we know, experimentaly, this model was confirmed
only indirectly, because of the correlation between the
order types at the crystalline-substrate surface and in
the epitaxial-layer bulk [6].
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Abstract—MINCRY ST isan original interrelated combination of the Crystal Structure Database for Minerals,
Subbase of Calculated Polycrystal Standards (Calculated Powder X-ray Diffraction Standard Subbase, CPDS
Subbase), and the A pplied Program Package. The Information fund of the Crystal Structure Database comprises
about 4800 files. Two MINCRY ST versions are developed—the local (L) version with the original Database
Management System designed for use on a personal computer and the WWW version with an original interface
integrated into the WWW server of the Institute of Experimental Mineralogy of the Russian Academy of Sci-
ences (Chernogolovka) accessibleto all the Internet users.! © 2001 MAIK “ Nauka/Interperiodica” .

The MINCRYST Database has aready been
described in a number of publications [1-6]. Since the
time of these publications, this database has been con-
siderably developed. Below, we describe the refined
version.

MINCRYST is the crystallographic database of
minerals, which is an origina system involving as
interrelated components the Database of Crystal Struc-
tures, the automatically formed Database of Calculated
Polycrystal Standards (Calculated Powder X-ray Dif-
fraction Standards, CPDS), and theinteractive Program
Package.

MINCRY ST isaunique system having neither Rus-
sian nor foreign analogues. It is characterized by the
following three principal features:

(1) MINCRYST is a universal system containing
information on the chemical compositions, crystal
structures, and X-ray diffraction properties of minerals
and their structural analogues, which characterize each
mineral, on the one hand, as a “single crystal” (whose
fundamental characteristic is its atomic coordinates)
and, on the other hand, as a“polycrystal” (whose fun-
damental characteristic is interplanar distances).

(2) MINCRYST is a complex system because it
operates with the newly created information resources
(Crystal Structure Database), increases the body of the
information resources by including calculated data (the
automatically formed Database of calculated polycrys-
tal standards), and also incorporates the program pack-
age utilizing the created resources for the appropriate
analysis (crystallochemical and X-ray diffraction anal-

L http://database.iem.ac.ru/mincryst/.

yses, qualitative and quantitative X-ray phase analy-
SES).

(3) MINCRY ST solves the very important problem
of polycrystal standards for minerals which uses the
automatically formed database of calculated polycrys-
tal standards instead of the database of experimental
standards [3] in the qualitative X-ray phase analysis.

Databases of various crystallostructural characteris-
tics of various substances (including minerals) are con-
tinuously being developed abroad. First, these are the
widely known Database of Polycrystal Standards (Pow-
der Diffraction Files, PDF) with the respective data
being accumulated, edited, published, and distributed
by the International Center of Diffraction Data (ICDD)
and the Inorganic Crystal Structure Database (ICSD),
FlZ-Karlsruhe (Germany), and NIST (USA). The
cooperation of the above institutions and organizations
resulted in the accumulation of about 40000 cal cul ated
polycrystal standards in PDF (1998) supplied with the
corresponding cross references. There is an obvious
tendency to integrate the data on crystal structures and
the data on polycrystal standards, first considered in
1990 [1]. Also the Internet versions of crystallographic
databases of inorganic substances are being actively
developed, such as the WWW version of the Database
of Zeolite Structures (Structure Commission of the
International Zeolite Association; http://www.iza-
structure.org/databases/).

TheWWW version of FIZ-Karlsruhe ICSD isdevel-
oped by the ILL-Grenoble (France). However, only the
demonstrational version (http://193.49.43.4/dif/icsd/)
is presently accessible to the external users.

The Mineral Structure Data (J. Smith, University of
Colorado, http://ruby.colorado.edu/~smyth/min/miner-

1063-7745/01/4605-0876%$21.00 © 2001 MAIK “Nauka/ Interperiodica’
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als.html) and the Database of Crystal Structures pub-
lished in American Mineralogist (B. Downs and
P. Heese, University of Arizona and Mineraogical
Society of America, http://www.geo.arizona.edu/xtal-
cgi/test) are being devel oped.

MINCRY ST also continues to be developed. By
April 1, 2001, the MINCRY ST Information fund of the
Crystal Structure Database includes about 4800 files
about 2700 unique mineras, 2100 different composi-
tional varieties, the structure, the pressure-temperature
conditions of their synthesis, etc.

The main MINCRYST component—the Crystal
Structure Database—includes the data published in
various scientific journals and also some special files
(Crystallographic Information Files) from the Internet.
The crystallostructural information in the original for-
mat is introduced from the keyboard into the ASCII
files (then into BDM files). After special examination,
these dataaretransferred to MINCRY ST aong with the
additionally calculated BDP, BDI, and INF files with
the aid of the original programs for single and batch
import.

Presently, there exist two MINCRY ST versions—
the L version with the original Database Management
System and the WWW version with the original WWW
interface. Prior to 1996, the MINCRY ST Database
involved the ASCII files in alphabetical order and was
designed for use only on a PC. At present, the MIN-
CRY ST information fund isincorporated into two data-
bases with the corresponding management systems
[7, 9-11].

The L version of MINCRY ST can be used either on
an individual PC or in the Organization network [PC
486 and more modern generations (RAM 16 Mb) up to
HDD (30 Mb)]. The L version includes the database in
the Paradox-5.0 format and is supplied with the Data-
base Management System based on Borland Delphi 2.0
system operating within Microsoft Windows 3.x/9.x.

In the L version, the Main Database (MAIN_DB)
and the User Database (USER_DB) are organized with
the equitable service. The files in MAIN_DB are
formed and edited by the programmer and the filesin
USER DB are formed and introduced by the user.

The WWW version containing the database in the
SQL format is integrated into the WWW Database
Server of the Ingtitute of Experimental Mineralogy of
the Russian Academy of Sciences (http://data-
base.iem.ac.ru/mincryst/) and provides global accessto
MINCRY ST for any Internet user working on any-type
computers supplied with any graphical WWW browser
supporting the JavaScript and Java languages. The
server part of MINCRY ST was created within the Dig-
ital Unix operation system on aDEC Alphaworkstation
with the use of the DB server mySQL, the HTTP server
Apache, the Script Languages PHP and JavaScript, and
Java applets (all server programs are distributed freely
among Russian users[8]).
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Presently, the database cards in MINCRY ST are
formed asfollows. The BDM files containing theinitial
primary “single-crystal” information are used by the
Applied Program Package for calculating the additional
BDP, BDI, and INF files [1, 4-6]. The BDF file com-
prisesthe calculated polycrysta standard. The BDI file
contains the calculated data necessary for plotting the
crystal structure on a monitor screen. The INF file
involves the complete calculated X-ray diffraction
characteristics of the crystal phase. The BDM and BDP
files areimported to the L version, and the BDM, BDP,
BDI, and INF files are imported to the WWW version
of MINCRYST using the origina programs for the
batch and single import.

The contents of the database cards in both versions
are virtualy identical with one difference—the BDI
andtheINFfilesintheL version are calculated with the
use of theincorporated part of the program package and
are used as such in the Applied Program Package,
whereasin the WWW version, these files are cal cul ated
preliminarily and then are incorporated into the data
base card. Hence, we describe here only the content of
the database card in the WWW version accessibleto the
user. It is structurized as follows.

MAIN DATA:
—mineral name;

—composition, structure, and pressure-temperature
parameters of the synthesis;

—crystallochemical formula;

—space group;

—number of formula units;

—unit-cell volume (calcul ated);

—molar volume (calculated);

—density (calculated);

—linear and mass absorption coefficients (calcu-
lated);

—R factor and the number of reflections used in the
solution of the structure;

—linear and angular unit-cell parameters;

—number of atomic positions per unit cell;

—X-ray wavelength to be used in the calculation of
X-ray powder characteristics of the mineral;

—the angular range of the calculated X-ray powder
pattern of the mineral;

—the date of the last editing of thefile.

ATOMIC POSITIONS (parameters of the basis
atomic positions):

—serial numbers;

—coordinates;

—isotropic thermal parameters;

—occupancies.

CPDS CARD (parameters of the reflections of the
calculated polycrystal standard):

—hkl indices;
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—interplanar spacings d(hkl);
relative integrated intensities I(i)/I(m) x 100.2
INFO CARD:

—information card containing the crystallostruc-
tural characteristics of the mineral, including the calcu-
lated complete and reduced forms of its X-ray powder
pattern.

CRYSTAL STRUCTURE:

—the model of the crystal structure, whose graphic
image is constructed with the aid of the Java applet.

X-RAY LINE DIAGRAM:

—themodel of the X-ray powder pattern of the min-
era (the line diagram, whose graphic image is con-
structed with aid of the Java applet).

REFERENCES:

—references to the publications on the refinement
or solution of the crystal structure and the additional
reference containing a brief comment and the name of
the operator who input and examined the file.

The origina interface to the WWW variant of
MINCRY ST provides the user not only with the com-
plete crystallostructural information on the minera in
the text—tabular form but also with the graphical depic-
tion of the crystal structure and the calculated X-ray
diffraction pattern. The graphical image is obtained
with the aid of the Java applet containing the corre-
sponding initial data for displaying the image on a PC.
This procedure increases the rate of graphical-informa-
tion processing controlled only by the speed of the PC
and provides the animation and examination of the
graphic imagein the interactive mode. In particular, the
current MINCRY ST version already involves the pro-
ceduresfor theinteractive continuous rotation about the
arbitrary direction and discrete rotation of the crystal-
structure model about three coordinate axes along with
the fragmentation of the structure over the atomic sorts.
For the model of the X-ray powder pattern, one can
change the vertical scale, scan the horizontal scale and
change it (d, 8, 26), determine the indices, angles, and
the intensities of the hkl reflections.

The user queries can be prepared either through the
dynamically formed HTML pages with the standard
HTML and JavaScript languages or through Java
applets (graphics). The query preparation involves the
trangation of rather simple user’s queries to the com-
plex structured SQL queries for the database and pro-
vides screening, search for, and retrieval of information
based on the complex of parameters and allows the user
to export the chosen information.

2 The polycrystal—standard has only 20 strongest reflections from
the total number of reflections on the X-ray powder pattern of the
mineral.
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The special form of the search based on the CPDS
part of the database card enables the user to perform the
qualitative X-ray phase analysis based on the given
experimental interplanar spacings with due regard for
possible composition of atomsin the crystallochemical
formula of the mineral.

The answers to the queries in the text—tabular form
are presented in the form of dynamically formed
HTML pages. The objects containing any graphical
information are displayed with the aid of automatically
loaded Java applets. The cards are edited and imported
through the WWW interface.

InthelL version of MINCRY ST, the following oper-
ation modes are maintained by the Database Manage-
ment System:

—screening of the database content (MAIN_DB
and USER_DB) according to the characteristic list con-
taining the name of the mineral, the number of the
Information card, the specification, and the crystal-
lochemical formula;

—simultaneous screening of the characteristic list
and the related information cards;

—display of the chosen information cards (up to ten
cards simultaneously) on a monitor screen;

—the search for a card in accordance by the spe-
cidly selected signs—mineral name, specification,
crystallochemical formula, space group, crystal system,
references (authors, journal, year of publication), and
the serial number of the information card,;

—the calculation of the file containing the crystallo-
structural characteristics of the mineral and the input
filesfor the Applied Program Package, which are auto-
matically exported to the corresponding subdirectories
on a hard disc;

—the calculation of the RENTPOL file, which
includes al the basic BDP records in the ASCII form
and is automatically exported for its subsequent use by
the Applied Program Package for the automated quali-
tative X-ray phase analysis[2, 3];

—import of the records to MAIN_DB and
USER_DB;

—export of the information card on the mineral as
the BDM and BDP files (ASCII format) to the corre-
sponding subdirectories on a hard disc;

—editing MIAN_DB by the programmer.
All the computations are performed by the Program

Package incorporated into the Database Management
System of the L version.

Using the program package incorporated into the L
version and employing the calculated and exported
input files, the user can:

—<calculate and display the crystal-structure model
of the mineral, manipulate the image in the interactive
mode, select hki-oriented fragments, and calculate
interpositional (interatomic) distances, bond lengths,
and bond angles,
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—calculate and display the complete profile of the
X-ray diffraction pattern of an individual polycrysta
phase of the mineral or amixture of polycrystal phases
at the given concentrations.

Other possibilities provided by the program package
incorporated into the L version have been considered
earlier [5, 6].

CONCLUSIONS

The Russian Crystallographic Database for Miner-
als, which represents a universal and complex system
including the Crystal Structure Database, the Polycrys-
tal Standard Database of Mineras, and the Program
Package, was developed and is available both in the
WWW and thelocal versions (thelatter can beinstalled
onaPC).

The use of modern network technologies in the
development of the WWW version of MINCRY ST
allowed the design of the versatile and fast WWW
interface and provided the interactive mode of manipu-
lating the graphical images.

Recently, the WWW MINCRY ST has been cross-
linked with the International Network of Mineral ogical
Databases (e.g., with the Mineralogy Database, USA,
http://web.wt.net/~daba/Mineral/) and supplements the
latter with anew crystallographic information.

As a result, WWW MINCRY ST, which has accu-
mulated the information on the composition, structure,
and X-ray diffraction characteristic of various minerals,
can use this information for analytical purposes with
the aid of the avail able on-line program package, and is
cross-linked with the international network of mineral-
ogical WWW databases, is the unique crystallographic
database which provides the most complete informa-
tion of the fundamental mineralogical triad—composi-
tion—structure—property.

MINCRY ST has been registered in the Russian
State Database Register (the Scientific Technical Cen-
ter Informregister) (WWW version, no. 0229805169,
Registration Certificate no. 4873, February 11, 1999;
L version, no. 0229805170, Registration Certificate
no. 4874, February 11, 1999).

All the questions about the further information on
MINCRY ST and the purchase of the L-version should
be addressed to the author to the Institute of Experi-
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mental Mineralogy, Russian Academy of Sciences,
Chernogolovka, Moscow oblast, 142432 Russia;
e-mail: avch@iem.ac.ruA.V. Chichagov.?
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Abstract—The algorithm of statistical optimization providing the best quality of the measurements within
the planned time of data collection has been improved. The algorithm is characterized by high efficiency, Sim-
plicity, and flexible distribution of the time necessary for estimating and main measurements of the reflections.
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INTRODUCTION

Generdly, single-crystal diffractometry uses the
standard optimization procedure of data collection [1].
In this procedure, the time necessary for the second
(main) measurement of reflections is determined from
the result of the first (estimating) measurement. This
provides approximately equal accuracy in measuring
the intensities of strong and moderate refl ections. How-
ever, the constant time of the estimating measurements
not correlated with the average diffraction intensity
necessarily leads to losses in the diffractometer effi-
ciency or the measurement quality. Moreover, the
unpredictable number of repeated measurements hin-
ders planning of the experiment.

The procedure of statistical optimization [2] is free
from the above drawbacks. In 1978, we used this pro-
cedure in the control program for a Syntex P2, diffrac-
tometer. A large number of various protein and mineral
crystals and organic molecules, have been studied with
the use of this program. The procedure provided the
best statistical accuracy during the collection of the
X-ray data at the given survey rate. However, it was not
possibleto distribute the time among the estimating and
main measurements; the number of parameters used
wastoo large.

Now, we improved the algorithm of the statistical
optimization and freed it from the above drawbacks.
We developed a reliable procedure for averaging the
intensities of multiply measured reflections.

OPTIMIZATION OF DATA COLLECTION

Collection of the X-ray data was controlled by the
specia optimization program. The program operates

with two types of parameters—control and variable
ones.

The control parameters include the survey rate R,
(reflections/h) and the relative number of reflections
measured with ahigher accuracy (HAM reflections) q,.
The variable parameters include the timet; or the scan
rate V; of the first measurement, the time t, or the scan
rate V, of the second measurement, and the threshold
accuracy of the first measurement (1/0), providing the
second measurement.

The values of the control parameters are specified
by a user.

The variable parameters are regularly corrected
upon each measurement of the group of n, reflections
with due regard for the measurement of the previous m
groups (the typical values are ny = 5 and m = 5). The
correction isbased on the comparison of the current and
set values of the control parameters (the reference
reflections are excluded from the calculations).

The time of the first measurement is calculated
from the survey rate and the number of HAM reflec-

tions (the latter implicitly enter the R value):

t, = (RIRy)1,. (D
Here, T, = Zwtl/Zw isthe average time of the first
measurement, R = § wR/§ w isthe average survey

rate, R= ny/At isthe survey rate for the mth group, Atis
the measurement time for the mth group, and w is the
individual weight of the mth group.

The time of the second measurement is equal to
the time of the first measurement multiplied by the
coefficient y. The maximum y value is specified by the
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user and is varied depending on the actual number of
HAM reflections:

t, = yty, ()

the empirical formulais
Y = (@/d0)Yimac- 3)
Here, 0 = ) wn/n, ) w is the average number of

HAM reflections, and n is the real number of HAM
reflections in the mth group,

ymin < V < ymax-

The number of HAM reflections is maintained at
the set level by varying the threshold accuracy of the
estimating measurement:

(1/0); = (@/do)(1/0)s,
(/o) min < (1/0),.

Here, (1/0)1 = %W(I/O‘)I/ZW is the average thresh-

old accuracy of the first measurement. The summation
is performed over m groups.

If instead of the measurement time one corrects the
scan rate, the following formulas are used:

Vl = (Rolﬁ)\_/li (1')
V, = V,ly. @)

In the latter case, the minimum scanning rate provided
by the apparatus V,;, istaken into account. The number
of scansin the main measurement is

Z = Vyi/V,+ 0.5,

ZoinSZ<Z .

min =

C))

The mutual dependence of the basic parameters of
datacollection leads automatically to the optimum time
distribution between thefirst and second measurements
over a wide range of the average intensity variation.
When the intensity is high and the number of HAM
reflections corresponds to the set number, the main
measurement is performed slowly, while the estimating
measurement is made fast. If the average intensity is
less high, the number of HAM reflections is reduced,
and the time of the first measurement isincreased. The
time of the second measurement is also increased, but
to a somewhat lesser degree (because both parameters
determining its value “act” in opposite ways).

Unlike the standard optimization procedure, the
time of the main measurement is always maximal
(except for reference reflections). Thus, strong reflec-
tions are measured with high accuracy in accordance
with their contribution to the structural information [3].

The overall operating efficiency of the diffractome-
ter is tested simultaneously with the correction of the
parameters of the data collection. If the groups of
reflections measured contain no HAM reflections, one
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Scan rates V, and V, for the first and the second measure-
ments of areflection and the coefficient y as functions of the
set number of HAM reflections, ¢, and itsactual number, q.
The survey rate R, equals 20 reflections per hour

% 0.95 0.20
q/do Vs \% \Z \% Y

1.00 8 2.15 0.27 0.65 0.081
0.25 4 0.49 0.12 0.30 0.075

hasto check the peak intensity of the first matrix reflec-
tion. If thisintensity islower than one-half of theinitial
value, one has to refine the orientation matrix. If the
attempt to refine the orientation matrix fails, the data
collection is stopped. (The control can be disabled.)

Knowing the total number of reflections (deter-
mined by the unit-cell parameters of the crystal and the
set minimum spacing), the survey rate (rigidly con-
trolled by the program), one can plan the time and, to
some extent, the quality of data collection at the set val-
ues of the control parameters.

Now illustrate the optimization of X-ray datacollec-
tion by the model computation performed by the fol-
lowing formulas:

to = 60/Ry; t; = to/(qy +1);

t, = yty; Vy = Awlty; V, = Vit

which are the equivalentsto Egs. (1) and (2). (The scan
range Aw = 0.5°; the ratio of the time of background
measurement to the time of scan is tg/tp = 0.5. Thisis
equivalent to the scan time at Aw = 0.75° without mea-

suring the background.)
Theresults are listed in the table.

CALCULATION OF THE AVERAGE INTENSITY
OF HAM REFLECTIONS

Generally, the multiply measured intensities of the
same reflection are averaged with the corresponding
weights inversely proportional to the dispersion of the
intensity calculated from each individual measurement,
w=0o72

It was demonstrated [4] that in the case of scatter in

the results, this procedure leads to a small systematic
shift of the average.

For correct averaging, one has to use the following
guantities as the weights: wp = tp/t, = V/V and wg =
tg/ty = Vo/(tp/ts)V, Where tp and tg are the times of mea-
suring the peak and the background, respectively; t; is
the standard measurement time determining the inten-
sity scale; and V and V, are the individual and the stan-
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dard scan rates, respectively. Then, the average inten-
sity is

| = P-B, 5)
where

P = by PIYt, = vglz P/ZV_l, (6)
B = toz B/ZtB = vglz B/Z(tBltp)V_l, (7)

where P and B are the average numbers of quanta
recorded in the peak and background measurements,
respectively; V, isthe standard scan rate (deg/min); and
P, B, and V refer to the individual measurements.

The dispersion in the average intensity is

0,2 = oﬁ, + oé, )
ol = tglz(t,z,/P) = nglz PV, )
ol = té/z(té/B) = vgz/z(ts/tp)zs—lv—z. (10)

Summation is performed over al the multiple mea-
surements of the reflection.

CONCLUSIONS

The proposed algorithm ensures data collection
with optimal quality at the set rate and allows one to
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plan the experiment with respect to its duration and the
number of reflections measured with higher accuracy.

If the instrument works normally, no operator inter-
vention in the course of the experiment is necessary.

Statistical optimization based on the prediction of
the nearest future from the results of the recent past will
be the more effective the higher the homogeneity of the
intensity. Therefore, it is advisable to make the mea-
surements in spherical layers in reciprocal space by
inverted passage of the rows and with allowance for
absences.
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JUBILEES

Boris Borisovich Zvyagin
(on the Occasion of His 80th Birthday)

On April 14, 2001, an outstanding scientist and a
well-known expert in electron diffraction analysis and
structural crystallography of minerals celebrated his
80th birthday. Professor Zvyaginisaprincipal scientist
of the Institute of Geology of Ore Deposits, Petrogra-
phy, Mineralogy and Geochemisty (IGEM) of the Rus-
sian Academy of Sciences, doctor in physics and math-
ematics. Zvyagin graduated with distinction from the
Physics Faculty of the Moscow State University in
1944 (the Chair of Theoretical Physics) and became a
post-graduate student under the supervision of the late
Professor Z.G. Pinsker at the Institute of Soils of the
USSR Academy of Sciences where he was engaged in
electron diffraction studies of clay minerals. Zvyagin
proved the importance and efficiency of electron dif-
fraction as an independent method of the structural
analysis providing origina structural information not
on about the clay minerals, but also on alarge number
of mineral substances; first, in his Candidate disserta-

tion (the electron diffraction study of the crystal struc-
ture of montmorillonite, 1949) and then in his research
at the All-Union Institute of Geology (VSEGEI) in
Leningrad, where he worked in 1949-1963, beginning
asasenior scientist and, later, as head of the laboratory.
At that time, Zvyagin also performed thefirst studieson
aunique electron diffraction camera—microscope at the
accelerating voltage up to 400 kV designed and con-
structed by N.M. Popov. The results obtained in that
period were summarized in his Doctoral dissertation on
electron diffraction and structural crystallography of
clay minerals defended at the Institute of Crystallogra-
phy of the USSR Academy of Sciencesin 1963.

By the initiative of F.V. Chukhrov, Zvyagin entered
the IGEM and created there the el ectron diffraction 1 ab-
oratory onthe basis of the high-voltage el ectron diffrac-
tion camera. For more than half a century, Zvyagin has
been faithful to his scientific vocation—electron dif-
fraction structure analysis and structural crystallogra-
phy. Zvyagin wasthefirst to apply oblique-texture el ec-
tron diffraction patterns to the structural study of layer
minerals and proved its efficiency. Using electron dif-
fraction, Zvyagin managed to solve numerous compli-
cated problems of structural and genetic mineralogy,
polytipism, and systematics of such complicated
objects as hall oysites, copper- and zinc-containing clay
minerals, molybdenites, graphites, oxides and iron
hydroxides, micas with noncentrosymmetric layers,
and inhomogeneous mica polytypes. A number of hew
minerals were discovered among which the surprising
structures of ferripyrophillite and hydroferripyrophil-
lite are of special crystallochemical interest.

In 1957, Zvyagin wasthefirst to use oblique-texture
electron diffraction patterns for refinement of crystal
structures of finely dispersed layer silicates—kaolinite
and celadonite. Later, using high-voltage electron dif-
fraction, he studied the crystal structures of anumber of
minerals—muscovites 1M and 2M,; paragonites 1M,
2M,, and 3T; nacrite; chapmanite; and bismutoferrite.
Zvyagin took an active part in the development of elec-
tron diffractometry at the IGEM. The method provided
the high-precision determination of the positions and
the state of hydrogen atoms in the brucite and lizardite
1T structures.

His lengthy experience promoted the development
of a new scientific discipline—modular crystallogra-
phy—which included the most important concepts of
such fields of crystal chemistry as polymophism, poly-
typism, and the theory of the OD structures. He made

1063-7745/01/4605-0883%$21.00 © 2001 MAIK “Nauka/Interperiodica’



884

the fundamental generalizations of the modular sys-
tems including biopyriboles, sapphirines, ferrites,
spinelloids, and also the systems of complex reyerite—
gyrolite—fedorite-type silicates. Zvyagin considered in
terms of modular crystallography the problems of the
nomenclature for micas. Zvyagin is the author and
coauthor of more than 370 scientific publications
mainly on the structure and crystal chemistry of layer
and clay minerals, structural electron diffraction, poly-
typism, and modular crystallography.

Under Zvyagin supervision, ten Candidate disserta-
tions were successfully made and defended. Later,
three of these Candidates defended Doctoral disserta-
tions. In 1986, Zvyagin became a Professor. Hisfruitful
activity asaresearcher has not passed unnoticed, and in
1986 he was awarded the Fedorov Prize of the USSR
Academy of Sciences. He also received international
recognition and was given the highest award of the Clay
Mineral Society of the USA in 2000.

CRYSTALLOGRAPHY REPORTS Vol. 46
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Zvyagin is an active member of the National Com-
mittee of Russian Crystallographers, the Scientific
Council on Electron Microscopy of the Presidium of
the Russian Academy of Sciences, Scientific Councils
of the IGEM and the Ingtitute of Crystallography, the
Commissions on Electron Diffraction and I nternational
Tableson Crystallography of the International Union of
Crystallography, and the Nomenclature Commission of
the International Clay Association. He was often
invited as a lecturer to numerous National and Interna-
tional conferences and schools on electron diffractions,
crystallography, and electron microscopy and was an
active organizer of these meetings.

The Editorial Board of Kristallografiya, numerous
collegues, and friends congratul ate Professor Zvyagin
with his 80th birthday and wish him good health and
new scientific achievements.

Trandlated by L. Man
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REVIEWS

Review of Physics of Condensed Media,
volume 5 of the Encyclopedia of Modern Natural Sciences
in 10 volumes. Moscow, MAGISTR PRESS, 2000 (288 pp.)

Asiswdl known for al those working in the fields
of physics, biology, chemistry, and other closely related
fieldsthe last few decades have shown the devel opment
of natural sciences at an ever-increasing rate. It became
very important that an ever-increasing audience,
including students, postgraduates, and teachers of sec-
ondary and higher schools, coincide with all the new
achievements of these sciences. Undoubtedly, the pub-
lication of the multivolume encyclopedia of Modern
Natural Scienceswould promote more solutionsto this
problem.

Volume 5 is devoted to the physics of the condensed
state of matter and includes sections that consider the
most urgent problems of this field. The results of mod-
ern studies to the effect, which have not yet received
adequate reflection in aform accessible to the common
reader, are presented inthisvolumein alively and intel-
ligible form, which is especially important today, when
even conventional textbooks are lacking.

Almost all the most interesting results obtained in
solid state physicswithin the last two-three decades are
reflected in thisvolume. Articleswritten by well-known
experts allow the reader to get acquainted with the
modern concepts of physics of strengths and plasticity
of crystals, phase transitions, the effect of shape mem-
ory, high-temperature superconductivity, quantum

dimensional effects in semiconductors, magnetism of
properties of nanostructures, new effects in magnetics
and ferroelectrics and many other fields of physics of
condensed media, and ferroelectricity, etc. The high
qualifications and talents of the authors (the Soros pro-
fessors) provided the optimum level of the materia
statement for all those who areinterested in physicsand
who possess a secondary-school knowledge of the sub-
ject, as well as for teachers, students, post-graduates,
and lecturers of physics who wish to improve their
knowledge in the respective fields.

The book would no doubt be useful and interesting
for a large circle of readers. This encyclopedia will
soon appear on the shelves of libraries in schools, uni-
versities, and research institutes, as well as bookstores.
Unfortunately, the edition of 5500 copies is too small
and should be increased considerably.

Professor L.A. Shuvalov,

Chief Scientist of the Shubnikov I nstitute
of Crystallography

of the Russian Academy of Sciences

Trangdlated by L. Man
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