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This paper was originally designated as a Comment on the paper by R.
Jackiw and V. A. KosteleckyPhys. Rev. Lett82, 3572(1999. It gives

an example of a fermionic system in which ti@PT-odd Chern—
Simons terms in the effective action are unambiguously induced by
chiral fermions: superfluidHe-A. In this system the Lorentz and gauge
invariances are both violated at high energy, but the behavior of the
system beyond the cutoff is known. This allows one to construct a
CPT-o0dd action which combines the conventionat BCS term and

the mixed axial—gravitational CS term discussed by G. E. Volovik and
A. Vilenkin, http://xxx.lanl.gov/abs/hep-ph/9905460. The influence of
the CS term on the dynamics of the effective gauge field has been
observed experimentally in rotatingle-A. © 1999 American Insti-
tute of Physics[S0021-364(1®9)00113-9

PACS numbers: 11.15q, 11.10.Ef, 11.30.Er, 67.57z

Recently the problem of the radiatively induc€®T-odd Chern—SimonéCS) term
in 3+1 quantum field theory has been addressed in a number of papdiise CS term
Les= %kﬂe’“‘BVFaﬁA7 in the 3+1 electromagnetic action, where* is a constant
4-vector, is induced by th€PT- and Lorentz-violating axial-vector terbw“y, ys in the
Dirac Lagrangian for massive fermions. In the limit of small and ldvgmpared with
the masam of the Dirac fermions, it was found that

3
[ — Y <
ki=1g—b* b<m, (1)
kt= —1 b*, b 2
=~ 1627 >m. (2)

However it has been concluded that the existence of the CS term depends on the choice
of regularization procedure — a “renormalization ambiguity.” This means that the result
for k, depends on physics beyond the cutoff.

The aboveCPT-odd term can result not only from the violation of t8®T symme-
try in the vacuum. The nonzero density of chiral fermions violatesGR& invariance
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and thus can also lead to the CS term, visttbeing determined by the chemical potential
w and temperatur@ of the fermionic system:®

Here we provide an example of a fermionic system in which such a CS term is
unambiguously induced by fermions. In this system the Lorentz and gauge invariances
both are violated at high energy, but the behavior of the system beyond the cutoff is
known. This allows the calculation of the CS term in different physical situations. The
influence of this CS term on the dynamics of the effective gauge field has been observed
experimentally.

The aforementioned example is superfliide-A, where there are two species of
fermionic quasiparticles in the low-energy corner: left-handed and right-handed Weyl
fermions®® The quasiparticles interact with the order parameter, the unit véstector
of the orbital angular momentum of Cooper pairs, in the same manner as chiral relativ-
istic fermions interact with the vector potential of th€1) gauge fieIdAEpFT, where
pe is the Fermi momentum. The “electric charges” — the charges of the left and right
quasiparticles with respect to this effective gauge field —eare — e = — 1. The normal
component of superfluidHe-A consists of thermal fermions, whose density is deter-
mined byT and by the velocity,— v of the flow of the normal component with respect

to the superfluid vacuum. The velocity of the counterflow in the directiohisfequiva-
lent to the chemical potentials for left and right fermions in the relativistic systems:

Br=— L= Pel - (Vh— Vo). )

As in the relativistic theories, the state of the system of chiral quasiparticles with
nonzero counterflow velocityan analog of the chemical potenjialiolates Lorentz in-
variance andCPT symmetry and induces ti@PT-odd CS term. This term can be written
in general form, applicable both for the relativistic systems, where it was found in Refs.
7 and 8 and foPHe-A (Ref. 10:

1
37| 2 el = 2 mrek A (VXA). (@)

Here sums oveit and R mean summation over all the left-handed and right-handed
fermionic species respectivelg; andeg are charges of left and right fermions with
respect taJ (1) field (say, hypercharge field in the Standard model

Translation of Eq(4) to the*He-A language gives

3
g3l (Vv Il 81 (V< a1, ®

Herefo is the direction of the order parametein the homogeneous ground state; and
si=1—1, is the deviation of the order parameter from its ground state direction.

Since for chiral fermions the chemical potential plays the part of the parabifeier
the fermionic Lagrangian, the connection betwé8rand b® in 3He-A is k°=bC%/272.
Though it agrees with the result obtained in a relativistic system with nonzero chemical
potential for chiral fermion$,it does not coincide with Eq2) obtained in the massless
limit m/b®—0.
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The instability of the electromagnetic vacuum due to thel3CS term has been
discussed by Caroll, Field and Jackii,Andrianov and Soldati® and Joyce and
Shaposhnikov? In the case of a nonzero density of right electropg#0) this insta-
bility leads to the conversion of the density of right electrons to the hypermagnetic field.
This effect was used in the scenario for nucleation of the primordial magnetic field.
3He-A this phenomenon is represented by the well-known helical instability of the coun-
terflow, which is triggered by the term in Ep).'2 The conversion of the counterflow of
the normal componentan analog ofug in the Joyce—Shaposhnikov scenarioto a

nonuniform 1 field with Vx1#0 (an analog of the hypermagnetic figldue to this
instability has been observed in rotatifige-A.**1°

Recently another type of CS term has been found for both systétasA and chiral
relativistic fermions with nonzerg. or/andT. This is the mixed axial—gravitational CS
term, which contains both the gauge field and the gravimagnetic'field:

1
87| 2 mte— 2 mier|A-Bg, By=VXg, g=0o- (6)

Heregy; is the element of the metric in the reference frame of the heat (ratuper-
fluids it is the element of the effective metric in the frame in which the normal component
is at rest. If the heat bath of chiral fermions is rotating in Minkowski space, the “gravi-
magnetic field” is expressed in terms of rotational velodidy

Q
B,=VXxXg=2—. 7
g g C2 ()

Herec is the material parameter, which is the speed of light in a relativistic system, and
the initial slope in the energy spectrum of fermionic quasiparticles propagating in the
plane transverse to tHevector in3He-A (Ref. 10. The material parameters do not enter
Eq. (6) explicitly: they enter only through the metric. That is why the same equ#@ipn

can be applied to different fermionic systems, including those with a varying speed of
light. In a relativistic system this equation describes a macroscopic parity violating effect:
rotation of the heat batfor of a black hol¢ produces a flux of chiral fermions along the
rotation axis:®

Comparison of Eq96) and(4) suggests that the twGPT-odd terms can be unified
if one uses the Larmor theorem and introduces the combined fields:

1
ALr=eL(RAT ZHLRY BLr=VXALR) - (8)

Then the general form of the GSPT-odd term is

1
m ; MLAL'BL_; #RrRAR Br]. 9

Note that in the Standard Model, nullification of t8®T-odd term in Eq(9) occurs
if the “gyromagnetic” ratioe/ u is the same for all fermions. This happens because of
the anomaly cancellation. For tl@PT-odd term induced by the vacuum fermions, the
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anomaly cancellation was discussed in Refs. 6 and 2H®A the “gyromagnetic ratio”
is the same for two fermionic species,/u =er/ug, but the CS terms survive, since
there is no anomaly cancellation in this system.

In ®He-A there are also subtle points related to gauge invariance of the CS term, as
discussed by Coleman and Glashbvand to the reference frame. They are determined
by the physical situations.

(i) The reference frame for superfluid velocityis the heat bath frame — the frame
of the normal component moving with velocity,. At T=0 this frame disappears:
thermal fermions are frozen out. To avoid uncertainty in determination of the counterflow
velocity vs—v,,, and thus of the chemical potential of the chiral fermions, the limit
—0 must be taken after all other limits.

(ii) The leading terms in the low-energy effective action for the “electrodynamics”
of *He-A are gauge invariant, because the main contributions to the effective action are
induced by the low-energy fermions, which are “relativistic” and obey the gauge invari-
ant Lagrangian. Equatio(®) is an example of such a gauge invariant term in the low-
energy action. It is gauge invariant if th® parameteror ug) is constant, i.e., if the

background counterflow anty field are uniform. The nonuniform corrections, which
correspond to the inhomogenedf§ violate the gauge invariance. This is natural, since
these corrections are determined by the higher-energy fermions, which do not obey the
gauge invariance from the very beginning. This is in agreement with the conclusion made
in Ref.1, that for existence of the CS term the “weak condition” — gauge invariance at
zero 4-momentum — is required.

| thank Alex Vilenkin for discussions. This work was supported in part by Grant
96-02-16072 from the Russian Fund for Fundamental Research and by the European
Science Foundation.
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An output coupling of a magnetically trapped two-species Fermi gas to
a untrapped species is considered which can be implemented using rf or
optical Raman transitions. The process can be used to produce an in-
tense output beam of fermionic atoms once the device reaches a thresh-
old in the zero-temperature case. For finite temperatures there is no
threshold, as the output current grows smoothly. This behavior, which
is reminiscent of conventional optical and cavity-QED lasers, suggests
the namefermionic atom laserfor this device. ©1999 American
Institute of Physicg.S0021-364(9)00313-9

PACS numbers: 03.75.Fi, 39.19.

Since the experimental realization of Bose—Einstein condenséigg)* there has
been much interest in the properties of trapped degenerate gakhsugh most of the
attention is being paid to alkali bosons, recently some work, both experimental and
theoretical, has been done on Fermi gasédnother research topic of current interest is
the atom laser, or boser, an idea which has been the subject of a number of pfogusals
which has been shown to be realizable experimentalle idea is to couple out the
condensates which have formed to produce a coherent output beam of atoms. Other
bosers proposed are the exciténémd exciton—polaritchlasers. An atomic parametric
oscillator which produces correlated atomic beams was proposed in Ref. 10.

Up till now almost all of the attention has been paid to bosonic atom lasers. That is
obviously due to the great progress that has been made in the BEC area. However, there
exists yet another interesting possibility for getting coherent atomic waves. Recently in a
series of papers Stoof, Houbieeg,al* and Baranot al® have discussed the possibility
of formation of BCS states and of superfluidity in atorfild in a magnetic trap. Al-
though the formation of Cooper pairs has not yet been observed experimentally, their
estimates show that the process is quite possible. If one accepts the possibility of forma-
tion of fermionic pairs(in momentum spageone might wonder what would happen if
they were coupled out of the trap.

In this paper we present a simple scheme for the output coupling. We will show that
the problem is akin to the case of electron tunneling between a superconductor and a
normal metal and will find that the device possesses a threshold at zero temperature but
is thresholdless at finite temperatures. We then point out an analogy between the device
and cavity-QED lasers-

0021-3640/99/70(1)/6/$15.00 11 © 1999 American Institute of Physics
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Some of the boser proposals have used the Born—Markov approximation, which has
been shown to fail for the case of an atom la$e¥ery recently a non-Markovian
stochastic Schidinger equation has been deriv@dhat opens up the way for further
investigation of atom lasers as open quantum systems coupled to a finite number of
output oscillators, as is in fact the case. Although a detailed microscopic theory, which
should include the presence of quantum fluctuations, would provide a deeper understand-
ing of the process, here we present a simple theory without taking quantum fluctuations
fully into account in order to get an idea of what is going on in the case of the fermionic
atom laser. However, in the present paper we do not make the Markovian approximation
but just work within a Hamiltonian approach that has been applied to the superconductive
tunneling problent? Another simplification we make is to consider the problem in a
homogeneous approximation, assuming that the magnetic trap fields are uniform, so that
the particles are simply placed in a potential-well box. We will trace out an analogy
between our case and electron tunnéftrand will also consider finite temperaturés.’

Let us consider two species of fermions which are confined in a trap and interact
with one another by two-body collisions-(vave scattering The Hamiltonian with one
output channel reads

ﬁ2
H= 2 fdSr(wi,(r)[—mv%va(r)—ua}wg(r)

o=+,—
+f d3r

+vo<r>—uo}¢o<r>+2 Ao (PH(D) e(r)+h.C)

h2
t _
'Jfo(r){ AR

= UL 0D D)

: (D

Here wf,(r) and ,(r) are the creation and annihilation field operators for the two
fermionic speciesd¢= =), ¢,(r) describes the output field with chemical potenjig|
and coupling constants; V,(r) are the trapping potential§/,(r) is the repulsive
potential, u, are the chemical potential§) is the mass of the particles, awgdis the
interaction parameter.

The Hamiltonian describes, e.g., a trapped atofitic (fermion gas. The two
trapped levels are thé€) and|5) levels; and we choose transitions to t/8 untrapped
level as the output channel. The transitions from the trapped levels to the untrapped level
can b(;7 provided, e.g., by rf fields, which have been used for the output coupling of
bosons.

We now expand the annihilation and creation operators for the second-quantized
field in trap eigenfunctions as

%(r):; Vol ang, wo<r>=2k Vio(T) by )

and after a linearization which introduces a gapand assuming the functionsg,,(r)
andv,,(r) are known, we write the Hamiltonian of our model in the form
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_ T T t 4T o
H= 2+ anaanaana"'% 0kobkbk+z (5nn’oan+an'—+5nn'oan+an’—)
o=+,—

nn’

2 (Tokoan, byt hic), 3
where
hZ
0HU:J' d3rv:a(r)[_ mvz+vo(r)_l-"a Vno—(r)a
h2
Oko= j d3rV§o(f)[ - mV2+Vo(r) — Mo |Viol(l),
Tnka':)\o'f d3rV:U(r)Vko(r)a 5nn’0:Af d3rv;‘+(r)v:,_(r). (4)

After the diagonalization procedure the Hamiltonian takes the form

H:n _E; B wnocl(rcno"'zk: akoblbk"'% (ankablcno"_ﬁ:kgblCtn,fU_'—h'c')'
)
where we have defined

— — — 2 2
a’nko_unT:k(r! Bnku_VnTnkw Wng= 0no(|Un| +|Vn| )+25nn0(u:Vn+C-C-)x

(6)
and
an=UnCn+vic ., al =-v.c, +utch . 7
For the model under consideration one ‘has
|un|2=§( L+ E%w) U2+ vaf2=1. ®

Here ¢,= €,— € is the energy difference from the “mean” Fermi level, definedeas
=(u,+u )2, whereu. are the Fermi levels of the two species; the Cooper particles
have the dispersion relation,,,= —m, deg+ \&2+|A[? with m. ==+ %, and Ser=p,

— u_ is the difference between the Fermi levels of the species.

For the fermionic output coupler we distinguish two different cases, one in with the
chemical potentials two species are equal to each ofherw =), and one in which
they are unequalig . # u_). Here we consider only the case of equal chemical poten-
tials, which gives the highest critical BCS temperattrre.

We now proceed with the Hamiltonidb) to calculate the output intensity or current
of the fermionic beam, i.e., the mean value of the derivative of the number of fermions

coupled out{N,), whereN,=3,bb,. One can carry out the standard procedtitgto
calculate this quantity and will arrive at the formula
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(No)>e 2, |Tod *{UfNF(Eny) = Ne(Ei)18(Eqy — B~ E)

+VZ[Ne(—Epy) — Ne(E) 18(Epg+ Ex+ SE)}, (9)

where Ne(E,) =[exp(BE)+1] 1 is the Fermi distribution for noninteracting particles
with energy spectrunik, and inverse temperatug@=1/kgT. Heren runs over the trap
level states, with the dispersion relati&p, = /£2+|A|? (Se-=0), andk runs over the
output free particle dispersioB,=(7k)?/(2M) (we assume the potentials, (x) and
V_(x) to be space-independent, so they just shift the chemical potentiglsSE is the
difference("bias” ) between the Fermi levels of in-trap and out-of-trap fermions, which
is proportional to the magnetic field. Note that héte>0, so that the second term in the
braces vanishes.

Equation(9) can be regarded as the Fermi golden rule applied to the transitions from
the trap states to the output, so thegE(E,,)[1—Ng(E)]1—[1—Ng(E,,) IN:(EY)
=Ngr(E,,) —Ng(Ey) accounts for the probability of a particle to undergo a transition
from the occupied trap levét,,, to the unoccupied output levél, , and the summation
includes all possible transitions. Equati@ accounts for transitions of both the particles
and “antiparticles” (holes with energies*=E,,, respectively. Note thaN(—E,,)
=1-Ng(Ep,).

Let us first consider the zero-temperature case. In this case the Fermi distribution
Ne(E) becomes a step function, being equal to unity below the Fermi level and to zero
above that level. The case with equal chemical potentials is very similar to the
superconductor—normal-metal electron tunneling prot&s$For that case Eq9) sim-
plifies to become

(Noyo/(SE)2—|A[2- 6(SE—|A]). (10)

Here §(SE—|A|) is the Heaviside step function.

There is a threshold here, corresponding to the gap vélire |A|. It can be ex-
plained as the value of the energy difference equal to the “bound energy” of the fermi-
onic pair: to effect the output coupling, one of the paired particles must acquire sufficient
energy that the partner particle can surmount the gap. The value of the gap for the trapped
fermions is of the order of the BCS transition temperaflige which is about 30 nK'

The value of6E, which is the difference between the two Fermi levels, can in principle

be adjusted to the value of the gap, but this requires the two species to be trapped by an
extremely weak magnetic field. A lower limit on the magnetic field has been estimated to
be B>ap/ u.=0.011 T(Ref. 4, wherea is the hyperfine constant and, is the elec-

tron magneton. On the other hand, the energy difference that can be achieved is about
SE~10°-10 “*K. So the possibility of observing the threshold is questionable, but it
does exist in principle. Once a higher transition temperature is achieved, the device will
possess a threshold.

In the case of finite temperatures E§) gives a smooth dependence of the output
current on the applied fiel¢see Fig. 1L There is no threshold here, since the current
grows smoothly as the field increases. The reason is that for finite temperatures there
always exist particles at the excited levels, so that unpaired fermions at the Fermi level
can be coupled out for any value of the bias. This case is reminiscent of cavity-QED
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Output beam intensity

Bias

FIG. 1. Fermionic atom laser’s outp(lﬂ(,) (arbitrary unit$ as a function of the biadE (scaled in units of the
gapA) at temperature$/T.= 0.5 (solid curve andT/T.=0.25(dashed curvefor the case of equal chemical
potentials of the trapped specigs, = u_ : the mass of théLi atom is M=10"2%kg, the Fermi momentum
ke=0.42x10° m™1, the trap sized.=15um, and the gapA=0.9x 10" *°J.

lasers with spontaneous photons being emitted into a cavity ftobleus the thermal
fluctuations at finite temperatures, which create particles at the upper levels in the trapped
Fermi gas, play the same role as spontaneous-emission-induced noise in the case of
cavity-QED lasers, resulting in thresholdless lasing.

This treatment can be extended to the case in which both traps contain fermions in
BCS states, which would be an analog of superconductor—superconductor electron
tunneling®~" or to the case of traps containing noninteracting Fermi gases without
pairing, which is the normal-metal-normal-metal tunneling case. Imagine also a case of
two traps when one of the traps contains Cooper pairs and the other contains two species
of interacting fermions. The process of particle exchange between the traps would be
similar to a model describing an Anderson impurity embedded in a superconductor,
which has recently been solved exactly for the zero-temperature'tadiethese pro-
cesses can serve as tests of fundamental quantum physical phenomena. Actually, there
exists an interesting possibility of obtaining Scffimyer-cat states for the case of two
trapped BCS Fermi gases, in direct analogy with the Josephson junction case proposed in
Ref. 19.

In conclusion, we have considered the output coupling of trapped fermionic pairs.
For the zero-temperature case we have found a threshold, a critical value of the trapping
magnetic field above which the output current of fermions begins to grow. At finite
temperatures the output beam grows smoothly without a threshold transition. Both thresh-
old and thresholdless behaviors are reminiscent of optical lasers: conventional lasers and
cavity-QED lasers or microlasers, and we have therefore named the device the fermionic
atom laser.
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It is shown that the lower limit in the Coulomb logarithm is determined
by the collective behavior of the plasma and not binary collisions with
small impact parameters. For this reason, the assumption that the “larg-
est” momentum transfer is determined by binary collisions results in a
factor of two overestimation of the numerical coefficient in the second
moment of the momentum transfer, i.e., the multiparticle nature of the
lower limit in the Coulomb logarithm affects not only the logarithm
itself but also the numerical coefficient multiplying it. Correctly taking
into account fluctuational electric fields with scales less than or of the
order of the Debye radiugmultiple nature of collisions in plasma
substantially changes the physics of Coulomb collisions and results in
the appearance of a new characteristic scale in plasma theory,
(rormin Y2 which has no analog in kinetic problems with a non-
Coulomb interaction potential. €999 American Institute of Physics.
[S0021-364(99)00413-3

PACS numbers: 52.20.Hv, 52.20.Fs

There is an enormous literature on the problem of momentum and energy losses due
to Coulomb collisions of a charged particle moving in pladisee, for example, Refs. 1
and 2. At the same time, taking the multiplicity of the scattering into account reveals a
number of new fundamental features in the process of momentum transfer to a plasma
particle. It turns out that if the multiplicity of the interaction in plasma is neglected, then
it is impossible not only to establish correctly the value of the argument of the Coulomb
logarithm but also to calculate correctly the numerical factor in front of the logarithm.

1. Let us consider the statistical properties of the momentum increment imparted to
a particle with chargeZ, and velocityv in a plasma over a time interval by its
interaction with other plasma particles. The formulation of the problem will be similar to
that in Ref. 3. We shall study time intervatsin which the change in the velocity of the
test particle itself and of the plasma particles can be assumed to be small, i.e., the motion
of the particles can be assumed to be uniform and rectilinear in these time intervals.
According to Newton’s second law, the increment to the momentum of a test particle
over timer is

0021-3640/99/70(1)/6/$15.00 17 © 1999 American Institute of Physics
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t+7

ApT=Zoeft E(t") dt’, 1)

whereE(t’) is the electric field produced by plasma particles at the location of the test
particle at timet’. Since we are confining ourselves only to time intervals in which the
motion of the particles can be assumed to be uniform and rectilinear,

r+v(t' —t)—r;—v(t' —t)

|r+v(t’—t)—ri—vi(t’—t)|3

E(t)=-2 e

r+V(t,_t)_Ri_Vi(t,_t)

+> Ze , 2

[r+v(t'—t)—R;—V,(t'—1t)|3

where the summation in the first sum extends over all plasma electrons and the summa-
tion in the second sum extends over all plasma ions; andv, v; are, respectively, the
coordinates and velocity of the test particle and itheelectron at time, andR; andV;

are the coordinates and velocity of thk ion at timet.

The generating functiofFourier transform of the distribution functipoorrespond-
ing to the random quantitgdp, can be written, by definition, as
p(u)=(expi(u,Ap,))), (3)

where the brackets denote an ensemble average agndgnd[ a,b] will denote, respec-
tively, the scalar and vector products of the vect@ndb.

2. Assuming the plasma to be in thermal equilibrium and neglecting interparticle
correlations, i.e., taking into account only terms of zeroth order in the parasfetét/ T
in the statistical weight, we rewrite expressi@) as

NJ< FH fE I((\:/ \/Vl))tt’—rl3 ’)Dmﬁld”
{02 e ) Fran,

where the indexn denotes averaging over a Maxwellian distributidhis the volume of
the plasma, antll, andN; are, respectively, the number of electrons and ions.

1
p(U):(v

1

X
\%

To calculate the generating function explicitly we introduce

tr r+v(t’ —t)—v(t' —t
ue:f eXp(i(u,f Zoe? T -H=wt’7Y dt’)) ~1|dr, (5

t [r+v(t' —t)—v;(t'—1t)|3 .

t+r r+v(t’'—t)—V;(t' -t

Ui:f exp —i u,f ZOZe2 ( ) I ) dt’ —1|dr,

t Ir+v(t' —t)—V;(t' —t)|3 -

(6)

where the Maxwellian average in E(b) extends over the velocitieg of the plasma
electrons and in E(6) over the ion velocitied/; .
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Simple calculations give the following expression for the generating function of
interest to us:

p(u)y=expnUg)expnU;/Z2), (7

3. We shall now examine the generating functi@ We shall be interested in the
braking of a test particle moving with velocity. We shall study the distribution function
f(Ap,) of the random quantitAp, at timesr for which

Be=n(v*7)>1 and B;=n(V*7)3>Z,

wherev* =max{,vy) and V* =max{,Vy). Changing to the variables =r/v* 7, it is

easy to show that the quantitiBg andB; are large parameters in the theory that we shall
use to construct the asymptotic expansion of the distribution function. Since the real parts
of the exponents in Eq$7) are nonpositive, and the parametBisandB; are large, the
neighborhood of a point im  space where the real parts of the exponents in(Bgare
maximum will make the main contribution to the distribution function

du
(2m)%

f(ApT)=J exd —i(u,Ap;)]p(u) ®
Compared with the indicated neighborhood, the contribution of the rastsphce to the
distribution function is exponentially small because of the large values of the parameters
B; andB.. It is easy to see that the real part of the exponent infBgs not positive, and

to find the distribution function it is necessary to study the functidgsandU; near the
pointu=0. After the calculations we find, to terms of lowest order in the large quantity
In(2/ul),

U 2723647( 2 7723647'[ 1 |x|572 ©
={ ————Wux)*————[ux]In| =——— ,
° Ix® x° e*z5[u,x]?
m
2wzgzze4r( X2 wZéZZe“T[ ]2 |X|672 10
i - a4 uy - a4 ul n oo - 5 il
| X|? X2 722%e*u.X1?) |

wherex=v—yv; andX=v—V,. The averaging, denoted by the brackets, with respect to
a Maxwellian velocity distribution affects onby and X and has no effect on the func-
tional dependence on of interest to us. The indicated averaging can be performed
explicitly and will lead to the appearance of an error function in express@rend(10).

4. We note that since the functiong, and U; possess only a finite humber of
smooth derivatives because of the logarithmic singularity=a0, the distribution func-
tion for large momentum transfers decreases no more rapidly than as a power law. For
this reason, the moments of the momentum transfer should diverge starting at some
particular moment. We shall show below that the divergence occurs already at the second
moment.

The moments diverge because rectilinear particle trajectories were assumed in the
calculation of the momentum transfer. For this reason, a large momentum transfer that is
physically meaningless occurs if particles pass close to one another. We note that these
unphysical momentum transfers can be avoided by calculating the distribution function
using Egs.(9) and (10) in the limit of an infinitely large Coulomb logarithm.. Let us
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illustrate this for the example of an electron moving with thermal velocity in plasma. In
this case, there are of the orderr(ﬁ(m)\sp~1/1\ particles on the mean free path; at
distancer ,i,=e?/T from an electron, i.e., an additional smallnesa 1 associated with

the unphysical momentum transfers. Therefore, to avoid these fictitious momentum trans-
fers, only the leading term in A/ should be retained in the calculatiffor A =+ there

is simply not enough time for impact parameters responsible for the unphysical momen-
tum transfers to play a role, since no particles lie at a distance less thanom the test
particle during the free-flight timelt can be shown that for this it is sufficient to use in
expression(7) instead ofU, andU; the expressions

. < 27725647 ) 7726647[ P (|X|472§ > 11)
={ ————(u,x)?- u,x]2In ,
‘ X X 22|
U 2172%22647'( %)? 772522647[ X | X] 472 : 12
i = - a4 u1 - T a u! N ——5—¢&; y
' IX|3 E 7272%e*”

where £.=min[A., A2/(Ap,)?], &=min[A, A%/(Ap,)?], A.=mZ2e*7l|x|, and A,
=7wZ57%e*7/|X|.

5. The nearly Gaussian structure of the distribution functi@rGaussian function
with a deformed “tail”) following from Eqgs.(11) and(12) permits reducing the calcu-
lation of the second moment of the momentum transfer to the calculation of the trace of
the corresponding matrix and to write

((Ap7)2>=4n7-r2(2)e4r<%> In(n(v*r)3)+4anZSe4r<%> In(n(V* 7)%/2).

To understand the qualitatively new physical content of expreg4i®nlet us shall
calculate the second moment under the assumption that the momentum transfer produc-
ing the curvature of the trajectory is due to binary collisions with small impact param-
eters. The second moment is calculated in Ref. 3 on the basis of this plausible assump-
tion. To calculate the second moment it is necessary to calculate the second derivatives of
the generating function at=0, i.e.,

#*p(u)
((Ap)%y=— 000

(14)

u=0

Substituting expressiof¥) into Eq. (14) we find

1 (+=d 1 (+=d
((Ap,)?)=8nZ%e'nr WJ 2—“ +8mZ3Ze'nr YJ 2—“ . (15
1 u—1 " IX[J1 n—1 m

The integrals in Eq(15), which arise after integrating over, can be calculated in
elliptical coordinates with centems andb at the points (0,0,0) and (0;8]x|7) for the
first term and, correspondingly, at (0,0,0) and (8,0¢|7) for the second term in Eqg.
(15), where u=(ry+ry)/2, v=(r,—rp)/2, and the anglep is the angle of rotation
around thez axis. The integrations over the angleand overrv are elementary, and the
remaining integrals over are indicated in Eq(15). The integrals in Eq(15) diverge
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logarithmically atu=1. On the assumption that maximum momentum transfer occurs in
binary collisions with small impact parameters, expressidi must be integrated not up

to w=1, but rather u;=1+(rQ/|x|7)? and w,=1+(r)/|X|7)?2, where r{&
=Z,e?/min[Mv*2mwv*?] and rl) =7,7e?/min[MV*?mV*?], must be taken as the
lower limits in the first and second terms in Ed5), respectively, since the curvatures of
the trajectories of the colliding particles become substantial precisely at such impact
parameters. After the indicated change is made in the lower limits, we find to logarithmic
accuracy

*

((Ap,)?)p=87Z2e* n7-< > (V !
|| rée

min

V*T
(')

mln

(16)

1
+8mwZZ%e*n
° <|><|>

where the subscripP signifies that the quantity so labeled is calculated in the binary
(pair) collision approximation.

The assumption of momentum transfer resulting in a large curvature of the trajectory
due to a head-on binary collision of particles alters the structure of the Coulomb loga-
rithm and the factor in front of the logarithm as compared with the correct Villeads
to a factor of 2 error forr~ 1/w, according to Eqs(13) and(16)). Therefore before a
binary collision with a large momentum transfer occurs the trajectory is curved appre-
ciably because of the interaction of a particle with the collective electric fields present in
the plasma. Thus, we have shown that scattering by collective plasma fields and not
binary collisions determines not only the upper limit but also the lower limit in the
Coulomb logarithm.

6. We shall now present the computational results for the second moment with
allowance for the permittivity of the plasméDebye screening In this case, for
rmax[v* V*|<rp expressiong13) and (16) remain in force, while forr min[v*,V*]

=Ip

1 1
((Ap,)?)=4nnZZe T<| |> In (nr%)+4anZ§e4r<m> In(nrd/z), (17)
m

and, correspondingly,

1
((Ap,)?)p=8mZ2e nr<| |> (r(e)>+8wzzoe n<|X|> (2'3) (18)

min min

wherer is the Debye radius. In the case at hand, the expressions in the arguments of the
logarithms are essentially identical, but the numerical coefficients in front of the loga-
rithm differ by a factor of 2.

Of course, the correct value of the second moment of the momentum transfer can
also be obtained from E@18), choosing an appropriate distance at which the diverging
integrals are cut off at small scales. Comparing EdS) and (18) we find that the
“cutoff” in Eq. (15) must be made at,=1/nrp and\;=ZY2\, — the distances of
closest approach of electrons and ions to a test particle as it traverses a distance equal to
the Debye length. We note that the scalgis <31p|oroximately\l%,’6 times smaller than the
interparticle distance armié’z times greater than,;,,, whereNp= nr% is the number of
particles in the Debye sphere.



22 JETP Lett., Vol. 70, No. 1, 10 July 1999 S. N. Gordienko

7. Expression(18) follows from the binary-collision approximationThe binary
approach used to describe the interaction in the derivation of the Boltzmann equation
with a short-range interaction potential presumes that the particles are statistically inde-
pendent and that there exists a time interv&lduring which the test particle undergoes
no more than one collision but which is also long compared with the collision duration
Tine- HOwever, in plasma;,, depends on the impact parametes 7;,,~r/v* and, say,
in the time of one collision withi ~r there occuerD’3 collisions with impact parameter
less than the interparticle distance. Therefore the conditions of applicability of the binary-
collision approximation are not satisfied. In other words, there is enough time for the
momentum of a particle to change strongly because of a large number of collisions with
large impact parameters even before collisions with small impact parameters and large
momentum transfers start to play a role. This is what gives rise to the new characteristic
scale\.. The physical meaning of this becomes clear if one takes into account that for
interparticle interaction potentiald (r)~1/r¥, k>1 the momentum transfer processes
are determined by head-on collisions of partic{emall impact parameterswhile for
potentialsU(r)~1/r¥, k<1 the momentum transfer is associated with large distances,
and the intermediate situatid=1 is a special case.

It is also interesting to note that when the method set forth in the present work is
used to analyze everywhere nonsingular weak interaction potentials with finite rgnge
in that case no new scale of the tygé/nr, actually arises in the problem, although
dimensional considerations do not preclude such a scale. This finding demonstrates that
even though a formal interpretation from the “naive” point of view is possible, the new
spatial scale arising in the problem with a Coulomb interaction has a deep dynamical
meaning. The new scale, can also be rewritten as,= (rpr mn) >, which, possibly,
better demonstrates its relation with the physics of the Coulomb interaction.

Taking the multiplicity of the scattering in a plasma into account also changes the
numerical values of the coefficients in other expressions containing the Coulomb loga-
rithm, for example, in the expression for polarization losses in pldsfram this stand-
point the problem studied in this letter is only an illustration of the fundamental role of
small-scale fluctuational electric fields. Justification is always required to neglect these
fields or to switch to a binary-collision descriptidnA.

| am deeply grateful to S. I. Anisimov and E Yurchenko for a discussion of the
method and the results obtained in this work, to V. D. Shafranov for explaining the
significance of the results obtained and for proposing the idea and form of this letter, and
to V. I. Kogan for pointing out the deep physical meaning of the Coulomb logarithm.
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Calculations of the electronic structure of a cluster of the crystal
YBa,Cu;0; are performed in the CNDO approximation. It is estab-
lished that the hybridized—p band of the planes consists of an nearly
filled d subband of width 3 eV and an unfillgdsubband of width 0.8

eV. The computed band structure agrees satisfactorily with experimen-
tal investigations. It is shown that the Shubin—Vonsovskequality
holds in the planes. These conditions are the reason why a charge
density wave forms in the subsystem. In this approximation the for-
mation energy of local pairs is estimated to E".

© 1999 American Institute of Physids$0021-364(109)00513-7

PACS numbers: 74. 72.Bk, 74.25.Jb

In 1934 Shubin and Vonsovdlshowed that a polar statéermed in the literature a
state with a charge-density wav@DW)) with order parametem=2 forms in a narrow
half-filled metallic band with one electron per center if

ZV>1, 1)

whereZ is the number of nearest neighbdrss the electrostatic interaction energy of two
collectivized(previously valenceelectrons at one lattice site, aidis the same energy
between two collectivized electrons of two neighboring lattice sites. The parameéser
the difference of the electron density on neighboring centers. The vala@ corre-
sponds to the formation of local electron pairs in the system. Subsequent investigations
have establishédhat a state with a CDW in narrow bands is insulating and is charac-
terized by a band gapE=(ZV—1)m. In ordinary metals the conditiofi) holds for
intercenter distanceg<1-2 A. But, as was shown in Ref. 3, for such values pthe
insulating state does not occur because of the presence of a wide(lughdcarrier
kinetic energy. However, the conditioril) will be satisfied for large values of, (the
case of narrow ban@ibecause of a decrease in the parametés the band widens, the
parametersn and AE decrease rapidly.

Cluster calculations of a YB&u;Og, s crystal by the CNDO method have
establisheithat in the planes segregated into a separate quantum syst@rauhsystem
is unstable and a CDW forms in it. In Ref. 4 it was assumed that because of the condition
(1) instability arises in the narroyp subband of the planes. In the present work, to

0021-3640/99/70(1)/6/$15.00 23 © 1999 American Institute of Physics
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confirm this conjecture the parameta&fsare estimated and the electron density of states
N(E) of planes of a YBgCu;O; crystal cluster is calculated.

Analyzing the results of x-ray emission and x-ray electron spectroscopy as well as
band calculations, it is concluded in Ref. 5 that in k#Sr, 1 CuQ,, for whichT,=40 K,
the contribution ofd states predominates in the high-energy part of the band near the
Fermi level. Conversely, in YBEwO,, with T.=92 K, thed states are concentrated
mainly at low low energies and thepXtates predominate near the Fermi level. Band
calculations show that in YB&u;0; strong hybridization with the®states and splitting
of the density of P states into two subbands are observed. This is explained by the fact
that in this structure each oxygen atom is bonded with two copper atoms.

In Ref. 6 it is noted that the difference of the energies of the electronic states of the
Cu*? and O ? ions is very small compared with other pairs"’4-O~2. For this reason,
when the position of the Jon, which in the compound La ,Sr,CuQ, lies above the Cu
ion, changes, a substantial flow of charge occurs in the plane between the Cu and O ions.
The results concerning the charge flow have also been confirmed in Refs. 7 and 8. A
similar result should also be observed in ¥BasOg. s on doping. In addition, doping
with oxygen will give rise in the crystal to a negligible screening of the paranhgterit
has been established that the transition from antiferromagnetic insQkeby to metal
with increasingd is due to the formation of holes on oxygen anions in the pldngsing
the photoelectron spectra of thin films of YRB&;0g, it has been established that the
density ofd states of copper is higher and the densitypatates of oxygen is lower near
the Fermi level than in YB&Cu,O; films.2° Therefore the experimental data indicate that
on doping, the oxygen in the planes tends to an unusual degree of oxidatibnwaile
the copper ions tend to the configuration™Cu

In Ref. 1 the structure of thed3band of copper in a YB&£u;0O; film was deter-
mined at two temperaturé800 and 80 K. It was found that the@band narrows and the
effective hole repulsion potential for copper decreases at low temperature. At 80 K the
density of states has a narrow peak with a width of less than 1 eV and a bump separated
from the narrow peak by 2 eV. Therefore the width of theb t8and of the crystal is
estimated to be of the order of 3 eV. The curve of the density of states in this case is close
to the density of states obtained by photoelectron spectroscopy for pure copper, where the
3d band is localized. The presence of band broadening at 300 K attests to a quite strong
overlap of the Cu—O orbitals, resulting in delocalization of tldeeBctrons. In Ref. 11
the observed narrowing of thedZand with decreasing is attributed to structural
distortions of the Cu@planes, where displacements of oxygen atoms occur. Apparently,
in that case the phenomenon should be observed in allhiglwperconductordHTSCg,
but experimental investigations show that it is observed only in XBgO;. From our
point of view;' the increase in the width of ttet-p band of the YBaCu,O, planes from
3 eV (Ref. 12 to 9 eV (the computed value of thé—p band of the crystal as a single
quantum systef) is due to the appearance of a chemical bond between the planes and
chains, transfer of electron density from chains to planes, vanishing of the CDW, and an
increase of the copper charges>(1) in the chains. Apparently, this restructuring of the
band explains the broadening of the copper band of the crystadl=fdr with increasing
temperature and the sharp decreasel pfin the superstoichiometric compound with
5>1. Thus calculations have confirmédhat for a wided—p band of the crystal, just as
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FIG. 1. Electronic density of staté$(E) for the CuQ planes of the clustdiCu,,0;¢ ~'% @) |,=6.39 eV, B
lc,=6.34 eV, and £l,=6.26 eV.

in ordinary metals, a CDW does not form in tipesubsystem of the anions™® (k
<2).

Calculations of the curveN(E) for a YBaCu;O, crystal were performed for vari-
ous values ofl o, to obtain the band structure of the planes. In Ref. 11 the effective
repulsive potential of holes in thetband for copper was determined to be 4.5 eV. This
value is close to the well-known value for copgBreV). In our calculations we chose,,
in the range 6.39-6.26 eV to obtain the cur(&E). This value is comparable to the
estimates obtained from calculations by other authors as well as from experimental in-
vestigations. Fluoroscopic and photoelectron spectroscopy investidatiarise
| c,~6—-12 eV. Cluster and band calculations dftie.,~6—-11 eV. TheN(E) curves for
lc,=6.39, 6.34, and 6.26 eV are presented in Fig. 1. The parameters, obtained by the
CNDO method, for the planes of a crystal clugt@u,,0,¢ ~*? are given in Ref. 4.

The theoretical local density of states in the plane of the copper atoms was obtained
in Ref. 15(see also Ref. )11t can be noted that for;,=6.26 eV the curveN(E) is
close in form to the curves presented in Refs. 11 and 15. In Fig. 1c the left-hand peak,
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less than 1 eV wide, corresponds to thstates of the copper ions, and the three peaks on
the right-hand side, separated from the left-hand peak by 2 eV, correspond to hybridized
d—p states of the O and Cu ions, tpesubband, lying near the Fermi level, being split
into two peaks. It follows from Fig. 1c that theesubband has a width of the order of 3

eV, and the width of the splip subband is 0.8 eV. As the paramelgy, decreases from

6.39 eV to 6.26 eV, thal and p subbands move apart. Therefore our computed band
structure of the planes agrees with the experimental results and the theoretical calcula-
tions performed by other authors.

Comparing the results of Ref. 4 and the shapes of the curves obtained, we can draw
the following conclusions. In the planes, as the paramgigdecreases from 6.39 eV to
6.26 eV, charge flows between the Cu and O atoms, as was also noted in Refs. 5-10, and
the parametem increases frorm=0.37 to m=1.31 with the gapAE of the cluster
decreasing at the same time from 0.35 eV to 0.1 eV.lkg#6.39 eV in the planes the
charges of the Cu ions and the average charges of the O anionslaé and—1.17,
respectively. Fot-,=6.26 eV these charges atel.28 and—0.79. The decrease of the
gap with increasingn is due to the motion of freel states to the Fermi level dg,,
decrease®.For 1,<6.26 eV the parametan increases tan=2, the copper charges
decrease, andE decreases to 0.02 é\VApparently, a transition of thp subsystem to a
state withm~0 andAE~O is possible at high.

It follows from cluster calculatiofisthat for | .,=6.26 eV in the planes there is a
very small number of unoccupiedi 3tates near the Fermi level. From this it follows that
the 3 electrons essentially do not participate in covalent bonds. The distance between the
O anions in the planes lies in the range 2.694328. In this case the subband has a
negligible width of the order of 0.8 eV because of the weak overlap of the wave functions
of the anions. A CDW does not arise in thel Subsystem because the appropriate
conditions are not present. When a CDW forms, an energy gap forms mghbband,
but the presence of a very small number of unoccugisthtes near the Fermi level gives
a metallic state of the—p band in the plane$.

The reason why a CDW forms in the 0.8 eV wiplsubband is that the conditidt)
is satisfied. One reason that this is so is that the quariitlecreases upon the transition
from O to O X. It follows from atomic calculations that for the O atom the Coulomb
interaction energy of twe electrons id o=20.873 eV, for the O anionl ,=17.982 eV,
and for the O? anion |o~13.46 eV. Ohno’s formul&® which is used in quantum
mechanical CNDO calculations, was used to obtain a rough estimate of the Coulomb
interaction energy g between electrons located on the atoms A and B:

Vag(Rag) = 14.3986(R5g + ¢°) V4(eV), )

wherec=14.3986/2 1(1,+1g) andR,g is the internuclear distance between the atoms A
and B, in A . In a Cu@ plane the O ion has two neighboring Cu ions at distances
Rcu_o=1.89 A | four neighboring O! anions at distanceRq_o=2.69 A , and two
neighboring O* anions at distanceRo_o=3.81 A . For the copper ioh., was taken to

be 6.26 eV. The calculations give the following estimates for the paraméter
Veuo(1.89)=6.45 eV,V(3.81)=3.70 eV, andVo(2.69)=5.13 eV. Formula2) ne-
glects the spatial arrangement of tthandp electron clouds. Taking the spatial distribu-



JETP Lett., Vol. 70, No. 1, 10 July 1999 I.I. Amelin 27

tion of thep electron density into account should result in a decread&#f2.69). With
allowance for the specific distribution of theeelectron density in the CuQplanes, we
can setVqo(2.69~Vo(3.81)~3.70 eV.

In Ref. 17 it is shown that the transition from a state with<2 to a state with
m= 2 in thep subsystem of the planes can occur with a negligible displacement of the Cu
ions, and this transition is accompanied by a decrease of the gap of the crystal cluster.
This suggests that vibrations of atoms can participate in the formation of electron pairs in
HTSCs. The negligible difference between the parametensdb of the unit cell of the
crystal and the low degree of degeneracy of the orbitals of the planes likewise favors the
formation of local pairs.

Apparently, the instability of th@ subsystem favors the formation of a supercon-
ducting state with highT.~n and relatively low densityn in the HTSCs. At present,
experimental investigations of HTSCs indicate that the carriers are local electron pairs
satisfying Bose—Einstein statistits*® Local-pair formation occurs folf* >T, and is
accompanied by the appearance of a pseudogap in the electron spectrum. In Ref. 20 it is
shown that in a planar square lattice with+=2 the energye,;=ZV—1 is identical to the
formation energy of an electron pair. It is well known that in metals the Coulomb
potential is described by the screened potengialq- exp(—Ar)/r. Then the quantities
andV(R) must be multiplied by exp¢Ar). Taking for the densitp~ 10?1 cm 2 for the
metallic CuQ planes in the HTSC, we obtainXi+1 A 2! The diameter of the shell of
the O *and O 2 anions varies in the range 2—2.8. . For the screening of the parameter
I, an intermediate valuB=2.55 A can be used. In the presence of hales] in thed
shell andt;<1 in thep shell, we have

E;=1t1(t16Vo(3.81) - exp( — 3.8\ ) + 2tV o 1.89 - exp( — 1.8N)) — 1 5- exp( — 2.55\).

()
Apparently, a state of the system with<<2 will also favor pair formation. In this case
the contribution of the electron—electron interaction to the pairing energy can be esti-
mated a£=E;m/2. In all probability, a contribution of the order @f,;~20 K from the
participation of the electron—phonon interaction in the formation of pairs can be added to
this energy.

In a YBaCuzOg, 5 Crystal,t; increases antldecreases a8 increases. An estimate
of the temperaturd™* ~E/k+ T for t;,=0.83,t=0.66, andm=0.37 (Ref. 17 gives
25 K (the parameters correspond to a cluster With=6.39 eV},!” and fort;=0.91,
t=0.59, andm=0.43 one getsT*~145 K. For |,=6.34 eV the parameters are
m=0.54, t;=0.99, andt=0.501" and the temperaturd*~155 K. Fort;=1.0, t
=0.47, andn=0.72 one get3* ~35 K. Thus a bell-shaped curdé () corresponding
to the experimental dependentg(d) is obtained.
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Polarized light-absorption spectra are obtained for single-domain
planar-oriented samples of the discdiig,. Previously predicted spec-

tral effects induced by resonant dipole—dipole interactions of the mol-
ecules are observed. New methods for determining the parameters of
the local field in theD|,, phase are developed which take into account
the mixing of the molecular excitations. It is shown that the two-
dimensional crystalline ordering of the molecular columns decreases
the anisotropy of the local field for this phase. 1®99 American
Institute of Physicg.S0021-364(09)00613-1

PACS numbers: 61.30.Eb, 78.40.Dw

1. Experimental data on the anisotropy of the local electric field in liquid crystals
(LCs) with disk-shaped molecules are important for analyzing a variety of questions
which are being actively discussed: the possibility of a ferroelectric state in discoidal
nematicsNp (Refs. 1 and R, the polarity of molecular columns and their antiferroelectric
ordering in the discotic®y, g (Refs. 3 and #the quasi-one-dimensional electric and
photoelectric conductivity of th® g phases, the qualitative difference of the charac-
teristic features in the polarized absorption spectra of calamitic and discoid&l &,
the effect of two-dimensional crystalline ordering of columns on the anisotropy of the
dipole—dipole interaction of the molecules. However, such data have been lacking thus
far. To determine the local-field parameters in discotics by spectral méttrege meth-
ods needed to be modified to take into account the mixing of molecular excit&tms,
single-domain planar-oriented samples needed to be obtained for polarized spectral in-
vestigations. These problems are solved in the present work.

2. The object of investigation was the discotic liquid crystal THE7 with the indicated
temperatures (°Cof the phase transitions between crystal, discBljg, and isotropic
liquid (C—Dpo—1).

0021-3640/99/70(1)/7/$15.00 29 © 1999 American Institute of Physics
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The uniaxial phase db,,, is a two-dimensional hexagonal lattice of molecular columns,
which are perpendicular to this lattice and parallel to the direzfbfhe molecular cores

are translationally ordered along the axes of the columns. The orientational order of the
molecular axe$ (perpendicular to the plane of the cprelative ton is characterized by

the order paramete®=(3cog6,—1)/2.

Single-domain films of the discotid,, with an area of several square centimeters,
thicknessd=10-20 um, and uniform orientation oh parallel to the substrates were
obtained in NaCl, KBr, Caj; and Ge cells using a modification of the method of Ref. 9.
Polished substrates were cleaned by conventional chemical methods without using sur-
factants. The initial uniform homeotropic orientation of the LCs with the optic axis
normal to the substrates was obtained by capillary filling of the cell in the isotropic phase
followed by slow cooling and lowering of the temperature of the LC to the working
range. Next, for a monitored plane-parallel arrangement of the substrates andl,fixed
unidirectional stepped displacements of one substrate relative to the other were per-
formed in 15-min intervals using a micrometric screw, with visual and spectral monitor-
ing of the orientation of the sample at the end of each interval. Spectral monitoring
consisted of measuring the dependebgér, ,l) of the optical density of the IR absorp-
tion bands for the extraordinary light wave, polarized inNeplane, as a function of the
shift | of the substrate. Herbl is the normal to the cell surface and is parallel to the
direction of propagation of the light wave, ards the direction of the relative displace-
ment of the substrates. The dependerizgs, ,|) are presented in Fig. 1 for a number of
absorption bands. Saturation of these dependences, which corresponds to a planar orien-
tation of the directon and the equalityp ¢(vy,Ic) =D | (»\), is observed fof.~50d. For
orthoscopic observation in crossed prisms, such a sample with an area of several square
centimeters is a uniformly colored domain, a fragment of which is displayed in Fig. 2.
For an ordinary light wave polarized in a direction normal to the pldeethe position
and optical densityp | (v,l) of the IR absorption bands do not change in the process of
orienting the LC and are identical to those for the initial homeotropic and final planar
orientations. This is illustrated in Fig. 3. The spectra were obtained on an automated
Specord M82-57 spectrophotometer with multiscanning and subsequent averaging.

For d=10-20 um the planar orientation of the discotic remains stable for many
hours. Asd decreases or the temperature approache®thel transition temperature,
the relaxation time of the planar-oriented sample in an unoriented state decreases rapidly.
With increasingd>20 um, the uniformity of the initial homeotropic sample and of the
planar-oriented sample obtained from it degrades. The results presented below are for
temperatureAT=T,, — T=22.3 K, far from theD,,— | transition.

3. The displacement of the maxima,; of the IR absorption bands of the LC,
polarized parallel (= || ) and perpendicularj&_L) to the director, relative to their po-
sitionsv,,; in the isotropic phase is determined by the order parangsiéthe molecules,
the anisotropyr=(L | —L,)/3 of the Lorentz tensot of the LC, and the anglg
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FIG. 1. Optical densityp¢(») of the LC THE7 afT =70.2° for the extraordinary light wave as a function of the
relative shiftl of the substrates for=830 and 865 cm' (1 and2, KBr cell, d=12.4 um) andv=1616 cm'*
(3, Cak, cell, d=17.6 um). The curves are interpolations.

between the transition dipole momehand the molecular axis For all isolated absorp-
tion bands of THE7 the expected inequality,, > v, is satisfied irrespective of the
value of B. The bands presented in Fig. 4{1)=780, v»(3)=811, »{3)=836, v¥
=869.5, andv>)=908 cm ¢, are characterized by different values @f where for the
strongest bandg,>54.7>>3,>B3~0. These inequalities correspond to the ratios

FIG. 2. Texture of the planar-oriented discotic THE7 in crossed prisms, indicated by the cross. The arrow
shows the direction of the relative shift of the substratis.



labels are the same as in Fig. 3.
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FIG. 3. Polarized component3;(v) of the absorption band of the LC THE7 wifk= || (1), L (2,2') for a
sample with planaf1,2) and homeotropi¢2 ') orientation and in the isotropic pha¢® CaF, cell, d=17.6

for n=2-4 andAv®>A v, which are expected for a discoidal 1°GHere
)= {7l . The valuesA»®=6.6 andAv¥=4.2 cm * demonstrate the first
reliable observation of the splitting of polarized intrinsic absorption bands of a LC as a

result of resonant dipole—dipole intermolecular interactions. This splitting is similar in

nature to the Davydov splitting of polarized excitonic-absorption bands in molecular

crystals’'1°High values ofSand low values of3 in discoidal LCs is optimal for observ-
ing this effect in uniaxial LC$,as the present experiment confirms.

v fem’

FIG. 4. Polarized componeni3;(») of the absorption bands of the LC THERBr cell, d=12.4 um). The
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It is seen in Fig. 3 that another unusual relatigp = vy, > vy, possible in dis-
coidal LCs for 3<90° and high values o8 and 7.,° is satisfied. The absorption band
»®=1613.5 cm* corresponds to vibrations of the molecular core of THE7 with
B~90° and is optimal for observing this effect; in addition, the inequality(®
~|Av®)| agrees with expectatiofis.

Thus, polarized absorption of a planar-oriented discdtj;, demonstrates some
highly characteristic spectral features which qualitatively distinguish uniaxial discoidal
LCs from uniaxial calamitic LC¢formed by rod-shaped molecujesnd are due to the
difference of the local symmetry of these objettBhe relationsv,, > vmi> v | and
vmj>vmi Observed for the two-dimensional crysfal,, correct the widely held belief
that the absorption bands undergo a “red” Lorentz shift when the liquid crystallizes.

4. The isolated group of band$Y—»(®) noted above and the baméf’ were used to
determine the components . The transition from a dilute solution of THE7 in CQio
the isotropic phase of the LC is accompanied by a low-frequency shift of the b&Rds
v and by a change in their relative intensities and half-widths. This attests to the
presence of mixing of the corresponding molecular vibrations in the LC as a result of
local-field effect€ With this mixing taken into account, the componebfscan be found
from the system of equatiofis

TrL=l, N292(N191+ 2):3, (1)

whereN;=D /D, andN,=D, /D; are the dichroic ratios of the integrated optical
densitiesD; of the entire group of bands™)—v(®),

gy [ fo|? piMpy [ i |?
1— f_ ) g.= ; f_ ) (2)
Npy \ Ty PNpi \ Tpy

ny; are the background refractive indices for the group of bands under stygdyl

+ Lj(nﬁj—l) are the background components of the local-field tefigpandp and p;
are the densities of the liquid-crystal and isotropic phases. The vaiyes 1.452,
Ny, =1.527 AT=22.3K) andn,;=1.487 AT=—10 K) were measured in the trans-
mission region of the LCy=1900- 2500 cm !, by an interference method using a Ge
cell. The ratiop/ p;=1.026 was measured for the same valued ®f The parameters in
system(1) areL | =0.679,L, =0.161,9,=0.457, andy,=1.338.

The component; for the bandv(®) were determined by three different methods.
The first method uses the system of equati@swith the parameterdl} = 5;N; and
N3% = 5,N,, where the correctiofis

1+D{"/Df®
~1+D(/D®

1+D{/D®

= 3
1+D{"/D® ©

1 and &,

take into account the mixing of thé® band with the intense!!)=1507 cm* band, for
which B;= Bs. The valuess;~1 andd,=0.8 were obtained for the experimental con-
ditions corresponding to Fig. 3. Using these parameters in(Bqgives the following
values: L | =0.642, L, =0.179, g,=0.498, g,=1.285, andSS;=—0.447. For B¢
=90° we obtain henc&=0.894 andry=7(S=1)=0.173.

The local-field parameters presented above are very sensitive to the mixing of the
bands »(® and »("). The approximationd;,=1 gives almost isotropic values
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L=0.391,L, =0.305,9,=0.915, andg,=0.997 and strongly underestimated values
S=0.809 andr,=0.035. The latter two values correspond to the inequaliﬂfﬁ%
> (8> (6) (Ref. 6, which contradict Fig. 3.

The second method of determining the compondntsuses the equalityy
= v, , Which is equivalent to the equatidn

o Moufo  Li(3n5 +1)-1
L ongfy Ly(3ng+1)—1

4

or

g, fo)(3—2N3gy) _ L, (3n2, +1)—1
nngmN;gz L”(3n§”+ 1)—-1 ,

©)

since equating the left-hand sides of EGY. and (5) gives the second of Eqél). The
condition Tr L=1, taken together with Eq(4), gives L =0.645, L, =0.177,
9:=0.495,9,=1.290,SS;=(N7g;—1)/(N7 g, +2)=—0.447, andry=0.175. Replac-
ing Eg. (4) with Eqg. (5 gives close valuest | =0.640, L, =0.180, g;=0.501, g,
=1.282,5$=1—-N3g,=—0.444, andr,=0.173. In the approximatioMN; =N, the
system of equations comprising the relationT+1 and Eq.(5) has no physical roots
Lj, W(|’71;Ch likewise signifies the need to take into account the mixing of the baffdls
andv'").

The third method of determining the componehisis to use the second equation
from Eqgs.(1) and Eq.(4) or (5), which makes it possible to avoid tlepriori assumption
that Tr L=1. The results areL | =0.663, L, =0.179, TriL=1.021, g;=0.485,
g,=1.285,5=0.894, andry=0.180. Thus one finds that the condition T+=1 holds
within the limits of experimental accuracy; this has been a matter of dispute in the
molecular-statistical theory.

5. The results presented above, which were obtained on planar-oriented samples in
cells consisting of different materials and by different methods and for different groups of
bands give nearly the same valués;=0.66+0.02,L, =0.17+0.01,9,=0.48+0.02,
andg,=1.31*+0.03. The quantity5=0.890+ 0.004 agrees with the NMR da&= 0.88
+0.92(Refs. 5 and 1)ifor the homolog THEG6 for the same value&T. The ratio of the
components, | =1.73 andfy,, =1.23 of the local-field tensor corresponds to a higher
electric conductivity of the discotiD,, along the columrsand is opposite to the ratio of
these components in uniaxial calamitic LCShe experimental valug,=0.18+0.01 is
greater than the estimated values of this pararhethich admit the possibility of a polar
phase of the discoidal nematic, and it lowers the corresponding minimum required value
of the constant molecular dipole moment along thaxis. However, the value of,
obtained is less than the theoretical vaije= 0.227 calculated for THE7 using E@}) of
Ref. 12, with allowance for the orientational ordering of the molecules and the experi-
mental value¥ of the column diameter@=21.94 A and the intermolecular distance in
the column 2,=3.59 A . Since the value of§ neglects the translational ordering of the
molecules in the columns and the two-dimensional ordering of the columns themselves,
the relationr}y > 7, indicates that the anisotropy of the tenois lower in theD,,, phase
on account of the difference of the discotic and nematic ordering of the molecules.
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The method proposed here for obtaining and monitoring planar-oriented samples of
a discotic LCs greatly expands the possibilities of investigating the structure and proper-
ties of these objects by polarized absorption spectroscopy, Raman scattering, and lumi-

nescence methods.
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Two novel phenomena in a weakly coupled granular superconductor
under an applied stress are predicted on the basis of a recently sug-
gested piezophase effe@ macroscopic quantum analog of the piezo-
electric effect. Namely, the existence of a stress-induced paramagnetic
moment in zero applied magnetic figlgiezomagnetisiis considered,

and its influence on the low-field magnetizatid@ading to a mechani-
cally induced paramagnetic Meissner effjestinvestigated. The con-
ditions under which these effects can be experimentally measured in
high-T. granular superconductors are discussed.

© 1999 American Institute of PhysidsS0021-364(®9)00713-4

PACS numbers: 74.80.Bj, 74.72h, 74.25.Ha

Despite the fact that granular superconductors have been actively studied for de-
cades, they continue to contribute to the variety of intriguing and peculiar phenomena
(both of fundamental interest and important for potential applicatjomisile at the same
time providing a useful tool for testing new theoretical ided® give just a few recent
examples, it is sufficient to mention paramagnetic Meissner effdE), > which origi-
nates from cooperative behavior of weak-link-mediated orbital moments in Thigh-
granular superconductor§HTGS). Among others are the recently introduced
thermophas®® and piezophadeeffects, suggesting, respectively, a direct influence of a
thermal gradient and an applied stress on the phase difference between adjacent grains.
Besides, two dual effects in HTGS, the formation of magnetic-field-induced electrical
polarization(magnetoelectric effeftand the existence of electric-field-induced magne-
tization (inverse magnetoelectric effé¢have been predicted.

In this letter we discuss the possibility of two other interesting effects which are
expected to occur in a granular material under mechanical loading. Specifically, we
predict the existence of a stress-induced paramagnetic moment in zero applied magnetic
field (piezomagnetispnand its influence on the low-field magnetizatideading to a
mechanically induced PME

The possibility of observing tangible piezoeffects in mechanically loaded grain-
boundary Josephson junctiof@3BJJ3 is based on the fact that under plastic deformation,

0021-3640/99/70(1)/6/$15.00 36 © 1999 American Institute of Physics
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grain boundariesGBs) (which are the natural sources of weak links in HT(G®ove
rather rapidly via the movement of the grain boundary dislocati@BDs) comprising
these GBS ! Using the above evidence, Ref. 6 consideredpiezophaseesponse to

an applied stress of a single GB®&leated by the GBD strain fieldy, acting as an
insulating barrier of thickneslsand heightU in a SIS-type junction with the Josephson
energyJce™""U). To understand how piezoeffects manifest themselves through GBJJs,
let us invoke an analogy with the so-callé@ermophase effett (a quantum mechanical
alternative for the conventional thermoelectric effentlJs. In essence, the thermophase
effect assumes a direct coupling between an applied temperaturddrapd the result-

ing phase differenca ¢ across a JJ. When a rather small temperature gradient is applied
to a JJ, an entropy-carrying normal currépt=L,,AT (wherelL,, is the thermoelectric
coefficien} is generated through the junction. To satisfy the constraint dictated by the
Meissner effect, the resulting supercurrégt | .sifA¢] (with | .=2eJ/h being the Jo-
sephson critical currentdevelops a phase difference across a weak link. The normal
current is locally canceled by a counterflow of supercurrent, so that the total current
through the junctionl =1,+1,=0. As a result, supercurremtsifA¢]=—1,=—L,AT
generates a nonzero phase difference leading to the linear thermophas&® effgct
=—LpAT with Lip=L,/1¢(T).

By analogy, we can introduce@ezophase effe¢as a quantum alternative for the
conventional piezoelectric effécacross a J9Indeed, the linear conventional piezoelec-
tric effect relates the induced polarizati®p to an applied strair asP,=d,e, whered,,
is the piezoelectric coefficiei. The corresponding normal piezocurrent density,js
=dPn/dt=dnL=, whereé(a) is the rate of plastic deformation, which depends on the
number of GBDs of density and a mean dislocation velocityy as follows® e(o)
=bpvy(o) (whereb is the absolute value of the appropriate Burgers vectarturn,
vg(o)=vo(olo,). To meet the requirements imposed by the Meissner effect, in re-
sponse to the induced normal piezocurrent, a corresponding Josephson supercurrent of
densityj=dPs/dt=j.siMA¢] should emerge within the contact. HdPg= —2enbis
the induced polarization of the Cooper pair, whare the pair number density arjd
=2ebJnV is the critical current density. The neutrality conditiong<js=0 andP,
+Pg=cons} will then lead to a linear piezophase effeztst;s:—dppé(a) (with dpp,
=d,/j. being the piezophase coefficigmind a concomitant change of the pair number
density under an applied strain, viAn(e) =dyne, with d,,=d/2eb.

Given the markedly different mechanisms and scales of stress-induced changes in
defect-free thin film¥* and weak-link-ridden ceramics,it should be possible to register
experimentally the piezophase effects suggested (see below.

To describe adequately the magnetic properties of a granular superconductor, we
employ a model of aandomthree-dimensional3D) overdampedJJ array, which is
based on the well-known tunneling Hamiltont&h’

N
7= 3 Ary[1-cosdy] @

where{i}=r; is a 3D lattice vectorN is the number of graingor weak links, J(r;;) is
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the Josephson coupling energy, with=r;—r; the separation between the grains; the
gauge-invariant phase difference is definedtgs= ¢i°j —Ajj, Where¢>i°j =¢i— ¢;, with
¢; being the phase of the superconducting order parameter, and

A jA(r)-dI

a
e (DO i
being the frustration parameter, with(r) the electromagnetic vector potential, which
involves both external fields and possible self-field effésee below

In the present paper, we consider a long-range interaction between®graifis’
(with J(rj;)=J) and model the true short-range behavior of a HTGS sample through the
randomness in the position of the superconducting grains in the @eaybelow.

According to the above-discussed scenario, under mechanical loading the supercon-
ducting phase difference will acquire an additional contributiéiy;j(c)=—Bo-rj;,
where B=d,eq/omjcb, with eo=bpv, being the maximum deformation rate and the
other parameters as defined earlier. If, in addition to the external loading, the network of
superconducting grains is under the influence of an applied frustrating magnetikl field
the total phase difference across the contact reads

¢ij(H10'):¢ic}+go(rij/\Rij)'H_Bo"rijv 2

whereR;; = (r;+r;)/2.

To be able to neglect the influence of the self-field effettéin a real material, the
corresponding Josephson penetration lengtimust be much larger than the juncticor
grain) size. Specifically, this condition will be satisfied for short junctions with the size
d<<\j, wherek ;= J®y/dmugj A, With A being the grain London penetration depth
and j. its Josephson critical current density. In particular, singe=150 nm in HTGS,
the above criterion will be well met foid=1 um andj.=10*A/m?, which are typical
parameters for HTGS ceramitéikewise, to ensure the uniformity of the applied stress
o, we also assume thdt\ ., where\, is a characteristic length over whiehis kept
homogeneous.

When the Josephson supercurrﬁ?tzlcsin@j circulates around a set of grains, it
induces a random magnetic moment of the Josephson netwdfk

o7
Ms=——0 :%‘: 15 (rij/ARy)), €

which results in a stress-induced net magnetization

1 o0
MS(H-(")EV<”'S>ZJO drijdRy; f(rij ,Rij) ms, 4

whereV is the volume of the sample arfds the joint probability distribution function

(see below. To capture the essence of the superconducting piezomagnetic effect, in what
follows we assume for simplicity that amloaded sampleloes not possess any sponta-
neous magnetization at zero magnetic fiéht is M(0,0)=0) and that its Meissner
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response to a small applied fiettlis purely diamagneti¢that isM¢(H,0)=—H). Ac-
cording to Eq«(2), this condition implies(ﬁﬂ =2m for the initial phase difference, with
m=0,+1,+2,...

In order to obtain an explicit expression for the piezomagnetization, we consider a
site positional disorder that allows for small random radial displacements. Namely, the
sites in a 3D cubic lattice are assumed to move from their equilibrium positions according
to the normalized distribution functiof(r;;R;;)=f(r;;) fr(R;;). For simplicity we as-
sume an exponential distribution law for the distance between graips,)
=f(x)f(y)f(2) with f(x;)=(1/d)e " /d (which reflects the short-range character of the
Josephson coupling in granular supercondugtasd some short-range distribution for
the dependence of the center-of-mass probaHilfyr) (around some constant valis.

Taking the applied stress to be along thaxis, o= (0,0,0), normal to the applied
magnetic fieldH=(0,0H), we get finally

HtOI(HYO-)/HO

MS(H'U):_MO(U)[1+Ht20t(H,a)/H§]2’

©)

for the induced transverse magnetizatiGgong the z axis), where H,,(H,o)=H
—H*(o) is the total magnetic field, wittH* (¢)=[o/oy(o)]H, being the stress-
induced contribution. HeréMo(o) =1.(c) SNV, whereS=7dD is the projected area
around the Josephson contakty=®,/S, and oo(o) =0 [j(0)/jql(b/d), with jq4

=d,eq and e=bpv, being the maximum values of the dislocation current density and
the plastic deformation rate, respectively. According to the recent experimehes
tunneling-dominated critical curreht (and its densityj.) in HTGS ceramics was found

to increase exponentially under compressive stress, Vidg)=1,(0)ef?, with
B=1lo,. Specifically, the critical current atr=9 kbar was found to be three times
higher than its value at=1.5 kbar, clearly indicating a weak-link-mediated origin of the
phenomenon(in the best defect-free thin films this ratio is controlled by the stress-
induced modifications of the carrier number density and practically never exceeds a few
percent.* Strictly speaking, the critical current will also changkecreasewith applied
magnetic field. However, for the fields under discusdisee belov this effect can be
neglected to a first approximation. In view of E§), the dependence of on o will lead

to rather strong piezomagnetic effects. Indeed, Fig. 1 shows the changes of the initial
stress-free diamagnetic magnetizatdg/M . (solid line) under an applied stress o .
Here M =My(0) ando.=0y(0) (see below for estimatgsAs we see, even relatively
small values of an applied stress render the low-field Meissner phase strongly paramag-
netic (dotted and dashed lingsimultaneously increasing the maximum of the magneti-
zation and shifting it towards higher magnetic fields. According to (By.the initially
diamagnetic Meissner effect turns paramagnetic as soon as the piezomagnetic contribu-
tion H* (o) exceeds the applied magnetic figll To see whether this can actually
happen in a real material, let us estimate a magnitude of the piezomagnetiélfield
Typically>38for HTGS ceramics one h&&~10 um?, leading toHy=1G. To estimate

the needed value of the dislocation current dengitywe turn to the available experi-
mental data. According to Ref. 10, a rather strong polarization under compressive pres-
sure o/o,=0.1 was observed in YBCO ceramic samples Tat 77 K yielding
d,=10°C/n? for the piezoelectric coefficient. Usudily!! for GBJJs one has
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FIG. 1. The reduced magnetizatitvhs/M . as a function of the reduced applied magnetic fi¢ldH,, accord-

ing to Eq.(5) for different values of reduced applied stresso.=0 (solid line), o/ 0= 0.01(dotted ling, and
olo,=0.05(dashed ling.

€0=10"2s ! andb=10nm, leading tg 4= d,eo=1 A/m? for the maximum dislocation
current density. Using the typical values of the critical current denjsity) = 10* A/m?
(found Ref. 15 foro/o,,=0.1) and grain sizal=1 um, we arrive at the following
estimate of the piezomagnetic fiel#t* =10 2H,. Thus the predicted stress-induced
paramagnetic Meissner effect should be observable for applied magnetic Helds

=10 2H,=0.01 G, which correspond to the region where the original PME was first
registered®

In turn, the piezoelectric coefficiemt, is related to a charg® in the GBJJ adl,
=(Q/S)(d/b)? (Ref. 18. Given the above-obtained estimates, we Qet10 **C for
the effective charge accumulated by the GBs. Notice that the above values of the applied
stresso and the resulting effective char@@correspondvia the so-called electroplastic
effech® to an equivalent applied electric fiel=b?c/Q=10"V/m at which rather pro-
nounced electric-field-induced effects in HTGS have recently been obskftved.

Besides, according to Ref.15 the Josephson projectedsateereases slightly under
pressure, thus leading to some increase of the characteristidfijetdP,/S. In view of
Eq. (5), it means that a smaller compressive stress is needed to actually reverse the sign
of the induced magnetizatiod ;. Furthermore, if an unloaded granular superconductor
already exhibits the PME, due to the orbital-current-induced spontaneous magnetization
resulting from an initial phase differenczgoj =2qr in Eq. (2) with fractionalr (in par-
ticular, r=1/2 corresponds to the so-calfédx-type statg then according to our
scenario this effect will either be further enhanced by applying a compreésitn o
>0) or will disappear under a strong enough extengiwith ¢<<0). Though the par-
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ticular form of M((H,o) obtained in this paper may change slightue mainly to
effects neglected here, viz., the field dependence of the critical current and self-field
effecty, the above-estimated range of accessible parameters still suggests quite an opti-
mistic possibility of observing the predicted effects experimentally in HTGS ceramics.

This work was done during my stay at ETH+th and was funded by the Swiss
National Science Foundation. | thank Professor T. M. Rice for hospitality and stimulating
discussions on the subject.
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Polarization kinetics of a ferroelectric with complex
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Anomalous changes of the spontaneous polarization, the coercive field,
and the spectrum of the distribution of polarization relaxation times in
an electric field are detected in the ferroelectric TMA-Zn&d uniaxial
pressures in the range where a transition arises to a nonuniform state
with several coexisting waves of structural modulation. The anomalies
are observed only in quasistatic and weak static fields and are due to a
pressure-induced decrease of large potential barriers separating differ-
ent metastable states of the structure.

© 1999 American Institute of Physids0021-364(09)00813-7

PACS numbers: 77.84.Jd, 77.22.Ej

{N(CHg)4}ZnCl, (TMA-ZnCl,) crystals undergo at atmospheric pressure a se-
quence of structural phase transitiofsmcn— incommensurate phase~»P2,cn
—P112 /n—P12,/c1—-P2,2,2, at 20, 6.6, 3.3,—92, and —112°C, respectively.
Hydrostatic pressurp shifts the temperature of all transitions, and at the critical value
p.= 1000 bar the single polar phaB&,cn with spontaneous polarizatid?s along the
a(X) crystallographic axis vanishés¢Jniaxial pressures, ando,, perpendicular to the
polar X axis completelyand reversibly suppress ferroelectricity at loggcompared with
p.) critical valueso .~ 30 bar, whileo,, has virtually no effect on the temperature of the
phase boundari€sThe effect is not only sharply anisotropic but it is also strongly
nonlinear’ X-ray investigations have shown that in the process of suppression of the
polar phase at uniaxial pressures-10 bar a complicated nonuniform state in which
several waves of structural modulation coexist, arises in the cfstal.

In Refs. 2 and 3 the polarization of the crystal was measured in an ac electric field.
Because of long-lived metastable states of the domain structure there is time for only a
portion of the volume of the crystal to participate in the polarization, and the measure-
ment data are not the equilibrium values. In the present letter we report the results of an
investigation of the polarization and its slow evolution in quasistatic and weak static
electric fields for various values of the uniaxial pressaye. Such investigations give an
idea of the spectra of the relaxation time distribution in the widest possible range of
uniaxial pressures. The investigations were performed in a pressure range where states
with multiwave structural modulation arise.

The electric polarization of the crystal and the relaxation of this polarization were
measured by a compensation electrometric method using an equal-arm bridge. The volt-

0021-3640/99/70(1)/6/$15.00 42 © 1999 American Institute of Physics
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FIG. 1. Spontaneous polarizatiéh, (1) and coercive fieldE, (2) versus the uniaxial pressucefor a TMA-
ZnCl, crystal. T=+5.85 °C. Inset: Dielectric hysteresis loop fer= 10 bar.

age sensitivity was 0.1 mV and the charge sensitivity was®10C. Balancing of the
voltage across the diagonal of the bridge and detection of the polarization were per-
formed automatically using an electronic arrangement that permits viewing the electric-
field and time dependences of the polarization on the monitor screen of a personal
computer of the IBM-PC type.

The crystal samples consisted of rectangular bars, whose edges were parallel to the
a(X), b(Y), andc(2) crystallographic axes and were 2, 2.5, and 3.5 mm long, respec-
tively. The faces of a bar which are perpendicular to the pglaxis were polished and
coated with an electrically conducting silver paste. The sample was placed in a cryostat
with temperature stabilized to within 0.01 K. A uniaxial pressarenvas transferred
through a shaft into the cryostat to the sample faces perpendicular Yoakis.

The spontaneous polarization and coercive field were estimated from the dielectric
hysteresis loops with slow, stepped variation of the field. The recording time for one loop
was 1.5 h. Recording of the polarization relaxation commenced immediately after a weak
static electric fieldE=15 V/cm, a value chosen to be less than the coercive field, was
switched on. All measurements were performed at constant tempefat&85 °C in the
existence region of the polar phase, fran3 to +7 °C. The relaxation was recorded for
3 h, which corresponds to the lower limit of the frequency range of the dispersion of the
polarizability, 10 ° Hz.

The quasistatic dielectric hysteresis loops of the polarizafiorersus the electric
field E have a clearly expressed rectangular shape with reliably determined values of the
spontaneous polarizatioRs and coercive fielde.. The hysteresis loop for pressure
o=15 bar and the curves d®; and E. versuso are presented in Fig. 1. The value
P.=9.8 nC/cnt at =0 is somewhat higher than the value measured in Ref. 2 in ac
fields. Aso increases in the range of low and high valueg,decreases monotonically
but E; increases. This behavior is, generally speaking, completely understandable. In-
deed,gthe fieldE decreases the potential barridgsfor centers of polarization to the
value
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U=Ug—2V,P.E, 1)

whereU are the initial barrier energiéfor E=0), which in general can also depend on
E and o, andV, is the activation volume. If the dependencelhf on E and o is weak,
i.e., it can be assumed thdfy= const, then for larg&=E_, so thatU=0 and a rapid
above-barrier polarization process occlisE.=Uy/2V,=const, i.e., the lowePg, the
greaterE, . It is easy to see from Fig. 1 that, indeed, the valyE.=6.5 ergs/cris the
same fore=0 ando=20 bar.

Both dependenceB (o) and E.(o), however, have anomalies in the rang&
=10-12 barP4 has an inflection point, anfl. has a minimum. It should be noted that
new waves of modulation of the structure, corresponding to the two phases adjacent to
the polar phageand with amplitudes increasing with, appear in the crystal in the same
pressure range. This coincidence is probably not accidental, and the anom&liesnd
E. are due to a change in the modulation state of the crystal and the interaction Energy
of the centers of polarization with one another, defects, and the electric field. Some
information about this energy can be obtained by analyzing the experimental data on
polarization relaxation in weak fields.

Figure 2 shows the measurement results for the slow relaxation of the polarization
P(t) and the dimensionless quantityt) = AP/(Ps— Py) with a weak fieldE= 15 V/cm
switched on and for several values of the pressurélere AP=P,—P(t), P(t) is the
measured polarization, arfe|, is the initial polarization(at timet=0). A phenomeno-
logical analysis of the experimental data was performed just as in Ref. 5, assuming the
centers of relaxation to be independent of one anditenter nuclei with the direction of
P corresponding to the applied figldn this case

y(t)= foof(T)eX[X—t/T)dT,

0

wheref(t) is the normalized distribution function of the relaxation timen the crystal,
[of(r)d7=1. If the analytical form of the functioly(t) is known, thenf(7) can be
easily found, since/(t) and 72f(7) are, respectively, the Laplace transform and inverse
Laplace transform.

The experimental curveg(t) can be described satisfactorily by a power-law func-
tion with two parametera andn:

y(t)=1/(1+t/a)", 2

which, apparently, is a universal empirical temporal law of slow thermally activated
relaxation, which we observed previously in other polydomain ferroeledtricgycine
sulfate and rubidium tetrachlorozincatdts universality is also indicated by the fact that
certain dependences established previously are particular cases(8j Esge Ref. & In

Fig. 2 the computed curvegt) = AP/Pg are drawn using solid lines, and the dots show
the experimental data. The relative er@y/y of the fit of the function(2) to the data
does not exceed 0.5%. The errors in determining the paranzeterdn are, respectively,
|sa/a|=(1+t/a)|dyly|/n(t/a)=2.5% and on/n|=|8yly|/nin(1+t/a)=1%2 The com-
putational results foa andn for various values otr andE are presented in Table I.

The law(2) corresponds to the distribution functidr) of the forn?



JETP Lett., Vol. 70, No. 1, 10 July 1999

V. V. Gladki and V. A. Kirikov

APJ(Pg-Po)

08

6 | ! I ! 1 ! I

T — 1 T
P(nC/cm?) J,,
5
- ——
2
-~
—1.0
- 3
t (min) )
" | .
100 150
12 ] l T L) ] | T T L}
4 f(1)<103(min-Y)
8 - -
4+ ]
In(tit,)
0 4 8

45

FIG. 2. Relaxation of the polarizatioA(t) (a) and the spectr&(7) of the distribution of the relaxation times
of P for various pressures (b) and electric field€ (c) for a TMA-ZnCl, crystal; a, b —E=15 V/cm, o
=0 (1), 7.5(2), 12 (3), 15 (4), 20 bar(5); c — =0, E=5.5 (1), 15 (2), 20 (3), 25 V/cm (4); t;=1 min,

T=+5.85°C.

f(r)=[aYT'(n)](1/7)""texp(—al7),

3

wherel'(n) is the gamma function. Sometimes it is more convenient to use the dimen-
sionless functiorg(7) =7 f(7), characterizing the distribution density ofrnor the
distribution of the potential barrield for centers, since according to the Arrhenius law
InTandU are related linearly as la(7)=U/KT (7o is the kinetic constanf The func-
tionsf(7) andg(7) are bell-shaped with maxima at,=a/(1+n) andr,=a/n, respec-

tively.
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TABLE |. Relaxation parameters andn as a function of the electric fiel# and uniaxial mechanical
stresso.

E, Vicm 5.5 15 20 25

(0=0)

a 20.3+0.6  5.76:0.17 3.10.1 2.64-0.08

n,10 2 2.96+0.03 4.19-0.04 4.71-0.05 7.5-0.1

o, bar 0 7.5 10 12 15 20
(E=15 Vicm)

a 24.7+0.7 8.5:0.3 7.6:0.2 6.8-0.2 10.8:0.3 15.4-0.5
n, 102 7.43+0.07 5.35-0.05 4.23-0.04 7.93-0.08 4.94:0.05 4.56-0.04

Figure 2 shows spectra of the distributidif) for various values ofo with
E=15 Vicm (b) and for various values ot with =0 (c). The variation inf(7) as
a function of the fielcE is standard: As E increases, the spectra shift in the direction of
lower values ofr. The variation inf(7) with pressure is anomalous: Asincreases, the
spectra shift nonmonotonically to smaller and then larger values.oA plot of
m=al(1+n), determined from the spectfér), as a function otr (Fig. 3) gives a clear
picture of this anomaly. It is seen that, has a deep minimurtthe reciprocal 1, has
a maximum for the same values™* =10-12 bar as the anomaliesiy andE. in Fig.
1. The quantityr,, corresponds to the most likelyvith maximum distribution density
fma{7) energy barrierU,,=kTIn(7,/7). According to Eg. (1), the quantity U,,
=(Ug)m—2V,PsE and, correspondinglys,,, can initially decrease with increasing if

Tm (min)

0.2

’l/‘Z'm(min'1 )

7\
L

0.1
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O'(bal;)
5 10 15

FIG. 3. The relaxation time,, corresponding to the maximum of the distributibfr), versus the uniaxial
pressures for a TMA-ZnCl, crystal; T=+5.85 °C. Inset: The reciprocal quantity7l/ proportional to the
relaxation rate.



JETP Lett., Vol. 70, No. 1, 10 July 1999 V. V. Gladki and V. A. Kirikov 47

the first term Ug),,, makes the dominant contribution td,,. This decrease ofUg)n,
(and allU in the spectrumis much larger in a weak field, in which the relaxation was
recorded, than in a strong fiele>E, (Figs. 1 and 3

In summary, the structural transformation of the polar phase of a crystal,Ryith
decreasing monotonically all the way to zero under uniaxial compression, occurs in the
following order. Compression at first decreases the potential batdei® centers of
polarization, and the rate of relaxation of the polarization in a felthcreases. At a
pressureo=c* the barrier energy) reaches a minimum, and new waves of structural
modulation appear. Under further compressibronce again increases, specifically, be-
cause of a decrease in the electrostatic interad®&nsee Eq.(1)], and the relaxation
rate drops continuously. Such a transformation of the crystal structure under compression
is like a phase transition to a different nonuniform state, this transition occurring at the
pressurec=c* for which the energies of the barriers separating different metastable
states are minimum. The transition is accompanied by sharp anomalies of the kinetic
properties of the crystal. These anomalies are observed only in slowly varying or static
electric fields.

This work was supported by the Russian Fund for Fundamental Res@aajbct
No. 99-02-17308
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The weak-field Hall voltage in Si-MOS structures with different mo-
bility is studied on both sides of the metal—insulator transition. In the
vicinity of the critical density on the metallic side of the transition, the
Hall voltage is found to deviate by 6—20 % from its classical value. The
deviation does not correlate with the strong temperature dependence of
the diagonal resistivity,,(T). In particular, the smallest deviation in
Ryy is found in the highest-mobility sample, which exhibits the largest
variation in the diagonal resistivity,, with temperature.

© 1999 American Institute of Physids$0021-364(109)00913-3

PACS numbers: 71.3@.h, 73.40.Qv, 73.50.Jt

In the framework of the quasiclassical description of Si-MOS structuties charge
of the inversion layeQj,, is proportional toVy, as in a plain capacitor formed by the
metallic gate and the 2D layer. This prediction was confirmed by the measurements of the
Shubnikov—de Haas effect in a perpendicular ffeft.low temperatures, when the bulk
conductance is frozen out and the charge in the depletion layer does not vary with gate
voltage, the variation of the capacitor charge with is related to the inversion layer
charge only:

Qinv=C(Vg—Vy). @

HereC=dQ/dV, is the geometric capacitance between the gate and the 2D carrier layer,
V, is determined by the difference in work functions of the Al gate film and the 2D
carrier layer, by the energy of the bottom of the lowest subband in the confining potential
well, and by the charge trapped in the depletion layer and at the intérfetwe charge in

the Si-MOS structur€;,, was measured direcfiyand was found to be equédithin 2 %
uncertainty to the charge of the 2D carrier lay€¥,p=eXnNgngy, Wherengpqy is the
density of carriers participating in the Shubnikov—de Haas or Quantum Hall effect
(QHE), ngpg= (eB/h) Xi, andi is the number of filled quantum levels in a given mag-
netic field B.

The issue of the carrier density was raised recently again in connection with the
metal—insulatofM—I) transition in 2D carrier systems Bt= 0. The transition occurs at

0021-3640/99/70(1)/6/$15.00 48 © 1999 American Institute of Physics
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a critical gate voltage/ . (whereVy.>V;) 4 The critical gate voltage is interpreted as
corresponding to a critical carrier density=(dn/dV,)(Vy4.—V;). Recently an alterna-
tive interpretation was put forwatdvherein it was supposed that the density of carriers
participating in transport @8=0 is equal tongs=(dn/dVy)Vg—n., so thatng=0 at

the transition, i.e., a¥/;=V.

The effective number of carriers is not a well-defined parameter close to the M-I
transition, and maya priori, turn out to be different in different effects. In a weak
magnetic field, the Hall resistance in the single-particle approxinfatiomversely pro-
portional to the number of carriers:

1 AG(er)

(00(:7'0)2 G

WeT
Ry~
0o

@

Here oo=ne?7/m* is the diagonal conductivity @=0, w.=eB/m* is the cyclotron
frequency, andr is the transport scattering time B=0. G andAG are the monotonic
and oscillatory parts of the density of states. According to the thebejectron—electron
interaction affect®,, in the same order as,,, and thusény/ny%Z(apXX/pgx).

The Hall resistance was measured earlier in low-mobjhtyand n-type Si-MOS
structure$'®!and was found to remaifinite and nonactivational through the transition
to the temperature-activated conduction regima high-mobility n-type Si-MOS
samples the Hall resistance was measured across the QHE—insulator transitiamd
was also found to be close to its classical v?:ﬂd@xy= B/ne, with n given by Eq.(1).
Low frequency (3 Hz) ac measurements of the “gate—2D layer” capacitahtmve
shown that the capacitance remains unchanged, within a few %, across the QHE-
insulator transition. With such a precision, the number of carriers participating in
charging—discharging is described by the same(Eqn both the insulating and metallic
phases. This observation also sets an estimated upper bound on the possible variation of
the trapped charge in the vicinity of the M-I transitia¥, /dV;<10%.

The above measurements Bf, and of the capacitance, however, were done in
quantizing magnetic fieldn this paper we report measurement&fgf performed in such
weak magnetic fieldsvhere Landau levels are not resolved>/G<1. We found that
the weak-field Hall voltage remains finite across the-Mransition. Deviation ofR,,
from the quasiclassical value is within 6—20% for different samples. Under the assump-
tion that the inverse Hall voltage is a measure of the effective number of cargjgréhe
latter does not decrease to zero at the M-I transition.

We studied three samples from different wafers: Si@dth a peak mobility
1=33.000cm/V-s at T=0.3K), Si4/32 (»=8.000cm/V-s) and Si-46 fu=1.350
cm?/V-9). All samples had oxide thickness of 26@0nm, and, correspondingly,
dn/dVy=(1.05+0.15)x 10"V ~*cm™2 The samples had potential probes lithographi-
cally defined with an accuracy ofdm. The top view of the samples is shown in the inset
to Fig. 1, wherew=800um andl=1250um are the channel width and intercontact
distance, andl=25um is the width of the bulk diffusion area contacting the 2D layer.
For Hall voltage measurements at low density, we used battery-operated electrometric
amplifiers with input currentc 10" **A. Four-probe measurements were taken by an ac
lock-in technique at 3—7 Hz and also, partly, by a dc technique.



50 JETP Lett., Vol. 70, No. 1, 10 July 1999 Pudalov et al.

1.2
NghdH (101 cm”)
5 10 15 20 25 30 35

)
o

Py (10 h/ed)
N
o

X) Ny
o (=]
Quantum level number

1152635 30
v, (Volts)

FIG. 1. Shubnikov—de Haas oscillationsgdg, versus gate voltage d=0.29 K andB=2 T. The dashed line
and filled dots demonstrate a linear relation between the number of the quantum level and the gate voltage, from
which thenggy density is calculated. The inset shows the sample geometry.

Figure 1 demonstrates that the minima of the Shubnikov—de Haas oscillatipgs in
are equidistant on the gate voltage scale. The carrier density calculated from the minima
is independent of magnetic fielth the range 0.5 to 5 )Tand of temperaturéor 0.3 to
1.4 K), within an uncertainty of 1-2%. The Hall voltage was measured in a field of
0.2-0.3T, which is large enough to suppress the quantum interference corrections to
conductivity* and low enough to keep the oscillatory part in the density of states small,
for all gate voltages and temperatures down to 30 mK.

For the samples Si22 and Si4/32, the resistivity exhibited an exponential decline for
Vg>V, as the temperature decreadéd.For the most disordered sample, Si46, the
resistivity p(T) is activational in the insulating statéor V<V, and has a weak,
almost linear, “metallic” temperature dependence >V, (Ref. 15, as demon-
strated in Fig. 2. The effective “Hall densityh,=B/eR,,, calculated fromR,, at
T=0.29K is shown in Fig. 2. The dashed line depictsy, versus gate voltage, calcu-
lated from the period of oscillations. A%, decreases, the effective Hall density deviates
from the classical linear dependence, and then falls quickly to zero, deep in the insulating
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—~ N H 65, = Y
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FIG. 2. Resistivity aB=0 (left Y axis) versus gate voltage for the sample Si46 for seven temperature values.
Hall density(right Y axis) as a function of gate voltage B=0.3 T andT=0.29 K. The dotteded line depicts
Vg the dashed line is for the densitygngy.
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FIG. 3. g Hall resistance versus carrier density, measured at two opposite field directidns2aK and
B==*0.2T. Dotted curve represents an averaged resistaReg,= (R, (+ B) —R,,(—B))/2. The bold dashed
curve is the classical dependeri@ne. b) Deviation in the “Hall density,” 5ny,,, measured a8=*+0.2 T for
six temperatures. The vertical dashed lines mark the critical demsit¥he inset showg,, versus temperature
for 11 densities, 2.4, 2.5, 2.6, 2.7, 2.8, 3, 3.2, 3.4, 3.7, 4.7, 5.7, in units’btn02,

state. This is consistent with the earlier results of Ref. 10. Right at the critical gate
voltage,Vy.=14.4V, the Hall density is 5%arger than the classical value given by Eq.
1.

For samples with higher mobility, the critical density is lower and the critical
resistivity p is higher*® For this reason, the admixture of longitudinal voltage produces
large distortions of the measured Hall voltage. As Fig. 3a shows, the admixture can be
reduced substantially by subtracting the results taken for opposite magnetic field direc-
tions. The Hall resistance for sample Si4/32 at low density is larger than the quasiclas-
sical valueB/engpqy. The deviation in the effective Hall densityn = Npai— Nshaus
calculated from the measurdr, values for six temperatures is plotted in Fig. 3b. At
high density and high temperature, the deviation in the Hall density tends to zero. As
temperature decreases to 0.3 K, the deviation rises to almost 20%, and seems to saturate.

Finally, as shown in Fig. 4, the deviation in the Hall density for the high mobility
sample Si22 haa 3 times weaker dependence on gate voltage and temperature than for
Si4/32. AsV increases, the disagreement betwegy, andng,qy becomes less than the
measurement uncertainty. It should be noted that the absolute vatyg,pfand the true
position of the “zero” on the vertical scales in Figs. 4 and 3b have an uncertainty of
~1-2% for Si22 and 4% for Si4/32. Although the deviation of the Hall density is small
for all samplesdnya/nshgy<1, it is much larger than the error bars. Due to the charge
neutrality in Si-MOS structurgEq. (1)], the nonzero value of thén,,, indicates either
a departure from the Drude—Boltzmann interpretation of the Hall voltage in the vicinity
of Vg or a noticeable contribution from carrier exchange between the 2D layer and

shallow potential traps at the Si/Si@nterface®’
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FIG. 4. Deviation in the “Hall density,”sn,,, measured aB= +0.2 T on sample Si22 for four temperatures.
The dashed line is a guide to the eye. Dotted vertical line marks the critical degsifjhe inset showp,,
versus temperature for 11 densities, 1.5, 1.7, 1.8, 1.9, 2.1, 2.4, 2.9, 3.34, 4.3, 5.5, 7.9, in unitxof 0

In the framework of the Drude—Boltzmann model, the effective carrier dengiiy
for all samples remains close to the classical value over the metallic range of densities
V¢>Vyc, Wherep,, strongly varies with temperature. We conclude, in the same frame-
work, that the strong exponential declinedp (T) with decreasingl (Ref. 4 is associ-
ated with an anomaly in the scattering time or in the transport mechanism, rather than
with carrier density. The insets to Figs. 3a and 4 show that the variations of the diagonal
resistivity with temperature are much larger than thos®jp, over the same range of
density and of temperature. The lack of a linear relationship betw&gp and dp,, in
the vicinity of V¢, indicates that at least one of these two quantities is not related to the
interaction quantum correctioh&vith the reservation that the theory may be not valid for
the strong interaction case,~3-10.

In conclusion, we have measured the weak-field Hall resistance-3nMOS
samples across the metal—insulator transition. We found no signatures of a complete
carrier freeze-out a¥,=V,y.. However, for low density and low temperatures, the Hall
voltage in different samples was found to deviate from the classical value by about
6—20%. The deviation iR, does not correlate with the strong temperature dependence
of py(T). In particular, the smallest value of the deviatiorRg, (6 %) was measured in
the high mobility sample Si22, where the diagonal resistipityvaries most stronglyby
5.5 timeg in the same temperature range.
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Optical nutation at the Raman-active transitid®,g— 6P, of thallium
atoms g/2mc=7793cm !) under resonant Raman excitation by a
biharmonic picosecond pulsed field, giving rise to substantial motion of
the population, is detected. Optical nutation appears as an oscillatory
behavior of the energy of the anti-Stokes scattering of probe pulses,
which follow with a fixed delay, as a function of the product of the
energies of the excitation pulses. As a result of the dynamic Stark
effect, which decreases the frequency of the transition under study,
resonance excitation conditions are satisfied for negative initial detun-
ings of the Raman excitation frequency from resonance. The Raman
scattering cross section for the transition under study is estimated by
comparing the experimental data with the calculations. 1999
American Institute of Physic§S0021-364(19)00213-3

PACS numbers: 42.50.Md, 42.50.Hz

1. For fast(relative to the relaxation timgsxcitation of optical transitions by a
resonant or nearly resonant field, the temporal evolution of a two-level system has the
character of regular oscillations of the population difference and polarizébptical
nutation). For dipole-forbidden transitions, excitation can be accomplished by a two-
photon (w;+ w,=wg) or a Raman ¢, — w,= wg) scheme, where, and w, are laser
frequencies anap, is the frequency of the transition under study.

In Ref. 1, for two-photon excitation of theS3-4D transition of sodium atoms,
optical nutation was observed by detecting the modulation of the luminescence from the
4D level with a nonzero detuning from resonance, so that the nutation period was shorter
than the relaxation times. In Ref. 2 nutation was observed with excitation of a two-photon
vibrational—rotational transition of the NHmolecule by pulses with close frequencies
and different intensities. The 294 MHz detuning from the resonance frequency was
compensated by the dynamic Stark effect. It was asserted by the author that the observed
beats in the intensity of the weaker beam, passing through a cell containipgnaH
ecules, corresponded to periodic modulation of the inversion. It is important to note that
in Refs. 1 and 2 the excitation beams propagated in opposite directions, which made it
possible to compensate the Doppler shift.

The Doppler shift is not compensated for Raman excitation. For relatively high-

0021-3640/99/70(1)/6/$15.00 5 © 1999 American Institute of Physics
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frequency transitions the Doppler dephasing tifijecan be quite short, down te 1 ns.

A universal method in which the conditions for coherence of excitation in detection of
nutation are certainly satisfied, is to use excitation pulses with duration shorter than the
times Ty, T,, and T3 . The possibility of an experimental arrangement in which the
dependence of the energy of coherent anti-Stdlstskes scattering of a probe pulse,
following through the medium with a fixed delay, would be measured as a function of the
product of the energies of the excitation pulses is discussed in Ref. 3.

In gases the conditions for coherence of excitation are satisfied, as a rule, for pico-
second pulses. Since the Raman scattering cross section is small, quite powerful picosec-
ond pulses must be used to obtain substantial motion of the population. Then the dynamic
Stark effect becomes substantial. The spectral manifestations of this effect with the ex-
citation of Raman-active transitions have been investigated in Refs. 4 and 5.

In the present work optical nutation was detected at a Raman-active transition of
thallium atoms under conditions of resonant biharmonic excitation with picosecond
pulses, accompanied by a considerable motion of the population. The dynamic Stark
effect was manifested as a strong “asymmetry” of the nutation under a change in sign of
the initial detuning of the Raman excitation frequeney— w, from resonancevy.

2. Single picosecond pulses of a dye laé&d ps,\;~0.582um, energy 0.75 mJ
and an Nd:YAG lase(30 ps,\,=1.064um, maximum energy 5 mdwere used as
excitation pulses, and single second-harmonic pu{sps,\,=0.532um, 0.5 mJ,
following with a fixed delay, were used as probe pulses. The radiations of the excitation
and probe pulses were collimated intd. mm diameter beam(at the 1¢ intensity leve)
and directed into a 15 mm long cell containing thallium vapor heated to 950 K. The cell
was filled with neon as a buffer gas to a pressure of 3 Torr at room temperature.

To decrease the effect of the averaging of the signal over the profile of the excitation
beams, which smooths the nutations, a diaphragm 0.3 mm in diameter was placed on the
axis of the beams 6 cm from the exit window of the cell. After passing through the
diaphragm, the radiation of the excitation pulses was separated from the anti-Stokes
signal \ ,~0.376um), and the energiéd/; andW, of these pulses were measured with
photodetectors. In the process of detecting nutation, the eNérgyf the excitation pulse
with A;~0.582um was fixed, and the energy, of the excitation pulse with,
=1.064um was varied using a polarization rotator and a Glan prism. The polarization
rotator, which did not cause beam drift, consisted of a fused-quartz plate, compressed in
a direction perpendicular to the axis of the beams. After passing through the double
diffraction monochromator the anti-Stokes radiation was detected with a photomultiplier.

The fixed delay of 140 ps was chosen on the basis of the following considerations.
First, it must be greater than the duration of the excitation pulses. Second, no appreciable
decrease of the coherent signal should occur over the delay time. For a fixed neon buffer
gas density, the collisional dephasing time is 9.2 m®d it can be neglected in the
calculations. Larger decays of the signal come as a result of Doppler dephasing, with a
dephasing time of 1.1 ns at 950%and as a result of interference of the hyperfine
components of the B;,—6P3, transition under study, which differ in frequency by
0.0175cm*, which leads to quantum beats with period 1.9 ns in the pulsed response.
Thus the factors enumerated above are negligible with a 140 ps delay time and were
neglected.
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FIG. 1. Experimental dependence of the anti-Stokes scattering eWérgy the productW, W, of the energies
of the excitation pulses for different initial detuninds,: @ Awy=0cm *; b) —1.4cn’t; ¢) —2.4cni’?; d)
—32cmt; e —4.2cmt; f) —5.6cm .

3. The experimentally measured dependence of the anti-Stokes radiation ghergy
on the producW;W, of the energies of the excitation pulses are shown in Fig. 1 for
different initial detuningsA wy. The range of values d/;W, corresponds taV, in the
range 0—40Q.J with the fixed average valu#/;=10uJ. The curves in Fig. 1 are
normalized to the maximum value @, in Fig. 1c. The initial detuning is determined as
Awg=(w,— w,) — wg, i.€., this is the detuning for small values ¥, and W,, for
which the Stark shift can be neglected. The circles indicate the average values of the
anti-Stokes signal.

It should be noted first that the amplitude of the signal increases as the detuning
Aw, varies from the initial zero valuéFig. 13 to Awy=—1.4cm ! (Fig. 1b and then
to Awy=—2.4cm ! (Fig. 19. The characteristic rise and fall of the signal, which are
most clearly seen in Fig. 1b, form simultaneously.|Asv,| increases, the maximum in
Figs. 1b, and 1c shifts to larger values\WiW,. As |Awq| increases further, the apex
becomes almost flat<{2.4cni' !, Fig. 19, after which a dip appears at the center
(-3.2cm'l, Fig. 10, the minimum of the dip also shifting in to larger values of
W;W,(—4.2 cmi ) with increasing A wg|. As |Awg| increases, a signal appears with an
increasing shift on th&V,;W, scale(Figs. 1e and 2f As Awq varies from zero in the
direction of positive values, however, the signal drops off rapidly.

As an example, the results of the unaveraged measurements in each laser shot are
shown in Fig. le(dotg together with the average values. A number of circumstances
make it difficult to detect a larger number of nutation periods. The variance of the
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FIG. 2. Calculation of the anti-Stokes scattering enéfgyas a function of the initial detuning w, and the
productW,; W, of the energies of the excitation pulses on the basis of the model ifBgmd(2), with (a) and
without (b) the dynamic Stark effect.

experimental points, which is due to fluctuations of the pulses, decreases the contrast in
observing the nutation. This effect becomes more pronounced with increasing phase of
the nutation. The smoothing of the nutation as a result of averaging over the area of the
diaphragm is also more pronounced here. Moreover, the power density attained in the
experiments corresponded to electric fields of the light up tox2 V/icm. At these

fields self-action appears in the optical components, and other nonlinear optical effects
that distort the nutation picture also cannot be ruled out.

4. The Bloch equations for a generalized two-level system in a biharmonic pump
field are, in a rotating coordinate system and in neglect of deph&&ing,

dpldt=Qxp, (1)

wherep=(u,v,w) is the Bloch vectory andv are the in-phase and quadrature compo-
nents of the polarizationy is the normalized population difference between the lower
and upper levelsQ=(—yA;,A,,0Aw), whereAw is the detuning of the excitation
frequency from the Raman resonance frequency, ghdA, is the Rabi frequency for
Raman excitation witlA w =0 (there is no phase modulation of the excitation pulses and
the slowly varying amplitude#,; andA, are real.

The motion of the Bloch vector under the influence of the excitation pulses is
complicated by the dynamic Stark effect, which shifts the resonance frequan®y
AwStz(AalA§+Aa2A§)/4ﬁ (Ref. 9, whereAa; and Aa, are the differences of the
polarizabilities of the upper and lower levels for the wawesand w,. Therefore the
total detuning from Raman resonance is

Aw=AwgtAwg= (01— wy) — o+ Awg;. 2

The pulses were assumed to be Gausstan= Atl)vzexp(—4t2/7.2:), whererp is the pulse
duration with respect to the dlevel. Calculations were performed for plane waves with
the obvious initial conditionsty=0, vo=0, andwy= —1.

5. In accordance with the experimental arrangement, the position of the Bloch vector
after the passage of excitation pulses was calculated, taking account of the experimentally
measured Stark shift, using the mo¢el and(2). The pulse energW, at the anti-Stokes
frequency was found as the quantity proportional to the squared projection of the Bloch
vector on thev=0 plane. Figure 2a shows the calculationd\¢f as a function ofV; W,
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for different values ofA wy. This shows the general character of the nutation under Stark
shift conditions. Since the polarizability of an atom in the upper level is greater than the
polarizability in the lower level, the frequency of the transition investigated shifts to
lower values in accordance with the temporal form of the excitation pulses. The additive
contribution, which we measured experimentally, to the shift of the transition frequency
by each excitation pulse was 0.32¢h(W; =8 rJ) and 0.67 cm* (W,=70xJ), which
corresponds to polarizability differencelse;=100(30)x 10" ?*cm® and A a,=25(8)

X 10 %*cm?’.

The experimentally measured dependence of the anti-Stokes signal &figrgy
the productW;W, of the energies of the excitation pulses with fixed initial detunings
Awg correspond to aA wg=const section through the three-dimensional dependence
presented in Fig. 2a. Figure 2b shows the computational results with the same scale as in
Fig. 2a but neglecting the Stark effect. In this case, the nutation picture is symmetric with
respect to thed wg=0 plane: ForAwy=0, as the productV,;W, increases, the system
successively passes through a state of maximum polariz@tierBloch vector lies in the
horizontal plang maximum inversion(the Bloch vector points upwards along the
axig), then once again maximum polarization, and finally back to the initial state. The
region of maximum polarization corresponds to the apex of the three-dimensional depen-
dence, and its total width is determined by the doubled Rabi frequértyhe region
marked by the arrow in Fig. 2b is the inversion region.

The Stark shift introduces characteristic features in the nutation. Even with exact
tuning to resonanceXNwo=0), for smallW and W, the dye-laser pulse with energy
W;=10uJ leads to a detuning because of the Stark shift=0.4 cm !, as a result of
which the signal amplitude is small. F&rwy,>0 the Stark shift increases the detuning
Aw even more and the signal drops off rapidly, which experiment confirms Afegy
<0, satisfaction of the conditioA wy+Awg=0 for the corresponding amplitudés,
andA, means that the Stark shift compensates the negative initial detuning and brings the
system to resonance. The larger the valu¢fab,|, the larger the resonance field am-
plitudes are. The nutation picture is “skewed” with respect to the, axis, extending
along the axis, given by the conditidwy+ A wg=0; in addition, agA wg| increases, a
signal appears with increasing shift on W, scale. In the range af wy from O to
approximately— 2 cm ! the nutation amplitude increases, reaching the region of maxi-
mum polarizatioru?+ v2= 1. However, a$A wo| increases, the maximum shifts to larger
values of W;W,. The system still does not enter the inversion region, marked by the
arrow in Fig. 2a(the Bloch vector, having reached an almost horizontal position, then
moves downwards As |Awg| increases further, a digmarked by the arrow in Fig. 2a
appears at the apex of the three-dimensional dependence; this dip corresponds to a tran-
sition of the system into the inversion region, where the Bloch vector lies in the upper
hemisphere. The depth of the dip increases Witlv,|, but for the values ofV,W,
reached in the experiment it does not reach the bottom. The experimentally observed
dependences also demonstrated nutation of a similar character.

Computer simulation of the nutation shows that the above-described features of
optical nutation are very sensitive to the parameters of the model: the polarization dif-
ferencesA oy and Aa, and the coefficienty in the expression for the Rabi frequency,
proportional to the Raman scattering cross sectfofhis enabled us to estimate, by
comparing the experimental and computed dependences, the Raman scattering cross sec-
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tion for the experimental transition ado/do=1.5(0.6)x10 2’cné/sr. It should be
noted that while it describes the basic qualitative features of the observed nutation, the
model employed does not give complete agreement, specifically, it gives a larger delay of
the signal on thé&V,W, scale. This is probably due to the simplicity of the model.

6. In summary, we have detected optical nutation upon the resonant biharmonic
excitation of a Raman-active transition, leading to a substantial, even inverted, population
of the upper level. The form of the nutation depended on the initial detuning of the
biharmonic excitation frequency from Raman resonance; the resonance excitation range
is shifted to negative values of the initial detuning on account of the dynamic Stark effect.

We thank K. N. Drabovich for fruitful discussions and valuable remarks during the
preparation of this letter and A. V. Andreev, T. M. Il'inova, and S. Yu. Nikitin for a
discussion of the results. This work was supported by the Russian Fund for Fundamental
ResearchGrant 96-02-18837)a
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It is shown for a simple example that the formalism of quantum field
theory and the requirement of microcausality do not forbid complete
correlation of the results of measurements performed by two observers
separated by a spacelike interval.
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Quantum mechanics admits so-called entangled states, which became widely known
after the work of Einstein, Podolsky, and Rog&PR),! who examined the question of
whether or not a wave function gives a complete description. The “nonlocality” of the
correlations of two particles in an entangled state has no classical gnalegnrelativ-
istic quantum mechanics such nonlocality leads to a correlation between the results of
measurements performed by two spatially separated observers. Since in nonrelativistic
physics there are no limits on the propagation velocity of the interaction, a correlation of
the results of simultaneous measurements performed by two observers at spatially sepa-
rated points does not lead to any contradictions. We also note that the statistics of
measurements performed on entangled states leads to violation of the Bell inegfialities.
At the same time the special theory of relativity imposes a limit on the propagation
velocity of an interaction. A causal relation between points of space—time can exist only
if the points are located inside the light cotieey are separated by a timelike intejval
For this reason, in quantum field theory, at first glance, it would be natural to assume that
the results of measurements performed by two observers separated by a spacelike interval
cannot be correlated, i.e., they must be statistically independent. It turns out, however,
that in reality in the formalism of the relativistic theory there are no restrictions on the
correlation of the results of measurements at two points separated by a spacelike interval.
The point is that such a correlation is not equivalent to the existence of a causal link and
does not permit the transmittal of information faster than the speed of light.

An example of an entangled state of a composite system consisting of two nonrela-
tivistic particles is a wave function of the type

|¢)=f Ip)1| —p).dp, orin the coordinate representatidm:f [X)1]X)o0dx. (1)
In the state(1) neither particle has a completely determined momen(tooordinate.

Only the total momentum of the particlédifference of coordinateswhich is zero(the
particles are “located” the same distance from the coordinate griggndetermined. If

0021-3640/99/70(1)/7/$15.00 54 © 1999 American Institute of Physics
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measurements of the coordinates of the particles are performed by two spatially separated
observers, then if the result of a measurement by the first observer gives theyahe

result of the second observenig with certainty. A similar situation occurs in measure-
ments of the momenta of the particles. If the result of a measurement by the first observer
is py, then the result of measurement by the second observepiswith certainty. In
addition, measurements of the coordinates, for example, can be performed at the same
time at two points separated by a spacelike interval. In this sense the results of the
measurements are “instantaneously” correlated.

One of the basic postulates of relativistic quantum field theory is the requirement of
microcausality, which can be expressed formally as vanishing of the commutator of two
field operators at points separated by a spacelike intdntas postulated that the com-
mutator (anticommutator of two field operators is @&number function

[u(x),u(x’)]==iD(x—x").

A very important feature of the functidh(i—fd) is that it is zero for spacelike intervals
(x—x")2=c?(x°-x°")2—|x—x'|2<0. The latter is interpreted as the absence of corre-
lations between the values of the fields at two points separated by a spacelike interval
(see, for example, Ref. 4, where no distinctions are made between the correlation and the
causal link.

It will be shown below for a simple example that the formalism of quantum field
theory admits correlations between the values of a field at points separated by a spacelike
interval. The result of a measurement at one point can completely determine the outcome
of a measurement at a second point, and nonetheless such a correlation between the two
outcomes of the measurements does not signify the existence of a causal link between
them. For measurements performed on an entangled state of a field a causal link exists,
conventionally speaking, between the point of “creation” of a two-particle entangled
state of the field and the two points where the measurements are performed. For this
reason, the violation of the Bell inequalities in the experiments of Ref. 5 in measurements
performed at two points separated by a spacelike interval on a biphoton state of a field
obtained with parametric conversion is unsurprising. Therefore microcausality does not
imply the absence of correlations between physical quantities characterizing the state of
a field at two points separated by a spacelike interval.

The amplituded of an arbitrary state of a field in the Fock representation can be

obtained as the action of field creation operamT$§<)i on the vacuum state of the field
D, a

s
O= ...JT:(kl,...,kn)a(ki—mi)...5(R§—m§)u1+(R)l...un*(R)ndkl...kn@().
2
The integration in Eq(2) extends over states on the mass shell.

In what follows we shall work with massless particles, e.g., photons. The four-

dimensional vector potential operatdkﬁ(i) are required to satisfy the Bose commuta-
tion relations

[A;(X), Ah(X)]-=ig"™Dg (x—X'),
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whereg"™ is the metric tensorgd®= —g''= —g??=—-g%*=1) andD, (x—X') is the
negative-frequency part of the commutation function:

Dy (X)= o 3/2fdk5(k2 )6(— k°)exp(|kx)_is(x°)5( N),

e(x9)=0(x°)—0(—=x°%), N=(x%*-x
which is nonzero and possesses a singularity on the light cone. The four-dimensional
vector potential operators have the form
As ()=

exp(_|kx)A (k)= k)exp(+|kx)a (k),

3/2fr (27 p/zf\/ﬁ

wherear;(k) are creation and annihilation operators for four types of photons — two
transverse, one “timelike,” and one longitudinaThe latter are fictitious and are intro-
duced to preserve the four-dimensional structure of the vector potential, and

[arﬁ(k),aﬁ(k’)L: —g"Mo(k—k"), (e%€)=8,p5(a,B=1,23),

=0, €= —
IkI

For what follows it is convenient to switch to two transverse polarizations of the photons.
The vector—potential operator in such a gauge acquires the form

. 1
A(Xx)=

22w W 3, fetknar (k\exp—iki-+etk,Ma (kA explki),

k
[e(k,D)xek)]=—ek,2), ek)= TK[ [a”(k,N),a (k' \")]-= 8,y o(k—k").

To perform the integration ovek? in Eq. (2), it is convenient to make a change of
variables. In this case the relativistic analog of the EPR (dauiis a field state of the form

dk,dk
= f f 5(k1+kz)[a+(k1a1)a+(k2,2)+a+(k1,2)a+(k211)]ﬁ¢’o- &)
1 2

This field state is entangled with respect to momenta and polarizations of the photons.
The coefficient singular functiod(k;+k,) in Eq. (3) should be interpreted as the
improper limit of the coefficient functions from the principal spa¢gK;,k,)— 8(k4
+Kk5)). In what follows it will be more convenient to work with the normalized states of
the type(3), i.e., with the substitutiod(k, +k,)—F(kq k).

The propagation amplitude of the field in the case of creation at the poip{®,}
and annihilation at the pointg/{,y,) satisfies the causality condition, and it is nonzero

for points lying on the light cone. Indeed, changing to operators inthepresentation,
we have

N .~ dk
a+(x,)\)=J a*(k,)\)exmkx)ﬁ.
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In an entangled state the creation operator of the field can be represented as

V¥ (Xg,X)=F

P
9%y Xy

[ [ra*tamati2

dk,dk,
V2k9\2K8

Derivative operators can be substituted for the numkeis the arguments of if F is
a sufficiently smooth function.

+a*(ky,2)at (ky, 1) ]exdi(kix;+koxo)]

The propagation amplitude of the field is given by the expression

O W (y1,Y2) W (X1, %) Py

N O T I L P SN S
+Dg (X1 —Y2)Dg (X Y1)}

For bosons the propagation amplitude is a symmetrized combination of positive-

frequency commutation functions. The amplitude itself is nonzero and singular on the

light cone. On going over to an ideal EPR pair the limit of the amplituBe-(5)

becomes an improper limit. For any coefficient function from the principal spkce (

— &) the amplitude is always nonzero only on the light conéx;—y;)2=0].

We shall now discuss measurements on an EPR state. In contrast to nonrelativistic
quantum mechanics, there is no systematic and complete theory of measurements in
relativistic quantum field theory.

In nonrelativistic quantum mechanics any measurement on a system can be de-
scribed by a mapping of a convex set of states of the system, which is described by
positive operators with unit tradeensity matrices into a distribution of probabilities on
some measurable set of results. Such mappings can be described by operator expansions
of unity on the measurable set of resulégee, for example, Ref.)6Working with field
states with a fixed number of particlés a subspace of Fock stajea measurement can
be constructed by analogy with the expansion of unity for the nonrelativistic case. We
introduce the local detection operators

fa*(k,x)exp(n&l)dk) fa(k',x)exq—iﬁ'%l)dk'), (4)

-3,

and similarly for the second observer at the pomt A given measurement can be
interpreted as a measurement of the number of photons, irrespective of the polarization,
at the point§<1 and§<2, respectively. In nonrelativistic quantum mechanics this measure-
ment would correspond to an expansion of unity of the form

M(dx)= 2,
s=1.1

f|k,s)exp(ik~x)dk f{k’,s|exp(—ik-’x)dk’ dx, fM(dx)=I,

where|k,s) is a state of a nonrelativistic particle with momentinand spins.
A calculation of the commutator of the detection operators shows that
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. . _ . N RN
[M(Xl).M(Xz)]=2(2w)3I; (B+(X1)B‘(Xz)ﬁDo(Xz—X1)
2

n ~ 0 n n
- B+(X2)B(X1)&_X(2)D0(X2_X1)) ,

Bi(ii>=f a® (k,\)exp( =ikx;)dk,

i.e., [M(x1),M(X,)]#0 only on the light cone,x;—X,)?=0. Therefore it would be
natural to conjecture that the results of measurements of the opelmé@; andM (§<2)

can be correlated only ifx; —X,)2=0 (for massive particles, if{; —X,)2=0). In reality,
however, it turns out that for certain states of the fighdluding EPR statesa correlation

can also exist if ¥; — x,)2<0.
Because of the singularity of the functions in quantum field theory it makes sense to
talk only about relative probability in measurements. The joint probability of detecting

photons with polarization; at the pointx; and\, at the pointx, has the form(the
detection operators are taken in normal form, where the annihilation operators stand to
the left of the creation operators

Pr(X1,M1;%2,12) =®* M (X)) M (Xp): ®=BE W :M(X,)M(Xp): W dy.
Here

dk,dk,

% _d,,
J2K0 263 °

<1>=\1f+q>0=f J F(ky ko)[a®(ky,Dat(ky,2)+at (kp,2)a" (ky,2)]

and we find(omitting inconsequential numerical factprs
2

Pf(;(lﬂ\l;;(za)\z):(5>\1,15>\2,2+ Ox,200,0 |F Dy (X1)Dg (X2)| . (5)

. . d
i—,i—
Xy Xy

A complete correlation exists in polarization measurements performed by two observers,
and the probability is nonzero, as follows from E§), even if the observers are sepa-
rated by a spacelike interval. In the limit of ideal EPR correlatidhs»(5) the expression

for the probability reduces to the followingve omit a factor containing the polariza-
tions):

PI(X1;%p) = =D (—= X)Dg (D) =[Dg (D)% A= (x]+x5.X1—%o). (6)
The probability is given by the product of two singular generalized functions. Even

though each cofactor is singular A%=0, this product and its Fourier transform none-
theless exist as generalized functidrighis is because the carrier of the functibn lies
in the forward part of the light cone. We note that the singularity inRhefunctions in

Eq. (6) lies on the surfac&?=0 (for other entangled states the singularity can occur for
a different combination of argumentand not on the light cone, wher&l(— §<2)2=0.

The Fourier transform of Eq6) has the form
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n n n n PN 1 ,\
AD; (~ 1005 (V)= [ D§(~ g (expikidi= 5~ o(k?) (i)

Since the integration extends only over the front part of the light cone, the probaéjlity
is determined as a generalized function

-~ A 1 O a2 T S P
Pr(xl;x2)=g J (k") 6(k )exp(—lk)()dk=—Es(X )55(2()4— ;P ?

S(X°%—r)—8(X%+r)

e(X%)8(A%) = T

2__ 2
re=(xX;—Xs)".

The requirement of microcausality in quantum field theory does not forbid complete
correlations in measurements performed by two observers separated by a spacelike inter-
val on an entangled EPR state of the field. Such a correlation in the results of measure-
ments does not signify the existence of a causal link, because even though the outcome of
a measurement at one point predetermines the outcome of a measurement performed at a
second point, such correlations in themselves do not permit transmitting information
between two observers faster than the speed of light. Indeed, information transmission
and a causal link between two points imply that the first observer can praphig own

volition at least two different quantum states of the field, which then reach the second
observer. A change in the state of the field cannot propagate to the second observer faster
than the speed of light; this is a consequence of the requirement of microcadksality
cality of commutation relations

For measurements on a two-particle EPR state of the field, the result obtained by the
first observer is unknown to him beforehand, and this circumstance makes it impossible
for him to transmit informationto realize a causal link with the second observér
causal link exists betweamme“source” (cause EPR state of the field anslvo results of
measurementgffecty. The propagation amplitude of the field from the source to each
observer is not faster than light.

This work was supported by the Russian Fund for Fundamental Resg¢aajbct
No. 99-02-1812.
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DWe note that for massive particles, because of the exponential “tails” of the fundiidnghe propagation
amplitude of the field is nonzero outside the light cone at the Compton length, but this does not destroy
causality(see Ref. 4 for details
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It is proposed that the state space of quantum objects with a compli-
cated discrete spectrum be used as a basis for multiqubit recording and
processing of information in a quantum computer. As an example,
nuclear spin 3/2 is considered. The possibilities of writing and reading
two quantum bits of information, preparation of the initial state, and the
implementation of the operations “rotation” and “controlled nega-
tion,” which are sufficient for constructing complex algorithms, are
demonstrated. €1999 American Institute of Physics.
[S0021-364(99)01113-3

PACS numbers: 03.67.Lx, 03.67.Hk, 03.65.Bz

We shall consider a nucleus with sdis3/2 and with an electric quadrupole mo-
ment in an axisymmetric crystalline electric field and a constant magnetic field parallel to
the symmetry axis. We assume that the Zeeman energy is greater than the quadrupole
energy, so that the nucleus possesses four nonequidistant spin energyHgvaisl
eigenfunctionsy,, (m= £ 3/2,%+ 1/2), which are eigenfunctions of tlrecomponent, of
the nuclear spin.

Let a radio frequencyrf) field 2H ,cod).t, polarized along thg axis and resonant
for a certain pair of energy levels(),=E,—E,, act on the spin. The interaction op-
eratorH, with the field in the interaction representation contains a time-independent term
Ha,ef= 7 yHa[(M|ly|n)Ppn+ (n|ly|m)P, ] and rapidly oscillatingat frequencies which
are multiples of}, and E,—E;)/#) terms, whose role in the evolution of the spin states
is negligible.(Here and below, to simplify the notation we use &4 matrix represen-
tation of the projection operatof,, for which all of the matrix elementp,, are zero
exceptpn,=1. Projection operators are very convenient because of their very simple
propertiesPyPmn= 6/mPxn @Nd P k= dniXm - 1N addition, 1, 2, 3, and 4 will stand for
the indices— 3/2, — 1/2, +1/2, and+ 3/2, respectively.

The evolution operator of the spin states under the interaétipgy is

U(®a) =[Pmnt Panlco ¢4/2) +[ Pyt Py ]+ [ Pam— Pmnlsin(¢a/2), (1)

where ¢,=2(yHt)|{m|ly|n)|, E,>E,, and the indicesk,|#m,n. If the rf field
2H:cod),,,t is polarized along the axis, the evolution operator is

Ut(@1) =[Pmmt Panlcos ¢¢/2) +[ Pyt Py 1+ i[Pamt Pmnlsin(e¢/2), (1a

0021-3640/99/70(1)/5/$15.00 61 © 1999 American Institute of Physics
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where ;=2 (yH;t)[(m[Ix|n)|.

In the currently accepted NMR model of a quantum computer rea exchange-
coupled spindR=1/2 andS=1/2 are considered as a basis for constructing quantum
logic elements*In the formalism of quantum mechanics the states of such a system and
the operations on them are written in abstractfour-dimensional space, which is a
direct productl’r®I' 5 of the two-dimensional spaces of eigenstates ofréda spinsR
andS. In our case, to clarify the information aspect of the proposed logical operations it
is convenient to perform the inverse procedure: to represent the four-dimensional space
I'y, corresponding taeal spin 3/2, as a direct produdtr®I'5 of two abstracttwo-
dimensional states spacesfattitious spinsR and S. Then any operatoP in the four-
dimensional basis can be expressed as a linear combination of the direct pRa&ts
operators given in the subspades andI's. The following isomorphic correspondence
exists between the basjm) of the spacd’, and the basigm,)®|m,) of the direct
productl’'r®I's:

x| =12 - 12)=[1D), [xs)*|+1/2)|-1/2)=[0D),
X2y | = 12|+ 12)=[10), [xa)|+1/2)|+1/2)=]00),

where|10) and so on are the notations adopted in information theory for states of two
guantum bits(qubitg. The energies corresponding to these states sdfigfyE,>E,
>E,.

As is well known, the initial state for quantum algorithms developed on an abstract
quantum computer is the stat@0)«|y,). From the standpoint of subsequent quantum
calculations the spin density matrix

pinit=consf 1+ const P,,], 2

where1l is the unit matrix in the spacE,, the equivalent of the stat€0) . It does not
change under unitary computational transformations and does not contribute to the ob-
served signal when the result is read.

In a sample of macroscopic size a collection of such nuclei forms an ensemble,
whose spin levels in equilibrium are populated according to the Boltzmann distribution

pe=ZeXp(—pBH), Z '=Tiexp—pH)], B=1KT, (3

and at room temperature the relative difference of the populations of the spin levels is
ordinarily of the order of 10°-10 © or less. Therefore, to obtain the staig,= const

-P,, directly by cooling requires very low temperatures, which, besides presenting sub-
stantial technological difficulties, will affect the speed of the entire computational cycle.

A procedure whose idea goes back to Ref. 3 is proposed. Let the required calculation
consist of performing the transformatiah,,, of the statep;;, while the spin system is
in a state given by the density matki&), which in the high-temperature approximation is

Peq:Z[1+27\umrr|]1 1=3Pnm, (4)

where\ ,=E,/KT andm=1,2,3,4. We shall show that the sum of the results of three
specially prescribed transformations of the statgis equivalent to a transformation of
the statep;,;. Indeed, assume that we are required to perform a calculation which is a
unitary transformatiot.,n,, of the states of spih. We define the unitary transformations
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Uy =Ua(m)Up(7) =Pyg+ Pyt Pyt Pyg,
U, =Up(m)Uqa(7) = — P1o— Pogt P31+ Puy,

whereU,4() is the propagato(l) for a pulsed rf field at frequenc@,=(E,—E,)/#%,
which performs a rotation by the angje= 7r, andU, () is the propagator for a resonant
rf pulse at frequencyl,=(E,—E3)/%. It can be verified that the average of the three
transformationsJcomp, UcomdJ1, andUgomdJz,

(1/3)[UcompPedUlomp™ Ucomid 106 U ompt Ucomg2pedI3U omel
= (1/3)Ucomg peqt U1pedU] + U2pedUD) Uloms= UcompPinitUtomp:
is a computation obJ,y, 0n the density matrix
Pinit=Z[ @1+ BPy4l, (5

wherea=1+1/J N1+ A+ Azl andB=N,— LI N1+ N+ N3]

We shall specify the rotation by a certain angle in the sgagander the condition
that the spacd’y is invariant. This can be done by acting on the spiwith a two-
frequency rf pulse containing the resonance frequen€lgs-(E;—E,)/A and
=(Ez—E,4)/h. The propagator of such a transformation in the sdacevill be the sum
of propagators of the forrfil) which perform rotation by the same anglg=¢.= ¢ at
each transition:

Uarc(@, @) =1c0g ¢/2) +[Pyy— Pyt Pag— Pag]sin( ¢/2).
It can be expressed as follows in terms of the operators of the spacasdl':
Ua+c(@,¢) = (R11+ R ®[(Sy1+ Sp0) €O ¢/2) + (Sp— S12)sin( ¢/2) ]
=exp(i(¢/2)1g® Sy}, (6)

which proves the assertion made abdfar fictitious spins 1/2 the indices 1 and 2 are
used instead of- 1/2 and+ 1/2, respectively; unit matrices are definedlas >R, and
1s=>S,m, M=1,2). Similarly, the propagator for a two-frequency rf pulse with carrier
(filling) frequencied) 4= (E1—E3)/A andQ .= (E,—E,)/% and anglespg= ¢.= ¢, Will
equal, analogously,

Ug+el@,¢) =[Pt Pag]cod ¢/2) + [ Pyo— Poslsin(¢/2)
+[P3st+ P11]cog ¢/2) + [ P31~ Py3]sin(¢/2)
and can be expressed in terms of the spin operators of the spacesdI'5 as
Ud+e(@, @) =[(R11+ R22)COL¢/2) + (R~ R12)siN(¢/2) |© (Spy+ Sp0)
=expi(e/2)Ry® 14}, (7)

which is a rotation by the angle in the spacel’'y with I's remaining unchanged.
Generally speaking, the transitions at the frequen€igsand (), are forbidden in the
initially adopted configuration of the magnetic and crystalline electric fields. In this case
we shall assume that a small entanglement of the wave functions due to a deviation of
from zero(or for other reasonsallows these transitions, and a large amplitude of the ac
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field provides the required rotation angle. All results of the present letter can also be
obtained with an arbitrary configuration of fields, but this would unjustifiably complicate
the exposition.

Next, the transformatiot;(¢;) at o=, defined as
Us( ) = [Pagt Pag] +i1[ P21+ Py,

performs the two-bit operation “controlled negation” CNOT — it performs the operation
NOT on a spinSif the spinR s in state|1) and leaves the spi unchanged if the spin
Ris in a statg0). Indeed, it is easy to check that

Us(m)|x1)=Us(m)[11)=[10), Us(m)|x2)=Us(m)[10)=|11),

Ur(m)|x3)=U(m)[01)=[01),  U(m)|xa)=U¢()|00)=|00).
Hence one can see that the evolution operétgdrr) can be represented in the basis
I'keT's as

Ur(m)=|0)(0]@ 1s+[1)(1|® S=Ry;® 15+ R1®S;, 8
which proves the assertion made above.

To find the result of the computations it is necessary to read the state of the final
density matrixpq = Ucomppinitulomp- NMR methods make it possible to measure all
elements of the density matrix by tomography of st&tés an illustration, we shall
examine a variant of reading in the particular case of a diagonal density matrix

Pout=MoltZumPmm, m=1,234 @)

in the important situation where the result of the computation is one of the $fates

i.e., when only one of the quantitigs,, can be nonzero. It is necessary to operate on the
spin 3/2 under consideration with a pulsed two-frequency rf field, which generates a
free-precession signal at the resonance frequeiizigsand ()3, by rotating the density
matrix elements by the angles,= ¢.= 7/2. Such a pulse corresponds to the evolution
operator

Us=Uy(m/2)Uo(7/2) = (1N2)[ 1+ Poy— Pyt Pag— Pag]. (10)

Under the evolution operat¢t0) the density matrix9) in the Schrainger representation
assumes the form

p() =12 (p1+ ) (P11t Pop) + (gt p3)(Pagt Pag)
+(p1— o) [PoreXp( —it€d5) + Poexp(it{dyy) ]
+ (3= pa) [ Pagexp( —itQ3q) + Paexp(itQz4) 1}, (11)

where time is measured from the end of the computational cycle. In a state described by
the density matriX11), the quantum-mechanical averages of the transverse spin compo-
nents become nonzero,

(e (0)Y=(1+il ) =(V3(Pagt Pop) + 2Py =T p(t) (1, +il )]
= \3(pa— pa) X —itQap) + V3( 1 — po)exp —itQyy), (12)
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and a precession of the nuclear spin, inducing in the detection coil a periodic voltage at
the two resonance frequenci@s, and Q) 3, with Fourier components/3(uz— u4) and
V3(1— o), arises in a plane perpendicular to the constant magnetic field. We note that
an identical pulse acting on the equilibrium density matdx would have produced a
similar precession but with Fourier componen8Z(A3—\,) and y3Z(A;—\,). A
measurement of the sign of the ratios

b3 =(m3z—ma)/(Ng—Ng) and by=(m1—p2)/(N1—Np)

of the corresponding Fourier components before and after the computation permits de-
termining the final state of two fictitious spins:

if b3,<0 andb,,=0, then the result of the computation|B0),
if b3,>0 andb,=0, then the result of the computation|&1),
if b3,=0 andb,,<0, then the result of the computation| ),
if b3,=0 andb;,>0, then the result of the computation|ikl).

Nuclear spin 3/2 is not rare. Nuclei with such spin appear in the most diverse and
easily accessible materials. Writing of two qubits on discrete levels of a single quantum
particle obviates the need for an exchange interaction between the carriers of the qubits,
which in existing schemes for implementing quantum gates must be suppressed by spe-
cial methods, complicating the implementation of algorithms. The scheme described
above applies to quantum systems of arbitrary physical nature. In principle, the same
purpose can be served by using nuclear spins of large magniafige choosing four
suitable energy levels ESR spectra with effective spif*=3/2, and optical energy
levels. Only the expressions for the resonance frequencies and the matrix elements of the
operators will change. Specifically, one can use a nuclear quadrupole resonance energy
spectrum, splitor not spliy by the interaction with a static magnetic field is suitable. The
use of effective spin§*=3/2 and therefore a large number of discrete energy levels
gives, generally speaking, additional possibilities, which are not discussed in the present
work.

*)e-mail: ermakov@sci.ken.ru
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