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Electrostatic interaction energies in a disordered monodisperse system
of metallic granules are calculated. The calculation is performed in the
dipole approximation for particles that cannot be regarded as point
charges. The dependences of the charging energies of the particles on
the concentration of the metallic phase as well as the dependences of
the interaction energy of the charged particles on the distances between
them are obtained. €1999 American Institute of Physics.
[S0021-364(99)00714-9
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A great deal of attention has been devoted in recent years to studying composite
materials(or granular medipcontaining small metallic particles distributed randomly in
a dielectric matrix. The description of the electric properties of such structures is based
on the concept of charging energy, i.e., the electrostatic energy required to charge an
individual metal particle with a certain char@g usually equal to the charge of a single
electron. If this energy is high compared with the thermal en&fythen it will deter-
mine the temperature and field dependences of the electric conductivity of a granular
medium?~3

To give a quantitative description of the conductivity it is necessary to determine the
ground state of a system of metallic particles and to find the spectrum of its excitations
involving transitions of electrons between particldn.turn, this requires the matri&ij"’
of the capacitance and electrostatic inductance coefficients which relates the energy of the
system with its charge state:

1
Eziizj Cj QiQ;.- @

To calculate the diagonal elements of this matffilke capacitance coefficientd is
sufficient to calculate the charging energy; of each particle in a neutral environment,
while the off-diagonal elementshe electrostatic inductance coefficionise determined
from the charging energy;; of a pair of particles in a neutral environment.

In existing theoretical works the mean-field approximatia ordinarily used to
estimate the energids;; andV;;, or the Coulomb interaction is calculated using formu-
las for point charges and an effective permittiityHowever, neither approximation is
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FIG. 1. Method of images for twda) and three(b) spheres:b=r?/a, b;=r%/a;, b,=r?/a,, q=Qblr,
q,=Qb; /r, andg,=Qb,/r.

adequately substantiated, specifically, the concept of effective permittivity itself is appli-
cable only at distances that are large compared with the scale of nonuniformity of the
medium. Moreover, both approaches completely ignore the rms deviatigg ahdV;;

due to the randomness of the relative arrangement of the metallic particles in the medium.

In the present letter we endeavor to calculate more accurately the electrostatic in-
teraction energies in a system of charged metallic particles in the case that the particle
sizes are comparable to the interparticle distances, and therefore the particles cannot be
regarded as point charges.

In the numerical model employed the granular medium is a collection of metallic
spheres which have a fixed radiugnd are randomly arranged in a fixed volume. The
parameter of such an arrangement is the minimum admissible distapgebetween
neighboring spheres. The following method was used to implement the quasirandom
arrangement numerically: Initially the spheres were arranged in a regular cubic lattice,
after which an initial velocity was assigned to each sphere according to a random law and
the motion of all spheres was calculated with their collisions taken into account. The
effective radius of the spheres was taken ta8e=r + A /2. This guaranteed that the
distance between the spheres cannot be lessAhan In addition, all collisions were
assumed to be completely inelastic, i.e., after each collision the velocity of a sphere was
once again considered to be random. The calculation was terminated after each sphere
had undergone a large numhseveral tensof collisions, and the arrangement obtained
was used later as a random realization.

In the zeroth approximation the charging energy of a metallic spherg js
=Q?/2er, whereQ is the charge on the sphereis the radius of the sphere, aads the
permittivity of the surrounding medium. The coefficientrLis the reciprocaC ! of the
electric capacitance of the sphere. In first order of the dipole expansion, the polarization
of neutral spheres surrounding a given charge sphere must be taken into account. For this,
we shall consider first the existing analytical solution of the problem of the interaction
energy of two metallic spheres, of which one is charged to a chHanghile the other is
neutral. To a first approximation we shall assume that the charge distribution in the
charged sphere is uniform, and we shall construct the polarization of the neutral sphere
by the method of imagésFig. 13. We shall calculate the electrostatic energy of such a
system as the energy of the electric field in all space outside the spheres:
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FIG. 2. Energy of a system of two spheifebarged and neutralcalculated in the dipole approximatigsolid
curve and using to the exact analytical formy@ashed curve
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2
E=J F(R) d°R, 2)

whereF (R) is the electric field of the charg€® g, and—q in vacuum(see Fig. 1a The
integration in Eq.(2) was performed numerically by the Monte Carlo method, and the
result was compared with the exact analytical solufisee, for example, Ref.)6The
result of this comparison is displayed in Fig. 2. It is evident from the figure that for
intersphere distances>2r +r/4 the discrepancy between the first dipole approximation
and the exact solution is less than 5%.

To find the total energ¥,; of a system of one charged sphéii@ an environment
of neutral spheres all pairwise dipole corrections to the energy of a charged sphere from
each of the neutral spheres were calculated and summed. The dipole—dipole interaction
of neutral spheres with one another was neglected, since it is of the next order of small-
ness. The calculations were performed for a system of 1000 spheres arranged by the
method described above and averaged over all spheres located at distances greater than
L/4, whereL is the size of the system, from the boundaries of the system. In addition,
averaging over 100 realizations of random arrangements was performed.

The average charging enerBy computed in this manner is presented in Fig. 3 as a
function of the density of metallic spheres for various values of the paramgjgof the
random arrangement. The dashed curve shows the same dependence for spheres arranged
in a simple cubic lattice. In addition, the same figure shows the curves of the rms
deviation ofE, from the average value d&_ for the same parameters. The inset in Fig.
3 shows as an example the distribution of the charging energies of spheres for a particular
case. It is evident that for sufficiently high densities of the metallic phase the rms devia-
tion of the values ofE, can be a substantial fraction of the average valye and
together with the random potenfiait serves as a source of diagonal disorder in the
granular medium.

To calculate in the same approximation the energy of a system of two charged
spheres surrounded by neutral spheres, it is necessary to find in the dipole approximation
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FIG. 3. Average charging energy of a sphere and its rms deviatias a function of the concentration of the
metallic phase for various values of the parametgy, of the arrangement and for a cubic lattice of granules
(dashed curve

the energy of a system of three spheres, one of which is neutral while the two others are
charged, for example, with charg@sand — Q. Just as in preceding analysis, we shall use
the method of imaged-=ig. 1b) to take account of the polarization of the spheres, and we
shall calculate the energy of such a system using(Bqwhere the integration extends
over the entire space outside all three spheres. Subtracting from the energy obtained in
this manner the energy of a system consisting of two isolated charged sjibettesy

0:=0, g,=0), we obtain a correction due to the polarization of a neutral sphere. To
calculate the total energy of a system consisting of two charged spheres in an environ-
ment of neutral spheres, we shall sum the corrections due to all neutral spheres, once
again neglecting the dipole—dipole interaction of the neutral spheres with one another.

The dependence of the interaction energy of charged spheres, computed in this
manner, on the intersphere distance is presented in Fig. 4 for the cases of attraction
(charges with different sign@nd (charges with like signs The curves presented in the
figure were averaged just as in the case of the charging energies.

24 424
2.0} 120
&
w
w 16} —41.6
1.2 41,2
0.8 . 1 i 1 . J " i .Al Il I L 0.8
0 5 10 15 20 5 10 15 20
alr

FIG. 4. Electrostatic energy of a system of two charged spheres with charges with the Baie and
different (E*~) signs surrounded by neutral spheres as a function of the intersphere distance for volume
concentrations of the metallic phase 10&band 20%(b).
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The elements of the inverse mat(Dgl can be obtained from the charging energies
of an arbitrary pair of spherésandj with charges of like E* *) or different €* ™) signs
according to the formulés

c:l ¢t c:t ¢t
E*F= ; +%+Cﬁl Q> and Ef =|—+-—2--C;!|Q?, ®d

while the half sum of the energigs' * andE* ~ should equal the sum of the charging
energies of the spherésandj. Thus we can calculate the same quantity — the sum of
charging energiegor the diagonal elements of the inverse matrix of capacitance coeffi-
cienty — for any pair of spheres by two independent methods. The computational accu-
racy can be estimated by comparing the results of these calculations. The thick solid line
in Fig. 4 shows the half sumE(" "+ E* ~)/2 and the fine line shows the half sur(
+Ej)/2 of the charging energies. As one can see from the figure, the discrepancy
between these curves i81% for a 10% concentration and2% for a 20% concentra-

tion. In order of magnitude this discrepancy is the maximum accuracy that can be ob-
tained in the dipole approximation. As the concentration of spheres increases, this accu-
racy decreases, because on the average more spheres are located at a short distance from
one another, where the error of the dipole approximation is l&sge Fig. 2

The dashed curves in Fig. 4 the distance dependence of the average energy of a
system of two charged spheres for the case that the electrostatic interaction of these
spheres is treated as the interaction of point charges:

E. 1

EcO “al’ (4)

Vpoint: 2 ECO(

It is evident that for sufficiently large intersphere distancas 15-r) expression(4)
describes the computed dependences well. An important feature of the asymptotic ex-
pression(4) is that the part describing the intersphere interaction does not contain a
concentration-dependent effective permittivity, i.e., the Coulomb interaction at large dis-
tances drops off just as in a pure dielectric with no metallic inclusions.

In summary, in the present letter we have obtained the dependence of the basic
electrostatic energy parameters of a disordered granular medium on the concentration of
the metallic phase. The calculation was performed in the dipole approximation neglecting
the dipole—dipole interaction. The energy parameters, such as the charging energy of an
individual granule and the electrostatic interaction energy of a pair of charged granules,
obtained make it possible to find the matrix of capacitances and electrostatic inductances
of the system, which in turn makes it possible to determine the electrostatic energy of an
arbitrary distribution of charges over the granules using (Eg.

The computational results showed that the average charging energy of a granule for
a fixed concentration of the metallic phase depends on the geometric parameters of the
distribution of granules in the dielectric matrix and that for sufficiently high concentra-
tions the rms deviation of this energy can be several tens of percent of its magnitude. It
was also shown that the Coulomb interaction between two charged granules at large
distances is insensitive to the existence of the other granules and thereby does not depend



110 JETP Lett., Vol. 70, No. 2, 25 July 1999 Zakge m et al.

on the concentration of the metallic phase. However, at short distances the Coulomb
interaction is screened, the screening being progressively stronger the higher the concen-
tration of the metallic phase.
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It is shown that a second energy scdlg>T, arises in the Kondo
problem. Perturbation theory is valid only in the regibm T,. For this
reason, the transition from weak to strong coupling occurs at tempera-
tures much higher than the Kondo temperaflige © 1999 American
Institute of Physics.S0021-364(09)00814-3
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In investigations of the Kondo problem it is ordinarily assumed that there is only one
energy scale and that the theory is renormaliziblénvestigation of the dependence of
the average electron spin of an impurity atonTat0O as a function of the magnetic field
strengtt has shown that perturbation theory is inapplicable even for strong magnetic
fieldsuH>T,, whereu is the Bohr magneton ant, is the Kondo temperature. For this
reason it is a good idea that the hypothesis that there is only one energy scale and the
renormalizability of the exchange interaction be checked using finite-temperature pertur-
bation theory. The investigation is complicated by the fact that, as will be shown below,
in the Kondo problem the free energyis not a sum of irreducible diagrams.

We shall assume that the interaction of a magnetic impurity with the conduction
electrons is described by the exchange Hamiltonian

A=Fig+ [ 00 V(=i (1) 0 (12 el 20001

H
2 [ eree-ettroecen,. &

Here the operatorg, andy. create an electron in a state localized on an impurity
and in the continuous spectrum, respectively. The partition fun&iahfinite tempera-
ture can be written as

. . T
Z:Trexp(—H/T)zTr{eHO’T 1—f dr V(1)
0

1T T " .
+_fo dTlJ'OldTZV(Tl)V(TZ)_ A }], (2)
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where
V(r)=eMorv(r)eFor, (3)

We shall employ the symmetric model to cut off the matrix elements with cutoff
energyD.® For T=0 we showed that the dependence of the ground-state energy on the
magnetic field strength is insensitive to the form of the cutoff. In perturbation theory
there arises the quantity

®(1)=2 (1—nk>e*”k=f

D e 1
, 9601 g @

wheren, is the Fermi distribution function of the electrons, and the eneigis mea-
sured from the Fermi surface. It is easy to verify that

2 nkeTek:fD
k

dé e (1+exp é/T)) 1=d(7). (5)
D

The function®(7) satisfies
O(r)=P(1UT—17). (6)

Equations(4), (5), and (6) greatly simplify the calculation of the perturbation series.
From Egs.(4) and(5) we find

1_e7D(l/T77') 1 *® (_)n

1T—7  UT+r —27";2 (n/T)2—7-2'

(1= (1-e D7)+ @

It is easy to check that near a singularityT(<1) the function®(7) can be represented
as

1 3 2
(I)(T)Z;(l—e DT)+€T27'+O(T(T7')3). (8)

In the second order of perturbation theory we find from Egs.(4), and(5)

Z,=25Z0g%(Jo+Ip), 9
where
ir 1 exp(—uH(m— 7)) +exp( —uH/T+ uH(7— 7))
_ 20, _
(10)

Jo=IH=0, Zi0= 2 coshuH/2T), andZj is the partition function of a free electron gas. In
Eq. (9) g is a dimensionless coupling constant, defined by the relation

D
> <V>(---)—>gf_D di(. ).

Expression9) and (10) are identical to the results of Ref. 3.

In the third order of perturbation theory the expression for the partition function is
still quite simple
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2,-~2240? | dr, [ "o [ P im0y b7
0 0 0
XN (11— 1)+ N (13— 73) +. 4 (11— 73)}, (12)

where

uH
e*/.LH‘r_i_e* T+,u.HT

A (7)=

1+e #HIT

The fourth-order terms lead to the appearance of a second energy scale in the Kondo
problem. For this reason, we present the complete expression for the fourth-order correc-
tion Z,:

e 4 E ) 1T T T 73
Z4 ZOZOQ (J0+JH) + dTl dT2 d7'3 d7'4
2 0 0 0 0

X[ D27y 1) DX (73— 74) (N (11— 1)+ (73— 74)) = (11— 9) N (73— 174))

+ D% (71— 1) DA 7= 73) (N (11— T2) + (73— 74)) =N (11— 74) ) (72— 73))

- (1)2( T1— 7'3)(1)2( To— 7'4)(‘/]/.( T1— 7'3) +/1/.( To— ’7'4)) +./f’/.( T1— '7'3)‘/]’/.( To— 7'4))

1T T T T
+f d7-1J 1d72f 2d73f A7 B (7= 74) D (73— 74)D( 1y~ 73) (71— 1)
0 0 0 0

X2+20 (11— 7))t (13— 70)) + N (11— 7o)+ N (11— Ta) + N (10— T4) +.I
X(13= 7)) + ) (11— T3) T+ (15— 73)) = (75— 79 P (73— 7)) (71— T3) P (71— 7))
X(2+/](7'1_ Tz)'i‘./f'/.(Tg_ 74))_(D(Tl_ 7'4)(1)(7'2_ T4)q)(7'2_ 73)(D(Tl_ 7'3)

X (2 +/]/( T1— 7'4) +/I( To— 7'3))]} . (12)

Expressiong9), (11), and(12) make it possible to find the correction arising to the
free energy as a result of the interaction. It contains a large term that is proportional to the
cutoff energyD and depends on the interaction constr®rdinarily, this contribution is
treated as a shif6E of the ground-state energy and it is assumed to be temperature-
independent to all orders in the coupling consi@gnthen the quantityE so determined
should be identical to all orders i (for the same cutoffto the shiftSE of the ground
state and found af=0.

We shall now show that this identity occurs only in second and third orders in the
coupling constang. A difference arises in fourth order, leading to a second energy scale
in the Kondo problem.

From Egs.(9), (11), and(12) we find
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=dx (xdy(l—e ) (1—e ¥)(1—e *V
—S8E=D gz4ln2—3g3f —f Y i i )
o X Jo y(x=y)

(1-e ) (1-eY)(1—e ?)(1—e XHY+D)

4 ” -
+g GL dxdydz XyAXFy+2)

oc (1—e  )2(1— e~ (VF2)2
—3f dxdydz . (13
0 (X+y)*(y+2)?
The quantitySE was found in Ref. 4. Using the results of Ref(see Appendix & we
write the expression fosE in the form

o= 2 _ 3 1 dfld§2d§3
5E‘D[94'”2 G e E E)
+94fld§ dé,désdé 19 - ‘
o TERETESITSA (G E) (1 E)(E1HEs)  (E11E)(E1+ER)(Ea+Ey)
- 4 . 1 ]
(E11 &) (61 &) (E1téa+ &3t Ey)  (E11E)(E3t &) (St &t E3tEy) ||
(14
Next, we find from Eqs(13) and(14)
1o dédédés 77'_2
fo GrE)GtrE) 22T
=dx (xdy(1-e ") (1-e V) (1-e V) 72 [q? 1
fo x Joy X—y % ?_421 znnz)' (19
Since
w° ” 1
— -4 =2In?2, (16)

3 h=1 2"n2 B
the expressions fofE and SE are identical in the second and third orders of perturbation
theory. In fourth order we find from Eq$13) and (14)

1
(€11 &) (&1+E3) (€11 Ey)
3 1 3 1
(E1+ &) (611 E3)(E3+Ey) (611 E)(E1+E) (&1 €+ E31Ey)

_ 1
(5~ 08)=4g'D | dz,deede,

1
T et B (bot &) (at Ear Eat E0) ] 7

Using the relation
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fl d§,d&,désdé, _ 1 fl d§,d&,dé3dE,

0 (&1t &)1t E)(EatEatéotéatéy) 2 Jo(&1tEa)(E1tE2)(E3TEa)’
(18)

we write expressioti16) for the energy differencedE — SE) in the form

1+x 1+y
In In

—(8E— 5E)=4g"D fldxln3 1rx —§fldxdy X Y L
0 X 2)o X+y '
(19

where the integral is determined by the expression

NE dédépdésdé, - - -
= fo (E1186) (&3t € (&t &t ErtEstén) =40In2-24In3+2 nzl n222n’
(20

It is convenient to calculate the two remaining integrals in B@) together. Simple
transformations yield

1 1+x)\ 3 (ldxdy [1+x 1+y
f dxIn3 — ——f In
0 2 Jo Xty X y
= dxInx In(x/2) o1
=In®2— J ————————=—-2In*2-6| {(3)-2 : 21
2 X(x—1)(x—2) ((( ) nzl 2nn3) (2D
where(x) is the Riemann zeta function.
Substituting expression20) and (21) into Eq. (19) we find
—(8E—SE)=4g*D{ 40In2—24In3+2 >, -21In®2
=1 n222n
1
-6l ((3)-2 > =g°D-3.8506. (22)
=1 2nn3

The fact that the right-hand side of E@2) is nonzero signifies that a second character-
istic energy scald , such thafl\ <Ty<ep, exists in the Kondo problem. To determine
this scale it is necessary to investigate the higher-order terms of the perturbation theory.
In zero magnetic field the anomalous terms appear only in the eighth order of perturba-
tion theory and lead to a correctiaif to the free energy as

o l(y+2z2)l{(x+2z
5F=24JDggf dxdydzl(y Mal )(1—e*<x+y+2>)2, (23
0 (X+y+2)?

where the integral,(a) is determined by the expression
» dx(1—e %)?
ll<a>=f — (24)
a X

In order of magnitude one has
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SF~geD/T. (29

A comparison of the corrections to the specific heat from the fourth-order terms
determined by Eq(23) and the eighth-order terms in E(R5) shows that in order of
magnitude the second characteristic energy s€alm the Kondo problem is

To~g2D. (26

This value ofTj is identical to the expression obtained in Ref. 6 in the self-consistent
field approximation.

The quantity./(7) in the expression for the partition function can appear in no
more than one cofactor in any order of perturbation theory. This property is due to the
fact that only one electron is always present in a localized state. Nonetheless, in a
magnetic field the anomalous terms appear in the free energy likewise only in eighth
order in the coupling constagt Apparently, the poinT is a crossover from perturba-
tion theory to strong coupling. The perturbation theory holds only in the ramge,.
Strong coupling obtains in the range<T,,.
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The transformation of quantum size levels into virtual levels upon a
change in the electric field in an AlAs/GaAs superlattice located in the
i region of ap—i—n structure is studied experimentally and theoreti-
cally. It is shown that an interfacial state at the boundary between the
superlattice and thp-GaAs contact layer results in a resonant increase
in the probability of photoelectron tunneling from the contact into the
superlattice via Wannier—Stark levels. ©99 American Institute of
Physics[S0021-364(109)00914-7

PACS numbers: 73.61.Ey, 73.40.Kp, 73.20.Dx

It is well known that when a discrete level in a potential well approaches the bottom
of the continuum and transforms into a virtual level, resonant quantum scattering of slow
particles occurd.The cross section for scattering by a spherical well approaches infinity,
and according to Levinson’s theorem the scattering phase changes @gnversely, a
symmetric one-dimensional well becomes completely transparent when a discrete level
transforms into a virtual levelone-dimensional Ramsauer effettA virtual level has
been observed in the scattering of a neutron by a proton with antiparallel spins, and a
discrete resonance level of a deuteron has been observed in scattering of the same par-
ticles with parallel spind.However, the transformation of a discrete resonance into a
virtual level upon a continuous variation of the parameters of a potential well has still not
been observed. In contrast to atomic and nuclear physics the parameters of potential wells
and barriers can be easily controlled in semiconductor microstructures and superlattices.
Fine tuning of the electronic spectrum of semiconductor superlattices by varying the
thickness and the composition of individual layers during epitaxy as well as the strength
of the electric field has made it possible to observe a number of phenomena, which have
long been predicted theoretically but have never been observed experimentally in ordi-
nary crystals. Specifically, Wannier—Stark localization processes in an electric fieid
delocalization of electronic states on account of resonant Zener tunneling between Stark
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states, originating from different miniband&have been studied experimentally in semi-
conductor superlattices. Edge statesedicted by Tamm for ideal crystdisave been
observed experimentally at the boundary between an AlGaAs/GaAs superlattice and a
wide-gap AlAs layer. In the present letter we report the observation of an interfacial state
at the boundary between a narrow-gaaAs layer and an AlAs/GaAs superlattice and

the observation of resonances corresponding to transformation of interfacial and Stark
discrete levels into virtual levels.

The experimental samples consisted psfi—n diodes, whose undopedregions
contained short-perio@AlAs),/(GaAs, superlattices wittm=3 andn=10-13 mono-
layers(ML) and 50 periods. The samples were grown by molecular-beam eitBd)
on GaA$100) substrate$X° The superlattice was separated from the substrate by a 1000
nm thick, heavily dopeai™-GaAs buffer layer, which was used as the bottom contact. A
200 nm thickp™-GaAs contact layer was grown on top of the superlattice. The contact
regions were doped t0>610'® cm™ 3. The details of the method used to grow the super-
lattices and to monitor their structural perfection are described in Refs. 9 and 10. Mesa
structures~1 mm in diameter and Ohmic contacts to theand p-type layers were
prepared on the initial epitaxial structures. Measurements of the spectra of the photocur-
rent arising between the contacts under illumination of the structure were performed at
4.2 K on the automated setup described in Ref. 10.

The measured voltage dependences of the photoculf&f)t for mesa structures
prepared on different sections of the growth ring are shown in Figotly. HereV is the
total voltage drop across the superlattice with allowance for the built-in potential of the
p—i—n structure Vo= 1.52 V. Because the superlattice parameters varied over the area of
the ring, the mesa structures correspond to a different effective Wik of the GaAs
wells in the range 10—-12 ML. The measurements were performed for photon energies
near the band gap of GaAs. In the given spectral region, the probability of optical
transitions on Wannier—Stark levéidecreases exponentially with the photon energy, so
that these transitions are not observed in the form of individual peaks. At the same time
transport resonancépeaks 1—Jare observed in thé(V) curves because of photoelec-
tron production in the contact region. As shown in Ref. 11, the position of these reso-
nances does not depend on the photon energy and corresponds to electron tunneling from
the p-GaAs layer into the Stark levels in the superlattice. To show more clearly the
characteristic features of the photocurrent in the voltage range 2—6 V, a fragment of one
of the measured(V) curves is constructed in the inset using a linear scale. It is evident
from Fig. 1 that thel(V) curves for different mesa structures have a similar form. It is
also evident that adg,psincreases, the positions of the transport resonances systemati-
cally shift in the direction of lower voltages. This shift is due to the decrease in the
energy of the ground quantization level in GaAs wells. At the same time the reason for
the nonmonotonic dependence of the amplitude of the resonances on the resonance num-
ber as well as the origin of the additional, wider, photocurrent peak, which is most clearly
seen in the inset in Fig. 1 between the first and second Stark resonances, are unclear.

To clarify these questions we calculated the energy spectrum, wave functions, and
current in the experimental superlattice. The calculation was performed by solving nu-
merically the Schrdinger equation using the method described in Ref. 12. The problem
of the reflection and transmission of electrons incident on the superlattice from the
p-GaAs contact region was solved. The superlattice parameters were determined by com-
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FIG. 1. Experimentalcircles, left-hand scajeand theoreticalsolid lines, right-hand scalecurves of the
photocurrent] versus the potentiaf for different mesa structures corresponding to effective witi of the

wells in the AlAs/GaAs superlatticgn monolayers a) dgaas= 11.8 ML; b) 10.4 ML; c) 9.8 ML. Curve d was
calculated neglecting the interfacial potential well. The experimental curves were measiired.2tK with

photon energieg w near the band gap of GaAs: &w=1.521 eV; b) 1.653 eV; ¢) 1.550 eV. The numbers
denote the peaks of resonance origin via the Stark levels of the corresponding GaAs wells; the arrow marks a
resonance with an interfacial levéR). The curves are shifted along the vertical axis as a visual aid. Inset:
Fragment of the experimental curdinear scalg measured on the mesa structure a.

paring the calculations with the measured field dependences of the positions of the optical
resonances — the peaks in the photocurrent spectra that correspond to direct and indirect
optical transitions to the Wannier—Stark lev&lsThe thicknessesig,as Of the GaAs

wells presented in the caption to Fig. 1 were determined from such a comparison for each
mesa structure. As shown in Ref. 10, the deviations of the layer thicknesses from integer
values are due to the atomic-scale roughness of the heterointerfaces. The fluctuations of
the barrier thicknessay,s have a much weaker effect on the electron energy spectrum,
so that we employed the nominal valdgas=3 ML. Comparing the calculations and the
experimental dependences of the optical resonances on the voltage acrgss-the
structure showed that the width of théayer is 4—10 nm greater than the width of the
superlattice because of the presence of thin, dopant-depfEtedGaAs regions near the
superlattice. The penetration of the electric field in the contact region results in the
formation of a potential well in front of the superlattice. All forms of elastic and inelastic
electron scattering by the irregularities of the heterointerfaces and by phonons were taken
into account by fixing the imaginary correction to the potential over the entire length of
the superlattice. The imaginary part of the potential describes the departure of particles
from a given coherent state in the “lifetime” approximaties-#/Im[ U (x,E)], wherex

is the coordinate an# is the energy component corresponding to motion along the axis
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of the superlattice. The reflection coefficidRin the elastic channel was calculated as a
function of the electric field. The transmission coefficiérmdetermining the magnitude of

the photocurrent was calculated Bs 1 — R, since as a result of energy and momentum
dissipation the electrons that have entered the superlattice can no longer return into the
p-GaAs layer and they contribute to the photocurrent.

The theoretical curves of the electron transmission coeffidiéx) as a function of
voltage are shown in Fig. (solid lines a, b, and c). These curves were computed for
three mesa structures with different thicknesses of the GaAs layers with allowance for the
presence of a triangular interfacial well in front of the superlattice. The wigtd nm
of the interfacial well and the characteristic kinetic energy of the electrons incident on the
superlatticeEq=3.5 meV, were found by obtaining the best fit of the theoretical curves
to the experimental curves. For comparison, curve d shows the depen@ficealcu-
lated neglecting the interfacial well for a superlattice witgyas=11.8 ML. It is evident
that the computed curves a—c satisfactorily describe the experiment, including the posi-
tion, shape, and nonmonotonic dependence of the amplitude on the number for transport
resonancesgpeaks 1-% corresponding to Wannier—Stark levels in wells 1—4 lining up
with the bottom of the continuum ip-GaAs. The photocurrent peaks 1-4 arise as a
result of the successive transformation of the edge Stark levels of the superlattice into
virtual levels. Comparing the curves a and d in Fig. 1 shows that a correct calculation of
the tunneling, taking into account the presence of a potential well for electrons at the
boundary with the contact layer, makes it possible not only to describe correctly the
general form of the voltage dependences of the photocurrent but also to refine the num-
bering of the transport resonancésiVe note that the fact thak, is greater than the
average thermal energy could be due to the smearing of the energies of the incident
electrons because of the fluctuation potential of the charged impurities. The smearing of
the energies and the fluctuations of the layer thicknesses also lead to additional broaden-
ing of the measured transport resonances as compared with the computed resonances.

It is noteworthy that the calculation also reproduces well the additional resonance
shown by the arrow between the first and second Stark resondfige4). To determine
the nature of the observed resonances we analyzed plots of the probability density dis-
tributions |W|? of the incident electrons along the axis of the superlattice. These plots,
calculated for various voltages on the superlattice, are shown in Fig. 2. The solid curves
1, 2, 4, and 10 correspond to transport resonances with Stark levels in the fourth, third,
second, and first wells, respectively. It is evident that for these curves the maximum of
|W|? shifts systematically from the fourth into the first GaAs well of the superlattice. The
curves|¥|? displayed in Fig. 2(dashed linesshow that electron penetration into the
superlattice does not occur for intermediate nonresonant values of the field. The solid
curve? corresponds to a maximum of the additional interfacial resonédife Analysis
showed that this resonance corresponds to transformation of a quasidiscrete interfacial
level in the well between thp-GaAs contact layer and the superlatti®&x4.32 V) into
a virtual level withV<4.32 V. The quasidiscrete resonance state corresponds to slow
exponential decay of the wave function into the contact region and rapid oscillatory
decay into the superlattice. In Fig. 2, an interfacial resonance appears as an increase in the
probability of observing an electron near tpeGaAs boundary with the superlattice.
From the form of the curves 5-9 in Fig. 2 it is evident that the passage of an interfacial
resonance is accompanied by substantial displacement of the nodes and antinodes of the
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FIG. 2. Curves of the probability densiiyl'|? versus the coordinate along the axis of the GaAs/AlAs super-
lattice for dgaae=11.8 ML and different values of the voltage 1 —V=2.08 V; 2 —2.61V;3 —29V,;
4—344V;5—39V;6-42V;7—432V;8—46V;9—49V,;10—5.55V; 11 —6.3V. The solid
curves 1, 2, 4, and 10 correspond to resonances of electrons, incident frpaGtogs layer, with Stark levels

in the fourth, third, second, and first GaAs wells, respectively. The solid curve 7 corresponds to a maximum of
the interfacial resonance. The dashed curves correspond to intermgdiatesonantvalues of the potential.

The profile of the superlattice potential in the conduction band is shown schematically together with curve 4.

electron wave in the contact layer. These displacements correspond to a change in the
phase of the reflected wave as the interfacial level emerges info-@&sAs continuum.

It is evident from Fig. 1 that the narrow Stark resonances appear against the back-
ground due to a wide interfacial state. The interaction of the resonances increases the
probability of electron tunneling into the superlattice and leads to the characteristic non-
monotonic form of the photocurrent curves. For mesa structure a, the interfacial reso-
nance falls in the interval between the first and second Stark resonances and therefore
appears in the form of an individual spectral feature on the computed curve and in the
experiment(see inset in Fig. 1 As the width of the GaAs wells decreagesrves b and
¢), the Stark resonances shift in the direction of stronger electric fields. As a result, for
curve c the interfacial and second Stark resonances merge into a single wide, intense
peak. In the absence of an interfacial potential well and, correspondingly, an interfacial
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resonance, the probability of electron tunneling frpfaAs into the superlattice drops
sharply(curve d in Fig. ).

Thus, in the present work the transformation of quasidiscrete resonance levels into
virtual levels as a result of the variation of the electric field in an AlAs/GaAs superlattice
was studied experimentally and theoretically. An interfacial state was observed to arise at
the boundary between the superlattice and the contact layer. The presence of this state
increases the probability of photoelectron tunneling from the contact into the superlattice
via Wannier—Stark levels and makes it possible to control the phase of the electronic
waves in the contact region by varying the voltage on the structure.
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Plasticization effect and the excitation of the electronic
subsystem in an LiF single crystal by an ultraweak
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Plasticization is detected during stress relaxation in uniaxially loaded
LiF single crystals irradiated with an ultraweak flux of thermalized
neutrongUFTN) with intensityl,,~ 100 neutrons/cRs. It is shown that
when loaded LiF samples are irradiated with an UFTN, excitation of
the electronic subsystem of the crystal is observed and is manifested in
a stimulation of deformation exoemission of electrons and the genera-
tion of F centers. ©1999 American Institute of Physics.
[S0021-364(99)01014-3

PACS numbers: 61.80.Hg, 62.44, 62.20.Fe

It has been established previously that during irradiation of certain strongly nonequi-
librium solids with an ultraweak flux of thermalized neutrd#=TN) with intensityl,,
<10? neutrons/crfs, one observes an anomalous increase of the capture of the neutron
flux, accompanied by a measurable generation of defects in the irradiated ctystals.
should be noted that the effects observed under UFTN irradiation are nontrivial, since
from the energy standpoint their formation at first glance appears to be not in keeping
with the neutron fluence interacting with the sample. For this reason, defect formation in
crystals under UFTN irradiation can be attributed to a manifestation of a basically “ul-
tralow dose” synergetic effect that destroys the energy batrdrthe same time it has
recently been establishethat very weak electromagnetic influences affect the dynamics
of dislocations and point defects in surface layers of alkali-halide cryedl€s). This
effect has been studied in detail in Refs. 6 and 7. It indicates that the change in the defect
structure of AHCs and, specifically, their plastic flow likewise can be stimulated by
absorption of quite small amounts of energy.

In the present work, to determine the nature of the effect of UFTN on nonequilib-
rium crystalline systems we investigated the regimes of relaxation of mechanical stresses
and the accompanying processes leading to stimulation of deformation electron exoemis-
sion (DEE)®~1%in LiF crystals irradiated with an ultraweak flux of thermalized neutrons.

In the experiments we used LiF single crystgisoduced by LOMQ, grown from
the melt, with total divalent impurity concentration10™2 at. %. The yield stress of the
crystals waso,=9.0 MPa. Immediately before being placed into the apparatus,510
x 1.5 mm samples were punched out of a monoblock al@®dj) cleavage planes and
pressed between dies to a fixed total deformation. The initial uniaxial compression stress

0021-3640/99/70(2)/6/$15.00 123 © 1999 American Institute of Physics
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FIG. 1. Curvel: DEE kinetics of an LiF single crystaéfresh cleavageunder a uniaxial load-= 7.0 MPa under
conditions of the natural thermal-neutron backgrotresidual straire,<0.1%). Curve2: Same for a different
LiF sample witho="7.0 MPa in the presence of an UFTN source wijtk 100 neutrons/c&s (n*) and with the

source removedn( ). The arrows mark the moments when the neutron source is inserted and refmesiaaal

strain of the sample,=0.1%).

was chosen in the range=7.0—10 MPa, depending on the experimental conditions. The
holder together with the sample was placed into a vacuum charfbel ® Torr). The

DEE was detected using a YE6 channel electron multiplier. The vacuum apparatus,
which is described in Ref. 11, was surrounded by a 15 cm thick layer of “neutrostop”
(Co) polyethylene blocks to ensure thermalization and reflection of thermal neutrons. To
produce a field of thermalized neutrons, a Cf-252 source of fast neutrons with intensity
I =1.5x 10° neutron/s, emitted into a# solid angle, was placed inside the apparatus 20
cm from the sample. The neutron source placed in a lead container, in turn, was covered
with a 5 cmthick polyethylene shell.

Neutron-radiation analysis was used to determine the intensity of the thermalized-
neutron flux and the fraction of UFTN captured in the sanifii#ectron spin resonance
was used to estimate the concentration of color celketgpe) generated in LiF crystals,
under a mechanical load, by the UFFh{2

The kinetics of DEE in an LiF crystal held in a regime of stress relaxation below the
macroscopic yield stress in the absence of UFTN is displayed in Figuve 1). As
expected, the DEE curve in this case decays exponentially, which is due to the damping
of the dislocation current under conditions of stress relaxation in the s&mpaen the
UFTN (n*) source is inserted into the setup, the DEE decay stops raffitly 1, curve
2). After the neutron source is removed () the DEE decay is restored almost instan-
taneously. This continues with repetition of the procedure9 {~(n~) up to a decrease
of the emission intensity by approximately a factor of 2 from the initial level. At the same
time, when the UFTN source is inserted, periodic electron mechanoemission spikes are
observed to appear; these spikes are absent under conditions of the natural neutron back-
ground(Fig. 1, curvel) and indicate the formation of microcracks in the near-surface
layer of the deformed crystaf.In the presence of macroscopic residual deformation of
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FIG. 2. DEE kinetics in a uniaxially loaded LiF crystar€ 9.2 MPa) with insertioni*) and removal ()
of a neutron sourcéresidual strain of the samplg,=1.5%).

single crystals, after the removal of the load and after irradiation with UFTN, i.e., for
€,>1%, the character of the DEE kineti@Sig. 2) is fundamentally different from that

in samples where the residual deformation is weak. The insertion of a neutron source
(n*) for samples under a stress close to the macroscopic yield Fagt2) leads to their
additional deformation, accompanied by an increase in the integrated intensity of DEE
and microcrack formation, which leads to intense electron mechanoemission spikes.
When the source is removed (), the DEE intensity does not decrease, i.e., the decay
before the introduction of the UFTN is nor restored, since under macroplastic deforma-
tion of the crystal substantial internal microstresses, additionally stimulating displace-
ment of the mobile dislocations and, in consequence, increasing the DEE vyield, arise at
the ends of the stopped slip bands.

It should be underscored that the observed changes produced in the kinetic features
of DEE as a result of the interaction of uniaxially loaded LiF crystals with UFTN, despite
the individuality of the DEE spectrum of each individual crystal, are defimit¢ statis-
tical), since the detection of DEE under conditions of the natural background and in the
presence of UFTN is performed in different time intervals on the same sample.

According to existing ideas concerning the mechanism of dislocation exoemission of
electrons in AHCs, for low strain rateép(fv 107%)° the DEE intensity is determined by
the dislocation current density in the loaded crystal and by the concentrationesfters
in it. For the DEE current to be constant, the dislocations moving toward the sample
surface must strip electrons from thecenters. The increase in the dislocation current in
the crystals under UFTN irradition in our experiments is confirmed by the presence of a
significant additional residual plastic deformation of the samples. The generatién of
centers in LiF single crystals was estimated by extrapolating the data obtained for pow-
dered samples prepared by pulverizing the initial single crystals, since because of the
weakness of the detected ESR signal it is impossible to determine the color centers in
single crystals which have not been colored in advance. The use of freshly pulverized LiF
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FIG. 3. ESR spectra of LiF powders &t 300 K, dispersed for 15 min under conditions of the natural neutron
background1) and under UFTN irradiatiof | ,= 100 neutrons/cRs.

powders makes it possible, at least, to judge qualitatively the contribution of UFTN to the
generation ofF centers in loaded crystals. Figure 3 shows the ESR spectra obtained at
T=300 K. The spectrum of an LiF crystal pulverized in 15 min under the conditions of
the natural neutron background consists of a wide likkl € 120 Oe,g=2.0018), which

is attributed to the signal frort centers’ localized isotropically in dispersed particles
(Fig. 3, curvel). The intensity of the signal obtained for powder pulverized under
conditions of the natural neutron background is quite by, 10* spins/g. At the same
time the intensity of the analogous sign#&lig. 3, curve2) obtained for LiF powders
dispersed in 15 min under irradiation with UF¥Nis at least an order of magnitude
greater (,~ 10 spins/g. For this reason the ESR data permit drawing the conclusion
that the irradiation of LiF crystals with UFTN during mechanical loading results in the
additional generation of electronic color centeFsdenters.

To a first approximation the mechanism leading to of plasticization and a change in
the kinetics of DEE under UFTN irradiation is as follows. When the UFTN source is
introduced(Fig. 1, curve2, n™), dislocation transport and point-defect generation should
intensity in the interior volume of the crystal. Thermodynamically, this effect is equiva-
lent to an increase in the rate of plastic deformation or an increase in the temperature of
the sample under a mechanical load. Irradiation of samples with UFTN during stress
relaxation results in the appearance of an additional DEE component as a result of an
increase in the mobility of dislocations and the generatioR oénters. When the source
of UFTN is removed, the velocity of mobile dislocations decreases, which lowers the
level of plastic deformation of the crystal, a consequence of which will be a dropoff of
DEE (Fig. 1, curve2, n~). We note that microcrack formation, manifested as spikes in
electron mechanoemission, attests to intensification of the plastic deformation of LiF
samples under irradiation.

We shall now consider the possible physical causes of the observed plasticization
and excitation of the electronic subsystem of loaded LiF crystals under UFTN irradiation.
As measurements of neutron fluxes in the working volume of the apparatus by neutron-
radiation analysis showed, in the process of uniaxial compression of LiF single crystals,
up to 3.0% of the thermalized-neutron flux incident on the sample is absorbed. Effects of
UFTN absorption which are close in magnitude have been observed previously in other
nonequilibrium crystalline systems, where thermal neutrons change the physical
properties-~3 It can be inferred that the anomalous absorption of thermalized neutrons in
a loaded LiF crystal is due to the inelastic energy losses by slow neutrons scattered by
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nonequilibrium optical phonoh% generated in the lattice under the mechanical
excitation*® We shall estimate the effect of UFTN on the dynamics of dislocation trans-
port in a LiF single crystal on the basis of the idea that a large fraction of the energy of
compound nuclei which are produced as a result of the capture of thermal neutrons is
absorbed directly by the lattice surrounding nuctgmgutron Mssbauer effetf). When

the energy of compound nuclei is shed in the form of lattice excitations in zones of stress
concentration, it can be efficiently transferred to dislocations and/or dislocation-blocking
obstaclegimpurities and point defectsFor typical strain rateép~ 10 ° s ! the density

of mobile dislocations in the interior volume of a crystaNg=10° cm™? (Refs. 9 and

18). Taking into account the characteristic time during which the UFTN acts in our
experiments,,~ 10° s (Figs. 1 and 2and using the known relatibhbetween the plastic
deformation in the stress relaxation regime and the average dislocation velgcityz.,

€p= éprn= Ngbvgy7,, whereb is the Burgers vector andy=vyexd —(Ug—yo)/KT], we

can estimate the specific powdf; required to ensure plasticization of LiF samples as a
result of an increase in dislocation velocityy(—v,) under UFTN irradiation. Since in

the model under study the energy required to increase the dislocation velocity is actually
taken from the phonon subsystem of the cry§tahe corresponding estimate givi,

=1, cpp[KT?/(Up— ya)1In(epn/€p)=1 Jlcnis. Herec,=42 J/g deg is the specific heat

of the samplep=2.6 g/cn? is the density of the sampl&=300 K is the temperature,
Uy— yo=~0.7 eV is the activation energy for depinning of dislocations from obstacles in
a loaded sampl® y=10"2! cn?® is the activation volume swept out by a dislocation
depinned from an obstacle, arg, and €p, are the plastic deformation in the presence

and absence of UFTN, respectively,f,/e,=10).

At the same time, an estimate of the specific poW&rreleased in zones of stress
concentration, i.e., on pinned sections of dislocations, as a result of the conversion of the
energy of a compound nucleus produced by neutron capture into the energy of the
phonon subsystem giva¥, = (0.03 ,E,/h)/Ngb?c*3~10 J/cnis, wherel , is the inten-
sity of the UFTN,E,=2.1 MeV is the binding energy of a neutron iffla nucleus,h is
the thickness of the sample, ang-10 2 at. % is the atomic concentration of divalent
obstacles in the crystal.

It follows from the estimates presented that the specific powWer) (released by
capture of thermal neutrons is approximately an order of magnitude greater than the
power required to activate dislocation transport. In this connection, a substantial fraction
of W, can also be expended on the formation of anionic vacancies and filling of the
vacancies with electrons, i.e., on the generatioiir @enters E;=5.0 eV). In addition,
new F centers are formed as a result of intensification of crossings of delocdtions
moving under conditions of uniaxial loading of AHCs and under UFTN irradiation.
Therefore, when an UFTN is absorbed by a loaded LiF single crystal, conditions are
produced for stimulation of plastic flow, resulting in efficient excitation of the electronic
subsystem of the irradiated cryst@eneration of electronic color centers and intensifi-
cation of DEB. It should be underscored that effects due to disordering of AHCs under
the irradiation by thermal neutrons have been previously observed only in reactor
fluxes?°i.e., fluxes with densities at least ten orders of magnitude higher than that of the
UFTN employed.

In conclusion, we note that the additional mechanism of plasticization of AHCs by
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an UFTN could be rearrangement of the structure of the obstacles themselves, accompa-
nied by a decrease in the activation barriers to dislocation motion.

To specify in greater detail the micromechanism of the observed effect, additional
investigations using monoenergetic neutron beams and crystals with different impurity
concentration are planned.

We thank A. V. Strelkov, V. K. Ignatovich, L. B. Pikel'ner, and S. Z. Shmurak for
helpful discussions.
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A mechanism of dynamic self-polarization of nuclei is studied which is
weakly temperature-dependent and operates efficiently in low-
dimensional system&uantum wells, quantum dotslt is due to the
hyperfine interaction of nuclei with excitons whose spin polarization is
artificially maintained at zergby illuminating with unpolarized light

but for which nonequilibrium alignment occurs. Nuclear self-
polarization arises as a result of the conversion of the alignment of
excitons into nuclear orientation in the effective magnetic field of the
polarized nuclei. ©1999 American Institute of Physics.
[S0021-364(99)01114-7

PACS numbers: 76.70.Fz, 71.70.Jp

Dynamic self-polarization of nuclgiDSN) in solids was predicted by D’yakonov
and Perel®? DSN should arise in a system of nuclear spins interacting with electrons
whose spins are artificially disorderdétbr example, by illuminating with unpolarized
light). Then at temperatures below the critical temperaflige the disordered state of the
nuclei is unstable. The stable state is found to be one in which the nuclear spins are
almost completely polarized and which is maintained by the Overhauser effect. An esti-
mate for GaAs shows that,=1.3 K3 This imposes strict limitations on the light inten-
sity. On the one hand, the intensity must be high enough for efficient relaxation of
nuclear spins on photoelectrons and low enough to avoid overheating the lattice. This is
probably the reason why DSN has not been observed thus far.

In the present work we examine a different mechanism of DSN, which is weakly
temperature-dependent and efficient in low-dimensional systgomentum wells, quan-
tum dotg. It is due to the hyperfine interaction of nuclei with excitons, whose spin
polarization is maintained artificially at zero by illumination with unpolarized light. Just
as in Refs. 1 and 2, DSN is the result of the hyperfine interaction of nuclei with electrons
(the interaction of nuclei with holes is negligibly smalHowever, an important feature
of this mechanism is a strong correlation of the spins of the electron and the hole in the
exciton, resulting in alignment of excitorithe ground state of an exciton in quantum
wells contains four spin subleveldt arises as a result of the difference of the lifetimes
of the optically active and inactive excitons, it is comparatively weakly temperature-
dependent, and the degree of alignment can be close to one. In the absence of a magnetic

0021-3640/99/70(2)/6/$15.00 129 © 1999 American Institute of Physics
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FIG. 1. Energy-level scheme for the ground state of an exciton in quantum polarization.

field the nonequilibrium alignment of excitons does not result in polarization of the
nuclei. In an external magnetic field the symmetry decreases and alignment can be con-
verted into orientatior(polarization.* In this case the effective magnetic field of the
nuclei themselves plays the role of a magnetic field: The polarized nuclei produce an
effective field in which conversion of the nonequilibrium alignment of excitons into
nuclear polarization occurs, the initial polarization of the nuclei increases, and the disor-
dered state of the nuclear spins is unstable.

We note that the conversion of nonequilibrium alignment of excitons into the ori-
entation of nuclei could be promising for producing high degrees of nuclear polarization
in nanostructures.

We shall examine in greater detail the essence of the self-polarization of nuclei
interacting with excitons. The ground statk- hh1(1s) of an exciton with a heavy hole,
localized in a quantum well with a zinc blende lattice, is fourfold degenerate and is
characterized by angular momentum projectddr=s+j= =1, £2 on the growth axis
z||[001] of the structurethe electron spirs= +1/2 and the hole angular momentym
=+3/2). The exchange interaction splits this state into a radiative doubtEt and a
nonradiative doublet+2) (we neglect the comparatively small doublet splittings due to
the low symmetry of the nanostructireFigure 1 shows the energy-level scheme of
excitons in GaAs-type quantum-size structurég is the exchange splitting in an exci-
ton). If a small polarization of nucleiP\>0, has appeared as a result of fluctuations,
then the electron in an exciton undergoes Zeeman spliting:sAIPy (A is the hyper-
fine structure constant arldis the nuclear spin The energy of the excitonic levels in
which the electron spin is directed upwards incredies states+2) and|—1)), while
the energy of states with the electron spin directed downwétds states —2) and
|+ 1)) decreasegsee Fig. 1L We shall assume that only optically inactive excitons
| =2) exist and that the number of excitons in the stateg) and|—2) is the same. In
other words, alignment of the excitons exists but their polarization is zero. We assume the
lattice temperatur@ to be sufficiently high so that the thermal energy is much greater
than the characteristic spin splittings, and the D’yakonov—Perel’ mechanism of self-
polarization of nucléi? plays no role. The hyperfine interaction induces exciton transi-
tions from the staté+2) to the stateg/+1) (in the process, the angular momentum
projection of the nucleus increases byuith probability W, and also from the state
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| —2) to the stateé— 1) (the projection of the nuclear angular momentum decrease$ by 1
with probability W_ . In the first case the initial polarization of the nuclei increases and

in the second case it decreases. DSN arises as a result of the dependence of the polar-
ization time of the nuclei on the magnitude of the splitting of the spin levels of an
electron: The smaller the splitting, the more rapidly the electrons polarize the Auclei.
Then it is easy to see tha¥/,>W_. Therefore the initial fluctuation increases, the
splitting of the electron decreases even more, and so on. As a result, a stationary state in
which AlPy~ &, is established. Since in type-l GaAs-based quantum w&jts 100

weV® and Al=100 ueV,? the polarizationPy of the nuclei is close to 1. Localized
excitons(on island fluctuations of the quantum-well width or exciton in a quanturh dot
are responsible for the dynamic polarization, since the dynamic polarization time of the
nuclei by free excitons is lardejust as in the case of bulk semiconductdiEhe polar-

ized nuclei must split the spin levels of the optically active excifong), which can be
observed, for example, in experiments on optical near-field spectrocopy.

We shall now determine the magnitude of the nuclear polarization, assuming that
W, #W_. The hyperfine interaction conserves the total spin of the nucleus—electron
system in an exciton, so that the equations of balance for the stationary popuhafions
the spin sublevels of nuclei with spinhave the form

W, NN+ W N =W, N, _inp+W, ; N, in_y, )

wheren;, n,, n_4, andn_, are the numbers of excitons with angular momentum
projections+1, +2, —1, and— 2, respectivelyu is the projection of the nuclear spin
momentum on the axis. The probabilit)AN;,M_l in the first term on the left-hand side
of Eq. (1) describes a transition of a nucleus from the siate to the statg x—1) and

of an electron fronjs= —1/2) to |s= + 1/2)), forming an exciton with a hole for which
j=+3/2(see Fig. L The probability\N;_m of the reverse transition is related with the
probability of the direct transition by a thermodynamic reIatioW+
—exp(e/'DW+ (where € is the energy difference between the staess= —1/2
j=+3/2 and |,u 1,s=+1/2,j=+3/2)). At high temperatureswW, , =W, ,
=W, . The probabilitiesw, , ,=W,_, ,=W_ for the flipping of the spins of the
nucleus and the electron, formlng an excnon with a hole for whieh-3/2, have an
analogous meaning. We find from Eq)

N, Win+W_n, 1-wPy
N wW.n,+W_n, 1+wPy,’

2
pu—1
wheren,=n;+n_; andn,,=n,+n_, are the numbers of optically active and inactive
excitons, respectively; the paramet|,=(n,,—n,)/(n,,+n,) is the degree of align-
ment of the excitons, while the parameter (W, —W_)/(W_ . +W_) characterizes the
difference of the rates of polarization of the nuclei by electrons forming an exciton with
aj=+3/2 hole W,) and aj=—3/2 hole W_). The degree of polarizatioRy of the
nuclei can be expressed in terms of the Brillouin function

Pn=B;(Ix) and x=In

()

1+wPy;
1_WP12 )

This equation makes it possible to determine the stationary value of the nuclear polar-
ization for knownP,, andw. The quantityP,, is determined by the kinetics of creation,



132 JETP Lett., Vol. 70, No. 2, 25 July 1999 V. L. Korenev

relaxation, and recombination of excitons and is assumed to be independent of the
nuclear polarization. Howevew depends strongly oR\ because the polarization rates

of the nuclei depend on the splittingE of the electron spin levels. Indeed, the rate of
polarization of the nuclei by localized electrons has the form

1'*2
Woe ——————,
I'?+(AE)?

where the parametdi=*%/7. is inversely proportional to the correlation timg of the
random field produced by electrons at the nuclei and inducing transitions between the
spin sublevels of the nuclei. Using E@), the following relation can be obtained be-
tween the polarization rates of the nuclei:

4

W, T?+(E_;—E p)?

Woo T2H(E-Ep)?
Here the splitting of the spin levels of an electron forming an exciton with a hole with
j=—3/2 is essentially the splitting of the excitonic states2) and |—1), i.e., AE
=E_;—E_,=68,+AIPy (Fig. 1). Similarly, for an electron forming an exciton with a
j=+3/2 hole, the splittingQAE=E;—E>,= §,—AlIPy. In the first case the splitting
increases in the effective magnetic field of the nuclei, while in the second case it de-
creases. Using these relations we obtain

©)

28,AIPy

Y AP AT ©

Equations(3) and (6) give the solution of the problem of dynamic self-polarization of
nuclear interacting with localized excitons. They can be solved numerically. However, an
analytical solution can be obtained if the polarization of the nuclei is not too large. For
this, we expand the Brillouin function in a series and retain the first term. Then, taking
account of Eq(6), we have

1
N1+ 92+ (aPy)?’

Py=qP )

where

_4AI(I+1)P _F _AI
Q—3—50 121 7—30, 01—5—0-

Equation(7) always has a solution foPy=0. However, forqg>1+ y? there are two
additional solutions corresponding to a nonzero polarization of the nuclei

PNzi\/q—l—yz/a. (8)

The limit of stability of the state withPy=0 can be obtained using the dynamical
equation describing the relaxation of nuclei with characteristic fiméo the stationary
value (7) nearPy=0:

dPy_ 1/ o 1) Py
TR AR Fwev e A

9

l+‘y2 .
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As follows from Eq.(9), for g>1+ y? the state with zero polarization of the nuclei is
unstable.

Polarized nuclei produce an effective magnetic field that splits the statesand
| —1) of optically active excitongFig. 1) by the amount

SoVa—1-9", q>1+y?

Ei—E_1|=|AIP\|= .
EEal=latpy = T T

(10

We shall estimate this splitting for excitons localized in type-l GaAs-based quantum
wells. The typical exchange splitting §,~100 xeV,® and the parametehl(l+1)/3
~100 weV.2 If the number of inactive and active excitons forms the ratio 2:1, then
P.>=1/3 and the parameter~1.3. To determine the parameter1#/5y7. it is neces-

sary to know the correlation time of the electronic field. For localized excitons it is
determined by the shortest electron spin relaxation timgand their lifetimer~0.1 ns.
Experiments on optical orientation and alignment of excitons Shbuat the spin relax-
ation times of electrons and holes for localized excitons is of the order of their lifetime.
For this reason, for making estimates we take=7=0.1 ns. Then the parametef
~0.01 is negligibly small. Therefore in this case>1+ y? and the state with nonzero
polarization of the nuclePy~60% is stable, and the splitting of the statesl) and

|-1) is AIPy=60 neV. This splitting can be observed experimentally, for example,
using near-field optical spectroscopyo estimate the parametBy, we assumed that the
number of inactive excitons is greater than the number of active excitons. This situation
can occur with nonresonant excitation of electron—hole pairs, which then become bound
into excitons. In the absence of spin relaxation, the active excitons recombine both
radiatively and nonradiatively, while the inactive excitons combine only nonradiatively.
If the temperature is not too high, then the nonradiative channels are frozen out, and
inactive excitons will accumulate, so thRyj, is close to 1. These are the most favorable
conditions for DSN. For resonant excitation of excitons the situation is reversed. In this
caseP;,<0, q<0<1+ v?, and the unpolarized state of the nuclei is stable.

We examined above DSN in the absence of an external magnetic field. However, in
order for nuclear polarization not to vanish as a result of spin—spin interactions of the
nuclei a stabilizing field greater than the local nuclear fielg ~ 10 Hz (Ref. 2 must be
applied along thez axis. For low-dimensional systems there is one other reason. For
localization of an exciton on an anisotropic island in a quantum well or in a quantum dot,
there is an additional splitting of radiative and nonradiative excitonic Statese the
state|+ 1) mixes with|—1) and the staté+2) mixes with|—2). For example, for a
type-l GaAs-based nanostructure the splitting of the active stéteslO ueV.” The
splitting of the inactive states, as a rule, is small&ven though the anisotropic part of
the exchange interaction is less than the isotropic péyt-(L0 neV), it will prevent
DSN. For this reason, it is necessary to apply an external magnetidfigltbng thez
axis) such that the Zeeman splittingg B of the excitons will be greater thasy. For the
excitong factor,g=1, the fieldB=2 kHz.

In summary, dynamic self-polarization of nuclei can be accomplished by nonreso-
nant excitation of excitons with unpolarized light in GaAs/AlGaAs-type quantum wells
placed in a magnetic field in the Faraday geometry.

| am deeply grateful to V. P. Zakharchenya for steady interest in this work and to R.



134 JETP Lett., Vol. 70, No. 2, 25 July 1999 V. L. Korenev

I. Dzhioev and I. A. Merkulov for fruitful discussions. This work was partially supported
by the Russian Fund for Fundamental ResedRioject 98-02-1821)3 by a Grant in
Support of Scientific School§96-15-96393 and by the Fund for Interdepartmental
Scientific-Technical Programs as part of the program “Physics of Solid-State Nanostruc-
tures.”

*)e-mail: korenev@orient.ioffe.rssi.ru

IM. I. D’yakonov and V. I. Perel’, JETP Lettl6, 398(1972.

2M. I. D'yakonov, Zh. Eksp. Teor. Fiz67, 1500(1974 [Sov. Phys. JETRO, 746 (1974)].

3B. P. Zakharchenya and F. & (eds), Optical Orientation. Modern Problems of Condensed Meiia
Russian (Nauka, Leningrad, 1989

4R. I. Dzhioev, H. M. Gibbs, E. L. Ivchenket al, Phys. Rev. B56, 13405(1997; L. S. Vlasenko, M. P.
Vlasenko, V. N. Lomasoet al. Zh. Eksp. Teor. Fiz91, 1037(1986 [Sov. Phys. JETB4, 612 (1986].

SE. L. Ivchenko and G. E. PikuSuperlattices and Other Heterostructures. Symmetry and Optical Phenomena
(Springer-Verlag, Berlin, 1995

6V. K. Kalevich, V. L. Korenev, and O. M. Fedorova, JETP L&®, 349 (1990.

7S. W. Brown, T. A. Kennedy, D. Gammoet al, Phys. Rev. B54, R17339(1996; D. Gammon, S. W.
Brown et al, Science277, 85 (1997.

8H. W. van Kesteren, E. C. Cosman, W. A. J. A. van der Raal, Phys. Rev. B41, 5283(1990.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 70, NUMBER 2 25 JULY 1999

Quasi-long-range order in the random anisotropy
Heisenberg model

D. E. Feldman*)

Landau Institute of Theoretical Physics, Russian Academy of Sciences, 142432
Chernogolovka, Moscow Region, Russia

(Submitted 21 June 1999
Pis’'ma Zh. Kksp. Teor. Fiz70, No. 2, 130—13525 July 1999

The random field and random anisotrolyvector models are studied
with the functional renormalization group in—4e dimensions. The
random anisotropy Heisenberl€ 3) model has a phase with an in-
finite correlation length at low temperatures and weak disorder. The
correlation function of the magnetization obeys a power law
(m(ry)m(ry))~|r,—r,| %% The magnetic susceptibility diverges at
low fields asy~H "% In the random field\N-vector model the
correlation length is finite at arbitrarily weak disorder for ady 3.

© 1999 American Institute of Physids$0021-364(109)01214-1

PACS numbers: 75.10.Jm

The effect of impurities on the order in condensed matter is interesting, since dis-
order is almost inevitably present in any system. If the disorder is weak, the short range
order is the same as in the pure system. However, the large-distance behavior can be
strongly modified by arbitrarily weak disorder. This happens in systems of continuous
symmetry in the presence of a random symmetry-breaking fi€hk first experimental
example of this kind is the amorphous magh@&uring the last decade a lot of other
related objects have been found. These are liquid crystals in the porousmedietic
elastomeré,He-3 in aeroget,and vortex phases of impure superconductorle nature
of the low-temperature phases of these systems is still unclear. The only reliable state-
ment is that long-range order is abs&ht However, other details of the large-distance
behavior are poorly understood.

Neutron scatterinfgreveals sharp Bragg peaks in impure superconductors at low
temperatures and weak external magnetic fields. Since the vortices cannot form a regular
lattice! it is tempting to assume that there is a quasi-long-range ¢@eRO), that is the
correlation length is infinite and correlation functions vary slowly with the distance.
Recent theoreticl and numericaf studies of the random field Y model, which is the
simplest model of the vortex system in an impure supercondficopport this picture.
Theoretical advancéSare afforded by two new technical approaches: the functional
renormalization grou}d and the replica variational methdtl These methods are free
from the drawbacks of the standard renormalization group and give reasonable results.
The variational method considers the possibility of spontaneous replica symmetry break-
ing and treats the fluctuations approximately. On the other hand, the functional renormal-

0021-3640/99/70(2)/6/$15.00 135 © 1999 American Institute of Physics
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ization group provides a subtle analysis of the fluctuations about the replica-symmetrical
ground state. Surprisingly, the methods yield close and sometimes even the same results.

Both techniques were originally suggested for the random mantfotdand then
were used to obtain information about some other disordered systems with Abelian
symmetry'®14-16_ess is known about non-Abelian systems. The simplest of them are the
random field(RF)! and random anisotropyRA)?> Heisenberg models. The latter was
introduced as a model of the amorphous magnet.spite of a long discussion, the
question of QLRO in these models is still open. There is experimental evidence in favor
of no QLRO? On the other hand, recent numerical simulati8ssipport the possibility
of QLRO in these systems. The only theoretical approach developed up till now is based
on the spherical approximatibhand predicts the absence of QLRO when the number of
magnetization componenté>1. However, there is no reason for this approximation to
be valid atN~1.

In this letter we study the RB(N>3) and RAO(N>2) models in 4- ¢ dimen-
sions with the functional renormalization group. The large-distance behaviors of the
systems are found to be quite different. While in the @) model with N>3 the
correlation length is always finite, the RA HeisenbeMy=3) model has a phase with
QLRO. In this phase the correlation function of the magnetization obeys a power law and
the magnetic susceptibility diverges at low fields.

To describe the large-distance behavior at low temperatures we use the classical
nonlinearo model with the Hamiltonian

H:dex

wheren(x) is the unit vector of the magnetizatiow;,,(x) the random potential. In the
RF case it has the form

32 9,0(X)3,N(X) + Vime(X) |, 1)
M

Vimp=— 2 ha(0Nn,(x);  a@=1,... N, )

where the random fieldh(x) has a Gaussian distribution amda(x)hﬁ(x’)>=A25(x
—X")8,5. In the RA case the random potential is given by the equation

vimpz—EB Tag()NL()NG(X);  @,B=1,... N, (3)

where 7,4(x) is a Gaussian random variablér,(X) rya(x’)>:A25a75355(x—x’).
Random potential3) corresponds to the same symmetry as the more conventional choice
Vimp=—(h- n)? but is more convenient for further discussion.

The Imry—Ma argumen® suggests that in our problem, long-range order is absent
at any dimensioD <4. One can estimate the Larkin length, up to which there are strong
ferromagnetic correlations, with the following qualitative renormalization gr(R@)
approach. Remove the fast modes and rewrite the Hamiltonian in terms of the block spins
corresponding to the scale=ba, wherea is the ultraviolet cutoff. Then make a rescal-
ing such that the Hamiltonian is restored to its initial form with new constants
A(L),J(L). Dimensional analysis provides the estimates

J(L)~bP~23(a); A(L)~bP?A(a). (4)
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To estimate the typical anglé between neighboring block spins, one notes that the
effective field acting on each spin has two contributions: the exchange contribution and a
random one. The exchange contribution of ordi@r) is oriented along the local average
direction of the magnetization. The random contribution of or8lélt) may have any
direction. This allows one to write at low temperatures thgt)~A(L)/J(L). The

Larkin length corresponds to the conditiaf(L)~1 and equald ~(J/A)?“~P) in
agreement with the Imry—Ma arguménif.Eq. (4) were exact, the Larkin length could be
interpreted as the correlation length. However, there are two sources of corrections to Eq.
(4). Both of them are already relevant in the derivation of the RG equation for the pure
system in 2+ e dimensiong® The first source is the renormalization due to the interac-
tion, and the second results from the rescaling of the magnetization which is necessary to
ensure the fixed-length conditiorf=1. The leading corrections to E¢4) are propor-

tional to ¢2J, ¢?A. Thus, the RG equation for the combinatioA([)/J(L))? is the
following

d (A(L))Z (A(L))2+ (A(L)

4
ainC 3D ~€lan) tC m) e=4-b. ©

If the constantc in Eq. (5) is positive the Larkin length is indeed the same as the
correlation length. But it<0 the RG equation has a fixed point, corresponding to a
phase with an infinite correlation length. As is seen below, either situation is possible,
depending on the system.

To derive the RG equations in a systematic way we use the method, suggested by
Polyako?® for the pure system. The same consideration as inXNemodel® and
random manifold mod&f suggests that near a zero-temperature fixed point-ire 4
dimensions there is an infinite set of relevant operators. After replica averaging the
relevant part of the effective replica Hamiltonian can be represented in the form

1
HR:f dDX|:§ ﬁ% &#naﬂﬂna—%

wherea,b are replica indicesR(z) is some function, and the temperature. In the RA
case the functiolR(z) is even due to the symmetry with respect to changing the sign of
the magnetization.

R( nanb)
T2

: (6)

The one-loop RG equations for ti¢-component model in 4 ¢ dimensions are
obtained by a straightforward combination of the methods of Refs. 12 and 20. The RG
equations become simpler after the following substitution for the argument of the func-
tion R(z): z=cos¢. In terms of this new variable one has to find even periodic solutions
R(¢). The period is Zr in the RF case and in the RA case. In a zero-temperature fixed
point the one-loop equations are

dinT/dInL=—(D—-2)-2(N-2)R"(0)+O(R?,T); 7)
0=dR(¢)/dInL=€R(¢)+(R"(¢))*—2R"($)R"(0)—(N—-2)[4R(4)R"(0)
+2 cotpR’ (p)R"(0)— (R’ (¢p)/sing)?]+ O(R3,T). (8

The two-spin correlation function is given by the expressja@x)n(x’))~|x—x'|~7,
where
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7=-2(N=-1)R"(0). (€)

The same equation8)—(9) were derived by a different and more cumbersome method in
Ref. 21. In that paper the critical behavior in-4e| dimensions was studied by consid-
ering analytical fixed point solutiorR(¢). In the Heisenberg model, analytical solutions
are absent and they are unphysical Kbt 3.2 In this letter we search for nonanalytical
R(¢). At the nonanalytical fixed poinR"Y(¢$=0)=, and hence there is no Taylor
expansion with respect tg.1? Nevertheless, an expansion in powerd ¢f does exist,
similar to the case of the RRY model*°

Let us consider the RA model &=3. We solve Eq(8) numerically. Since the
coefficients in Eq(8) are large agh—0, it is convenient to use the expansionR{f¢)
with respect td ¢| at small¢. At larger ¢ the equation is integrated by the Runge—Kutta
method. The solutions to be found have zero derivativeghal, w/2. At N=3 the
solution with the largestR”(0)|, which corresponds tgy=0.62¢ (9), has two zeroes in
the interval[0,7r]. There are also solutions with 4 and more zeroes. They all correspond
to #<<0.5e. We shall see below that these solutions are unstable.

To test the stability of the solution with two zeroes we use an approximate method.
The instability to the constant shift of the functi®{¢) has no interest for us, since the
constant shifts do not change the correlatdr§o study the stability to the other pertur-
bations it is convenient to rewrite E8), substitutingw[R"(¢)]? for [R"(#)]%. The
case of interest im=1, but atw=0 the equation can be solved exactly. The solution at
w=1 can be found using perturbation theory an The exact solution atv=0 is
R,-0(¢®) = e(cos 2p/24+ 1/120). The perturbation expansion provides the following as-
ymptotic series fory: 7= €(0.67—0.08w+0.14w>— . ..). Theresulting estimationy
=€(0.67£0.08) agrees with the numerical result well. This allows us to expect that a
stability analysis of the solutioR,,_, of the equation withw=0 will provide informa-
tion about the stability of the solution of E¢B). A simple calculation shows th&,,
is stable in the linear approximation. Thus, there is a stable zero-temperature fixed point
of the RG equations with the critical exponent of the correlation function

7=0.62. (10)

The critical exponenty of the magnetic susceptibility(H)~H ™7 in the weak uniform
field H is given by the equation

y=1+(N—1)R"(0)/2=1—0.15. (12)

In four dimensions the one-loop RG equations for the RA Heisenberg model allow
to obtain the exact large-distance asymptotic behavior of the correlation function. It
obeys the equatiom(x)n(x’))~In"%%3x—x’|. Numerical analysis of Eq8) shows that
at N>10 the QLRO is absent in the RA model. This agrees with the results of the
spherical approximatiohl=co.

Let us demonstrate the absence of physically acceptable fixed points in the RF case
at N>3. We shall derive an inequality for critical exponents. We then show that the
inequality has no solutions. We use a rigorous inequality for the connected and discon-
nected correlation functiofs

<na(Q)na( - Q)> _<na(Q)nb( - q)>$ ConStV<na(Q) na( - q))! (12)
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wheren(q) is a Fourier component of the magnetization, arld are replica indices. The
large-distance behavior of the connected correlation function at a zero-temperature fixed
point can be derived from the expressipr [({n(0)n(x)))d°x and the critical exponent
of the susceptibility(11). At a fixed point Eq.{12) provides an inequality for the critical
exponents of the connected and disconnected correlation funéfimsh exponents can
be expressed viR”(0). This allows to obtain the following relation:

4-p<>N 13
where 7 is given by Eq.(9). Since Eq.13) is incompatible with the requirement>0,
there are no accessible fixed points kbr-3. This suggests the strong coupling regime
with a presumably finite correlation length.

In the RA case a similar consideration uses the connected and disconnected corre-
lation functions of the field rf,(r)n,(r)) in presence of Gaussian disord®. At N
=3 the resulting condition for the critical exponentz €/2, rules out all but one fixed
points of RG equatior8).

The question of the large-distance behavior of the RF and RA Heisenberg models
was discussed by Aharony and Pytte on the basis of an approximate equation &t state.
They also obtained QLRO in the RA case. However, we believe that this is an accidental
coincidence, since the equation of sfaie valid only in the first order in the strength of
the disorder, while higher orders are crucial for critical propefftds. particular, the
approach of Ref. 23 incorrectly predicts the absence of QLRO in th&Rodel and
its presence in the RA spherical model. It also provides incorrect critical exponents in the
Heisenberg case.

The RA Heisenberg model is relevant for the amorphous magn&tshe same
time, for their large-distance behavior the dipole interaction may be impdit&esides,
a weak nonrandom anisotropy is inevitably present due to mechanical stresses.

In conclusion, we have found that the random anisotropy Heisenberg model has the
infinite correlation length and a power-law dependence of the correlation function of the
magnetization on the distance at low temperatures and weak disordereminensions.

On the other hand, the correlation length of the random fix(dl >3) model is always
finite.
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The colossal negative magnetoresistanc®p observed in
LaggY01CaMnOz at B=1 T shows an unusual, nearly perfect sym-
metry (around the peak temperatuE,=160K), suggestive of a
Curie—Weiss-dominated transport mechanism in this material both
above and below the field-dependent Curie temperdigeeT,. Attrib-
uting this symmetry to strong magnetic fluctuations belbw (which
are triggered by the Y substitution and cause a “bootstrap” destruction
of the ferromagnetic phagethe data are interpreted in terms of the
nonthermal spin hopping and magnetization-dependent charge carrier
. . . . _ 2 .
localization scenario leading thp=—p(1—e~ ™), with the mag-
netizationM (T,B)=CB/|T—T¢(B)|"”. The separate fits through all the
data points above and beloV yield C*=2C~ andv, =v_=1, in
agreement with the predictions of the Landau mean-field theory.
© 1999 American Institute of Physids0021-364(109)01314-9

PACS numbers: 75.30.Vn, 75.30.Kz, 72.15.Rn

Recently interest in the mixed-valence manganite perovskites@8MnO; (where
R=La,Y,Nd,P» has been renewed due to the large negative magnetoresigtiReef-
fects observed near the ferromagnéBit/) ordering of Mn sping-*?In the doping range
0.2<x<0.5, these compounds are known to undergo a double phase transition from a
paramagnetic insulating state to a ferromagnetic metallic state near the Curie temperature
Tc. Abovex=0.5, the specific heat and susceptibility measurements rek/e%n extra

0021-3640/99/70(2)/6/$15.00 141 © 1999 American Institute of Physics
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antiferromagneti¢AFM) canted-like transition at a tempreaturggy, lying below T .

At the same time, substitution on the La site was found to modify the phase diagram
through cation size effects leading toward either charge-ordered or AFM instabitfy.

On the other hand, Babushkinatall? have found that a composition
(Lay—yPr) o Ca MnO; with y=0.75 undergoes a metal-insulator transition even upon

a mere isotopic substitution of oxygen. This conclusion has been further corroborated by
Balagurovet al.,® who determined the magnetic structure of this compo(using a
neutron diffraction methogdand found that substitution 3fO for %0 leads to a modi-
fication of the electronic state which correlates both with the observed alteration of the
magnetic structure and with the charge ordering process.

At the same timé&? Y substitution is responsible for two major modifications of the
parent manganite lggCay 3MnOs : (i) it lowers the FM Curie temperatufie-, and(ii) it
weakens the system’s robustness against strong AFM fluctudtidrish are developed
locally within the ordered FM matrjxby shifting T closer to Tagy . The latter is
considered'®~**to be the most probable reason for strong magnetic localization of
spin-polarized carriers, which in turn results in a hopping-dominated charge carrier trans-
port mechanism below .. Above T, the resistivity presumably follows a thermally
activated Mott-like variable-range hopping laweexp(T,/T)* with 1/4<z<1.

In this letter we present some typical results for magnetoresisiivfy) measure-
ments on a manganite sampleylg¥, 1Ca) MnO; atB=1 T field for a wide temperature
interval (ranging from 20K to 300 Kand compare them with the available theoretical
explanations. As we shall see, the data are best described in terms of the nonthermal
(rather than Mott-like thermally activatg@pin hopping scenario with a magnetization-
dependent charge carrier localization leng{iM) both above and beloW.. The inter-
pretation is essentially based on the assumption of rather strong magnetic fluctuations in
this material far beyond the Curie poifit., which have been fourido dominate its
magneto-thermopower behavior as well.

The polycrystalline LggY1Ca sMnO; samples used in our measurements were
prepared from stoichiometric amounts of,08, Y,0;, CaCQ, and MnQ powders. The
mixture was heated in air at 800 °C for 12 hours to achieve decarbonation and then
pressed at room temperature to obtain parallelipedic pellets. An annealing and sintering
from 1350 °C to 800 °C was made slow{during 2 days to preserve the right phase
stoichiometry. A small bar (10 mm4 mn?) was cut from one pellet. The electrical
resistivity p(T,B) was measured using the conventional four-probe method. To avoid the
Joule and Peltier effects, a dc currdmt 1 mA was injected(in a one-second pulse
successively on the two sides of the sample. The voltage dragross the sample was
measured with high accuracy by a KT256 nanovoltmeter. The magneticHiefdl T
was applied normal to the current. Figure 1 presents the temperature dependence of the
resistivity p(T,B) for a LagY1CaMnNO; sample at zero field and &=1T. The
corresponding MRAp(T,B)=p(T,B) —p(T,0) is shown in Fig. 2 as a function of re-
duced temperaturel(—T,)/Tq, with To= 160 K being the temperature at which the nega-
tive MR exhibits a minimum. Notice the nearly perfect symmetry of the MR with respect
to the left (T<T,) and right T>T,) wings, thus suggesting a “universal” magne-
totransport mechanism above and belbyvBefore discussing a probable scenario for the
observed MR temperature behavior, let us briefly review the current theoretical models.
Several unification approaches have been suggéttiin essence, all of them are
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FIG. 1. Temperature behavior of the observed resistip{ty,B) in LaygYq1CaMnO; at zero field and at
B=1T.

based on a magnetic localization concept which relates the observable MR at any tem-
perature and/or applied magnetic field to the local magnetization. In particular, one of the
most advanced models of this kiffchscribes the metal—insulatt—I)-like transition to

a modification of the spin-dependent potentlgk- S associated with the onset of mag-
netic order afl¢ (hereJy=1eV is the on-site Hund's-rule exchange coupling ofegn
electron withs=1/2 to the localized Mrt,, ion core with S=3/2). Specifically, the
hopping based conductivity reads

2

Ap (MQ.m)
A

'
)]
i

(T-To)/To

FIG. 2. Dependence of the observed MR(T,B)=p(T,B)—p(T,0) in LaygYo1CaMnO; at B=1T as a
function of (T—Ty)/T,, with To=160 K being the temperature at which the MR reaches its minimum. The
solid line through all the data points is the best fit according to(Bx.
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2R W
o= 0omeX _T_kB—T ) (1)
where
om=e"R*vN(Ep). 2

HereR is the hopping distancéypically'® of the order of 1.5 unit cellsL is the charge
carrier localization lengtktypically'? L=2R), vpn is the phonon frequenciW(E,) is the
density of available states at the magnetic eneegy=Jy,, and W;; is the effective
barrier between the hopping siteandj. There are two possible ways of introducing an
explicit magnetization dependence into the above model: either by modifying the hop-
ping barrierW;;—W;; —aM; - M; or by assuming a magnetization-dependent localization
lengthL(M). The first scenarigsuggested by Vireet al% results in a thermally acti-
vated behavior of MR over the whole temperature range. Indeed, since a sphere of radius
R contains (4/3)R%/v sites, wherev=5.7x102°m? is the lattice volume per manga-
nese ion, the smallest value &; is therefore[ (4/3)7R3N(E,,) ]~ *. Minimizing the
hopping rate, one finds that the resistivity should vary asp/pg(=[Ty{1l
—(M/MYZ/TIY. This scenario was used by Wagmeral 12 to interpret their MR data on
low-conductive Ng 5,Sr, 4gVINO; films. Assuming the molecular-field result for the mag-
netization, they found that their data scale with the Brillouin functibim the ferromag-

netic state and follow &2 dependence in the paramagnetic state. Unfortunately, all
attempts to fit our MR data with the above thermally activated hopping formula have
failed. In our case the observed MR seems to follow a steeper temperature behavior
exhibiting a remarkable symmetry arouiig. Instead, we were able to successfully fit

our data for the whole temperature interval with

Ap(T,B)=—A[1-e AD], )
where
TO 2v
B=Fo 7= | @

andA, By, andv are temperature-independent parameters. The separate fits for our MR
data above and beloW,= 160K produceA=0.873+0.001Q-cm, 85 =0.015+0.001,

Bo =0.004:0.001, »*=1.16+0.01, andv~=1.12+0.01, in agreement with the ob-
served symmetry. This suggests us to interpret our findings in terms of a nonthermal
localization scenari®®>*which emphasizes the role of a nonmagnetic disorder and as-
sumes a magnetization dependence of the localization lér{dit) (rather than hopping
barrierW;;) which diverges at the M-I phase transition. Within this scenario, the Curie
point T is defined in terms of the Curie—Weiss susceptibiljgy=C/(Tc—T) as

x XTc,B)=0, while the M-I transition temperatuf,, is such thatM (T, ,B)=M,

[with M, being a fraction of the saturated magnetizatig). In terms of the spontane-

ous magnetizatiorM, it means that forM <M, the system is in a highly resistive
(insulator-like phase, while folM>M, the system is in a low resistivienetallic-like)

state. Adopting this scenarigvith W;; /kgT<2R/L, see Eq(1)], we can writep(T,B)
=po(T) + pmexdg 2R/IL(M)] for the field-induced resistivity in our sample. Hepg(T) is

a field-independent background resistivity,= 1/0,,, and the localization length(M)
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depends on the field and temperature through the corresponding dependences of the
magnetizatiorM (T,B). Assuming after Shenet al*® thatL(M)=Lq/(1—M?/M3), we
arrive at the following simple expression for the MR

Ap(T,B)=—pd1—e ™MITB)], (5)

where y=2R/LoM32, and ps=p(T,0)— po(T) is the temperature-independent residual
resistivity}? To account for the observed symmetry of the MR aroligdwe identify T,

with the Curie temperaturéc(B) at a finite magnetic fiel®, and assume that the field
and temperature dependence of the magnetization is governed by the same Curie—Weiss
like law M(T,B)=x~(T,B)B with xy*(T,B)=C*/|T—T¢|"* above () and below

(=) T, respectively. Given the above definitions, we obtaifi-(B)—Ty,|"-
=C~B/M for the difference between the two critical temperatures, which implies that
within the Curie—Weiss scenarid,y,=Tc(0). Thus, in agreement with the Landau
theory of second-order phase transitiqsee, e.g., Landau and Lifshitz,Chapter V),
belowT(B) the Curie—Weiss law exists in the form of the “generalized susceptibility”
x (T,B)x1/B, leading to a nonzero value of the spontaneous magnetizitiemen at
zero magnetic field. Finally, by comparing E&) with the above-used fitting formula
[see Eq.(3)], we arrive at the following relations between the fitting and model param-
eters, viz.,A=ps, By =(2R/Lo)[1—Tc(0)/Te(B)]?"-, andC/C T¢\B, !By, with
$=v,—v_, andTy= =T(B). Taking into account the zero-field Curie temperature
v.. for this materiaf we obtain R/L,=1 for the ratio of hopping distance to localiza-
tion length, andC*/C~ = =1.98+0.01 for the ratio of Curie constants above and below
Tc, in accordance with the mean-field theory predictibh&urthermore, using the
former ratio and the value obtained for the residual resistiyity; 0.873(2-cm, we get

an estimate for the hopping distanBe provided the density of statdd$(E,,) and the
phonon frequency,, are known. Assuming that N(E ) =9x 10°m 3eV~* and vy,
=2x 108! (estimated from Raman shift for Mn—O optical moédor these two
parameters, we arrive at a reasonable valu®ef5.5A, which in turn results irL,
=11A for the zero-temperature, zero-field carrier charge localization length, in good
agreement with the other reporfef®?estimates of this parameter.

In conclusion, we would like to comment on the plausibility of our interpretation,
which is essentially based on the Curie—Weiss behavior of the magnetization. Clearly the
possibility of using the Curie—Weiss laiwhich is usually limited to the critical region
aroundTc) throughout the whole regiofranging from the paramagnetic to the ferro-
magnetic statesuggests the presence of strong fluctuations both above and Bglowo
account for a possible source of these fluctuations, we turn to the magnetic structure of
our sample. As we mentioned in the introductory part, along with lowering the Curie
point, Y substitution brings about another important effect. Namely, it drives the mag-
netic structure closer to a canted AFM phés#ich occurs aff \ey<Te),? thus trigger-
ing the development of local AFM fluctuations within the parent FM matrix. In turn,
these fluctuations cause a trapping of spin-polarized carriers in a locally FM environment,
leading to hopping-dominated transport of charge carriers between the spin polarons thus
formed, over the whole temperature interval. Besides, according to Jetimie® po-
laronic distortions in the PM phase of these manganites should inevitably persist in the
FM phase(below T;) as well, where there remain significant indications of spin scatter-
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ing due to the collapse of large polarons in the FM state, which reduces the effective
exchange coupling via the double exchange mechanism, causing a “bootstrap” destruc-
tion of FM and triggering the concomitant M-I transition.
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A scheme is proposed for measuring the state of an individual spin
(system of spins The scheme is based on the idea of a single-electron
“turnstile” and the injection of single spin-polarized electrons from the
magnetic metallic borders. Applications to the recently proposed
scheme of quantum spin gates based on a silicon matrix are discussed
(B. E. Kane, Nature893 133(1998). © 1999 American Institute of
Physics[S0021-364(109)01414-7

PACS numbers: 75.10.Jm, 03.65.Bz

After the discovery of efficient quantum algorithtnand a rigorous proof of the
possibility of quantum computatiohsvhich are stable against errors, various implemen-
tations of quantum logic gates started to appear: based on cold rrdear magnetic
resonancé,optics® semiconductor nanostructureand the Josephson effécthe idea
of creating quantum gates based on a silicon nfawith embedded donor®impurity
atoms was recently advanced. The nuclear spin and the electron spin Jt iterR play
the role of quantum bits. One of the unclear aspects of the scheme of Ref. 8 is the
measurement of the state of an individual nuclear or electron(epinoth together The
idea of indirect detection of the spin state using a single-electron transistor has been
discussed in Refs. 9 and 10. The proposed schemes do not permit detecting directly the
state of an individual spin, but rather they measure only different charge states of the
system of electronic and nuclear spins.

Detection of an individual spin in itself is not exotic. The first observation of the
Larmor precession of an individual spin localized on @L$1)7X 7 surface in an ultra-
high vacuum, using a scanning tunneling microsctp&M), was demonstrated by an
IBM group (see Refs. 11 and 12en years ago. There were also reports of the detection
in the STM current of an electronic paramagnetic resonance signal from an individual
spin in an organic molecuf€.1t has also been demonstrated that the STM with a mag-
netic probe is sensitive at the atomic level to the state of individual spins on the surfaces
of magnetic material¥* The measured quantity in an STM is the tunneling current, which
on atomic scales depends on the position of the probe along the surface. For a magnetic
probe the tunneling current contains a spin-dependent compgénent

[(X) % pe(X) pMe(X) - My,

0021-3640/99/70(2)/7/$15.00 147 © 1999 American Institute of Physics
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FIG. 1.

where p. (X) are the local densities of states at the probe tip and on the surface, and
m¢(x) andm, are the local magnetizations on the surface at the poartd at the probe

tip. However, current measurements in the stationary state are not directly suitable for
applications to the states of quantum gates.

To implement quantum gates it is necessary to know how to perform measurements
on a system at an arbitrary point in time. According to the general quantum-mechanical
measurement theory, !’ the most complete description of any specific measuring pro-
cedure to which a quantum-mechanical system can be subjected is given by the so-called
instrumentT(d\) consisting of the mapping of the states of the sysjgm(density

matrice$ prior to measurement into the density matpiy= T(d\) pg (to within the nor-
malization of the system immediately after the measurement, which has given a result
neard\ (the probability of obtaining the result nedk is Trps= Tr {T(d\)pg}). It is
known that any instrument can be represented in the form

T(d\)ps= TrA{(|s® Ma(dN))U(ps®pa)U 71},

i.e., any measurement can be realized by attaching to the system of interest an ancillary
system in a fixed state, (A denotes ancilla the combined unitary evolutioiy) of both
systems for a certain period of time, and then a measurement, generated by a certain
decomposition of unityM 4(d\), on the ancillary system.

In what follows a method is proposed for detecting the state of an individualepin
a system of spins, for example, nuclear sjpirlectron spih The method is based on the
idea of a “turnstile.”*®1°|n this scheme the following are present explicitly: preparation
of the ancillary systemg,) at an arbitrary moment in time, switching on of the interac-
tion betweerp, andps, combined unitary evolution, switching off of the interaction at
an arbitrary time, and detection of the state of the ancillary system.

Let us examine a model system. Let the system consist of spins beneath the surface,
for example, an atom with nuclear spin and an electron localized on the nucled&Figpin
1). Let there also be a system of tunneling-coupled quantum dots on the surface such that
the central dot is located above the spin system playing the role of quantuffigis 1
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FIG. 2.

and 2. One size-quantized level is present in each quantum dot. The outer dots are
coupled by a tunneling coupling with metallic magnetic electrodégs. 1 and 2

The Hamiltonian of quantum dots tunneling-coupled with the borders and with one
another can be represented in the form

_ + + + +
H= 2 R 8ka'aakaaak(ra+ E (8CCCUCCU'+ e LCL(TCL(T+ 8RCR0'CR(T)
o

k,o,a=L,

+ + +
+k2 (TkLCLUak<rL+TCLCc(rCer+TCRCC(rCer+ hC)
o
+E (ULnL(rnL*(r—i_UCnC(rnC*u’UrnRrrnR*u’)! (1)
o

where the first two terms describe the states of the electrons in the isolated borders and
dots, the third term describes the tunneling coupling between the borders and the dots,
and the last term describes the Coulomb repulsion in the (@oitsis substantial. We
assume that the electrons in the borders are in a spin-polarized state and that the magne-
tization vector in the borders has directioms and ng, respectively, and is fixed, for
example, by the magnetic anisotropy. If the system is in an external magnetic field, then
this field must be added to the Hamiltonian. The Hamiltonian of the spin sy&tean-

tum gate, for example, for the situation nuclear spin electron spin localized on the
nuclear spin, can be represented in the form
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+ + +
Hs= 2 €sCsyCss T OstBCsyCso' Tpor - HHQiupl -H+gg)l - 0754/ Cg,Cspr - 2
ag

In a magnetic field the contribution from the metallic electrodes must be taken into
account. The Hamiltonian of the interaction of the spins in a quantum gate with the
electron localized in a central dgee below depends on the specific geometry of the
structure. For example, if the electron wave functions in the central dot and at the center
can overlap, then the Hamiltonian can be written in the form

+ +
Hine= E (tsCspCeotN.C)+0cil - 0451 CcyCopr + 2 UsdNeoNs— o - )
g (on

If the overlap is negligible, then only the dipole—dipole interaction should be retained.

The complete solution of the temporal evolution of the system is a nontrivial prob-
lem. To make progress we must assume a definite hierarchy of times for various pro-
cesses occurring in the system. lgf; be the characteristic tunneling time into a border
from the central dot when the levels in the neighboring quantum dots are put in resonance
(this time is the same as the tunneling time, for example, from the left-hand well into the
border through one barrigrlet 7,,, be the characteristic tunneling time into the border
from the central dot when the levels in the dots are taken out of resonance; ang, let
be the characteristic time of combined evolution as a result of the interaction of an
electron in the central dot and the spins in the gate. We shall assume,tkat,,
<Thon- IN What follows we shall use the well-known fact that for tunneling through two
barriers(from the central dot into one of the bordemith the levels in resonance the
additional smallness associated with the additional barrier is removed. The characteristic
times are inversely proportional to the level width and depend on the position of the level.
The times can be estimated using the relati@ee, for example, Ref. 19

|TLC|27(2) 2 2

= 7 Y= | Tul?se—e)=|TL%
[ec(w)—e(w)]*+ 75 k

Here yo=|T_|?~|T.|?=]|T|? is the initial tunneling transmittance of the barriers be-
tween wells and between the wells and borders, which without loss of generality can be
assumed to be the same. In resonansd ¢,)=z.(w,)) 1/7es~|T|?=7y,. When the
levels leave resonance by an amount greater than the level widthyf), the charac-
teristic time becomes$/ 7o~ 70(7(2)/A2)<1/7'res. Taking the Coulomb repulsion into
account does not qualitatively change the situation.

T(w)=v(w)=

We shall now discuss the different stages of the measuring procéfigre?):

a) At first the size-quantized levels in the quantum dots are unoccuhey lie
above the chemical potentials in the bordefhe dashed lines show the levels in the dots
that are split off by the Coulomb interaction.

b,0) Voltage pulses are applied to the central and left-hand dots at times.s
<7<74,) SO that the levels at the pointsandc are brought into resonance and drop
below the chemical potential, in the left-hand border. Over the time,g the levels in
the left-hand and central dots are filled with electrons from the left-hand border.

d) Next, a voltage pulse is applied at timggs< 7< 74y, to the left-hand dot. This
pulse moves the level in the dot above the chemical potentialOver the characteristic
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time 7esthe level of the left-hand well is emptied because the electron goes back into the
left-hand border. The level in the central dot remains filled. At tires,,, it can be
assumed that the electron has “forgotten” the borders and is isolated, its spin state being
determined by the state of the left-hand border. This procedure results in the preparation
initially (instantaneously against the backgroundrefrg,) of an ancillary quantum
system in the statp,(t=0). Since the density matrix for spin 1/2 can always be repre-
sented in the fornp=1/2(1 + o u), the state of an electron arriving in the central dot
from the left-hand border is described by the density mapiixt=0)=(1/2)(1 + o

-u.), whereu, is a vector describing the direction and degree of polarization of the
electrons in the left-hand border. Next, it can be assumed that at tResT<< 7,0,
combined quantum dynamics of an electron in the central dot and the spins in the gate
occurs as described by the unitary evolution

~ t
p(H)=U(1)(pa(t=0)®ps(t=0))U (1), U(t)=exr{ i JOHim(t')dt’>-

Hereps(t=0) is the density matrix of the quantum gate at titwe0. Diagonalization of

the HamiltonianH;,; presents no difficulties, since this Hamiltonian describes a finite-
dimensional systenffor example, the combined dynamics of an electron in a-Hat
nuclear spin+ an electron localized on the nuclear spin requires diagonalizing an
8% 8 matrix. The density matrix of an electron in the central well by the tinadter
combined evolution is

1
PAD)=Tr{U(1)(pa(t=0)@pg(t=0))U(t) Y}= 5 I+ o-ua(t),

where the vectou,(t) gives the spin that an electron in the central dot acquired by the
timet as a result of interaction with the spins in the gate.

e) Detection of the state of an electron in the central well is performed by measuring
the current flowing into the right-hand border. For this, voltage pulses are applied for
time 7, to the central and right-hand quantum dse Fig. 2 similarly to the way this
was done when an electron was injected from the left-hand border. If thertiiseshort
is compared withr,.s, then the probability that the electron escapes into the right-hand
border will be proportional tar;. Sincerqy> s, the interaction between the ancillary
system and the quantum gate is switched off virtually instantanedagsjinst the back-
ground of the combined dynamicat timet. The probability of an electron escaping into
the right-hand border per unit time is, to within numerical factors,

Pr o« |T|2TrsA{PR‘ Pa(t)}: |T|2TrsA{(| s®pr)(U(1)(ps(t=0)®pa(t=0))U _1(t))},

wherepg=1/2(l + o UR) is the density matrix of electrons in the right-hand border. This
means that the probability of a current pulse appearing in the right-hand border depends
on the spin state of an electron in the central quantum dot:

Pr=Cry-|T|?{1+ ug- ua(t)}, @

whereC is a constan(the scalar product arises because the wave functions of two spinors
in the dot and the right-hand border are matched; it is necessary to use a common
quantization axis for the spify.
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f) Finally, voltage pulses of magnitude such that an electron from the central dot, if
it has not been transferred into the right-hand border as a result of the operation e, would
depart into the left-hand border with probability 1, are applied to the central and left-hand
quantum dots at a certain time.

We denote the total duration of the cycle consisting of the operations a-<f.by
Then for fixedr; a current Pre/ 7y will flow through the system of quantum dots. The
value of the constar in Eq. (4) can be determined by measuring the current for the case
of polarizations with the same direction in the left-hand and right-hand borders with the
interaction with the gate switched oft£0), whenug(t) - ua(t) =|ug| - |u_| (we assume
that the degrees of polarizatidng| and|u,| in the borders are known

Thus, the polarization vectar,(t) of the ancillary system, which depends on the
initial statepg of the gate prior to the measurement, can be reconstructed by measuring
the current using the scheme described above. Generally speaking, to reconstruct com-
pletely the state of the gate from the measured current it is necessary to know how to
compute all three components of the veaigdetermining the density matrix of the gate.

It is obvious that for this it is necessary to measure the current for at least three different
combinations of the parameters of the system. For example, the direction of magnetiza-
tion in both borders and the interaction time of the ancillary system with the gate can be
changed. However, the question of whether or not information about the behavior of the
tunneling current as a function of the indicated parameters is sufficient for complete
reconstruction of the vectarg must be solved separately for each specific interaction
Hamiltonian between the ancillary system and the gate.

The characteristic nonresonant tunneling time can be made quite long by increasing
the width of the double barrier, so that this time is not a limitation. The characteristic time
of the combined quantum dynamics of an electron in the central dot and the gate can be
estimated as a time of the order of the dynamics of an isolated gate. The latter is the
reciprocal of the Larmor spin precession frequency in an external magnetié field.
field B~100 G(0.01 T it is 1/7gy~ 10° Hz. The resonant tunneling time can easily be
adjusted tor,.e~10° s, which in principle makes it possible to perform a measurement
of the current pulses at timess 7. The temperature must not exceed 1 mK, so that at
least the Zeeman splitting would not be washed out by the temperature. As the working
temperature increasesy,,, and correspondingly,.s decrease and the measurement time
of the current pulses decreases. We note that quantum dots, like the silicon%namsk,
be made of isotopes without nuclear spin; this requirement precludes the use of technol-
ogy developed on the basis of GaAs/GaAlAs materials and necessitates systems based on
Si/SiGe.
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The invariant integration method for Chern—Simons theory defined on
compact hyperbolic spaces of the folm H? is verified in the semi-
classical approximation. The semiclassical limit for the partition func-
tion is calculated. The contribution to the sum over topologies in three-
dimensional quantum gravity is briefly discussed. 1899 American
Institute of Physicg.S0021-364(09)00114-7
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INTRODUCTION

It is known that topological invariants associated with 3-manifolds can be con-
structed within the framework of Chern—Simons gauge thédtyese values were speci-
fied in terms of the axioms of topological quantum field theowhereas an equivalent
derivation of invariants was also given combinatorially in Refs. 3 and 4, where modular
Hopf algebras related to quantum groups were used. The Wittemslogica) invariants
have been explicitly calculated for a number of 3-manifolds and gauge grotigshe
semiclassical approximation for the Chern—Simons partition fun&i{k) can be given
by the asymptoti&k— oo of Witten’s invariant of a 3-manifoldM and a gauge grou@.
Typically this expression is a partition function of a quadratic functional.

This note is an extension of the previous pajfe@ur aim here will be to use the
invariant integration methdd'#in its simplest form for the semiclassical approximation
for Chern—Simons theory, defined on hyperbolic 3-manifolds of the fistma '\ H3,
wherell® is the Lobachevsky space aiidis a co-compact discrete group of isometries
(see Ref. 15 for details

THE SEMICLASSICAL APPROXIMATION FOR THE PARTITION FUNCTION

The semiclassical approximation for the partition function. The partition function
associated to Chern—Simons gauge theory has the form

0021-3640/99/70(2)/5/$15.00 67 © 1999 American Institute of Physics
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QU(k)szAexp[ikCS(A)], keZ, (1)

where

2
ANAT ZANANAL )

1
CSA)= EJMTr

The quantity23(k) is a (well-defined topological invariant oM. The formal integration
in (1) is over the gauge fieldé in a trivial bundle, i.e., 1-forms on a 3-dimensional
manifold M with values in Lie algebrg of gauge grougs.

In the limit k— o0 Eq. (1) is given by its semiclassical approximation, involving only
partition functions of quadratic functionals:

_ ik
% exkaS(Af)]f DB exp(EfMTr(B/\dAfB)). (3)

In Eqg. (3) the sum is taken over representatiesfor each poin A¢] in the moduli
space of flat gauge fields dvi. In addition,B is a Lie-algebra-valued 1-form arlij\f is

the covariant derivative determined By, namelydAfB=dB+[Af ,B].

We shall use the invariant integration metidd?which enables the partition func-
tions in Eq.(3) to be evaluated in complete generality. IMtbe a compact oriented
Riemannian manifold without boundary, ane-2m+ 1=dimM is the dimension of the
manifold. Let y:m(M)—O(V,(-,-)y) be a representation of,(M) on real vector
spaceV. The mappingy determinegon the basis of a standard construction in differen-
tial geometry a real flat vector bundlé over M and a flat connection mag, on the
spaceQP(M,¢) of differential p-forms on M with values in&. One can say thay
determines the space of smooth sections in the vector buk{gM)* @ £. One can
construct from the metric oM and Hermitian structure ig a Hermitian structure in
A(TM)*®¢ and the inner products , - )., in the space)™(M, £). Thus

So=(w,0w)y, O=*V_, (4)

where (*) is the Hodge-star map. The mépis formally self-adjoint with the property
02=V!V,. Suppose that the quadratic function@) is defined on the space
G=G(M, &) of smooth sections in a real Hermitian vector bunéllever M. There exists

a canonical topological elliptic resolveR(S,), related to the functionglt), namely

v 0

0 Vo m-2 V-1
0—-0°(M,&)— ... - Q" YM,&) — kerS,)—0. (5)

Therefore, for the resolvenR(Sy), we have G,=Q™ P(M,&) and HP(R(Sy))
=HM"P(V), whereHP(V)=ker(V,)/Im(V,_,) are the cohomology space. Note that
Sp=0 and therefore keB,)=ker(O)=ker(V,). Let us choose an inner product
(-, )np in each spacel’[R(Sy)].

The partition function ofS,, with resolvent(5) can be written in the form?1®

W(K)=W(k;R(Sp), (-, n ,<-,->>=<w/k>4<°v‘0‘>’2e*if”"“’vo)r(M X Y2
(6)
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where|O|=\O? is defined via spectral theory. This is the basic formula one has to
evaluate.

It can be shown that the zeta functig(s,|O|) appearing in the partition function
(6) is well-defined and analytic for Re>0 and can be continued to a meromorphic
function onC, regular ats=0. Furthermore, the zeta function can be expressed in terms
of the dimensions of the cohomology spacesf SinceHP[R(Sy)]=H™ P(V) (the
Poincareduality) for the resolvent5), it follows that(see Refs. 14 and 16 for details

(0|0 =— 20 (—1)pdime<R<S)>=<—1)'““20 (—1)PdimHP(V).  (7)
p= p=

The dependence of the eta invariaf(t0| ©) of Atiyah—Patodi—Singéf~°on the
connection map? can be expressed with the help of the formula for the index of the
twisted signature operator for a certain vector bundle der[ 0,1]. Furthermore it can
be shownh’ that 7(s|B)=27(s|®), where theB are elliptic self-adjoint maps on
Q(M, &) defined onp-forms by

Bp=(—)*P(*V+(—1)PT1V¥). tS)
In this formular(p)=(p+1)(p+2)+m+1 and for the Hodge star-map we have used
*a/\B=(a,B)y. From the Hodge theory we have

m

dimkerB= >, dimHP(V).
p=0

Finally the quantityr(M, x,(-,-)y) is related to the Ray—Singéanalytig torsion
ngrf(M). In fact, if H°(V)#0 andHP(V)=0 for p=1,... m, then the product

(M, x, (-, )) =TE(M) - Vol (M) ~dm (W) 9)

is metric independerif i.e., the metric dependence of the Ray—Singer torsion factors out
asV(M)~dm HO(V).

THE CASE OF REAL COMPACT HYPERBOLIC MANIFOLDS

Let us consider the specific case of a compact hyperbolic 3-manifolds of the form
M =T"\H3. If the flat bundle¢ is acyclic, then for analytic torsion one géts
dimM
(TG P=2,(0)= [T [det )72, (10
p=
wherefR, (s) is the Ruelle function and\ ; is the Laplacian restricted grforms, and the
determinants are defined by means of zeta regularization. The furitj¢s) extends
meromorphically to the entire complex plafg it is an alternating product of more
complicated factors, each of which is a Selberg zeta fundigs; x). The Ruelle func-
tion associated with closed oriented hyperbolic 3-manioidi® has the formRR(s)
=Zo(S:x)Z2(2+s;x)/Z1(1+s;x). For the Ray—Singer torsion one géts

[Zo(2,)]? Xp( B VoI(F\Hs))

[TanMHIP=R,(0) == e (11)
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where Vol["\ H?) is the volume of a fundamental domain Bf H>. In the presence of
non-vanishing Betti numbets; =b;(I'\ H®) we havé*??

(by—bo)! [ 252 (2,0)12 p( VoI(F\H3))
Xp — .

Tan(T\H?)]?=
[ an( \ )] [bo!]zz(lbl_bO)(l,X) 377

(12

Now we consider the contribution associated with the eta invariant. A remarkable
formula relating 7(s,0) to the closed geodesics ofi\l1® has been obtained by
Millson.?® More explicitly, Millson has proved the following result for a Selberg type

(Shintan) zeta functionZ(s,®), which admits a meromorphic continuation to the entire
complex planeZ(s,©) is a holomorphic function =0 and

logZ(0,0)= i 7(0,0). (13
Furthermore, it is possible to show thai(s,©) satisfies the functional equation
Z(s,0)Z(~s,0)=e?""00),

Now we have all the ingredients for evaluation of the partition funct@rin terms
of Ray—Singer torsion and a Selberg type function. The final result is

77 R(0) " o
o Z (T dim HO(¥)/2,
- 5 00) [Vol(T\G)] (14)

where{(0,0) is given by Eq.(7).

{(ojonrz

Qﬂ(k):(

CONCLUDING REMARKS

We have derived explicit formulas for the semiclassical approximation to the
Chern—Simons partition function, using the invariant integration method. The final for-
mulas are given in a form where the behaviokas~ is obvious. In this connection we
have explicitly exhibited the first term in the leelasymptotic expansion for compact
hyperbolic families of 3-manifolds.

The evaluation of the Ray—Singer torsion presented in this paper may be useful
within the Euclidean path-integral approach to 3-dimensional quantum gravity, where the
partition function is evaluated by summing the contributions from all possible
topologies?* For negative cosmological constaht the classical extrema of the Euclid-
ean action are hyperbolic manifolds. It has been shown that 3-dimensional gravity can be
rewritten as a Chern—Simons theory for a suitable gauge drotiperefore in the one-
loop partition function the quantum prefactor turns out to be dependent on the Ray—
Singer torsion of a hyperbolic manifold. Note that the dependence on the volume of the
Ray—Singer torsion is exponentially decreasing, making a contribution to the one-loop
Euclidean partition function of the same nature of the one corresponding to the classical
action. Namely, the one-loop Euclidean partition function, including only one extremum
with A<0 and in absence of zero modes, reéke also Ref. 12
R, (0) [ r{ Vol [ 1 1)
Z(0,0) GIA|Y2 3] [

where the second term in the exponential is the first quantum correction.

W\ 3= (15

47G
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Note that there is a class of compact sufficiently large hyperbolic manifolds which
admit arbitrarily large values di;(M). In general, hyperbolic manifolds have not been
completely classified and therefore a systematic computation is not yet possible. However
this is not the case for certain sufficiently large manifolds, the Haken manffoibisere
exists an algorithm for the enumeration of all Haken manifolds, and there exists an
algorithm for recognizing homeomorphy of the Haken manifdldehese manifolds give
an essential contribution to the partition functiddg) and (15).

Finally, the explicit resul{14) can be very important for investigating the relation
between quantum invariants for an oriented 3-manifold, defined with the help of a rep-
resentation theory of quantum grouifsand Witten’s invariant, which is, instead, re-
lated to the path integral approach.
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Detection of the decay of an acoustic soliton arising
during pulsed breakdown of a glassy semiconductor film

E. N. Voronkov*)
Moscow Power Engineering Institute, 111250 Moscow, Russia
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The results of an experiment demonstrating the appearance of a soliton
under certain conditions of pulsed breakdown of a glassy semiconduc-
tor film in a magnetic field are reported. The wave is excited by a
current filament moving at a velocity close to the speed of sound be-
tween two parallel electrodes in an external magnetic field. To distin-
guish the direction of motion of the acoustic wave and that of the
current filament along the substrate, electrodes with a bend that changes
the direction of motion of the filament are deposited. Two “frozen”
structural-excitation fronts, diverging at an angle to one another and
attesting to the decay of the soliton at the moment the current filament
vanishes, are observed at the location of the bend in the electrodes.
© 1999 American Institute of Physids$0021-364(109)00214-5

PACS numbers: 61.43.Dq, 43.35.Ns

An excited electronic subsystem in glassy semiconductors transfers energy to the
structural matrix. This gives rise to a metastable state of the structure, and the propaga-
tion of this state can be accompanied by the generation of a directed acoustic wave. In the
present letter the results of an experiment demonstrating the appearance of an acoustic
soliton under certain conditions of pulsed breakdown of a glassy semiconductdbfilm
pm thick As,SeTe) are reported. The film was deposited by vacuum deposition on a
20X 70x 1.5 mm glass substrate. Metalligl) strips — electrodes separated by 1 mm —
were present on the film surface. Pulsed breakdown was accomplished in the gap between
these electrodesiia 2 Texternal magnetic field.

A glassy chalcogenide semiconduct@CS was chosen as the object of study on
the basis of the fact that these materials can possess a metastable structutdl state.
Moreover, it is much easier to excite the electronic subsystem in them than in classical
glasses. The use of GCS films also enables visual detection of the structural changes
occurring in the material, since these materials easily crystallize and melt.

The electronic subsystem was excited by voltage pulses with amplitudes up to 800 V
and duration up to 4 ms applied to the electrodes. The amplitude of the maximum current
in a pulse was set at a level sufficient for streamer breakdown but insufficient for leader
breakdown. This made it possible to produce a stable current filament perpendicular to
the contacts. The channel filled with an electron—hole plasma arising in the process was
moved along the sample by the external magnetic field, producing excitation in the entire

0021-3640/99/70(2)/3/$15.00 72 © 1999 American Institute of Physics
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FIG. 1. g Photograph of a section of the film with traces of soliton de¢thg excitation propagated from left
to right); b) results of simulation of soliton decdy.

region through which it passed. This region comprised a large fraction of the area of the
entire sample.

Since the velocity of the filament was close to the velocity of sound, the method
used to excite the structure ruled out overheating of the material by Joule heat. On the
one hand this made it possible to increase the excitation power and on the other it made
it possible to detect the changes arising as a result of the interaction between the excited
electronic subsystem and the initially “cold” matrix.

It should be noted that after passage of the current filament the outward appearance
and properties of the film remained virtually unchanged, aside from a small increase in
the resistivity. The visible evidence of excitation of the film consisted of a decrease in
reflection (the film became darkgrand the appearance of macrodefects, if they were
present(scratches, extraneous impregnatjoas a result of decoration of the material
which had crystallized around them.

The calculations performed in Ref. 3 show that the propagation of an excitation in a
plasma of partially mobile ions can give rise to an acoustic soliton. To distinguish the
direction of motion of the acoustic wave and the direction of motion of the plasma
filament along the substrate and to separate the region of the film where excitation of the
electronic subsystem had occurred from the region where there was no such excitation,
electrodes containing a bend which changed the direction of motion of the filament were
used. After a voltage pulse was applied to such a sample, two “frozen” structural exci-
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tation fronts, which diverged at an angle to one anotkey. 13, were observed at the
location of the bend in the electrodes. Splashes of material were observed in front of the
crest of the leading edge. This indicates that this front propagated with a substantial
release of energy. The trailing edge consisted of a trough. The picture observed at the
location of the bend in the electrodes can be explained by the fact that the bend resulted
in a sharp decrease in the intensity of the electric field in the filament reaching it and,
correspondingly, in the cessation of current in it, i.e., pumping of the electronic sub-
system, a consequence of which was “freezing” of the structure of the material in the
state in which it was found at this moment.

The results of numerical simulation of soliton dynamics in bistable media explain
the appearance of two fronts. Figure 1b displays simulation results showing the decay of
a topological solitof. The agreement between the experiment performed and the com-
putational results presented in Ref. 4 is interesting. A characteristic feature of the experi-
ment with respect to the calculations is that in our case the propagation of the stationary
wave was associated with not the bistability of the system but rather a constant inflow of
energy, which transferred the system into a metastable state with a higher energy. When
the inflow of energy ceased, the soliton decayed.

In conclusion, it should be noted that the application of a magnetic field in experi-
ments on breakdown of semiconductors and dielectrics makes it possible not only to
increase substantially the current density without destroying the sample but also to in-
vestigate a number of fast processes because of the spatial sweep effectuated by the
magnetic field. At the same time, the results obtained made it possible to demonstrate the
important(in many cases decisiyeole of coherent acoustic waves, which in experiments
on breakdown of solids is usually masked by the delayed action of thermal effects.
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Lateral localization of optical phonons in GaAs quantum
islands
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Lateral localization of phonons in GaAs islands formed on (th&0
surface under conditions of ¢24) structural reconstruction is detected
by means of Raman scattering. The triplet structure of the peak corre-
sponding to laterally localized phonons is detected in the Raman scat-
tering spectra of a Gafg/AlAss sublattice grown by molecular-beam
epitaxy. The distribution of islands over different configurations is de-
termined by comparing the theoretical Raman scattering spectra, calcu-
lated in the Vol'’kenshti bond polarizability approximation, with the
experimental spectra. The atomic configuration of the islands is identi-
cal to the results obtained previously by scanning tunneling micros-
copy. According to the calculation, 70% of the islands contain fewer
than 18 Ga atoms, and lateral localization occurs with AlAs barrier
thickness of 2 or more monolayers. €999 American Institute of
Physics[S0021-364(109)00314-X

PACS numbers: 63.20.Dj, 78.30.Fs

The properties of quantum-size objects produced by molecular-beam heteroepitaxy
of IlI-V semiconductors largely depend on the structural quality of the heterointerfaces.
The growth of layers under conditions of structural reconstruction of the surface fixes the
atomic relief of the heterointerface, which can dramatically change the properties of
superlattices with ultrathin layers of materials. In the last few years a great deal of
attention has been devoted to finding the mechanisms leading to the reconstruction of the
(100 GaAs surface and to determining the structure of the atomic configurations on it.
Progress in this field depends primarily on the development of direct methods for inves-
tigating surface structure: scanning tunneling microscopy, atomic force microscopy, and
high-resolution electron microscopy. Thus, it has been established on the basis of scan-
ning tunneling microscopy and HEED data that the<@) reconstruction of th€002)

0021-3640/99/70(2)/7/$15.00 75 © 1999 American Institute of Physics
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GaAs surface consists of highly ordered chains of arsenic dimers extended along the
[110] direction~3 Direct observations using scanning tunneling microscopy have re-
vealed that with a submonolayer gallium coating on a reconstructed surfacé0Ba)s
(2% 4) the gallium adatoms form quantum islands extending in the direflit®]. The

width of the islands in th¢100] direction is twice the interatomic distance, and the most
stable islands are ones containing six or fewer Ga dith@$.special interest is the
question of the extent to which the structural reconstruction of the surface determines the
atomic structure of the heterointerfa@@nce it is not obvious that the surface structure is
preserved during heteroepitaxial groytind determines the phonon properties of the
heterostructures obtained. The present work is devoted to solving this question.

Since the frequencies of the optical vibrations of atoms in GaAs and AlAs are
different, optical phonons localize within a layer of one material with a damping depth of
one monolayer in the neighboring lay&rShe frequency of the localized phonons de-
pends on the characteristic size of the obfetThis makes it possible to determine it
with atomic accuracy from Raman scattering spectroscopy’datdowever, since non-
resonant Raman scattering is weak, it is impossible to study an individual object, and to
increase the signal a large ensemble of quantum-size objects must be produced. So far,
the phonon properties of GaAs islands obtained by submonolayer growth under condi-
tions of structural reconstruction of the surface have not been investigated. It can be
expected that lateral localization of phonons in islands will modify the Raman scattering
spectra, since the strongest shift of the phonon frequency is observed when the dimen-
sions of the GaAs quantum objects equal several interatomic distarces.

The GaAg g/ AlAsg superlattices investigated were grown by molecular-beam epit-
axy on a semi-insulating Ga#801) substrate with a 0.Lm thick GaAs epitaxial buffer
layer. The substrate temperature was 550 °C. Prior to each opening of the gallium flux
growth was interrupted for a time, and the AlAs surface was held for a time under
conditions conducive to (2 4) reconstruction. The state of the surface was monitored by
HEED. After the flux of gallium atoms was interrupted, the structure was held for a time
in vacuum, so that stable configurations of GaAs islands on the surface of the AlAs layer
would survive. The alternating GaAs and AlAs layers were 0.6 and 5 ML thick, respec-
tively. The GaAgge/AlAss superlattice contained 400 periods and was coated with a
4 nm thick protective layer of GaAs. The phonon spectrum of the objects obtained was
investigated using Raman scattering spectroscopy. The spectra were recorded at room

temperature in the backscattering geoméID(Y]f on an automated setup based on a
DFS-52 monochromator. The Raman scattering was excited by Ar-laser lines.

Figure 1 shows the Raman scattering spectra of a ggA$Ass superlattice with
excitation by the Ar-laser lines 514.5, 496.5, 488, and 476.5 nm. The peak near
290cm !, which is seen in all spectra, corresponds to Raman scattering by long-
wavelengthLO phonons in the GaAs substrate. This shows that the superlattice is semi-
transparent at the wavelengths used. For all excitation wavelengths the Raman scattering
signal corresponding to scattering byla® phonon localized in GaAs possesses a triplet
structure(peaks 1-R The transverse optical phonons are inactive in Raman scattering
from the (001) surface’> The position of the 258 cm' peak corresponds to the first
localized mode for longitudinal phonons in a GaAs layer with an effective thickness of
0.6 ML. It is natural to infer that the appearance of the additional phonon modes with
different frequencies is due to the lateral structure of GaAs quantum objects. The fre-
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FIG. 1. Raman scattering spectra of a Gg&#\lAss superlattice, grown on a (001)—¥24) reconstructed
surface. The spectra were recorded[IXY]Z geometry for various scattering excitation wavelengths.

quency of peak 2 differs from that of peak 1 by 7.5¢mand the difference between the
frequencies of peaks 3 and 2 is 5.5 chfor all Raman scattering excitation wavelengths.
These parameters can be used to estimate the lateral dimensions of GaAs objects, which
equal 2—3 lattice constants. It should be noted that the structure of the observed Raman
scattering spectra was not distinguished in surface scans of the superlattice. This indicates
that it is uniform and that the GaAs quantum objects formed are stable.

To determine the structure and form of the GaAs quantum islands produced on an
AlAs (001) surface, theoretical calculations of the phonon modes were performed for
various configurations. The calculations of the characteristic frequencies and vectors of
the vibrational modes were performed in the Born—Karman approximation taking ac-
count of the interaction of eight nearest neighbors. The long-range Coulomb interaction
was taken into account in the dipole approximation in the “rigid-ion” model. The effec-
tive charge of the cations and anions and the elastic parameters were fit by the least-
squares method to the experimental data on neutron scattering by phonons in the direc-
tions A, 3, A, Z, and Q, obtained atT=12K.* Next, the phonon frequencies were
extrapolated to room temperature, starting from the temperature dependenéé
=—1.35x10 2cm 'K~ ! (Ref. 15.

Since three localizetlO modes were clearly observed in the experimental Raman
scattering spectréFig. 1), it was assumed at first that the reconstruction of the surface
corresponded to the Chadi modéljn which three infinite rows of arsenic dimers are
separated by a row of vacancies. However, the calculations showed that if the GaAs
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islands were infinite “quantum wires” extended along ffié1] direction and possessing

in the[110] direction a width of three gallium atoms and one aluminum atom, then only
two of the nine optical modes of gallium arsenide are Raman-active inthg geom-

etry, and the frequency of the most intense mode is 6'chigher than the frequency of

the experimentally observed peak(Eig. 1). As was shown in Ref. 3 by scanning
tunneling microscopy, the unit cell of the reconstructed surface (002X 4) with
configurationsy, 8, andy contains two arsenic dimers and two dimer vacancies. In Ref.

4 it was established on the basis of scanning tunneling microscopy data that the Ga
adatoms form quantum islands extended along 116] direction, and the width of the
islands in thg110] direction is twice the interatomic distance.

Let us consider first the configuration of GaAs islands in the form of infinite quan-
tum wires along thg110] direction, which are formed by Ga dimers. The unit cell of
such a structure in thgl10] direction contains two Ga and two As atoms, separated by
four Al and As atoms, and it contains five AIAs monolayers in f861] growth direc-
tion. In this configuration the GaAs coverage is 0.5 ML, and the AlAs coverage is 5.5
ML. The phonon spectrum and the Raman scattering spectrum g %K¥]Z geometry
were calculated for such islands, and the results are presented in Fig. 2a. The vertical
lines show the characteristic frequencies of GaAs-type phonon modes, the heights of the
lines are proportional to the Raman scattering intensity, and the modes which are inactive
in scattering are labeled below, similar notations were adopted for all calculations. In all
computed spectra the width of all Raman scattering lines at half-height was taken to be
5cm 1. As one can see from Fig. 2a, two of the six GaAs-type optical phonon modes are
active in scattering. This is natural, since the unit cell in this configuration contains two
Ga atoms. The first mode lies approximately 2 ¢rhigher than the experimental peak 1
(Fig. 1), and the second mode lies 8 thbelow the first one. These two modes arise
because of the lateral localization of GaAs-type optical phonons iflth@ direction,
perpendicular to the quantum wire.

As already mentioned, the most stable configurations of the GaAs islands were the
islands containing six or fewer Ga dimér#.the GaAs quantum wire whose configura-
tion is described above is broken by barriers consisting of Al atoms, GaAs-type optical
phonons will also be localized in tH&10] direction. The phonon spectra of such finite-
length quantum wires were calculated for different AlAs barrier thicknesses. For a barrier
thickness of one Al atom the computed phonon spectrum with such structures was es-
sentially identical to the spectrum of an infinite wire. For a barrier thickness of two Al
atoms, characteristic features associated with the additional lateral localization of optical
phonons appeared sharply in the spectrum, and as the barrier thickness increased to three
or more Al atoms, no further transformation of the spectrum was observed. This allows
us to conclude that the penetration of GaAs-type optical phonons modes in the lateral
direction into AlAs is very small, ath a 2 ML AlAs barrier is sufficient for lateral
localization to appear. It should be noted that the “lateral decay” depth corresponds to
the decay depth in the direction of growth, which is 1-2 RfL.

The phonon and Raman scattering spectra of an island witkk 2 6onfiguration
(where 6 and 2 are the numbers of Ga atoms in[iH€] and[110] directions, respec-
tively, and they are separated by barriers consisting of two Al gt@res displayed in
Fig. 2b. In this configuration the coverage of the GaAs layer is 0.375 ML. It is evident
that the six Raman-active modé&som a total of 36 modesform groups of three bands,
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FIG. 2. Phonon spectra and Raman scattering spectra calculated for various configurations of GaAs quantum
islands. The positions of the GaAl atoms are shown, and the positions of the As atoms are not shown.

whose frequencies are close to the frequencies of the experimentally observed peaks. The
qualitatively computed spectra correspond to the experimentally observed spectra, but the
ratios of the intensities of the experimental peaks 1, 2, affei@ 1) are different from

the calculationgFig. 2b).

When the reconstructed surface AsAs(001)x@) is covered with a GaAs layer
with a thickness greater than 0.5 ML, the Ga atoms can fill not only the As dimer‘rows,
but they can also fill the “trenches” on the (001)—X2) surface. The Raman spectra
for such configurations of GaAs islands are presented in Figs. 2c and 2d. The configu-
ration in Fig. 2c is a quantum wire of infinite length in the direct[dd0], and its unit
cell in the[110] direction contains two Ga and two As atoms, separated by four Al and
As atoms, and a Ga atom located on the first layer below in the direction of growth. The
configuration in Fig. 2d is similar to the preceding one, but the length of the GaAs
quantum wire is bounded by six Ga atoms, separated by a 2 Al atom barrier. The
coverage of the GaAs layer for the configurations in Figs. 2c and 2d is 0.75 and 0.625
ML, respectively. It is evident from Figs. 2c and 2d that the Raman scattering spectrum
calculated for the last configuration agrees qualitatively with experiment, and the com-



80 JETP Lett., Vol. 70, No. 2, 25 July 1999 Efremov et al.

~ - Calculation
— Experiment

Intensity, arb. units

230 250 270 290
Wave number, cm-1

FIG. 3. Experimental X.,.=488 nm and computed Raman scattering spectra of a {8ss superlattice
grown on a (2 4) reconstructed00l) surface.

puted and experimental average thicknesses of the GaAs layers agree well with each
other.

Returning to Fig. 1 and comparing it with Fig. 2, we note that the peaks 1, 2, and 3
can be explained qualitatively and quantitatively on the basis of the computed Raman
scattering spectra for the above-mentioned configurations, but the experimentally ob-
served features marked by upward arrows in Fig. 1 cannot be explained. These features
can be explained if it is assumed that GaAs quantum islands thicker than 1 ML can form.
The Raman scattering spectra of GaAs layers on a reconstructed AIAs(004¥) (2
surface with average thickness 1, 1.25, and 1.5 ML were calculated, and it was found that
for such quite thick layers the characteristic features associated with the lateral structure
are practically absent, but rather one peak corresponding to scattering b@ihenode
is observed. Apparently, the peaks near 269 and 277¢rulearly observed in the
experimental spectrum for excitation wavelength 514 nm, can be explained by scattering
on phonons localized in such GaAs objects with an average thickness of 1 and 1.5 ML.
When the wavelength exciting Raman scattering is 514 nm, the conditions of Raman
scattering are probably close to resonance, which explains the dependence of the intensity
of these peaks on the pump wavelength.

Figure 3 shows the experimental Raman scattering spectrum for a wavelength of 488
nm in comparison with the computed spectrum, where the contribution of the 10 main
island configurations was taken into account. The theoretical spectrum was fit to the
experimental spectrum by minimizing the standard deviation. It is evident from the figure
that the agreement between theory and experiment is very good. In addition, it is ex-
tremely surprising that even the GaAs layer thickness obtained by averaging over all
configurations agreed with amazing accuracy with the experimental thickness — 0.6 ML.
Judging from the results of the fit, about 70% of the GaAs quantum islands contain fewer
than 18 Ga atoms, confirming the results of Ref. 4.

In summary, in the present work the Raman scattering method was used to deter-
mine the structure of a GaAs/AlAs heterointerface, which correspondedxd ) atruc-
tural reconstruction of the surface and agreed with the scanning tunneling microscopy
data? It was demonstrated that the lateral localization of phonons in GaAs islands occurs
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over a distance of one or two interatomic distances, which makes it possible to determine
the atomic structure of the heterointerface by comparing the experimental and computed
Raman scattering spectra.

This work was supported by the Russian Fund for Fundamental Resgarahts
97-02-18422 and 99-02-16668nd by the Siberian Branch of the Russian Academy of
SciencegGrant 16 of the competition for young scientists for projects in physicotechni-
cal sciences The authors are grateful to the Scientific Council of the Institute of Semi-
conductor Physics, Siberian Branch of the Russian Academy of Sciences, for sponsoring
investigations, as expressed in the award of a young-scientists stipend to V. A. Volodin
by the Institute of Semiconductor Physics of the Siberian Branch of the Russian Acad-
emy of Sciences.

*e-mail; volodin@isp.nsc.ru

1D. J. Chadi, J. Vac. Sci. Technol. 3 834 (1987.

2Tomihiro Hashizume, Q. K. Xue, J. Zhaat al, Phys. Rev. Lett73, 2208(1994).

3A. R. Avery, C. M. Goringe, D. M. Holmest al,, Phys. Rev. Lett76, 3344(1996.

4M. Itoh, G. R. Bell, A. R. Averyet al, Phys. Rev. Lett81, 633(1998.

SM. Cardona and G. Guerodt, Light Scattering in Solids V. Superlattices and Other Microstructures
(Springer-Verlag, Berlin, 1989

6J. Sapriel, J. C. Michel, J. C. Toledaeo al, Phys. Rev. B8, 2007(1983.

"B. Jusserand, D. Paquet, J. Kervaetal, J. de Physiqud5, C5-145(1984.

8M. Cardona, Superlattices Microstruét. 27 (1989.

9G. Armelles, P. Castrillo, P. D. Wargt al., Solid State Commurd4, 613(1995.

10p_ Castrillo, G. Armelles, and J. Barbolla, Solid-State Electdth.175(1996.

1y, A. Volodin, M. D. Efremov, V. Ya. Printst al, JETP Lett.63, 994 (1996.

12y, A. Volodin, M. D. Efremov, V. V. Preobrazhengket al, JETP Lett.66, 47 (1997.

13V, A. Volodin, M. D. Efremov, and V. V. Bolotov, Superlattices and Microstructuiaspress.

14D. strauch and B. Dorner, J. Phys.: Condens. Mater457 (1990).

15B, Jusserand and J. Sapriel, Phys. Rew487194(1981).

Translated by M. E. Alferieff



JETP LETTERS VOLUME 70, NUMBER 2 25 JULY 1999

lon acceleration by superintense laser pulses in plasmas

T. Zh. Esirkepov

Moscow Institute of Physics and Technology, 141700 Dolgoprudny, Moscow Region,
Russia

Y. Sentoku, K. Mima, and K. Nishihara
Institute of Laser Engineering, Osaka University, Osaka 565-0871, Japan

F. Califano and F. Pegoraro
Dip. di Fisica, Universitadi Pisa and INFM, Pisa 56100, Italy

N. M. Naumova and S. V. Bulanov
General Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia

Y. Ueshima
JAERI-Kansai, Neyagawa, Osaka 564-8680, Japan

T. V. Liseikina and V. A. Vshivkov

Institute of Computation Technology, Siberian Branch of the Russian Academy of
Sciences, 630090 Novosibirsk, Russia

Y. Kato
JAERI-Kansai, Tokai, Ibaraki 319-1100, Japan

(Submitted 9 June 1999
Pis’'ma Zh. Ksp. Teor. Fiz70, No. 2, 80—86(25 July 1999

lon acceleration by petawatt laser radiation in underdense and over-
dense plasmas is studied with 2D3V-P(Barticle in Cell numerical
simulations. These simulations show that the laser pulse drills a channel
through the plasma slab, and electrons and ions expand in vacuum. Fast
electrons escape first from the electron—ion cloud. Later, ions gain a
high energy on account of the Coulomb explosion of the cloud and the
inductive electric field which appears due to fast change of the mag-
netic field generated by the laser pulse. Similarly, when a superintense
laser pulse interacts with a thin slab of overdense plasma, its pondero-
motive pressure blows all the electrons away from a finite-diameter
spot on the slab. Then, due to the Coulomb explosion, ions gain an
energy as high as 1 GeV. @999 American Institute of Physics.
[S0021-364(09)00414-4

PACS numbers: 52.65.Rr, 52.40.Nk

It is well known that the interaction of ultraintense laser pulses with plasmas is
accompanied by the acceleration of charged particles, both ions and electrons. However,
it is expected that ion acceleration will become more efficient when the plasma is irra-
diated by a petawatt laser pulsthan in the case of laser pulses with more moderate

0021-3640/99/70(2)/8/$15.00 82 © 1999 American Institute of Physics
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power. Various acceleration mechanisms have been invoked in the different regimes of
the laser—plasma interaction, including ion acceleration during the expansion of the
plasma in vacuufand the “Coulomb explosion.” The Coulomb explosion is associated
with the breakdown of plasma quasineutrality when the electrons are expelled from a
self-focusing radiation channel in the plasma, after which the ions expand due to the
repulsion of the unneutralized electrical chafgehe Coulomb explosion has also been
invoked in order to describe the generation of fast ions during the interaction of laser
pulses with cluster§This ion acceleration up to high energy values can shed light on the
observed neutron production in overdense plasmas and opens up a way of producing
laser induced nuclear reactions in a controlled Way.

An electron interacting with an electromagnetic wave with intendity?2
X 107*W/cn? acquires an energy equal ©=mc?a?/2~1 GeV. This light intensity
corresponds to laser pulses with powers in the petawatt range and to values of order
VM/m for the dimensionless amplitude=eE/mwc. Here M/m is the ion-to-electron
mass ratio. This means that in the wave field, electrons become as heavy as ions. A short
laser pulse in an underdense plasma produces a wake with an amglitugld e, where
¢ is the electrostatic potential. Thus, far=2\/M/m the ions gain an energyMc?
during a half period of the wake wave, and the ion motion in the wake of the laser pulse
in an underdense plasma becomes relativistic. We note that this amplitude of the laser
radiation is much smaller than that for which the dimensionless amplauctdculated
with the ion mass becomes of ord&/m, i.e., when the ion quiver velocity equals the
speed of light. This latter amplitude corresponds to an intemsity x 10°*W/cn? for a
1 um laser in a hydrogen plasma.

When considering the interaction of the laser pulse with an overdense plasma we
take the plasma to have the form of a thin slab of widthWe assume that this plasma
slab is irradiated by a laser beam with amplitiand radiusR>1 at the focus. The
electrons interacting with the laser light are expelled from their initial position in the
plasma slab. If the electron energy in the pulse figlé mc?a?/2 is high enough, the
electrons can overcome the attractive electric field due to charge separation. To blow the
electrons off, the pulse amplitude must be such faat&:, where the Coulomb energy
is aboutéc~2m?e’nlgR, or

a> (1 ,R/Id2)Y?=(4meqRIN) Y2 (1)

Hered.=c/wp, is the collisionless skin depth ama=ls)\/47rd§ dimensionless param-
eter introduced in Ref. 7. Later the ions start to expand due to Coulomb repulsion. This
is the Coulomb explosion. lons gain an energy of the ordek-ofwhich, if it is assumed

that E,~&c, can be rewritten as§;~Mc?(m/M)a2. We see that ions acquire an energy

of the order of the ion rest mass whar=\yM/m.

The goal of the present paper is to analyze, with 2D-M@rticle in Cell simula-
tions, the mechanisms of the ion acceleration during the interaction of a petawatt laser
pulse with underdense and overdense plasmas, when the radiation intensity reaches
~10?W/cn?, which corresponds ta>\/M/m.

To investigate the interaction of a laser pulse with a slab of underdense plasma, we
have performed 2D-PIC fully relativistic simulations using a model value of the ion-to-
electron mass ratio, 256, anfM/m=16. Below we present the results of our simula-
tions of a circularly polarized pulse with amplitudg=20. The laser pulse is Gaussian
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alongy, with a full width |, =10\, and has a triangular form along tkexis, with length
[|=20\ and a sharp front of order 2. The plasma density corresponds to the ratio
wpe/ ©=0.45 orn=0.202%,. The plasma slab, of length= 125\, begins ax=0 and

is preceded by a vacuum regioi fong. The laser pulse is initialized outside the plasma
in the vacuum regiox<<0. In Fig. 1 we present the,y distribution of the electron and

ion densities and of the component of the magnetic field &t 140(27/w). The laser
pulse is focused in a relatively small region due to relativistic self-focusing. However the
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channel behind the laser pulse is not totally evacuated, as can be seen in Fig. 1. Indeed,
the plasma moves predominantly outward in the radial direction, but at the same time an
“inverted” corona mode of a hot, inward-expanding plasma is formed. Colliding on the
channel axis, these hot plasma flows form a relatively dense plasma filament in the region
100N <x<120n. The phenomenon of the “inverted” corona and formation of a hot
filament inside the channel was discussed in Ref. 8 in the framework of the gas dynamics
approximation. In the present case the situation is more complex: the inward-expanding
plasma is inhomogeneous in the direction along the channel and is formed by narrow jets.
In addition, a significant portion of the filament is made up of plasma that enters the
channel through the front region of the channel. The electric current carried by the
filament sustains the dipolar magnetic field, which in turn focuses the plasma toward the
axis.

Figure 2 shows the phase plangs x of electrons(a) and ionsp,,x (b) andp,,y
(c). Figure 2c shows the,y distribution of thez component of the magnetic field for
t=175(27/ w), when the laser pulse has drilled a hole through the plasma slab. We see
that the electron cloud expands into the vacuum in the forward direction. In the phase
plane (,y) shown in Fig. 2c we see that the ion motion is well collimated. The
collimation of the ion motion can be explained by the pinching in the self-generated
magnetic field, which changes polarity at the ion jet axis, as is seen in Fig. 2d.

The mechanisms that accelerate the ions can be described by invoking the pull on
the ions by the electrons that are expanding in the forward direction, the Coulomb
repulsion in the electrically non neutral ion cloud that is formed when the electrons are
ripped away by the ponderomotive pressure of the laser radiation, and the inductive
electric field generated due the fast change of the magnetic field during expansion of the
magnetized plasma cloud. These three mechanisms work together with a continuous
change from one to the other and provide an energy gain of the same order of magnitude.

We note that, when the high-energy cloud appears at the end of the channel, the
electrons expand in vacuum faster than the ions. This forms an ion cloud with an unneu-
tralized electric charge. It is easy to show that typical ion energy is equal to
E~4m°ne’R?~ mmc?(R/dy)? in the relativistic case.

In the simulations presented above the ratio of the channel radius to the collisionless
skin depth is about 10 to 30 which givés~300mc® to ~900mc?, in an agreement with
the energy of fast ions seen in Fig. 2.

Now we consider the ion acceleration in the inductive electric field generated by the
fast change of the magnetic field during expansion of the magnetized plasma cloud. As is
seen in Figs. 1 and 2, the self-generated magnetic field vanishes at the axis and changes
its sign in the upper and lower regions. When the electron—ion cloud leaves the channel,
it carries a magnetic fiel& frozen into the plasma at a distance larger than the collision-
less skin depth. In the expanding plasma the magnetic field decreases, and its value can
be found from conservation of the magnetic fldx= LB = constant, wheré (t) is the
cloud radius, which is equal 8 at the end of the channel.

The change of the magnetic field leads to the generation of the electric field

E=LB/c=L®/=L? directed along the laser beam axis. This electric field accelerates the
ions in the forward direction and slows down the electrons. A relativistic charged par-
ticle, accelerated in the vicinity of the axis, where it is not magnetized, acquires an energy
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of the order of;~8m7ne’R?. Here we used the expression for the self-generated mag-
netic fieldB=4mneRobtained in Ref. 9. We see that this energy is of the order of the
energy gain during the Coulomb explosion.

Now we discuss the ion acceleration by an ultrarelativistic laser pulse interacting
with a slab of overdense plasma. In this case the size of the simulation region is
12.4x 15\2. The boundary conditions are periodic in thdirection for the particles and
the electromagnetic field. The boundaries in xrdirection are taken to be absorbing for
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the electromagnetic waves, while the particles are reflected with the thermal velocity. The
number of grid points and particles in the simulations is 85024 and 7. 10°. We
performed PIC simulations for two different plasma configurations. In the first case a
plasma slalia thin foil) is localized initially at 5. <x<<7\. In the second case a foil of
thickness 2 in the central part is deformed into a parabola. The parabola is daten
X<6\) by the formulax=4\+0.16(y—7.5\)?/\, and the curve is R thick. In both
cases the maximum plasma densitynis 30n, and the plasma consists of protofsn
massM =1840m) and electrons with an initial electron and ion temperature equal to
800eV. We expect that in the case of the deformed foil, the high absorption of the
obliquely incidentp-polarized pulse and the additional focusing of the transmitted light
should lead to a more effective ion acceleration than in the flat foil configuration.

An ultraintensep-polarized laser pulse is initiated at the left-hand side boundary.
The pulse has a Gaussian profile both in the longitudinal and in the transverse direction.
The pulse length and spot sigés width) are 5.5 and 5\, respectively. The normalized
vector potential of the incident pulse is equal dg=89, and is larger than/M/m
=43. Thus we expect that the ions are accelerated to extremely high energy directly by
the laser light. For a m laser, the intensity corresponds to t.B0*>W/cn? and the
pulse length to 18 fs.

For the chosen parameters of the laser pulse and of the plasma the dimensionless
parametereozwﬁeISIch [see(1)] is equal to 180. The normalized laser amplitude
a=289 is smaller thargy. In this case, according to Ref. 7, the foil is not transparent to
the laser radiation, and only a relatively small portion of the radiation can be transmitted
through the foil.

The interaction of the laser pulse with the foil is shown in Fig. 3. Fraahnehows
the distribution of the electromagnetic energy densitytfeld(27/w), and frame(b)
shows it fort=15(27/w). The electromagnetic energy density is normalized by the peak
value in the incident laser pulse. The contour levels vary from 0.1 to 1.2 with the interval
0.1. We see the deformation of the foil surface under the ponderomotive pressure, which
pushes the electrons in the forward direction. A relatively small fraction of pulse is
transmitted: the fraction of the transmitted and reflected energy is about 6.1% and 42.2%.

In Fig. 4 the phase plane of electrons with energies above 1.5 MeV is shown in
frame (a) at t=15(27/w). We see that the electrons are accelerated in the forward
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direction twice per laser period due to the B force%!'and the energetic electrons are
accelerated in the backward direction once per laser period, as was observed in Ref. 12.
The phase plane of the fast ions is shown in Fig. 4b. We see that the ions are accelerated
in both the backward and forward directions. The forward ion acceleration is predomi-
nant. The maximum momentum reached by the iorig,i&M c~ 1, which corresponds to

the GeV energy range. Also in this case the acceleration mechanism must be attributed to
the Coulomb explosion, which gives a final ion energy of the ordefef2m2e’nlJ |
=2m°mc*(wpel/w)?(l¢l, /N?). For the parameters of the simulatiofig~2Mc? i.e.,

~2 GeV.

The spatial distribution of the fast electrons and ions shown in Fig. 5, where we
present the energy density of electrofi@® and ions (b) in the x,y plane at
t=15(27/ w). We see that the inside the plasma expanding in the forward direction the
electron distribution is much less structured than the ion distribution. The ion density
shows very clear filaments with a scale length of the order of the laser wavelength. In
order to explain this structure we invoke the electromagnetic filamentation instability. In
the expanding plasma the average energy of the electrons is approximately equal to the
average ion energy. In this case the high-energy electrons move faster than the ions. As
is well known, a plasma with relative motion of electrons and ions is unstable. This
instability is similar to the electron filamentation instability considered in Ref. 13. It is
easy to show that the growth rate of the filamentation instability is approximately equal to
(Upi .
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In summary, with the help of 2D3V-PIC simulations, we have investigated the ion
acceleration during the interaction of petawatt laser pulses with underdense and over-
dense plasma slabs.

As to the ion acceleration in underdense plasmas, we emphasize that the ions are
accelerated predominantly in the forward direction when the laser pulse reaches the end
of the slab. In this case, the plasma filament formed at the channel axis begins to expand
at the channel end. The high-energy electrons expand faster, and the ions that have been
left behind form a well-collimated relativistically moving jet. The jet is confined in the
transverse direction by the pinching in the self-generated magnetic field. In the longitu-
dinal direction the ion jet expands because the electric charge is not neutralized inside the
jet. We call this mechanism of ion acceleration “anisotropic Coulomb explosion.” For
the parameters that are characteristic of the interaction of a petawatt laser pulse with a
near critical plasma the ions gain a relativistic energy.

In the case of the interaction of petawatt laser with a thin slab of overdense plasma,
the relativistic ions are also accelerated via the anisotropic Coulomb explosion. The
magnetic pinching of the jet in the transverse direction can appear due to the electromag-
netic filamentation instability.
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Koga, K. Nakajima, V. T. Tichonchuk and M. Yamagiwa. S. V. B and N. M. N. ac-
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It is established that the Hall effect in Fe/Si@anocomposite films in
the activational tunneling conduction range is anomalous, i.e., the Hall
resistivity p,, is proportional to the magnetization and is due to the
spin—orbit interaction. The parametric coupling of the Hall and longi-
tudinal (p,,) resistanceg,x pj, (with temperature as the parametisr
characterized by a much lower value of the exponenthan in a
uniform ferromagnetic metal. This circumstance is attributed to the
characteristic features of the Hall effect mechanism in the hopping
regime — in our case, the interference of the amplitudes of tunneling
transitions in a set of three granules. 1®99 American Institute of
Physics[S0021-364(109)00514-9

PACS numbers: 73.50.Jt, 81.05.Ys, 61.43.Er

In recent years there has been appreciable interest in composites, based on ferro-
magnetic nanoparticles, in which a giant magnetoresist&@64R)'? and a giant Hall
effect(GHE)3* are observed. A specific feature of ferromagnetic metals is that their Hall
resistivity

ph=RoB+RATM (1)

possesses two components, one of wiitbk normal paitis due to the Lorentz force and

is proportional to the magnetic inductid®, while the other(the anomalous partis
proportional to the magnetizatioM (R, and Rs are the corresponding normal and
anomalous Hall effect constaint3 he latter is related with the influence of the spin—orbit
interaction(SOI) on the scattering of spin-polarized electrons and is much greater than
the normal componenitSpecifically, it has been establisfiédor the granular system
(NiFe), /(Si0,),_, that the anomalous Hall effe€AHE) constantR; is two orders of
magnitude greater thaR, and can be four orders of magnitude greater than its value for
a uniform metal x=1). However, even though the Hall effect in these materials is quite
strong, the experiments performed thus'farave been concerned only with the GHE on
the metallic side of the percolation transition.

Physically, it is of greatest interest to study the GHE in the range of compositions of
the composite where the GMR effect is strondesie., in the insulating phase. On the

0021-3640/99/70(2)/7/$15.00 90 © 1999 American Institute of Physics
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basis of an analogy with semiconductors, where the transition to hopping conduction is
accompanied by a change in the Hall effect mechanism, a change in the AHE mechanism
can also be expected in a nanocomposite. Indeed, Hdlsteinved that the probability of

a tunneling transition between two centers does not contain corrections which are linear
in the magnetic field. Therefore to describe the Hall effect it is necessary to consider at
least three centers and to take into account the possibility of indirect tunneling
transitions> As a result, the relation between the Hall and longitudinal resistances be-
comes weakemp,* (pw)™, where the exponemh< 1. Specifically, the valuen=0.35 is
predicted for conduction with a variable hopping length, ame 0.5 is predicted for
conduction with a constant activation enefgwhich is appreciably less than for the
ordinary band conductiom{=1).

Tunneling conduction in magnetic composite materials likewise does not contain a
term that is linear in the magnetic field. However, we know of no experimental works
devoted to the description of the AHE under these conditions.

Therefore it is entirely appropriate and interesting to explore the question of whether
or not an AHE can exist in the tunneling transport and how this effect would behave in
real systems based on magnetic nanocomposites.

The absence of systematic experimental data on the Hall effect in magnetic nano-
composites in the insulating region is due to the high noise level characteristic of systems
with percolation conduction and to the parasitic effect of the GMR that arises under these
conditions and is associated with the asymmetry in the arrangement of the Hall probes. In
the present work we investigated the characteristic features of the Hall effect in samples
based on Fe/SiOfilms with very small asymmetry of the Hall probes, using digital
methods of signal acquisition and filtering, which made it possible to record the change
in the asymmetry resistance in a magnetic field at the leved 2%.

The samples, fitted with a pair of current contacts and two pairs of poteéhiadl)
probes, were prepared in the standard double-cross geometry. The width of the conduct-
ing channel watV=2 mm, its length wad =7 mm, and the accuracy with which the
Hall probes were combined was of the order of 4.

The samples were obtained by combined ion-beam sputtering of Fe apdiSiQ
a composite target on Polikor substrates at room temperature. The characteristic size of
the granules was several nanometers; the film thickmesgs varied in the range
0.2-0.8um.2 It is important to note that when the films were deposited on a heated
substratgup to T=250°C), not only did the average granule size incrdayea factor
of ~2), but the Fe content in the samples increased quite appredidblgralfold ac-
cording to data from electronic photograjph¥his indicated a variance in the granule
sizes and the existence of small particles which cannot be resolved in an electron micro-
scope. This circumstance is apparently inherent to a large class of granular systems, as is
attested to by the results of recent investigations on films of NiFg/GRef. 4, Co/AIO
(Ref. 2, and Cu/SiQ (Ref. 9.

In Ref. 8 it was established that the transition to activational hopping conduction
occurs in the samples with volume iron conteitx.~0.6. In this range the films
demonstrate in the direct vicinity of the percolation transition a quite high negative GMR,
reaching 5% which is appreciably greater than for the Ni/$i§ystent® and close to the
value 4.5% obtained in Ref. 1 for the system Co/SiO
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FIG. 1. Temperature dependences of the conduct@nakinsulating samples with various compositions close
to the percolation threshold,, K: 1 — 140,2 — 185,3 — 255,4 — 550.

Hall effect measurements were performed in magnetic fields up to 10 kOe at tem-
peraturesT=77—300K in the constant-voltage regime. Preliminary investigations
showed that near the metal—insulator transitisis= 0.6) the Hall effect depends quite
strongly on the Fe content. The accuracy10%)® with which the composition was
determined is obviously inadequate for studying trends in the behavior of the Hall effect
in the insulating region.

Figure 1 shows the temperature depender&€E) in the often used coordinates
log(G) versusT %2 for several samples with iron context0.6. The strong decrease in
G with decreasing temperature attests to activational conduction. In our case the relative
decrease o6 asT decreases from 300 to 4.2 K reaches four orders of magnitude, while
for samples with metallic conduction, which were investigated in Refs. 3 and 4, it did not
exceed 2. These dependences are close to linear right doiva6d<. According to Ref.
11 this is most likely due to the exponentially wide size distribution of the granules, for
which the conductance follows the “1/2 law'G(T)=Ggexd —(T,/T)*?], where the
parameteiT is determined by the metal content:

kTo~ (e eaq)(ag/N)*2p(x),  d(x)=x"11—(xIxc) ). (2)

Heree is the dielectric constank, is the decay length of the electron wave function in the
insulator, anda, is the characteristic size of granules. The values foundTfprare
presented in the caption to Fig. 1. Estimates based onZEehow that although the
parametefT, changes appreciably, the variationyofn our case does not exceed 0.01,
i.e., less than 5% fax,=0.6. In other words, near a transitidy is a much more reliable
characteristic of the closeness of samples to a percolation transitiox tekaand there-
fore it is natural to characterize the samples additionally by the paramgter

The Hall resistanc®,, was determined according to the difference of the values of
the transverse resistanBg, =V, /I, corresponding to positiveﬂjy) and negative R,)
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FIG. 2. Magnetic-field dependences of the Hall resistiyityof samples with dielectrifT,=255 K(O) and
To=140 K(@)] and metallic[x~0.7 (®)] conduction at different temperaturésK: 1 — 77,2 — 100,3 —
120, and4 — 300.

directions of the magnetic fieIdha(R;y— Ryy)/2. The sign of the Hall effect was
established using a standard sample. For all samples it was positive, just as for single-
crystal iron*?

Figure 2 shows the field dependences of the Hall resistipjffH)=R,(H)d at
various temperatures for an insulating sample with=255K (unfilled circleg. The
figure also shows for comparison the curggéH) for an insulating sample closest to the
percolation transition To= 140K, squaresand for a sample with metallic conduction
(x~0.7, filled circles. One can see that in the last two cases the forms of the depen-
dences are close, and the curyggH) saturate appreciably in fields 10 kOe, as is
typical for ferromagnetic materials with metallic conductance under conditions where the
AHE is proportional to the magnetizatiSn®> However,p;, for an insulating sample grows
much more strongly with decreasing temperature. That is, the fact that in these samples
the values ofp;, are the same at=300K is most likely accidental.

Another interesting fact is that as the Fe content decreases, the depepdgfre
becomes more “rounded{compare the(H) curves for insulating samples in Fig. 2 at
T=300K). It is important that the form of the magnetization cubéH) also changes
analogously as the metal fraction decreases: It transforms into a more “rounded” Lan-
gevin function'® To establish the relation betweeR(H) and M(H) we prepared two
identical samplesT,=150K), one of whichthe Hall samplgserved to study the field
dependence,(H) and the other for measuring the magnetization by the magnetooptic
Kerr effect method® The results of the measurementsTat 77 and 300 K are presented
in Fig. 3Y It is seen from the figure that the field dependenegdd) and M(H) are
identical, just as in ferromagnetic metals. However, we note that the anomalous Hall
effect coefficientRs=pn(H)/M(H) reaches atT=77K the value (see inset 1.6
X107 Q-cm/G, which is five orders of magnitude greater than the valugsah bulk
iron.2° Sincepy, increasessee Fig. 2andM decreases asdecreasedi, can be expected
to be even greater in the more highly insulating samples. Such a strong increase is
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FIG. 3. Magnetic-field dependences of the Hall resistiyity (®) and magnetizatioM (solid curve at
T=300 K. Inset: Magnetic-field dependence of the anomalous Hall coeffiBigat T=77 K.

impossible to explain by studying the Hall effect in individual grandlés.

Finally, we consider the parametric dependence of the Hall resistance on the longi-
tudinal resistancéwith temperature as the parametiar insulating sampleéFig. 4). Itis
evident that for all sampleR,, increases withR,, (i.e., with decreasing temperatire
Approximating the dependence by a power-law functiét <R}, we found
m=0.44-0.59 with the average value~0.5, which is appreciably smaller than the
value following from models of the AHE in ferromagnetic metdlsi= 1 for asymmetric
scattering, om=2 in the case of lateral hops

The fact that the sign of the Hall effect and the proportionality betweghl) and
M(H) are preserved in the insulating region signifies that in our case the Hall effect is
anomalous. At the same time the giant valueRgfand the appreciable difference ap-
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FIG. 4. Parametric dependengggR,,) for insulating samples for which the temperature dependences of the
conductance are presented in Fig. 1. The parameter is the temperature, which varies in the range
T=77-300K.
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pearing in the temperature dependences of the Hall and longitudinal resistances in the
insulating phase indicate that the tunneling character of the conduction plays the deter-
mining role and, in consequence, that the mechanism of the Hall effect becomes quali-
tatively different. We assume that the Hall effect is due to interference of the amplitudes
of tunneling transitions in a set of three or more granules, but it occurs not under the
influence of the magnetic inductioB, as in the case of semiconductors with hopping
conduction, but rather under the influence of the magnetization under SOI conditions.
The general approach developed in Ref. 6 to study the Hall effect remains in force, the
only difference being that in our case the size variance of the granules must be taken into
account. However, this circumstance can substantially alter the behavior of the Hall
resistance as a function of temperature. We shall explain this for the simple example of
the ordinary Hall effect. The extension to the case of the AHE presents no difficulties, if
the formalism proposed in Ref. 13 is followed and the fact that the ordinary and anoma-
lous Hall effects additively determine the Hall resistarisee Eq.(1)] is taken into
account.

In Ref. 6 it is shown that a configuration consisting of three centers must be con-
sidered(in our case — a configuration of three granllasorder to describe the Hall
effect. It turns out that the correction linear in the magnetic field to the probability of
electron tunneling between two centeis~«j) appears only as a result of interference
effects which arise when the two-stage tunneling transition through a third center
(i—p—j) is taken into account. Averaging over all possible “triangular” configurations
shows that a Hall curreqy=[EXh]/p,, whereh=B/B is a unit vector in the direction
of the magnetic field, appears in a nonzero electric field.

In Ref. 6 it was also shown that triangular configurations of cerfggemnules in the
form of an equilateral triangle make the main contribution to the Hall conductance. By
analogy to Ref. 11 it can be assumed that for a large variance of the granule sizes, only
granules of approximately the sar@ptimal) size a,; participate in Hall current trans-
port. Then only triangular configurations with a definite edge lehgdyual in order of
magnitude to the average distance between granules with sizes clage &e impor-
tant. In this approximation the Hall resistivipy, can be represented’as

PipPpjPii
o« ———-——W,i, 3
Ph PiptPpjtp;i
where

is the resistivity of the tunneling transitidr-p, Wi,j<exp(—=3ly/A—wy/KT) is the in-
terference amplitude in a unit magnetic field, ang=(e* eay)[1— (x/x.)*?] is the
activation energy of the electronic transition between two initially neutral grantiles.
Therefore

proeexply /N +wy KT). 5

Analysis of a system with a wide variance of granule sizes shothat when the
impedance of an individual tunneling transition is given by the relat®nthe tempera-
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ture dependence of the resistance of a nanocomposite can be described by the “1/2 law”
with characteristic temperatufigc\ ~ 2. The temperature dependence of the Hall resis-
tivity is described by the same law

precex (Tu/ )Y, 6)

where, however, the characteristic temperature must be “corrected” for the difference
between the relationg}) and(5): Ty=2"%?T,~T,/3. This leads to the scaling relation
pu™pyy, M=~0.6, which agrees with the relation found experimentédige Fig. 4.

In summary, in the present work the anomalous Hall effect in the insulating phase of
a magnetic nanocomposite with tunneling conduction was investigated experimentally
and qualitative arguments explaining its nature were presented. The similarity of the
magnetic field dependences of the Hall effect and of the magnetization proves the anoma-
lous nature of the effect, and the form of its temperature dependence proves that the
tunneling mechanism plays the governing role.

This work was supported by the Russian Fund for Fundamental Res@arahts
99-02-16955 and 98-02-176p8&nd by the Russian-French Fund PICS.

YThe relative magnetooptic measurements were calibrated by “matching” with the results of absolute SQUID
measurements ir-5 T fields.

IA. Milner, A. Gerber, B. Groismaret al, Phys. Rev. Lett76, 475(1996.

2S. Mitani, S. Takahashi, K. Takanasgtti al, Phys. Rev. Lett81, 2799(1998.

3A. B. Pakhomov, and X. Yan, Solid State Comm@8, 139 (1996.

4A. B. Pakhomov, X. Yan, N. Wangt al, Physica A241, 344 (1997).

5A. V. Vedyaev, A. B. Granovskj and O. A. Kotel'nikova,Transport Phenomena in Disordered Ferromag-
netic Alloys[in Russiarl (Moscow State University Press, Moscow, 1892

5T. Holstein, Phys. Revi24 1329(1961).

’R. Nemeth and B. Muhlshlegel, Solid State Comm@.999 (1988; Yu. M. Gal’perin, E. P. German, and
V. G. Karpov, Zh. Kksp. Teor. Fiz99, 343(199]) [Sov. Phys. JETR2, 193(1992)].

8B. A. Aronzon, A. E. Varfolomeeyv, D. Yu. Kovalest al, Fiz. Tverd. TelaSt. Petersbung1(6), 944(1999
[Phys. Solid Statd1, 857 (1999].

9S. A. Gurevich, T. A. Zarskaya, S. G. Konnikoet al, Fiz. Tverd. TelaSt. Petersbuig39(10), 1889(1997
[Phys. Solid Stat&9, 1691(1997)].

10J. L. Gittleman, Y. Goldstein, and S. Bozovski, Phys. Re\s, B609(1972.

1E. 7. Mdlikhov, Zh. Eksp. Teor. Fiz115 1484 (1999 [JETP88, 819(1999].

12Handbook of Physical Quantitiegdited by I. S. Grigoriev and E. Z. MeilikhofCRC Press, Boca Raton,
1997, p. 902.

A, V. Vedyaev and A. B. GranovskiFiz. Tverd. Tela(Leningrad 28, 2310(1986 [Sov. Phys. Solid State
28, 1293(1986)].

14M. Gruenewald, H. Mueller, P. Thomas, and D. Wuertz, Solid State ComB88,r£011(1981); M. Nissim,
and R. L. Rosenbaum, Phys. Rev4B, 10629(1989.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 70, NUMBER 2 25 JULY 1999

Two-dimensional quantum interference contributions
to the magnetoresistance of Nd ,_,Ce,CuO,_,
single crystals

G. I. Harus, A. N. Ignatenkov, A. I. Ponomarev, L. D. Sabirzyanova,
and N. G. Shelushinina

Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, 620219
Ekaterinburg, Russia

N. A. Babushkina
RSC Kurchatov Institute, 123182 Moscow, Russia

(Submitted 23 December 1998; resubmitted 8 June 1999
Pis'ma Zh. Esp. Teor. Fiz70, No. 2, 93-9925 July 1999

Two-dimensional(2D) weak localization effects at low temperatures
T=0.2-4.2K are investigated in a nonsuperconducting sample
Nd; gCe& 1 CUO, 5 and in the normal state of a superconducting
sample NdgCe LU0, s for B>B.,=3 T. The phase coherence
time 7, (=5x10 ''s at 1.9K and the effective thicknesd of a
conducting Cu@ layer (=1.5A) are estimated by fitting the expres-
sions from the 2D weak localization theory to the magnetoresistivity
data for the normal-to-plane and in-plane magnetic fields. The esti-
mated value of the parametdrensures the condition of strong carrier
confinement and justifies a model of almost decoupled 2D metallic
sheets for the Nd ,Ce CuQ,_ 4 single crystals. ©1999 American
Institute of Physicg.S0021-364(09)00614-3

PACS numbers: 74.25.Ha, 74.72.Jt, 72.15.Rn, 72.15.Gd

INTRODUCTION

The crystallographic structur€’ of Nd,_,CeCuQ,_; is the simplest among the
superconducting cuprates: each copper atom is coordinated to four oxygen atoms in a
planar structure without apical oxygen. The J&diO, crystal is an insulator, with the
valence band being mainly of Op2character and the empty conduction band being the
upper Hubbard Cu @ band. The 8-3d Coulomb repulsiorlJ at the Cu site is strong
(=6-7 e\) and is larger than the oxygen-to-metal charge-transfer er2(gyl —2 eV).

Thus these cuprates are classified as charge-transfer semiconductors.

The combination of Ce doping and O reduction results-igpe conduction in the
CuG, layers. The energy band structure calculatisimows that the Fermi level is located
in a band of thepdo type formed by the 8(x?—y?) orbitals of Cu and the,(x,y)
orbitals of oxygen. Th@do band appears to be of highly 2D character with almost no
dispersion in thez direction, which is normal to CuOplanes. The electrons are concen-

0021-3640/99/70(2)/8/$15.00 97 © 1999 American Institute of Physics
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trated within the confines of conducting Cuyers separated from each other by a
distancec=6 A.

Due to the layered crystal structure the high-copper oxide compounds have
highly anisotropic electrical properties in the normal state. The electron-doped systems
Nd,_,Ce,CuQ,_ ;5 exhibit a very large anisotropy factas./p,,=10* (Refs. 2 and B
which is somewhat lower than in the Bi systems fp,,~ 10°) but substantially higher
than in the La and Y systemg{/pa,~ 10?). For the underdoped and optimally doped
compounds the-axis resistivityp. is usually nonmetallicdp./dT< 0) at low enough
temperature$.In contrast, the magnitude and the temperature dependence of the resis-
tivity in the CuG, plane,p,,, are in general metallic near optimum doping.

A 2D metallic state in a system with random disorder should exhibit weak localiza-
tion of the charge carriers at low temperatuta/eak localization behavior of the in-
plane resistivity has been clearly observed and perfectly analyzed for 8 BuO;
systems, which were investigated with high precisioT atown to 0.5K in magnetic
fields of up to 8T normal to and perpendicular to the Gu@anes® As to the
La, ,SrCuQ,_ 4 and Lg_,BaCuQ,_;s systems, the concentration range between the
hopping regime at lowx and the superconducting regime »xat0.05 seems to be so
narrow that a well-defined weak localization behavior is difficult to obséA@nly in
the close proximity tox=0.05 do the nonsuperconducting sample, L#8a,Cu0,_
(Ref. 7 and the superconducting sample,LgSr,CuQ,_ 5 (T.=4 K) display some signs
of weak localization (It dependence gb,;,) in fieldsB>8 T.

Due to theirT’ structure the Nd systems should be particularly advantageous for the
observation of 2D effects in conduction process. Indeed, there are several reports on the
manifestation of 2D weak localization in the in-plane conductance of Nde CuQ,_
single crystals and films. Thus a linear dependence of resistivity Dedmes about at
T<T, for samples withx=0.15, in which the superconducting state is destroyed by a
magnetic fiel® Furthermore, a highly anisotropiavith regard to the magnetic field
direction negative magnetoresistance, predicted for 2D weak localization, has been ob-
served in the nonsuperconducting state at low temperatures: in a highly underdoped
sample withx=0.01 (Ref. 10 and in unreduced samples with=0.15 (Ref. 11 or
x=0.18 (Ref. 12. Measurements in a superconductixg 0.15 sample with highr
(T,=20K) has shown a similar negative magnetoresistance in fughto 30 T) trans-
verse magnetic fields and an upturn in the normal state resistarcésdswered:

In our previous investigation of the sample wi+0.18 (T.=6 K) a negative
magnetoresistance was observed after the destruction of superconductivity by a magnetic
field up to 5.5 T alf< 1.4 K.** We report here the results of measurements at much lower
temperaturegdown to 0.2 K and in higher dc magnetic fieldsip to 12 7). A drastic
dependence of the magnitude of the magnetoresistance on the direction of the magnetic
field is the most important experimental test for the 2D character of a conducting system.
For investigation of the magnetoresistance anisotropy we have used here the measure-
ments on a nonsuperconducting sample withxaalue x=0.12) close to the boundary
valuex=0.14 for the superconductivity in a Nd,Ce,CuQ,_ 5 system.

RESULTS

High-quality single-phase Nd,CeCuQ,_ 5 (x=0.12-0.20 thin films were pro-
duced by a modified laser deposition technique with flux separ&tibiims with thick-
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FIG. 1. a: Resistivity as a function of magnetic field at different temperatures for the sample=@t18. b:
Surface conductivity as a function ofBnfor the sample withk=0.18.

nesses of around 5000 A were deposited onto a hot SrJii@le-crystal substrate having

the (100 surface orientation. It was necessary to anneal the films subsequently at 800 °C
for 40 min in a vacuum< 10 2 torr to form the superconducting phase. The x-ray
diffraction study has revealed the existence of the tetragonal phase only withathie
perpendicular to the film plane. We report here the data for_Nde CuQ, _ 5 films with
x=0.12 and 0.18 only.

The in-plane resistivity,,, and Hall coefficienR (j||ab,B||c) were investigated in
a single-crystal superconducting film NgCe, 14Cu0, 5 (T,=6 K) atT=(0.2—-20 K in
a magnetic field up t8=12T. In the superconducting sample the normal-state transport
at low T is hidden unless a magnetic fieRlhigher than the second critical fieB}., is
applied(for BL ab one haB.,=3 T at T=4.2 K). We destroyed the superconductivity
by a magnetic field perpendicular to the Gufanes and observed a negative magne-
toresistance in fields higher th&), (Fig. 1) with a logarithmic temperature dependence
of the resistivity afT<4.5 K (Fig. 2). Figure 3 shows the results of measurements of the
in-plane conductivity in a nonsuperconducting samplg Nde, ;CuQ, s atT=1.9K
and 4.2 K for magnetic fields perpendicuy and paralleB) to the CuQ planes, with
inductions up tdB=5.5T.

DISCUSSION

The logarithmic low-temperature dependence of the conductivity is one of the indi-
cations of the interference quantum correction due to weak localization or electron—
electron interaction in a 2D system. A magnetic field normal to the motion of a carrier
destroys the interference leading to localization. In a 2D system it causes negative mag-
netoresistance in the case when the field is perpendicular to the plane, but there is no
effect for the parallel configuration. In the 2D weak localization theory the quantum
correction to the Drude surface conductivity in a perpendicular magnetic field is given

by™®
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FIG. 2. Logarithmic temperature dependence of the resistivig=aB., (x=0.18).

Aoy(B,)= e2W1+B¢ y(ty B 1
O-S(L)_a% 278, YiztE || (1)
where « is a prefactor of the order of unityW is the digamma functionB,
=chlde Li, andB,=c#/2e/2, HereL ,= D, is the phase coherence lengih {s the
diffusion coefficient andr, is the phase breaking timand/ is the mean free path. At
low temperature the inequali§y,< B (L ,> /) is valid, and thus the weak localization

effects are almost totally suppressed B#=B,,. Let us compare the equation for the
transport field, presented in the form

2B/ ?=d,, (2)

whered,= wrcfi/e is the elementary flux quantum, with the relation between the coher-
ence lengthé and the second critical field in the so called “dirty” limi€g& /):

s, (10° Q")

B(D)

FIG. 3. Surface conductivity as a function of magnetic fietd=0.12).
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From Egs.(2) and(3) one hasB,/B.,= &/, and thus the inequalitB,> B, should be
valid for any dirty superconductor.

SUPERCONDUCTING SAMPLE (x=0.18)

From the experimental values pf,, and Hall constanR in the normal state we have
obtained the Drude conductivity of a CwQayer o.=(pa,/c) ! and the bulk
n=(eR) ! and surfacen,=nc electron densitiesd=6 A is the distance between CwO
layery. We have 0,=103Q"1 n=1.1x10%cm 3, and n,=6.6x10%m 2 at
T=4.2K andB>B,. Using the relationr,= (e?/h)kz/, with k. the Fermi wave vector,
we have estimated the parameker’=25. Sincekg/> 1, a true metallic conduction in
the CuQ layers takes place.

Sincekg=(27ng)Y?=6x 10" cm !, we have found that the mean free patk:4
x 10" ‘cm, and according to Eq2), the transport fieldB,=20T. In the investigated
sample the second critical fiel8.,=3 T at T=4.2K (Ref. 13 and B,,=5T at
T=0.2K. Thus we hav®,>B_,, and it turns out to be possible to observe the negative
magnetoresistance owing to 2D weak localization in the interval of magnetic figlds
<B, <B (Fig. 13.

In the field rangeB ,<B<By, the expressioril) may be written as

1 | B, .

2] "B, @

Figure 1b shows the surface conductivity as a function of IB. It is seen that at
B>B., the experimental data can be described by simple for)lavith the prefactor

a as the only fitting parameter. Ai=2 K we havea=1.5, but as the temperature is
lowered thea value becomes substantially greater than unity6.6 atT=0.2 K. Thus

the negative magnetoresistance effect at the lowest temperature is too large to be caused
solely by the suppression of weak localization.

e?
Aoy(B, )=« {—‘I’

wh

In the case of effective electron attraction there exists another orbital contribution to
the negative magnetoresistance, namely, the contribution due to the disorder-modified
electron—electron interaction in the so-called Cooper chaimelinteraction of electrons
with opposite momenja® A contribution such as that may be the cause of the extra
negative magnetoresistance in oarsitu superconducting sample at very low tempera-
tures. The magnitudes of the coefficient oBlin superconducting aluminum films at
T>T, have been quantitatively explained in just this wWay.

When the magnetic field is applied parallel to thb plane, it turns out that the
upper critical fieId,B‘iZ, is too high and is not reached in our sample with0.18 in
fields up toB=12T. This result is in accordance with the observation of a large anisot-
ropy of B, for Nd, ,CeCuO, s single crystals with x=0.16 (B§2=6.7 T,
Bl2=137 .18 Thus in order to investigate the dependence of magnetoresistance on the
direction of the magnetic field relative to the Cu@lane, a study of aim situ nonsu-
perconducting sample is needed.

NONSUPERCONDUCTING SAMPLE (x=0.12)

The positive magnetoconductivitfnegative magnetoresistancebserved for this
sample is obviously anisotropic with respect to the direction of magnetic (6elel Fig.
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3). From the fit of the curves(B,) by the functional form(1) (solid curves in Fig. B

we have found the inelastic scattering length=550A atT=1.9K andL,=770A at
T=4.2K. For the in-plane diffusion coefficienD = (w#*/me’)o; we have D,
=1.1cnfls, so thatr,=5.4x10 ''s atT=1.9K and7,=2.7x10 s at T=4.2K.

These values are of the same order of magnitude as that obtained by ¢tadéhfor an
x=0.01 crystal ¢,=1.2<10"''s at T=1.6K), but in contrast to their unusuat,
~T%dependence a@t<10K our data al = 1.9 K andT=4.2 K are compatible with the
T‘P"’T_l dependence predicted for electron—electron inelastic scattering in a disordered
2D systent®

The much weaker negative magnetoresistance for the parallel configurBtiab)(
is quadratic inB up toBj=5.5T (see the solid curves in Fig).3t is of the same order
of magnitude as that of Hage al}° at T<5 K or Kussmaukt al!*at T<4.2 K, but we
haven’t seen any sign of the positive kinkEt=(1—1.5) T observed in Ref. 10.

Longitudinal magnetoresistance in a strictly 2D system may be caused only by the
influence of the field on the spin degrees of freedom. One of the most obvious causes of
negative magnetoresistance is the scattering of electrons on some spin system: the system
of Cu spins or partially polarized Nd spins. For any source of spin scattering the field
scale for theB? dependenceB<B,,B;=kT/gug) is too low to explain our experimen-
tal data. Forg=2 one hasB;=1.5T atT=1.9K andB,=3T at T=4.2K, but we
observe no deviations fromB¢ dependence up tBB=5.5T.

In the standard theory of quantum interference effects in disordered cond@étors
there is also an isotropic contribution to the magnetoconductivity from the spin degrees
of freedom. When the Zeeman energy of electrggsgB exceedk T, the magnetic field
suppresses the contribution to conductivity originating from the electron—electron inter-
action and thus leads to a magnetoresistance effect. But this magnetoresistance is always
positive and, with the valug,=2 for the electroniqg factor, has the same characteristic
field as that for spin scatterin@®=Bg. Thus it apparently is not related to the effect in
question, but it may be the cause of the positive kink on the magnetoresistance curves of
Hagenet al*°

Itis very important that in quasi-2D systems with finite thicknéssL , there exists

an orbital contribution to the longitudinal magnetoresistance. It is the usual explanation
for the parabolic negative magnetoresistance observed in the parallel configuration in
semiconducting 2D systems: in GaAs/AlGaAs heterostructti@sin silicon inversion
layers?® The finite-thickness correction to the strictly 2D theory is given by the
expressiorf*

B 2

B*

whereB* = \/3cfi/ed L, . Itis seen from Eq(5) thatog(B)) should be quadratic iB at
fieldsB<B*, where the characteristic fieB*=(L,/d)B,>B,,.

For a preliminary estimation @&* let us assume that<c (c=6 A is the distance
between adjacent Cy(planes; then we haveB*>25T atT=1.9K andB*>35T at
T=4.2 K. Thus we thinkas do Kussmauét al?) that the finite-thickness correction to
the 2D weak localization effect can reasonably explain the observed negative magnetore-
sistance for the parallel configuration. In the parallel configuration there also exists a

2

AO‘S(BH) = %In

1+ , (5)
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finite-thickness correction to the basic effect in a perpendicular magnetid$ieddp. 109

of Ref. 20. We believe that it is just the cause of the upturn of the experimental points
for o4(B,) at B>(3.5-4 T in Fig. 3. By fitting the theoretical expressidb) to the
curves forog(Bj) and taking into account the values bf, obtained earlier, we have
found for the effective thickness of a conducting Gu@yerd=(1.5+0.5) A.

The value ofd gives an estimate for the dimension of the electron wave function in
the direction normal to a Cuplane and ensures the condition of strong carrier confine-
ment: d<c. It is in accordance with the proposed highly 2D character of the actual
electron band of th@do type with almost no dispersion along tleaxis® The x-ray
investigations also show that the electron density is concentrated within the limits of
+1 A above and below a Cu atom in tledirection?® Single-crystal NdCeCuO may
therefore be regarded as multi-quantum-well system (1.5 A wells and 4.5 A baoiers
an analog of a multilayered heterostructure. A theoretical description of Thigiuper-
conductors as heterostructures has recently been propbsed.

As the 2D version of weak localization theory is able to describe the behavior of
a¢(B,T) in our sample, the inequality.sc> 7, should be valid for the escape time of
electron from one CuPplane to another. The escape time between adjacent quantum
wells in multilayered heterostructures can be estimated from the value of the normal
diffusion constant.s=c?/D, . For our sample we have the anisotropy fadigr'D |
=10" andD=0.8cnf-s ! at 300 K. Thenres=4x10 s even at room temperature,
so that the conditiorresc> 7, may really be fulfilled at low temperatures.
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