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Electrostatic energy of a disordered system of metallic
granules
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Electrostatic interaction energies in a disordered monodisperse system
of metallic granules are calculated. The calculation is performed in the
dipole approximation for particles that cannot be regarded as point
charges. The dependences of the charging energies of the particles on
the concentration of the metallic phase as well as the dependences of
the interaction energy of the charged particles on the distances between
them are obtained. ©1999 American Institute of Physics.
@S0021-3640~99!00714-8#

PACS numbers: 41.20.Cv, 72.80.Tm, 81.05.Rm

A great deal of attention has been devoted in recent years to studying com
materials~or granular media! containing small metallic particles distributed randomly
a dielectric matrix. The description of the electric properties of such structures is b
on the concept of charging energy, i.e., the electrostatic energy required to char
individual metal particle with a certain chargeQ, usually equal to the charge of a sing
electron. If this energy is high compared with the thermal energykT, then it will deter-
mine the temperature and field dependences of the electric conductivity of a gra
medium.1–3

To give a quantitative description of the conductivity it is necessary to determin
ground state of a system of metallic particles and to find the spectrum of its excita
involving transitions of electrons between particles.2 In turn, this requires the matrixCi j

4

of the capacitance and electrostatic inductance coefficients which relates the energy
system with its charge state:

E5
1

2 (
i , j

Ci j
21QiQj . ~1!

To calculate the diagonal elements of this matrix~the capacitance coefficients! it is
sufficient to calculate the charging energyEci of each particle in a neutral environmen
while the off-diagonal elements~the electrostatic inductance coefficients! are determined
from the charging energyVi j of a pair of particles in a neutral environment.

In existing theoretical works the mean-field approximation1 is ordinarily used to
estimate the energiesEci andVi j , or the Coulomb interaction is calculated using form
las for point charges and an effective permittivity.2,5 However, neither approximation i
1050021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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adequately substantiated, specifically, the concept of effective permittivity itself is a
cable only at distances that are large compared with the scale of nonuniformity o
medium. Moreover, both approaches completely ignore the rms deviation ofEci andVi j

due to the randomness of the relative arrangement of the metallic particles in the me

In the present letter we endeavor to calculate more accurately the electrosta
teraction energies in a system of charged metallic particles in the case that the p
sizes are comparable to the interparticle distances, and therefore the particles can
regarded as point charges.

In the numerical model employed the granular medium is a collection of met
spheres which have a fixed radiusr and are randomly arranged in a fixed volume. T
parameter of such an arrangement is the minimum admissible distanceDmin between
neighboring spheres. The following method was used to implement the quasira
arrangement numerically: Initially the spheres were arranged in a regular cubic la
after which an initial velocity was assigned to each sphere according to a random la
the motion of all spheres was calculated with their collisions taken into account.
effective radius of the spheres was taken to ber eff5r 1Dmin/2. This guaranteed that th
distance between the spheres cannot be less thanDmin . In addition, all collisions were
assumed to be completely inelastic, i.e., after each collision the velocity of a spher
once again considered to be random. The calculation was terminated after each
had undergone a large number~several tens! of collisions, and the arrangement obtain
was used later as a random realization.

In the zeroth approximation the charging energy of a metallic sphere isEc0

5Q2/2er , whereQ is the charge on the sphere,r is the radius of the sphere, ande is the
permittivity of the surrounding medium. The coefficient 1/er is the reciprocalC21 of the
electric capacitance of the sphere. In first order of the dipole expansion, the polariz
of neutral spheres surrounding a given charge sphere must be taken into account. F
we shall consider first the existing analytical solution of the problem of the interac
energy of two metallic spheres, of which one is charged to a chargeQ while the other is
neutral. To a first approximation we shall assume that the charge distribution in
charged sphere is uniform, and we shall construct the polarization of the neutral s
by the method of images4 ~Fig. 1a!. We shall calculate the electrostatic energy of suc
system as the energy of the electric field in all space outside the spheres:

FIG. 1. Method of images for two~a! and three~b! spheres:b5r 2/a, b15r 2/a1 , b25r 2/a2 , q5Qb/r ,
q15Qb1 /r , andq25Qb2 /r .
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E5E F~R!2

8pe
d3R, ~2!

whereF(R) is the electric field of the chargesQ, q, and2q in vacuum~see Fig. 1a!. The
integration in Eq.~2! was performed numerically by the Monte Carlo method, and
result was compared with the exact analytical solution~see, for example, Ref. 6!. The
result of this comparison is displayed in Fig. 2. It is evident from the figure that
intersphere distancesa.2r 1r /4 the discrepancy between the first dipole approximat
and the exact solution is less than 5%.

To find the total energyEci of a system of one charged spherei in an environment
of neutral spheres all pairwise dipole corrections to the energy of a charged sphere
each of the neutral spheres were calculated and summed. The dipole–dipole inte
of neutral spheres with one another was neglected, since it is of the next order of
ness. The calculations were performed for a system of 1000 spheres arranged
method described above and averaged over all spheres located at distances grea
L/4, whereL is the size of the system, from the boundaries of the system. In add
averaging over 100 realizations of random arrangements was performed.

The average charging energyĒc computed in this manner is presented in Fig. 3 a
function of the density of metallic spheres for various values of the parameterDmin of the
random arrangement. The dashed curve shows the same dependence for spheres
in a simple cubic lattice. In addition, the same figure shows the curves of the
deviation ofEc from the average value ofĒc for the same parameters. The inset in F
3 shows as an example the distribution of the charging energies of spheres for a par
case. It is evident that for sufficiently high densities of the metallic phase the rms d
tion of the values ofEc can be a substantial fraction of the average valueĒc , and
together with the random potential2 it serves as a source of diagonal disorder in
granular medium.

To calculate in the same approximation the energy of a system of two cha
spheres surrounded by neutral spheres, it is necessary to find in the dipole approxi

FIG. 2. Energy of a system of two spheres~charged and neutral!, calculated in the dipole approximation~solid
curve! and using to the exact analytical formula~dashed curve!.
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the energy of a system of three spheres, one of which is neutral while the two othe
charged, for example, with chargesQ and2Q. Just as in preceding analysis, we shall u
the method of images~Fig. 1b! to take account of the polarization of the spheres, and
shall calculate the energy of such a system using Eq.~2!, where the integration extend
over the entire space outside all three spheres. Subtracting from the energy obta
this manner the energy of a system consisting of two isolated charged spheres~setting
q150, q250), we obtain a correction due to the polarization of a neutral sphere
calculate the total energy of a system consisting of two charged spheres in an en
ment of neutral spheres, we shall sum the corrections due to all neutral spheres
again neglecting the dipole–dipole interaction of the neutral spheres with one ano

The dependence of the interaction energy of charged spheres, computed
manner, on the intersphere distance is presented in Fig. 4 for the cases of attr
~charges with different signs! and ~charges with like signs!. The curves presented in th
figure were averaged just as in the case of the charging energies.

FIG. 3. Average charging energy of a sphere and its rms deviations as a function of the concentration of th
metallic phase for various values of the parameterDmin of the arrangement and for a cubic lattice of granu
~dashed curve!.

FIG. 4. Electrostatic energy of a system of two charged spheres with charges with the same (E11) and
different (E12) signs surrounded by neutral spheres as a function of the intersphere distance for v
concentrations of the metallic phase 10%~a! and 20%~b!.
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The elements of the inverse matrixCi j
21 can be obtained from the charging energ

of an arbitrary pair of spheresi andj with charges of like (E11) or different (E12) signs
according to the formulas4

E115S Cii
21

2
1

Cj j
21

2
1Ci j

21DQ2 and E125S Cii
21

2
1

Cj j
21

2
2Ci j

21DQ2 , ~3!

while the half sum of the energiesE11 andE12 should equal the sum of the chargin
energies of the spheresi and j. Thus we can calculate the same quantity — the sum
charging energies~or the diagonal elements of the inverse matrix of capacitance co
cients! — for any pair of spheres by two independent methods. The computational
racy can be estimated by comparing the results of these calculations. The thick sol
in Fig. 4 shows the half sum (E111E12)/2 and the fine line shows the half sum (Eci

1Ec j)/2 of the charging energies. As one can see from the figure, the discrep
between these curves is;1% for a 10% concentration and;2% for a 20% concentra
tion. In order of magnitude this discrepancy is the maximum accuracy that can b
tained in the dipole approximation. As the concentration of spheres increases, this
racy decreases, because on the average more spheres are located at a short dista
one another, where the error of the dipole approximation is large~see Fig. 2!.

The dashed curves in Fig. 4 the distance dependence of the average energ
system of two charged spheres for the case that the electrostatic interaction of
spheres is treated as the interaction of point charges:

Vpoint52Ec0S Ēc

Ec0
6

1

a
D . ~4!

It is evident that for sufficiently large intersphere distances (a.15•r ) expression~4!
describes the computed dependences well. An important feature of the asympto
pression~4! is that the part describing the intersphere interaction does not conta
concentration-dependent effective permittivity, i.e., the Coulomb interaction at large
tances drops off just as in a pure dielectric with no metallic inclusions.

In summary, in the present letter we have obtained the dependence of the
electrostatic energy parameters of a disordered granular medium on the concentra
the metallic phase. The calculation was performed in the dipole approximation negle
the dipole–dipole interaction. The energy parameters, such as the charging energ
individual granule and the electrostatic interaction energy of a pair of charged gran
obtained make it possible to find the matrix of capacitances and electrostatic induc
of the system, which in turn makes it possible to determine the electrostatic energy
arbitrary distribution of charges over the granules using Eq.~1!.

The computational results showed that the average charging energy of a gran
a fixed concentration of the metallic phase depends on the geometric parameters
distribution of granules in the dielectric matrix and that for sufficiently high concen
tions the rms deviation of this energy can be several tens of percent of its magnitu
was also shown that the Coulomb interaction between two charged granules at
distances is insensitive to the existence of the other granules and thereby does not
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on the concentration of the metallic phase. However, at short distances the Co
interaction is screened, the screening being progressively stronger the higher the c
tration of the metallic phase.
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Two energy scales and breakdown of renormalizability in
the Kondo problem
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It is shown that a second energy scaleT0@Tk arises in the Kondo
problem. Perturbation theory is valid only in the regionT.T0. For this
reason, the transition from weak to strong coupling occurs at tempera-
tures much higher than the Kondo temperatureTk . © 1999 American
Institute of Physics.@S0021-3640~99!00814-2#

PACS numbers: 75.20.Hr, 72.10.Fk, 72.15.Qm

In investigations of the Kondo problem it is ordinarily assumed that there is only
energy scale and that the theory is renormalizable.1–3 Investigation of the dependence o
the average electron spin of an impurity atom atT50 as a function of the magnetic fiel
strength4 has shown that perturbation theory is inapplicable even for strong mag
fieldsmH.Tk , wherem is the Bohr magneton andTk is the Kondo temperature. For thi
reason it is a good idea that the hypothesis that there is only one energy scale a
renormalizability of the exchange interaction be checked using finite-temperature p
bation theory. The investigation is complicated by the fact that, as will be shown be
in the Kondo problem the free energyF is not a sum of irreducible diagrams.

We shall assume that the interaction of a magnetic impurity with the conduc
electrons is described by the exchange Hamiltonian

Ĥ5Ĥ01E d3r 1d3r 2V~r 12r 2!xa
1~r 1!wb

1~r 2!xb~r 2!wa~r 1!

2
mH

2 E ~w↑
1~r 1!w↑~r 1!2w↓

1~r 1!w↓~r 1!!d3r 1 . ~1!

Here the operatorswa
1 andxa

1 create an electron in a state localized on an impu
and in the continuous spectrum, respectively. The partition functionZ at finite tempera-
ture can be written as5

Z5Tr exp~2Ĥ/T!5TrH e2Ĥ0 /TF12E
0

1/T

dt V̂~t!

1E
0

1/T

dt1E
0

t1
dt2V̂~t1!V̂~t2!2 . . . G J , ~2!
1110021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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where

V̂~t!5eĤ0tV~r !e2Ĥ0t. ~3!

We shall employ the symmetric model to cut off the matrix elements with cu
energyD.3 For T50 we showed that the dependence of the ground-state energy o
magnetic field strength is insensitive to the form of the cutoff. In perturbation th
there arises the quantity

F~t!5(
k

~12nk!e
2t«k5E

2D

D

dj e2tjS 12
1

11exp~j/T! D , ~4!

wherenk is the Fermi distribution function of the electrons, and the energy«k is mea-
sured from the Fermi surface. It is easy to verify that

(
k

nke
t«k5E

2D

D

dj etj~11exp~j/T!!215F~t!. ~5!

The functionF(t) satisfies

F~t!5F~1/T2t!. ~6!

Equations~4!, ~5!, and ~6! greatly simplify the calculation of the perturbation serie
From Eqs.~4! and ~5! we find

F~t!5
1

t
~12e2Dt!1S 12e2D(1/T2t)

1/T2t
2

1

1/T1t D22t (
n52

`
~2 !n

~n/T!22t2
. ~7!

It is easy to check that near a singularity (tT!1) the functionF(t) can be represente
as

F~t!5
1

t
~12e2Dt!1

p2

6
T2t10~T~Tt!3!. ~8!

In the second order of perturbation theory we find from Eqs.~2!, ~4!, and~5!

Z25Z0
eZ0

i g2~J01JH!, ~9!

where

JH5E
0

1/T

dt1E
0

t1
F2~t12t2!

exp~2mH~t12t2!!1exp~2mH/T1mH~t12t2!!

11e2mH/T
,

~10!

J05JH50 , Z0
i 52 cosh(mH/2T), andZ0

e is the partition function of a free electron gas.
Eq. ~9! g is a dimensionless coupling constant, defined by the relation

(
k

^V&~ . . . !˜gE
2D

D

dj~ . . . !.

Expression~9! and ~10! are identical to the results of Ref. 3.

In the third order of perturbation theory the expression for the partition functio
still quite simple
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Z352Z0
eZ0

i g3E
0

1/T

dt1E
0

t1
dt2E

0

t2
dt3F~t12t2!F~t22t3!F~t12t3!

3$N ~t12t2!1N ~t22t3!1N ~t12t3!%, ~11!

where

N ~t!5
e2mHt1e2

mH
T 1mHt

11e2mH/T
.

The fourth-order terms lead to the appearance of a second energy scale in the
problem. For this reason, we present the complete expression for the fourth-order c
tion Z4:

Z45Z0
eZ0

i g4H 1

2
~J01JH!21E

0

1/T

dt1E
0

t1
dt2E

0

t2
dt3E

0

t3
dt4

3@F2~t12t2!F2~t32t4!~N ~~t12t2!1~t32t4!!2N ~t12t2!N ~t32t4!!

1F2~t12t4!F2~t22t3!~N ~~t12t2!1~t32t4!!2N ~t12t4!N ~t22t3!!

2F2~t12t3!F2~t22t4!~N ~t12t3!1N ~t22t4!!1N ~t12t3!N ~t22t4!!G
1E

0

1/T

dt1E
0

t1
dt2E

0

t2
dt3E

0

t3
dt4@F~t12t4!F~t32t4!F~t22t3!F~t12t2!

3~212N ~~t12t2!1~t32t4!!1N ~t12t2!1N ~t12t4!1N ~t22t4!1N

3~t32t4!1N ~t12t3!1N ~t22t3!!2F~t22t4!F~t32t4!F~t12t3!F~t12t2!

3~21N ~t12t2!1N ~t32t4!!2F~t12t4!F~t22t4!F~t22t3!F~t12t3!

3~21N ~t12t4!1N ~t22t3!!#%. ~12!

Expressions~9!, ~11!, and~12! make it possible to find the correction arising to t
free energy as a result of the interaction. It contains a large term that is proportional
cutoff energyD and depends on the interaction constantg. Ordinarily, this contribution is
treated as a shiftdE of the ground-state energy and it is assumed to be tempera
independent to all orders in the coupling constantg. Then the quantitydE so determined
should be identical to all orders ing ~for the same cutoff! to the shiftdẼ of the ground
state and found atT50.

We shall now show that this identity occurs only in second and third orders in
coupling constantg. A difference arises in fourth order, leading to a second energy s
in the Kondo problem.

From Eqs.~9!, ~11!, and~12! we find
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2dE5DH g24 ln 223g3E
0

` dx

x E
0

x dy~12e2x!~12e2y!~12e2(x2y)!

y~x2y!

1g4F6E
0

`

dxdydz
~12e2x!~12e2y!~12e2z!~12e2(x1y1z)!

xyz~x1y1z!

23E
0

`

dxdydz
~12e2(x1y)!2~12e2(y1z)!2

~x1y!2~y1z!2 J . ~13!

The quantitydẼ was found in Ref. 4. Using the results of Ref. 4~see Appendix C!, we
write the expression fordẼ in the form

2dẼ5DH g24 ln 223g3E
0

1 dj1dj2dj3

~j11j2!~j11j3!

1g4E
0

1

dj1dj2dj3dj4F 10

~j11j2!~j11j3!~j11j4!
2

4

~j11j2!~j11j3!~j31j4!

2
4

~j11j2!~j11j3!~j11j21j31j4!
1

1

~j11j2!~j31j4!~j11j21j31j4!G J .

~14!

Next, we find from Eqs.~13! and ~14!

E
0

1 dj1dj2dj3

~j11j2!~j11j3!
52 ln221

p2

6
;

E
0

` dx

x E
0

x dy

y

~12e2x!~12e2y!~12e2(x2y)!

x2y
5

p2

6
1S p2

3
24 (

n51

`
1

2nn2D . ~15!

Since

p2

3
24 (

n51

`
1

2nn2
52 ln22, ~16!

the expressions fordE anddẼ are identical in the second and third orders of perturbat
theory. In fourth order we find from Eqs.~13! and ~14!

2~dẼ2dE!54g4DE
0

1

dj1dj2dj3dj4H 1

~j11j2!~j11j3!~j11j4!

2
1

~j11j2!~j11j3!~j31j4!
2

1

~j11j2!~j11j3!~j11j21j31j4!

1
1

~j11j2!~j31j4!~j11j21j31j4! J . ~17!

Using the relation
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E
0

1 dj1dj2dj3dj4

~j11j2!~j11j3!~j11j21j21j31j4!
5

1

2 E
0

1 dj1dj2dj3dj4

~j11j3!~j11j2!~j31j4!
,

~18!

we write expression~16! for the energy difference (dẼ2dE) in the form

2~dẼ2dE!54g4DH E
0

1

dx ln3S 11x

x D2
3

2E0

1

dxdy

lnS 11x

x D lnS 11y

y D
x1y

1IJ ,

~19!

where the integralI is determined by the expression

I 5E
0

1 dj1dj2dj3dj4

~j11j2!~j31j4!~j11j21j21j31j4!
540 ln 2224 ln 312 (

n51

`
1

n222n
.

~20!

It is convenient to calculate the two remaining integrals in Eq.~19! together. Simple
transformations yield

E
0

1

dx ln3S 11x

x D2
3

2 E0

1 dxdy

x1y
lnS 11x

x D lnS 11y

y D
5 ln3 226 E

2

` dx ln x ln~x/2!

x~x21!~x22!
522 ln3 226S z~3!22 (

n51

`
1

2nn3D , ~21!

wherez(x) is the Riemann zeta function.

Substituting expressions~20! and ~21! into Eq. ~19! we find

2~dẼ2dE!54g4DH 40 ln 2224 ln 312 (
n51

`
1

n222n
22 ln32

26S z~3!22 (
n51

`
1

2nn3D 5g4D•3.8506. ~22!

The fact that the right-hand side of Eq.~22! is nonzero signifies that a second charact
istic energy scaleT0, such thatTk!T0!eF , exists in the Kondo problem. To determin
this scale it is necessary to investigate the higher-order terms of the perturbation t
In zero magnetic field the anomalous terms appear only in the eighth order of per
tion theory and lead to a correctiondF to the free energy as

dF524JDg8E
0

`

dxdydz
I 1~y1z!I 1~x1z!

~x1y1z!2
~12e2(x1y1z)!2, ~23!

where the integralI 1(a) is determined by the expression

I 1~a!5E
a

` dx~12e2x!2

x2
. ~24!

In order of magnitude one has
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dF;g8D2/T. ~25!

A comparison of the corrections to the specific heat from the fourth-order te
determined by Eq.~23! and the eighth-order terms in Eq.~25! shows that in order of
magnitude the second characteristic energy scaleT0 in the Kondo problem is

T0;g2D. ~26!

This value ofT0 is identical to the expression obtained in Ref. 6 in the self-consis
field approximation.

The quantityN (t) in the expression for the partition function can appear in
more than one cofactor in any order of perturbation theory. This property is due t
fact that only one electron is always present in a localized state. Nonetheless
magnetic field the anomalous terms appear in the free energy likewise only in e
order in the coupling constantg. Apparently, the pointT0 is a crossover from perturba
tion theory to strong coupling. The perturbation theory holds only in the rangeT@T0.
Strong coupling obtains in the rangeT!T0.

We thank Professor P. Fulde for valuable remarks and support of this work.

1A. A. Abrikosov and A. A. Migdal, J. Low Temp. Phys.3, 519 ~1970!.
2A. M. Tsvelick and P. B. Wigmann, Adv. Phys.32, 453 ~1983!.
3N. Andrei, K. Furuya, and J. H. Lowenstein, Rev. Mod. Phys.55, 331 ~1983!.
4Yu. N. Ovchinnikov and A. M. Dyugaev, Zh. E´ksp. Teor. Fiz.115, 1263~1999! @JETP88, 696 ~1999!#.
5A. A. Abrikosov, L. P. Gor’kov, and I. E. Dzyaloshinski�, Methods of Quantum Field Theory in Statistica
Physics~Prentice-Hall, Englewood Cliffs, N. J., 1963!.

6Yu. N. Ovchinnikov, A. M. Dyugaev, P. Fulde, and V. Z. Kresin JETP Lett.66, 195 ~1997!.

Translated by M. E. Alferieff



nces,

nces,

ttom
slow

nity,

level

and a
e par-

o a
ll not
l wells
ttices.

the
ngth
have
ordi-

Stark

JETP LETTERS VOLUME 70, NUMBER 2 25 JULY 1999
Transformation of quantum size levels into virtual levels
at the boundary between p -GaAs and an AlAs/GaAs
superlattice

V. L. Al’perovich,* ) B. A. Tkachenko, and O. A. Tkachenko
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Russia

N. T. Moshegov, A. I. Toropov, and A. S. Yaroshevich
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The transformation of quantum size levels into virtual levels upon a
change in the electric field in an AlAs/GaAs superlattice located in the
i region of ap–i–n structure is studied experimentally and theoreti-
cally. It is shown that an interfacial state at the boundary between the
superlattice and thep-GaAs contact layer results in a resonant increase
in the probability of photoelectron tunneling from the contact into the
superlattice via Wannier–Stark levels. ©1999 American Institute of
Physics.@S0021-3640~99!00914-7#

PACS numbers: 73.61.Ey, 73.40.Kp, 73.20.Dx

It is well known that when a discrete level in a potential well approaches the bo
of the continuum and transforms into a virtual level, resonant quantum scattering of
particles occurs.1 The cross section for scattering by a spherical well approaches infi
and according to Levinson’s theorem the scattering phase changes byp. Conversely, a
symmetric one-dimensional well becomes completely transparent when a discrete
transforms into a virtual level~one-dimensional Ramsauer effect!.2 A virtual level has
been observed in the scattering of a neutron by a proton with antiparallel spins,
discrete resonance level of a deuteron has been observed in scattering of the sam
ticles with parallel spins.1 However, the transformation of a discrete resonance int
virtual level upon a continuous variation of the parameters of a potential well has sti
been observed. In contrast to atomic and nuclear physics the parameters of potentia
and barriers can be easily controlled in semiconductor microstructures and superla
Fine tuning of the electronic spectrum of semiconductor superlattices by varying
thickness and the composition of individual layers during epitaxy as well as the stre
of the electric field has made it possible to observe a number of phenomena, which
long been predicted theoretically but have never been observed experimentally in
nary crystals. Specifically, Wannier–Stark localization processes in an electric field3,4 and
delocalization of electronic states on account of resonant Zener tunneling between
1170021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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states, originating from different minibands,5,6 have been studied experimentally in sem
conductor superlattices. Edge states,7 predicted by Tamm for ideal crystals,8 have been
observed experimentally at the boundary between an AlGaAs/GaAs superlattice
wide-gap AlAs layer. In the present letter we report the observation of an interfacial
at the boundary between a narrow-gapp-GaAs layer and an AlAs/GaAs superlattice a
the observation of resonances corresponding to transformation of interfacial and
discrete levels into virtual levels.

The experimental samples consisted ofp–i–n diodes, whose undopedi regions
contained short-period~AlAs!m/~GaAs!n superlattices withm53 andn510–13 mono-
layers~ML ! and 50 periods. The samples were grown by molecular-beam epitaxy~MBE!
on GaAs~100! substrates.9,10 The superlattice was separated from the substrate by a 1
nm thick, heavily dopedn1-GaAs buffer layer, which was used as the bottom contac
200 nm thickp1-GaAs contact layer was grown on top of the superlattice. The con
regions were doped to 531018 cm23. The details of the method used to grow the sup
lattices and to monitor their structural perfection are described in Refs. 9 and 10.
structures'1 mm in diameter and Ohmic contacts to then- and p-type layers were
prepared on the initial epitaxial structures. Measurements of the spectra of the pho
rent arising between the contacts under illumination of the structure were perform
4.2 K on the automated setup described in Ref. 10.

The measured voltage dependences of the photocurrentJ(V) for mesa structures
prepared on different sections of the growth ring are shown in Fig. 1~dots!. HereV is the
total voltage drop across the superlattice with allowance for the built-in potential o
p–i–n structure,V051.52 V. Because the superlattice parameters varied over the ar
the ring, the mesa structures correspond to a different effective widthdGaAs of the GaAs
wells in the range 10–12 ML. The measurements were performed for photon en
near the band gap of GaAs. In the given spectral region, the probability of op
transitions on Wannier–Stark levels4 decreases exponentially with the photon energy,
that these transitions are not observed in the form of individual peaks. At the same
transport resonances~peaks 1–4! are observed in theJ(V) curves because of photoele
tron production in the contact region. As shown in Ref. 11, the position of these
nances does not depend on the photon energy and corresponds to electron tunnelin
the p-GaAs layer into the Stark levels in the superlattice. To show more clearly
characteristic features of the photocurrent in the voltage range 2–6 V, a fragment o
of the measuredJ(V) curves is constructed in the inset using a linear scale. It is evi
from Fig. 1 that theJ(V) curves for different mesa structures have a similar form. I
also evident that asdGaAs increases, the positions of the transport resonances syste
cally shift in the direction of lower voltages. This shift is due to the decrease in
energy of the ground quantization level in GaAs wells. At the same time the reaso
the nonmonotonic dependence of the amplitude of the resonances on the resonanc
ber as well as the origin of the additional, wider, photocurrent peak, which is most cl
seen in the inset in Fig. 1 between the first and second Stark resonances, are unc

To clarify these questions we calculated the energy spectrum, wave functions
current in the experimental superlattice. The calculation was performed by solvin
merically the Schro¨dinger equation using the method described in Ref. 12. The prob
of the reflection and transmission of electrons incident on the superlattice from
p-GaAs contact region was solved. The superlattice parameters were determined b
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paring the calculations with the measured field dependences of the positions of the o
resonances — the peaks in the photocurrent spectra that correspond to direct and
optical transitions to the Wannier–Stark levels.10 The thicknessesdGaAs of the GaAs
wells presented in the caption to Fig. 1 were determined from such a comparison fo
mesa structure. As shown in Ref. 10, the deviations of the layer thicknesses from in
values are due to the atomic-scale roughness of the heterointerfaces. The fluctuat
the barrier thicknessesdAlAs have a much weaker effect on the electron energy spect
so that we employed the nominal valuedAlAs53 ML. Comparing the calculations and th
experimental dependences of the optical resonances on the voltage across thep–i–n
structure showed that the width of thei layer is 4–10 nm greater than the width of th
superlattice because of the presence of thin, dopant-depleted,p(n)-GaAs regions near the
superlattice. The penetration of the electric field in the contact region results in
formation of a potential well in front of the superlattice. All forms of elastic and inela
electron scattering by the irregularities of the heterointerfaces and by phonons were
into account by fixing the imaginary correction to the potential over the entire leng
the superlattice. The imaginary part of the potential describes the departure of pa
from a given coherent state in the ‘‘lifetime’’ approximationt5\/Im@U(x,E)#, wherex
is the coordinate andE is the energy component corresponding to motion along the

FIG. 1. Experimental~circles, left-hand scale! and theoretical~solid lines, right-hand scale! curves of the
photocurrentJ versus the potentialV for different mesa structures corresponding to effective widthdGaAs of the
wells in the AlAs/GaAs superlattice~in monolayers!: a) dGaAs511.8 ML; b) 10.4 ML; c) 9.8 ML. Curve d was
calculated neglecting the interfacial potential well. The experimental curves were measured atT54.2 K with
photon energies\v near the band gap of GaAs: a)\v51.521 eV; b) 1.653 eV; c) 1.550 eV. The numbe
denote the peaks of resonance origin via the Stark levels of the corresponding GaAs wells; the arrow m
resonance with an interfacial level~IR!. The curves are shifted along the vertical axis as a visual aid. In
Fragment of the experimental curve~linear scale! measured on the mesa structure a.
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of the superlattice. The reflection coefficientR in the elastic channel was calculated as
function of the electric field. The transmission coefficientT determining the magnitude o
the photocurrent was calculated asT512R, since as a result of energy and momentu
dissipation the electrons that have entered the superlattice can no longer return in
p-GaAs layer and they contribute to the photocurrent.

The theoretical curves of the electron transmission coefficientT(V) as a function of
voltage are shown in Fig. 1~solid lines a, b, and c). These curves were computed
three mesa structures with different thicknesses of the GaAs layers with allowance f
presence of a triangular interfacial well in front of the superlattice. The widthdi54 nm
of the interfacial well and the characteristic kinetic energy of the electrons incident o
superlattice,E053.5 meV, were found by obtaining the best fit of the theoretical cur
to the experimental curves. For comparison, curve d shows the dependenceT(V) calcu-
lated neglecting the interfacial well for a superlattice withdGaAs511.8 ML. It is evident
that the computed curves a–c satisfactorily describe the experiment, including the
tion, shape, and nonmonotonic dependence of the amplitude on the number for tra
resonances~peaks 1–4!, corresponding to Wannier–Stark levels in wells 1–4 lining
with the bottom of the continuum inp-GaAs. The photocurrent peaks 1–4 arise a
result of the successive transformation of the edge Stark levels of the superlattic
virtual levels. Comparing the curves a and d in Fig. 1 shows that a correct calculati
the tunneling, taking into account the presence of a potential well for electrons a
boundary with the contact layer, makes it possible not only to describe correctl
general form of the voltage dependences of the photocurrent but also to refine the
bering of the transport resonances.11 We note that the fact thatE0 is greater than the
average thermal energy could be due to the smearing of the energies of the in
electrons because of the fluctuation potential of the charged impurities. The smear
the energies and the fluctuations of the layer thicknesses also lead to additional br
ing of the measured transport resonances as compared with the computed resona

It is noteworthy that the calculation also reproduces well the additional reson
shown by the arrow between the first and second Stark resonances~Fig. 1!. To determine
the nature of the observed resonances we analyzed plots of the probability densi
tributions uCu2 of the incident electrons along the axis of the superlattice. These p
calculated for various voltages on the superlattice, are shown in Fig. 2. The solid c
1, 2, 4, and 10 correspond to transport resonances with Stark levels in the fourth,
second, and first wells, respectively. It is evident that for these curves the maximu
uCu2 shifts systematically from the fourth into the first GaAs well of the superlattice.
curvesuCu2 displayed in Fig. 2~dashed lines! show that electron penetration into th
superlattice does not occur for intermediate nonresonant values of the field. The
curve7 corresponds to a maximum of the additional interfacial resonance~IR!. Analysis
showed that this resonance corresponds to transformation of a quasidiscrete inte
level in the well between thep-GaAs contact layer and the superlattice (V.4.32 V) into
a virtual level withV,4.32 V. The quasidiscrete resonance state corresponds to
exponential decay of the wave function into the contact region and rapid oscilla
decay into the superlattice. In Fig. 2, an interfacial resonance appears as an increas
probability of observing an electron near thep-GaAs boundary with the superlattice
From the form of the curves 5–9 in Fig. 2 it is evident that the passage of an inter
resonance is accompanied by substantial displacement of the nodes and antinode
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electron wave in the contact layer. These displacements correspond to a change
phase of the reflected wave as the interfacial level emerges into thep-GaAs continuum.

It is evident from Fig. 1 that the narrow Stark resonances appear against the
ground due to a wide interfacial state. The interaction of the resonances increas
probability of electron tunneling into the superlattice and leads to the characteristic
monotonic form of the photocurrent curves. For mesa structure a, the interfacial
nance falls in the interval between the first and second Stark resonances and th
appears in the form of an individual spectral feature on the computed curve and
experiment~see inset in Fig. 1!. As the width of the GaAs wells decreases~curves b and
c!, the Stark resonances shift in the direction of stronger electric fields. As a resu
curve c the interfacial and second Stark resonances merge into a single wide, i
peak. In the absence of an interfacial potential well and, correspondingly, an inter

FIG. 2. Curves of the probability densityuCu2 versus the coordinate along the axis of the GaAs/AlAs sup
lattice for dGaAs511.8 ML and different values of the voltageV: 1 — V52.08 V; 2 — 2.61 V; 3 — 2.9 V;
4 — 3.44 V; 5 — 3.9 V; 6 – 4.2 V; 7 — 4.32 V; 8 — 4.6 V; 9 — 4.9 V; 10 — 5.55 V; 11 — 6.3 V. The so
curves 1, 2, 4, and 10 correspond to resonances of electrons, incident from thep-GaAs layer, with Stark levels
in the fourth, third, second, and first GaAs wells, respectively. The solid curve 7 corresponds to a maxim
the interfacial resonance. The dashed curves correspond to intermediate~nonresonant! values of the potential.
The profile of the superlattice potential in the conduction band is shown schematically together with cu
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resonance, the probability of electron tunneling fromp-GaAs into the superlattice drop
sharply~curve d in Fig. 1!.

Thus, in the present work the transformation of quasidiscrete resonance leve
virtual levels as a result of the variation of the electric field in an AlAs/GaAs superla
was studied experimentally and theoretically. An interfacial state was observed to a
the boundary between the superlattice and the contact layer. The presence of th
increases the probability of photoelectron tunneling from the contact into the superl
via Wannier–Stark levels and makes it possible to control the phase of the elec
waves in the contact region by varying the voltage on the structure.
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Plasticization effect and the excitation of the electronic
subsystem in an LiF single crystal by an ultraweak
thermalized-neutron flux in the stress-relaxation regime

A. G. Lipson,* ) D. M. Sakov, V. I. Savenko, and E. I. Saunin
Institute of Physical Chemistry, Russian Academy of Sciences, 117915 Moscow, Rus

~Submitted 1 June 1999; resubmitted 16 June 1999!
Pis’ma Zh. Éksp. Teor. Fiz.70, No. 2, 118–123~25 July 1999!

Plasticization is detected during stress relaxation in uniaxially loaded
LiF single crystals irradiated with an ultraweak flux of thermalized
neutrons~UFTN! with intensityI n;100 neutrons/cm2s. It is shown that
when loaded LiF samples are irradiated with an UFTN, excitation of
the electronic subsystem of the crystal is observed and is manifested in
a stimulation of deformation exoemission of electrons and the genera-
tion of F centers. ©1999 American Institute of Physics.
@S0021-3640~99!01014-2#

PACS numbers: 61.80.Hg, 62.40.1i, 62.20.Fe

It has been established previously that during irradiation of certain strongly non
librium solids with an ultraweak flux of thermalized neutrons~UFTN! with intensity I n

<102 neutrons/cm2s, one observes an anomalous increase of the capture of the ne
flux, accompanied by a measurable generation of defects in the irradiated crystals1–3 It
should be noted that the effects observed under UFTN irradiation are nontrivial,
from the energy standpoint their formation at first glance appears to be not in ke
with the neutron fluence interacting with the sample. For this reason, defect format
crystals under UFTN irradiation can be attributed to a manifestation of a basically
tralow dose’’ synergetic effect that destroys the energy barrier.4 At the same time it has
recently been established5 that very weak electromagnetic influences affect the dynam
of dislocations and point defects in surface layers of alkali-halide crystals~AHCs!. This
effect has been studied in detail in Refs. 6 and 7. It indicates that the change in the
structure of AHCs and, specifically, their plastic flow likewise can be stimulated
absorption of quite small amounts of energy.

In the present work, to determine the nature of the effect of UFTN on nonequ
rium crystalline systems we investigated the regimes of relaxation of mechanical st
and the accompanying processes leading to stimulation of deformation electron exo
sion ~DEE!8–10 in LiF crystals irradiated with an ultraweak flux of thermalized neutro

In the experiments we used LiF single crystals~produced by LOMO!, grown from
the melt, with total divalent impurity concentration;1023 at. %. The yield stress of the
crystals wassy59.0 MPa. Immediately before being placed into the apparatus, 1035
31.5 mm samples were punched out of a monoblock along~001! cleavage planes an
pressed between dies to a fixed total deformation. The initial uniaxial compression
1230021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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was chosen in the ranges57.0–10 MPa, depending on the experimental conditions.
holder together with the sample was placed into a vacuum chamber (P51026 Torr!. The
DEE was detected using a VE´U-6 channel electron multiplier. The vacuum apparat
which is described in Ref. 11, was surrounded by a 15 cm thick layer of ‘‘neutros
~Co! polyethylene blocks to ensure thermalization and reflection of thermal neutron
produce a field of thermalized neutrons, a Cf-252 source of fast neutrons with inte
I 51.53103 neutron/s, emitted into a 4p solid angle, was placed inside the apparatus
cm from the sample. The neutron source placed in a lead container, in turn, was co
with a 5 cmthick polyethylene shell.

Neutron-radiation analysis was used to determine the intensity of the therma
neutron flux and the fraction of UFTN captured in the sample.3 Electron spin resonanc
was used to estimate the concentration of color centers~F type! generated in LiF crystals
under a mechanical load, by the UFTN.11,12

The kinetics of DEE in an LiF crystal held in a regime of stress relaxation below
macroscopic yield stress in the absence of UFTN is displayed in Fig. 1~curve 1!. As
expected, the DEE curve in this case decays exponentially, which is due to the da
of the dislocation current under conditions of stress relaxation in the sample.8,9 When the
UFTN (n1) source is inserted into the setup, the DEE decay stops rapidly~Fig. 1, curve
2!. After the neutron source is removed (n2) the DEE decay is restored almost insta
taneously. This continues with repetition of the procedures (n1)↔(n2) up to a decrease
of the emission intensity by approximately a factor of 2 from the initial level. At the sa
time, when the UFTN source is inserted, periodic electron mechanoemission spik
observed to appear; these spikes are absent under conditions of the natural neutro
ground ~Fig. 1, curve1! and indicate the formation of microcracks in the near-surf
layer of the deformed crystal.13 In the presence of macroscopic residual deformation

FIG. 1. Curve1: DEE kinetics of an LiF single crystal~fresh cleavage! under a uniaxial loads57.0 MPa under
conditions of the natural thermal-neutron background~residual strainep,0.1%). Curve2: Same for a different
LiF sample withs57.0 MPa in the presence of an UFTN source withI n5100 neutrons/cm2s (n1) and with the
source removed (n2). The arrows mark the moments when the neutron source is inserted and removed~residual
strain of the sampleep.0.1%).
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single crystals, after the removal of the load and after irradiation with UFTN, i.e.
ep@1%, the character of the DEE kinetics~Fig. 2! is fundamentally different from tha
in samples where the residual deformation is weak. The insertion of a neutron s
(n1) for samples under a stress close to the macroscopic yield point~Fig. 2! leads to their
additional deformation, accompanied by an increase in the integrated intensity of
and microcrack formation, which leads to intense electron mechanoemission s
When the source is removed (n2), the DEE intensity does not decrease, i.e., the de
before the introduction of the UFTN is nor restored, since under macroplastic defo
tion of the crystal substantial internal microstresses, additionally stimulating disp
ment of the mobile dislocations and, in consequence, increasing the DEE yield, a
the ends of the stopped slip bands.

It should be underscored that the observed changes produced in the kinetic fe
of DEE as a result of the interaction of uniaxially loaded LiF crystals with UFTN, des
the individuality of the DEE spectrum of each individual crystal, are definite~not statis-
tical!, since the detection of DEE under conditions of the natural background and i
presence of UFTN is performed in different time intervals on the same sample.

According to existing ideas concerning the mechanism of dislocation exoemissi
electrons in AHCs, for low strain rates (ėp;1025)9 the DEE intensity is determined b
the dislocation current density in the loaded crystal and by the concentration ofF centers
in it. For the DEE current to be constant, the dislocations moving toward the sa
surface must strip electrons from theF centers. The increase in the dislocation curren
the crystals under UFTN irradition in our experiments is confirmed by the presence
significant additional residual plastic deformation of the samples. The generationF
centers in LiF single crystals was estimated by extrapolating the data obtained for
dered samples prepared by pulverizing the initial single crystals, since because
weakness of the detected ESR signal it is impossible to determine the color cent
single crystals which have not been colored in advance. The use of freshly pulverize

FIG. 2. DEE kinetics in a uniaxially loaded LiF crystal (s59.2 MPa) with insertion (n1) and removal (n2)
of a neutron source~residual strain of the sampleep.1.5%).
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powders makes it possible, at least, to judge qualitatively the contribution of UFTN t
generation ofF centers in loaded crystals. Figure 3 shows the ESR spectra obtain
T5300 K. The spectrum of an LiF crystal pulverized in 15 min under the condition
the natural neutron background consists of a wide line (DH5120 Oe,g52.0018), which
is attributed to the signal fromF centers14 localized isotropically in dispersed particle
~Fig. 3, curve1!. The intensity of the signal obtained for powder pulverized un
conditions of the natural neutron background is quite low,I 1;1014 spins/g. At the same
time the intensity of the analogous signal~Fig. 3, curve2! obtained for LiF powders
dispersed in 15 min under irradiation with UFTN11 is at least an order of magnitud
greater (I 2;1015 spins/g!. For this reason the ESR data permit drawing the conclus
that the irradiation of LiF crystals with UFTN during mechanical loading results in
additional generation of electronic color centers (F centers!.

To a first approximation the mechanism leading to of plasticization and a chan
the kinetics of DEE under UFTN irradiation is as follows. When the UFTN sourc
introduced~Fig. 1, curve2, n1), dislocation transport and point-defect generation sho
intensity in the interior volume of the crystal. Thermodynamically, this effect is equ
lent to an increase in the rate of plastic deformation or an increase in the temperat
the sample under a mechanical load. Irradiation of samples with UFTN during s
relaxation results in the appearance of an additional DEE component as a result
increase in the mobility of dislocations and the generation ofF centers. When the sourc
of UFTN is removed, the velocity of mobile dislocations decreases, which lowers
level of plastic deformation of the crystal, a consequence of which will be a dropo
DEE ~Fig. 1, curve2, n2). We note that microcrack formation, manifested as spike
electron mechanoemission, attests to intensification of the plastic deformation o
samples under irradiation.

We shall now consider the possible physical causes of the observed plastici
and excitation of the electronic subsystem of loaded LiF crystals under UFTN irradia
As measurements of neutron fluxes in the working volume of the apparatus by ne
radiation analysis showed, in the process of uniaxial compression of LiF single cry
up to 3.0% of the thermalized-neutron flux incident on the sample is absorbed. Effe
UFTN absorption which are close in magnitude have been observed previously in
nonequilibrium crystalline systems, where thermal neutrons change the ph
properties.1–3 It can be inferred that the anomalous absorption of thermalized neutro
a loaded LiF crystal is due to the inelastic energy losses by slow neutrons scatte

FIG. 3. ESR spectra of LiF powders atT5300 K, dispersed for 15 min under conditions of the natural neut
background~1! and under UFTN irradiation:11 I n5100 neutrons/cm2s.



cal
ns-

gy of
ons is

tress
king

our

s a

tually

t

,
s in
n

ce

s
of the
f the

nt

n the
ction

f the

ons
on.
s are
nic
ifi-
nder
actor
f the

s by

127JETP Lett., Vol. 70, No. 2, 25 July 1999 Lipson et al.
nonequilibrium optical phonons15 generated in the lattice under the mechani
excitation.16 We shall estimate the effect of UFTN on the dynamics of dislocation tra
port in a LiF single crystal on the basis of the idea that a large fraction of the ener
compound nuclei which are produced as a result of the capture of thermal neutr
absorbed directly by the lattice surrounding nucleus1 ~neutron Mössbauer effect17!. When
the energy of compound nuclei is shed in the form of lattice excitations in zones of s
concentration, it can be efficiently transferred to dislocations and/or dislocation-bloc

obstacles~impurities and point defects!. For typical strain ratesėp;1025 s21 the density
of mobile dislocations in the interior volume of a crystal isNd5105 cm22 ~Refs. 9 and
18!. Taking into account the characteristic time during which the UFTN acts in
experimentstn;103 s ~Figs. 1 and 2! and using the known relation19 between the plastic
deformation in the stress relaxation regime and the average dislocation velocityvd , viz.,

ep5 ėptn5Ndbvdtn , whereb is the Burgers vector andvd5v0exp@2(U02gs)/kT#, we
can estimate the specific powerWd required to ensure plasticization of LiF samples a
result of an increase in dislocation velocity (vd0

˜vn) under UFTN irradiation. Since in

the model under study the energy required to increase the dislocation velocity is ac
taken from the phonon subsystem of the crystal,15 the corresponding estimate givesWd

5tn
21cpr@kT2/(U02gs)# ln(epn/ep0

)'1 J/cm3s. Herecp542 J/g•deg is the specific hea

of the sample,r52.6 g/cm3 is the density of the sample,T5300 K is the temperature
U02gs'0.7 eV is the activation energy for depinning of dislocations from obstacle
a loaded sample,19 g510221 cm3 is the activation volume swept out by a dislocatio
depinned from an obstacle, andepn andep0

are the plastic deformation in the presen

and absence of UFTN, respectively (epn /ep>10).

At the same time, an estimate of the specific powerWc released in zones of stres
concentration, i.e., on pinned sections of dislocations, as a result of the conversion
energy of a compound nucleus produced by neutron capture into the energy o
phonon subsystem givesWc5(0.03I nEn /h)/Ndb2c1/3'10 J/cm3s, whereI n is the inten-
sity of the UFTN,En52.1 MeV is the binding energy of a neutron in a8Li nucleus,h is
the thickness of the sample, andc51023 at. % is the atomic concentration of divale
obstacles in the crystal.

It follows from the estimates presented that the specific power (Wc) released by
capture of thermal neutrons is approximately an order of magnitude greater tha
power required to activate dislocation transport. In this connection, a substantial fra
of Wc can also be expended on the formation of anionic vacancies and filling o
vacancies with electrons, i.e., on the generation ofF centers (Ef55.0 eV). In addition,
new F centers are formed as a result of intensification of crossings of delocati10

moving under conditions of uniaxial loading of AHCs and under UFTN irradiati
Therefore, when an UFTN is absorbed by a loaded LiF single crystal, condition
produced for stimulation of plastic flow, resulting in efficient excitation of the electro
subsystem of the irradiated crystal~generation of electronic color centers and intens
cation of DEE!. It should be underscored that effects due to disordering of AHCs u
the irradiation by thermal neutrons have been previously observed only in re
fluxes,20 i.e., fluxes with densities at least ten orders of magnitude higher than that o
UFTN employed.

In conclusion, we note that the additional mechanism of plasticization of AHC
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an UFTN could be rearrangement of the structure of the obstacles themselves, acc
nied by a decrease in the activation barriers to dislocation motion.

To specify in greater detail the micromechanism of the observed effect, addit
investigations using monoenergetic neutron beams and crystals with different imp
concentration are planned.

We thank A. V. Strelkov, V. K. Ignatovich, L. B. Pikel’ner, and S. Z. Shmurak
helpful discussions.
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1A. G. Lipson, D. M. Sakov, and E. I. Saunin, JETP Lett.62, 828 ~1995!.
2A. G. Lipson, B. F. Lyakhov, E. I. Sauninet al., Pis’ma Zh. Tekh. Fiz.22, 42 ~1996! @Tech. Phys. Lett.22,
618 ~1996!#.

3A. G. Lipson, I. I. Bardyshev, V. A. Kuznetsov, and B. F. Lyakhov, Fiz. Tverd. Tela~St. Petersburg! 40, 254
~1998! @Phys. Solid State40, 229 ~1998!#.

4Ya. B. Zel’dovich, A. L. Buchachenko, and E. L. Frankevich, Usp. Fiz. Nauk155, 3 ~1988! @Sov. Phys. Usp.
31, 385 ~1988!#.

5V. I. Al’shits, E. V. Darinskaya, T. M. Perekalina, and A. A. Urusovskaya, Fiz. Tverd. Tela~Leningrad! 29,
467 ~1987! @Sov. Phys. Solid State29, 265 ~1987!#.

6Yu. I. Golovin and R. B. Morgunov, JETP Lett.61, 596 ~1995!.
7V. I. Al’shits, N. N. Bekkauer, A. E. Smirnov, and A. A. Urusovskaya, Zh. E´ksp. Teor. Fiz.115, 951~1999!
@JETP88, 523 ~1999!#.

8A. V. Poletaev and S. Z. Shmurak, Pis’ma Zh. Tekh. Fiz.7, 1352 ~1981! @Sov. Tech. Phys. Lett.7, 577
~1981!#.

9A. V. Poletaev and S. Z. Shmurak, Zh. E´ksp. Teor. Fiz.87, 657 ~1984! @Sov. Phys. JETP60, 376 ~1984!#.
10V. A. Zakrevski� and A. V. Shul’diner, Fiz. Tverd. Tela~Leningrad! 27, 3042~1985! @Sov. Phys. Solid State

27, 1826~1985!#.
11A. G. Lipson, D. M. Sakov, V. V. Gromov, and E. I. Saunin, Fiz. Tverd. Tela~St. Petersburg! 35, 2503~1993!

@Phys. Solid State35, 1266~1993!#.
12A. G. Lipson, V. A. Kuznetsov, E. I. Sauninet al., Zh. Tekh. Fiz.67, 100 ~1997! @Tech. Phys.42, 676

~1997!#.
13J. T. Dickinson, E. E. Donaldson, and M. K. Park, J. Mater. Sci.16, 2897~1981!.
14R. Kaplan and P. J. Bray, Phys. Rev.129, 1919~1963!.
15P. A. Egelstaff and G. Holt, inInelastic Scattering of Neutrons in Solids and Liquids, Proceedings of an

International Symposium, Chalk River, 1962, Vol.2, Vienna, 1963, p. 178.
16A. G. Lipson and V. A. Kuznetsov, Dokl. Akad. Nauk SSSR332, 172 ~1993! @Phys. Dokl.38, 406 ~1993!#.
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Dynamic self-polarization of nuclei in low-dimensional
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A mechanism of dynamic self-polarization of nuclei is studied which is
weakly temperature-dependent and operates efficiently in low-
dimensional systems~quantum wells, quantum dots!. It is due to the
hyperfine interaction of nuclei with excitons whose spin polarization is
artificially maintained at zero~by illuminating with unpolarized light!
but for which nonequilibrium alignment occurs. Nuclear self-
polarization arises as a result of the conversion of the alignment of
excitons into nuclear orientation in the effective magnetic field of the
polarized nuclei. ©1999 American Institute of Physics.
@S0021-3640~99!01114-7#

PACS numbers: 76.70.Fz, 71.70.Jp

Dynamic self-polarization of nuclei~DSN! in solids was predicted by D’yakono
and Perel’.1,2 DSN should arise in a system of nuclear spins interacting with elect
whose spins are artificially disordered~for example, by illuminating with unpolarized
light!. Then at temperatures below the critical temperature,Tc , the disordered state of th
nuclei is unstable. The stable state is found to be one in which the nuclear spin
almost completely polarized and which is maintained by the Overhauser effect. An
mate for GaAs shows thatTc51.3 K.3 This imposes strict limitations on the light inten
sity. On the one hand, the intensity must be high enough for efficient relaxatio
nuclear spins on photoelectrons and low enough to avoid overheating the lattice. T
probably the reason why DSN has not been observed thus far.

In the present work we examine a different mechanism of DSN, which is we
temperature-dependent and efficient in low-dimensional systems~quantum wells, quan-
tum dots!. It is due to the hyperfine interaction of nuclei with excitons, whose s
polarization is maintained artificially at zero by illumination with unpolarized light. J
as in Refs. 1 and 2, DSN is the result of the hyperfine interaction of nuclei with elec
~the interaction of nuclei with holes is negligibly small!. However, an important featur
of this mechanism is a strong correlation of the spins of the electron and the hole
exciton, resulting in alignment of excitons~the ground state of an exciton in quantu
wells contains four spin sublevels!. It arises as a result of the difference of the lifetim
of the optically active and inactive excitons, it is comparatively weakly temperat
dependent, and the degree of alignment can be close to one. In the absence of a m
1290021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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field the nonequilibrium alignment of excitons does not result in polarization of
nuclei. In an external magnetic field the symmetry decreases and alignment can b
verted into orientation~polarization!.4 In this case the effective magnetic field of th
nuclei themselves plays the role of a magnetic field: The polarized nuclei produc
effective field in which conversion of the nonequilibrium alignment of excitons i
nuclear polarization occurs, the initial polarization of the nuclei increases, and the d
dered state of the nuclear spins is unstable.

We note that the conversion of nonequilibrium alignment of excitons into the
entation of nuclei could be promising for producing high degrees of nuclear polariz
in nanostructures.

We shall examine in greater detail the essence of the self-polarization of n
interacting with excitons. The ground stateel2hh1(1s) of an exciton with a heavy hole
localized in a quantum well with a zinc blende lattice, is fourfold degenerate an
characterized by angular momentum projectionM5s1 j 561, 62 on the growth axis
z i @001# of the structure~the electron spins561/2 and the hole angular momentumj
563/2). The exchange interaction splits this state into a radiative doubletu61& and a
nonradiative doubletu62& ~we neglect the comparatively small doublet splittings due
the low symmetry of the nanostructure!.5 Figure 1 shows the energy-level scheme
excitons in GaAs-type quantum-size structures (d0 is the exchange splitting in an exc
ton!. If a small polarization of nuclei,PN.0, has appeared as a result of fluctuatio
then the electron in an exciton undergoes Zeeman splitting:Ez5sAIPN (A is the hyper-
fine structure constant andI is the nuclear spin!. The energy of the excitonic levels i
which the electron spin is directed upwards increases~the statesu12& andu21&), while
the energy of states with the electron spin directed downwards~the statesu22& and
u11&) decreases~see Fig. 1!. We shall assume that only optically inactive excito
u62& exist and that the number of excitons in the statesu12& andu22& is the same. In
other words, alignment of the excitons exists but their polarization is zero. We assum
lattice temperatureT to be sufficiently high so that the thermal energy is much gre
than the characteristic spin splittings, and the D’yakonov–Perel’ mechanism of
polarization of nuclei1,2 plays no role. The hyperfine interaction induces exciton tra
tions from the stateu12& to the stateu11& ~in the process, the angular momentu
projection of the nucleus increases by 1! with probability W1 and also from the state

FIG. 1. Energy-level scheme for the ground state of an exciton in quantum polarization.
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u22& to the stateu21& ~the projection of the nuclear angular momentum decreases b!
with probability W2 . In the first case the initial polarization of the nuclei increases
in the second case it decreases. DSN arises as a result of the dependence of th
ization time of the nuclei on the magnitude of the splitting of the spin levels of
electron: The smaller the splitting, the more rapidly the electrons polarize the nu3

Then it is easy to see thatW1.W2 . Therefore the initial fluctuation increases, th
splitting of the electron decreases even more, and so on. As a result, a stationary s
which AIPN'd0 is established. Since in type-I GaAs-based quantum wellsd0'100
meV5 and AI'100 meV,3 the polarizationPN of the nuclei is close to 1. Localized
excitons~on island fluctuations of the quantum-well width or exciton in a quantum d!
are responsible for the dynamic polarization, since the dynamic polarization time o
nuclei by free excitons is large,6 just as in the case of bulk semiconductors.3 The polar-
ized nuclei must split the spin levels of the optically active excitonsu61&, which can be
observed, for example, in experiments on optical near-field spectroscopy.7

We shall now determine the magnitude of the nuclear polarization, assuming
W1ÞW2 . The hyperfine interaction conserves the total spin of the nucleus–ele
system in an exciton, so that the equations of balance for the stationary populationsNm of
the spin sublevels of nuclei with spinI have the form

Wm,m21
1 Nmn11Wm,m21

2 Nmn225Wm21,m
1 Nm21n21Wm21,m

2 Nm21n21 , ~1!

where n1 , n2 , n21 , and n22 are the numbers of excitons with angular moment
projections11, 12, 21, and22, respectively;m is the projection of the nuclear spi
momentum on thez axis. The probabilityWm,m21

1 in the first term on the left-hand sid
of Eq. ~1! describes a transition of a nucleus from the stateum& to the stateum21& and
of an electron fromus521/2& to us511/2&), forming an exciton with a hole for which
j 513/2 ~see Fig. 1!. The probabilityWm21,m

1 of the reverse transition is related with th
probability of the direct transition by a thermodynamic relationWm,m21

1

5exp(e/T)Wm21m
1 ~where e is the energy difference between the statesum,s521/2,

j 513/2& and um21,s511/2, j 513/2&). At high temperaturesWm,m21
1 5Wm21,m

1

[W1 . The probabilitiesWm,m21
2 5Wm21,m

2 [W2 for the flipping of the spins of the
nucleus and the electron, forming an exciton with a hole for whichj 523/2, have an
analogous meaning. We find from Eq.~1!

Nm

Nm21
5

W1nr1W2nnr

W1nnr1W2nr
5

12wP12

11wP12
, ~2!

wherenr5n11n21 andnnr5n21n22 are the numbers of optically active and inacti
excitons, respectively; the parameterP125(nnr2nr)/(nnr1nr) is the degree of align-
ment of the excitons, while the parameterw5(W12W2)/(W11W2) characterizes the
difference of the rates of polarization of the nuclei by electrons forming an exciton
a j 513/2 hole (W1) and aj 523/2 hole (W2). The degree of polarizationPN of the
nuclei can be expressed in terms of the Brillouin function

PN5BI~ Ix ! and x5 lnS 11wP12

12wP12
D . ~3!

This equation makes it possible to determine the stationary value of the nuclear
ization for knownP12 andw. The quantityP12 is determined by the kinetics of creation
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relaxation, and recombination of excitons and is assumed to be independent
nuclear polarization. However,w depends strongly onPN because the polarization rate
of the nuclei depend on the splittingDE of the electron spin levels. Indeed, the rate
polarization of the nuclei by localized electrons has the form3

W}
G2

G21~DE!2
, ~4!

where the parameterG5\/tc is inversely proportional to the correlation timetc of the
random field produced by electrons at the nuclei and inducing transitions betwee
spin sublevels of the nuclei. Using Eq.~4!, the following relation can be obtained be
tween the polarization rates of the nuclei:

W1

W2
5

G21~E212E22!2

G21~E12E2!2
. ~5!

Here the splitting of the spin levels of an electron forming an exciton with a hole
j 523/2 is essentially the splitting of the excitonic statesu22& and u21&, i.e., DE
5E212E225d01AIPN ~Fig. 1!. Similarly, for an electron forming an exciton with
j 513/2 hole, the splittingDE5E12E25d02AIPN . In the first case the splitting
increases in the effective magnetic field of the nuclei, while in the second case
creases. Using these relations we obtain

w5
2d0AIPN

~AIPN!21d0
21G2

. ~6!

Equations~3! and ~6! give the solution of the problem of dynamic self-polarization
nuclear interacting with localized excitons. They can be solved numerically. Howeve
analytical solution can be obtained if the polarization of the nuclei is not too large
this, we expand the Brillouin function in a series and retain the first term. Then, ta
account of Eq.~6!, we have

PN5qPN

1

11g21~aPN!2
, ~7!

where

q5
4AI~ I 11!

3d0
P12, g5

G

d0
, a5

AI

d0
.

Equation~7! always has a solution forPN50. However, forq.11g2 there are two
additional solutions corresponding to a nonzero polarization of the nuclei

PN56Aq212g2/a. ~8!

The limit of stability of the state withPN50 can be obtained using the dynamic
equation describing the relaxation of nuclei with characteristic timeT1 to the stationary
value ~7! nearPN50:

dPN

dt
52

1

T1
S PN2qPN

1

11g2D 52
PN

T1
S 12

q

11g2D . ~9!
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As follows from Eq.~9!, for q.11g2 the state with zero polarization of the nuclei
unstable.

Polarized nuclei produce an effective magnetic field that splits the statesu11& and
u21& of optically active excitons~Fig. 1! by the amount

uE12E21u5uAIPNu5Fd0Aq212g2, q.11g2

0, q,11g2. ~10!

We shall estimate this splitting for excitons localized in type-I GaAs-based quan
wells. The typical exchange splitting isd0'100 meV,5 and the parameterAI(I 11)/3
'100 meV.3 If the number of inactive and active excitons forms the ratio 2:1, t
P1251/3 and the parameterq'1.3. To determine the parameterg5\/d0tc it is neces-
sary to know the correlation time of the electronic field. For localized excitons
determined by the shortest electron spin relaxation timestse and their lifetimet;0.1 ns.
Experiments on optical orientation and alignment of excitons show5 that the spin relax-
ation times of electrons and holes for localized excitons is of the order of their lifet
For this reason, for making estimates we taketc5t50.1 ns. Then the parameterg2

'0.01 is negligibly small. Therefore in this caseg.11g2 and the state with nonzer
polarization of the nucleiPN'60% is stable, and the splitting of the statesu11& and
u21& is AIPN560 meV. This splitting can be observed experimentally, for examp
using near-field optical spectroscopy.7 To estimate the parameterP12 we assumed that the
number of inactive excitons is greater than the number of active excitons. This situ
can occur with nonresonant excitation of electron–hole pairs, which then become b
into excitons. In the absence of spin relaxation, the active excitons recombine
radiatively and nonradiatively, while the inactive excitons combine only nonradiativ
If the temperature is not too high, then the nonradiative channels are frozen ou
inactive excitons will accumulate, so thatP12 is close to 1. These are the most favorab
conditions for DSN. For resonant excitation of excitons the situation is reversed. In
caseP12,0, q,0,11g2, and the unpolarized state of the nuclei is stable.

We examined above DSN in the absence of an external magnetic field. Howev
order for nuclear polarization not to vanish as a result of spin–spin interactions o
nuclei a stabilizing fieldB greater than the local nuclear fieldBL'10 Hz~Ref. 2! must be
applied along thez axis. For low-dimensional systems there is one other reason.
localization of an exciton on an anisotropic island in a quantum well or in a quantum
there is an additional splitting of radiative and nonradiative excitonic states.5 Here the
stateu11& mixes with u21& and the stateu12& mixes with u22&. For example, for a
type-I GaAs-based nanostructure the splitting of the active statesd2;10 meV.7 The
splitting of the inactive states, as a rule, is smaller.8 Even though the anisotropic part o
the exchange interaction is less than the isotropic part (d2;10 meV), it will prevent
DSN. For this reason, it is necessary to apply an external magnetic fieldB ~along thez
axis! such that the Zeeman splittingmgB of the excitons will be greater thand2. For the
excitong factor,g51, the fieldB>2 kHz.

In summary, dynamic self-polarization of nuclei can be accomplished by non
nant excitation of excitons with unpolarized light in GaAs/AlGaAs-type quantum w
placed in a magnetic field in the Faraday geometry.
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Quasi-long-range order in the random anisotropy
Heisenberg model
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The random field and random anisotropyN-vector models are studied
with the functional renormalization group in 42e dimensions. The
random anisotropy Heisenberg (N53) model has a phase with an in-
finite correlation length at low temperatures and weak disorder. The
correlation function of the magnetization obeys a power law
^m(r1)m(r2)&;ur12r2u20.62e. The magnetic susceptibility diverges at
low fields asx;H2110.15e. In the random fieldN-vector model the
correlation length is finite at arbitrarily weak disorder for anyN.3.
© 1999 American Institute of Physics.@S0021-3640~99!01214-1#

PACS numbers: 75.10.Jm

The effect of impurities on the order in condensed matter is interesting, since
order is almost inevitably present in any system. If the disorder is weak, the short
order is the same as in the pure system. However, the large-distance behavior
strongly modified by arbitrarily weak disorder. This happens in systems of contin
symmetry in the presence of a random symmetry-breaking field.1 The first experimental
example of this kind is the amorphous magnet.2 During the last decade a lot of othe
related objects have been found. These are liquid crystals in the porous media,3 nematic
elastomers,4 He-3 in aerogel,5 and vortex phases of impure superconductors.6 The nature
of the low-temperature phases of these systems is still unclear. The only reliable
ment is that long-range order is absent.1,7,8 However, other details of the large-distan
behavior are poorly understood.

Neutron scattering9 reveals sharp Bragg peaks in impure superconductors at
temperatures and weak external magnetic fields. Since the vortices cannot form a r
lattice,7 it is tempting to assume that there is a quasi-long-range order~QLRO!, that is the
correlation length is infinite and correlation functions vary slowly with the distan
Recent theoretical10 and numerical11 studies of the random fieldXY model, which is the
simplest model of the vortex system in an impure superconductor,6 support this picture.
Theoretical advances10 are afforded by two new technical approaches: the functio
renormalization group12 and the replica variational method.13 These methods are fre
from the drawbacks of the standard renormalization group and give reasonable r
The variational method considers the possibility of spontaneous replica symmetry b
ing and treats the fluctuations approximately. On the other hand, the functional reno
1350021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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ization group provides a subtle analysis of the fluctuations about the replica-symme
ground state. Surprisingly, the methods yield close and sometimes even the same

Both techniques were originally suggested for the random manifolds12,13 and then
were used to obtain information about some other disordered systems with Ab
symmetry.10,14–16Less is known about non-Abelian systems. The simplest of them ar
random field~RF!1 and random anisotropy~RA!2 Heisenberg models. The latter wa
introduced as a model of the amorphous magnet.2 In spite of a long discussion, th
question of QLRO in these models is still open. There is experimental evidence in
of no QLRO.17 On the other hand, recent numerical simulations18 support the possibility
of QLRO in these systems. The only theoretical approach developed up till now is b
on the spherical approximation19 and predicts the absence of QLRO when the numbe
magnetization componentsN@1. However, there is no reason for this approximation
be valid atN;1.

In this letter we study the RFO(N.3) and RAO(N.2) models in 42e dimen-
sions with the functional renormalization group. The large-distance behaviors o
systems are found to be quite different. While in the RFO(N) model with N.3 the
correlation length is always finite, the RA Heisenberg (N53) model has a phase wit
QLRO. In this phase the correlation function of the magnetization obeys a power law
the magnetic susceptibility diverges at low fields.

To describe the large-distance behavior at low temperatures we use the cla
nonlinears model with the Hamiltonian

H5E dDxFJ(
m

]mn~x!]mn~x!1Vimp~x!G , ~1!

wheren(x) is the unit vector of the magnetization,Vimp(x) the random potential. In the
RF case it has the form

Vimp52(
a

ha~x!na~x!; a51, . . . ,N, ~2!

where the random fieldh(x) has a Gaussian distribution and^ha(x)hb(x8)&5A2d(x
2x8)dab . In the RA case the random potential is given by the equation

Vimp52(
a,b

tab~x!na~x!nb~x!; a,b51, . . . ,N, ~3!

where tab(x) is a Gaussian random variable,^tab(x)tgd(x8)&5A2dagdbdd(x2x8).
Random potential~3! corresponds to the same symmetry as the more conventional c
Vimp52(h•n)2 but is more convenient for further discussion.

The Imry–Ma argument1,8 suggests that in our problem, long-range order is abs
at any dimensionD,4. One can estimate the Larkin length, up to which there are str
ferromagnetic correlations, with the following qualitative renormalization group~RG!
approach. Remove the fast modes and rewrite the Hamiltonian in terms of the block
corresponding to the scaleL5ba, wherea is the ultraviolet cutoff. Then make a resca
ing such that the Hamiltonian is restored to its initial form with new consta
A(L),J(L). Dimensional analysis provides the estimates

J~L !;bD22J~a!; A~L !;bD/2A~a!. ~4!
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To estimate the typical anglef between neighboring block spins, one notes that
effective field acting on each spin has two contributions: the exchange contribution
random one. The exchange contribution of orderJ(L) is oriented along the local averag
direction of the magnetization. The random contribution of orderA(L) may have any
direction. This allows one to write at low temperatures thatf(L);A(L)/J(L). The
Larkin length corresponds to the conditionf(L);1 and equalsL;(J/A)2/(42D), in
agreement with the Imry–Ma argument.1 If Eq. ~4! were exact, the Larkin length could b
interpreted as the correlation length. However, there are two sources of corrections
~4!. Both of them are already relevant in the derivation of the RG equation for the
system in 21e dimensions.20 The first source is the renormalization due to the inter
tion, and the second results from the rescaling of the magnetization which is necess
ensure the fixed-length conditionn251. The leading corrections to Eq.~4! are propor-
tional to f2J, f2A. Thus, the RG equation for the combination (A(L)/J(L))2 is the
following

d

d ln L S A~L !

J~L ! D
2

5eS A~L !

J~L ! D
2

1cS A~L !

J~L ! D
4

, e542D. ~5!

If the constantc in Eq. ~5! is positive the Larkin length is indeed the same as
correlation length. But ifc,0 the RG equation has a fixed point, corresponding t
phase with an infinite correlation length. As is seen below, either situation is pos
depending on the system.

To derive the RG equations in a systematic way we use the method, sugges
Polyakov20 for the pure system. The same consideration as in theXY model10 and
random manifold model12 suggests that near a zero-temperature fixed point in 42e
dimensions there is an infinite set of relevant operators. After replica averagin
relevant part of the effective replica Hamiltonian can be represented in the form

HR5E dDxF(
a

1

2T (
m

]mna]mna2(
ab

R~nanb!

T2 G , ~6!

wherea,b are replica indices,R(z) is some function, andT the temperature. In the RA
case the functionR(z) is even due to the symmetry with respect to changing the sig
the magnetization.

The one-loop RG equations for theN-component model in 42e dimensions are
obtained by a straightforward combination of the methods of Refs. 12 and 20. Th
equations become simpler after the following substitution for the argument of the
tion R(z): z5cosf. In terms of this new variable one has to find even periodic soluti
R(f). The period is 2p in the RF case andp in the RA case. In a zero-temperature fixe
point the one-loop equations are

d ln T/d ln L52~D22!22~N22!R9~0!1O~R2,T!; ~7!

05dR~f!/d ln L5eR~f!1~R9~f!!222R9~f!R9~0!2~N22!@4R~f!R9~0!

12 cotfR8~f!R9~0!2~R8~f!/sinf!2#1O~R3,T!. ~8!

The two-spin correlation function is given by the expression^n(x)n(x8)&;ux2x8u2h,
where
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h522~N21!R9~0!. ~9!

The same equations~7!–~9! were derived by a different and more cumbersome metho
Ref. 21. In that paper the critical behavior in 41ueu dimensions was studied by consid
ering analytical fixed point solutionsR(f). In the Heisenberg model, analytical solutio
are absent and they are unphysical forNÞ3.21 In this letter we search for nonanalytica
R(f). At the nonanalytical fixed pointRIV(f50)5`, and hence there is no Taylo
expansion with respect tof.12 Nevertheless, an expansion in powers ofufu does exist,
similar to the case of the RFXY model.10

Let us consider the RA model atN53. We solve Eq.~8! numerically. Since the
coefficients in Eq.~8! are large asf˜0, it is convenient to use the expansion ofR(f)
with respect toufu at smallf. At largerf the equation is integrated by the Runge–Ku
method. The solutions to be found have zero derivatives atf50,p/2. At N53 the
solution with the largestuR9(0)u, which corresponds toh50.62e ~9!, has two zeroes in
the interval@0,p#. There are also solutions with 4 and more zeroes. They all corres
to h,0.5e. We shall see below that these solutions are unstable.

To test the stability of the solution with two zeroes we use an approximate me
The instability to the constant shift of the functionR(f) has no interest for us, since th
constant shifts do not change the correlators.12 To study the stability to the other pertu
bations it is convenient to rewrite Eq.~8!, substitutingv@R9(f)#2 for @R9(f)#2. The
case of interest isv51, but atv50 the equation can be solved exactly. The solution
v51 can be found using perturbation theory inv. The exact solution atv50 is
Rv50(f)5e(cos 2f/2411/120). The perturbation expansion provides the following
ymptotic series forh: h5e(0.6720.08v10.14v22 . . . ). The resulting estimationh
5e(0.6760.08) agrees with the numerical result well. This allows us to expect th
stability analysis of the solutionRv50 of the equation withv50 will provide informa-
tion about the stability of the solution of Eq.~8!. A simple calculation shows thatRv50

is stable in the linear approximation. Thus, there is a stable zero-temperature fixed
of the RG equations with the critical exponent of the correlation function

h50.62e. ~10!

The critical exponentg of the magnetic susceptibilityx(H);H2g in the weak uniform
field H is given by the equation

g511~N21!R9~0!/25120.15e. ~11!

In four dimensions the one-loop RG equations for the RA Heisenberg model a
to obtain the exact large-distance asymptotic behavior of the correlation functio
obeys the equation̂n(x)n(x8)&; ln20.62ux2x8u. Numerical analysis of Eq.~8! shows that
at N.10 the QLRO is absent in the RA model. This agrees with the results of
spherical approximationN5`.

Let us demonstrate the absence of physically acceptable fixed points in the RF
at N.3. We shall derive an inequality for critical exponents. We then show that
inequality has no solutions. We use a rigorous inequality for the connected and d
nected correlation functions22

^na~q!na~2q!&2^na~q!nb~2q!&<constA^na~q!na~2q!&, ~12!
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wheren(q) is a Fourier component of the magnetization, anda,b are replica indices. The
large-distance behavior of the connected correlation function at a zero-temperature
point can be derived from the expressionx;*^^n(0)n(x)&&dDx and the critical exponen
of the susceptibility~11!. At a fixed point Eq.~12! provides an inequality for the critica
exponents of the connected and disconnected correlation functions.22 Both exponents can
be expressed viaR9(0). This allows to obtain the following relation:

42D<
32N

N21
h, ~13!

whereh is given by Eq.~9!. Since Eq.~13! is incompatible with the requirementh.0,
there are no accessible fixed points forN.3. This suggests the strong coupling regim
with a presumably finite correlation length.

In the RA case a similar consideration uses the connected and disconnected
lation functions of the field (nx(r )ny(r )) in presence of Gaussian disorder~3!. At N
53 the resulting condition for the critical exponent,h>e/2, rules out all but one fixed
points of RG equation~8!.

The question of the large-distance behavior of the RF and RA Heisenberg m
was discussed by Aharony and Pytte on the basis of an approximate equation of s23

They also obtained QLRO in the RA case. However, we believe that this is an accid
coincidence, since the equation of state23 is valid only in the first order in the strength o
the disorder, while higher orders are crucial for critical properties.24 In particular, the
approach of Ref. 23 incorrectly predicts the absence of QLRO in the RFXY model and
its presence in the RA spherical model. It also provides incorrect critical exponents
Heisenberg case.

The RA Heisenberg model is relevant for the amorphous magnets.2 At the same
time, for their large-distance behavior the dipole interaction may be important.17 Besides,
a weak nonrandom anisotropy is inevitably present due to mechanical stresses.

In conclusion, we have found that the random anisotropy Heisenberg model ha
infinite correlation length and a power-law dependence of the correlation function o
magnetization on the distance at low temperatures and weak disorder in 42e dimensions.
On the other hand, the correlation length of the random fieldO(N.3) model is always
finite.
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The colossal negative magnetoresistanceDr observed in
La0.6Y0.1Ca0.3MnO3 at B51 T shows an unusual, nearly perfect sym-
metry ~around the peak temperatureT05160 K!, suggestive of a
Curie–Weiss-dominated transport mechanism in this material both
above and below the field-dependent Curie temperatureTC[T0. Attrib-
uting this symmetry to strong magnetic fluctuations belowTC ~which
are triggered by the Y substitution and cause a ‘‘bootstrap’’ destruction
of the ferromagnetic phase!, the data are interpreted in terms of the
nonthermal spin hopping and magnetization-dependent charge carrier
localization scenario leading toDr52rs(12e2gM2

), with the mag-
netizationM (T,B)5CB/uT2TC(B)un. The separate fits through all the
data points above and belowTC yield C1.2C2 and n1.n2.1, in
agreement with the predictions of the Landau mean-field theory.
© 1999 American Institute of Physics.@S0021-3640~99!01314-6#

PACS numbers: 75.30.Vn, 75.30.Kz, 72.15.Rn

Recently interest in the mixed-valence manganite perovskites R12xCaxMnO3 ~where
R5La,Y,Nd,Pr! has been renewed due to the large negative magnetoresistive~MR! ef-
fects observed near the ferromagnetic~FM! ordering of Mn spins.1–12 In the doping range
0.2,x,0.5, these compounds are known to undergo a double phase transition f
paramagnetic insulating state to a ferromagnetic metallic state near the Curie tempe
TC . Abovex50.5, the specific heat and susceptibility measurements reveal3,6,8,9an extra
1410021-3640/99/70(2)/6/$15.00 © 1999 American Institute of Physics
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antiferromagnetic~AFM! canted-like transition at a tempreatureTAFM lying below TC .
At the same time, substitution on the La site was found to modify the phase dia
through cation size effects leading toward either charge-ordered or AFM instability.1–3,6,9

On the other hand, Babushkinaet al.1,2 have found that a compositio
(La12yPry)0.7Ca0.3MnO3 with y50.75 undergoes a metal–insulator transition even u
a mere isotopic substitution of oxygen. This conclusion has been further corroborat
Balagurovet al.,3 who determined the magnetic structure of this compound~using a
neutron diffraction method! and found that substitution of18O for 16O leads to a modi-
fication of the electronic state which correlates both with the observed alteration o
magnetic structure and with the charge ordering process.

At the same time,6,9 Y substitution is responsible for two major modifications of t
parent manganite La0.7Ca0.3MnO3 : ~i! it lowers the FM Curie temperatureTC , and~ii ! it
weakens the system’s robustness against strong AFM fluctuations~which are developed
locally within the ordered FM matrix! by shifting TC closer to TAFM . The latter is
considered4,10–13 to be the most probable reason for strong magnetic localization
spin-polarized carriers, which in turn results in a hopping-dominated charge carrier
port mechanism belowTC . Above TC , the resistivity presumably follows a thermall
activated Mott-like variable-range hopping lawr}exp(T0 /T)z with 1/4<z<1.

In this letter we present some typical results for magnetoresistivity~MR! measure-
ments on a manganite sample La0.6Y0.1Ca0.3MnO3 at B51 T field for a wide temperature
interval ~ranging from 20 K to 300 K! and compare them with the available theoretic
explanations. As we shall see, the data are best described in terms of the nont
~rather than Mott-like thermally activated! spin hopping scenario with a magnetizatio
dependent charge carrier localization lengthL(M ) both above and belowTC . The inter-
pretation is essentially based on the assumption of rather strong magnetic fluctuat
this material far beyond the Curie pointTC , which have been found5 to dominate its
magneto-thermopower behavior as well.

The polycrystalline La0.6Y0.1Ca0.3MnO3 samples used in our measurements w
prepared from stoichiometric amounts of La2O3, Y2O3, CaCO3, and MnO2 powders. The
mixture was heated in air at 800 °C for 12 hours to achieve decarbonation and
pressed at room temperature to obtain parallelipedic pellets. An annealing and sin
from 1350 °C to 800 °C was made slowly~during 2 days! to preserve the right phas
stoichiometry. A small bar (10 mm34 mm2) was cut from one pellet. The electrica
resistivityr(T,B) was measured using the conventional four-probe method. To avoi
Joule and Peltier effects, a dc currentI 51 mA was injected~in a one-second pulse!
successively on the two sides of the sample. The voltage dropV across the sample wa
measured with high accuracy by a KT256 nanovoltmeter. The magnetic fieldB of 1 T
was applied normal to the current. Figure 1 presents the temperature dependence
resistivity r(T,B) for a La0.6Y0.1Ca0.3MnO3 sample at zero field and atB51 T. The
corresponding MRDr(T,B)5r(T,B)2r(T,0) is shown in Fig. 2 as a function of re
duced temperature (T2T0)/T0, with T05160 K being the temperature at which the neg
tive MR exhibits a minimum. Notice the nearly perfect symmetry of the MR with resp
to the left (T,T0) and right (T.T0) wings, thus suggesting a ‘‘universal’’ magne
totransport mechanism above and belowT0. Before discussing a probable scenario for t
observed MR temperature behavior, let us briefly review the current theoretical mo
Several unification approaches have been suggested.10–13 In essence, all of them ar
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based on a magnetic localization concept which relates the observable MR at an
perature and/or applied magnetic field to the local magnetization. In particular, one
most advanced models of this kind10 ascribes the metal–insulator~M–I!-like transition to
a modification of the spin-dependent potentialJHs•S associated with the onset of mag
netic order atTC ~hereJH.1eV is the on-site Hund’s-rule exchange coupling of aneg

electron withs51/2 to the localized Mnt2g ion core with S53/2). Specifically, the
hopping based conductivity reads

FIG. 1. Temperature behavior of the observed resistivityr(T,B) in La0.6Y0.1Ca0.3MnO3 at zero field and at
B51 T.

FIG. 2. Dependence of the observed MRDr(T,B)5r(T,B)2r(T,0) in La0.6Y0.1Ca0.3MnO3 at B51T as a
function of (T2T0)/T0, with T05160 K being the temperature at which the MR reaches its minimum.
solid line through all the data points is the best fit according to Eq.~3!.
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s5smexpS 2
2R

L
2

Wi j

kBTD , ~1!

where

sm5e2R2nphN~Em!. ~2!

HereR is the hopping distance~typically10 of the order of 1.5 unit cells!, L is the charge
carrier localization length~typically12 L.2R), nph is the phonon frequency,N(Em) is the
density of available states at the magnetic energyEm.JH , and Wi j is the effective
barrier between the hopping sitesi and j. There are two possible ways of introducing
explicit magnetization dependence into the above model: either by modifying the
ping barrierWi j˜Wi j 2aM i•M j or by assuming a magnetization-dependent localiza
lengthL(M ). The first scenario~suggested by Viretet al.10! results in a thermally acti-
vated behavior of MR over the whole temperature range. Indeed, since a sphere of
R contains (4/3)pR3/v sites, wherev55.7310229m3 is the lattice volume per manga
nese ion, the smallest value ofWi j is therefore@(4/3)pR3N(Em)#21. Minimizing the
hopping rate, one finds that the resistivity should vary as ln(r/r0)5@T0$1
2(M/Ms)

2%/T#1/4. This scenario was used by Wagneret al.12 to interpret their MR data on
low-conductive Nd0.52Sr0.48MnO3 films. Assuming the molecular-field result for the ma
netization, they found that their data scale with the Brillouin functionB in the ferromag-
netic state and follow aB 2 dependence in the paramagnetic state. Unfortunately
attempts to fit our MR data with the above thermally activated hopping formula h
failed. In our case the observed MR seems to follow a steeper temperature be
exhibiting a remarkable symmetry aroundT0. Instead, we were able to successfully
our data for the whole temperature interval with

Dr~T,B!52A@12e2b(T)#, ~3!

where

b~T!5b0F T0

T2T0
G2n

, ~4!

andA, b0, andn are temperature-independent parameters. The separate fits for ou
data above and belowT05160 K produceA50.87360.001V•cm, b0

150.01560.001,
b0

250.00460.001, n151.1660.01, andn251.1260.01, in agreement with the ob
served symmetry. This suggests us to interpret our findings in terms of a nonth
localization scenario,4,5,13 which emphasizes the role of a nonmagnetic disorder and
sumes a magnetization dependence of the localization lengthL(M ) ~rather than hopping
barrierWi j ) which diverges at the M–I phase transition. Within this scenario, the C
point TC is defined in terms of the Curie–Weiss susceptibilityx5C/(TC2T) as
x21(TC ,B)50, while the M–I transition temperatureTMI is such thatM (TMI ,B)5M0

@with M0 being a fraction of the saturated magnetizationMs). In terms of the spontane
ous magnetizationM, it means that forM,M0 the system is in a highly resistiv
~insulator-like! phase, while forM.M0 the system is in a low resistive~metallic-like!
state. Adopting this scenario~with Wi j /kBT!2R/L, see Eq.~1!#, we can writer(T,B)
5r0(T)1rm exp@2R/L(M)# for the field-induced resistivity in our sample. Here,r0(T) is
a field-independent background resistivity,rm51/sm , and the localization lengthL(M )
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depends on the field and temperature through the corresponding dependences
magnetizationM (T,B). Assuming after Shenget al.13 thatL(M )5L0 /(12M2/M0

2), we
arrive at the following simple expression for the MR

Dr~T,B!52rs@12e2gM2(T,B)#, ~5!

where g52R/L0M0
2, and rs5r(T,0)2r0(T) is the temperature-independent residu

resistivity.12 To account for the observed symmetry of the MR aroundT0, we identifyT0

with the Curie temperatureTC(B) at a finite magnetic fieldB, and assume that the fiel
and temperature dependence of the magnetization is governed by the same Curie
like law M (T,B)5x6(T,B)B with x6(T,B)5C6/uT2TCun6 above (1) and below
(2) TC , respectively. Given the above definitions, we obtainuTC(B)2TMIun2

5C2B/M0 for the difference between the two critical temperatures, which implies
within the Curie–Weiss scenario,TMI[TC(0). Thus, in agreement with the Landa
theory of second-order phase transitions~see, e.g., Landau and Lifshitz,14 Chapter V!,
belowTC(B) the Curie–Weiss law exists in the form of the ‘‘generalized susceptibili
x2(T,B)}1/B, leading to a nonzero value of the spontaneous magnetizationM even at
zero magnetic field. Finally, by comparing Eq.~5! with the above-used fitting formula
@see Eq.~3!#, we arrive at the following relations between the fitting and model par
eters, viz.,A5rs , b0

25(2R/L0)@12TC(0)/TC(B)#2n2, and C1/C2T0
fAb0

1/b0
2, with

f5n12n2 , andT05 5TC(B). Taking into account the zero-field Curie temperatu
n6 for this material,5 we obtain 2R/L0.1 for the ratio of hopping distance to localiza
tion length, andC1/C25 51.9860.01 for the ratio of Curie constants above and bel
TC , in accordance with the mean-field theory predictions.14 Furthermore, using the
former ratio and the value obtained for the residual resistivity,rs.0.873V•cm, we get
an estimate for the hopping distanceR, provided the density of statesN(Em) and the
phonon frequencynph are known. Assuming10 that N(Em).931026m23eV21 and nph

.231013s21 ~estimated from Raman shift for Mn–O optical modes!12 for these two
parameters, we arrive at a reasonable value ofR.5.5Å, which in turn results inL0

.11 Å for the zero-temperature, zero-field carrier charge localization length, in g
agreement with the other reported4–6,10,12estimates of this parameter.

In conclusion, we would like to comment on the plausibility of our interpretati
which is essentially based on the Curie–Weiss behavior of the magnetization. Clea
possibility of using the Curie–Weiss law~which is usually limited to the critical region
aroundTC) throughout the whole region~ranging from the paramagnetic to the ferr
magnetic state! suggests the presence of strong fluctuations both above and belowTC . To
account for a possible source of these fluctuations, we turn to the magnetic struct
our sample. As we mentioned in the introductory part, along with lowering the C
point, Y substitution brings about another important effect. Namely, it drives the m
netic structure closer to a canted AFM phase~which occurs atTAFM,TC!,9 thus trigger-
ing the development of local AFM fluctuations within the parent FM matrix. In tu
these fluctuations cause a trapping of spin-polarized carriers in a locally FM environ
leading to hopping-dominated transport of charge carriers between the spin polaron
formed, over the whole temperature interval. Besides, according to Jaimeet al.,6 po-
laronic distortions in the PM phase of these manganites should inevitably persist
FM phase~below Tc) as well, where there remain significant indications of spin scat
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ing due to the collapse of large polarons in the FM state, which reduces the effe
exchange coupling via the double exchange mechanism, causing a ‘‘bootstrap’’ de
tion of FM and triggering the concomitant M–I transition.
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Measurement of the state of an individual spin using
a ‘‘turnstile’’
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~Submitted 22 June 1999!
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A scheme is proposed for measuring the state of an individual spin
~system of spins!. The scheme is based on the idea of a single-electron
‘‘turnstile’’ and the injection of single spin-polarized electrons from the
magnetic metallic borders. Applications to the recently proposed
scheme of quantum spin gates based on a silicon matrix are discussed
~B. E. Kane, Nature393, 133 ~1998!!. © 1999 American Institute of
Physics.@S0021-3640~99!01414-0#

PACS numbers: 75.10.Jm, 03.65.Bz

After the discovery of efficient quantum algorithms1 and a rigorous proof of the
possibility of quantum computations2 which are stable against errors, various implem
tations of quantum logic gates started to appear: based on cold ions,3 nuclear magnetic
resonance,4 optics,5 semiconductor nanostructures,6 and the Josephson effect.7 The idea
of creating quantum gates based on a silicon matrix8 with embedded donor P31 impurity
atoms was recently advanced. The nuclear spin and the electron spin of the P31 atom play
the role of quantum bits. One of the unclear aspects of the scheme of Ref. 8
measurement of the state of an individual nuclear or electron spin~or both together!. The
idea of indirect detection of the spin state using a single-electron transistor has
discussed in Refs. 9 and 10. The proposed schemes do not permit detecting direc
state of an individual spin, but rather they measure only different charge states
system of electronic and nuclear spins.

Detection of an individual spin in itself is not exotic. The first observation of
Larmor precession of an individual spin localized on a Si~111!737 surface in an ultra-
high vacuum, using a scanning tunneling microscope~STM!, was demonstrated by a
IBM group ~see Refs. 11 and 12! ten years ago. There were also reports of the detec
in the STM current of an electronic paramagnetic resonance signal from an indiv
spin in an organic molecule.13 It has also been demonstrated that the STM with a m
netic probe is sensitive at the atomic level to the state of individual spins on the sur
of magnetic materials.14 The measured quantity in an STM is the tunneling current, wh
on atomic scales depends on the position of the probe along the surface. For a ma
probe the tunneling current contains a spin-dependent component12

I t~x!}rc~x!r tmc~x!•mt ,
1470021-3640/99/70(2)/7/$15.00 © 1999 American Institute of Physics
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whererc,t(x) are the local densities of states at the probe tip and on the surface
mc(x) andmt are the local magnetizations on the surface at the pointx and at the probe
tip. However, current measurements in the stationary state are not directly suitab
applications to the states of quantum gates.

To implement quantum gates it is necessary to know how to perform measure
on a system at an arbitrary point in time. According to the general quantum-mecha
measurement theory,15–17 the most complete description of any specific measuring p
cedure to which a quantum-mechanical system can be subjected is given by the so
instrumentT(dl) consisting of the mapping of the states of the systemrs ~density
matrices! prior to measurement into the density matrixr̄s5T(dl)rs ~to within the nor-
malization! of the system immediately after the measurement, which has given a r
neardl ~the probability of obtaining the result neardl is Trr̃s5 Tr $T(dl)rs%). It is
known that any instrument can be represented in the form

T~dl!rs5 TrA$~ I s^ MA~dl!!U~rs^ rA!U21%,

i.e., any measurement can be realized by attaching to the system of interest an an
system in a fixed staterA (A denotes ancilla!, the combined unitary evolution~U! of both
systems for a certain period of time, and then a measurement, generated by a
decomposition of unityMA(dl), on the ancillary system.

In what follows a method is proposed for detecting the state of an individual spi~or
a system of spins, for example, nuclear spin1 electron spin!. The method is based on th
idea of a ‘‘turnstile.’’18,19 In this scheme the following are present explicitly: preparat
of the ancillary system (rA) at an arbitrary moment in time, switching on of the intera
tion betweenrA andrs , combined unitary evolution, switching off of the interaction
an arbitrary time, and detection of the state of the ancillary system.

Let us examine a model system. Let the system consist of spins beneath the s
for example, an atom with nuclear spin and an electron localized on the nuclear spin~Fig.
1!. Let there also be a system of tunneling-coupled quantum dots on the surface su
the central dot is located above the spin system playing the role of quantum bits~Figs. 1

FIG. 1.
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and 2!. One size-quantized level is present in each quantum dot. The outer do
coupled by a tunneling coupling with metallic magnetic electrodes~Figs. 1 and 2!.

The Hamiltonian of quantum dots tunneling-coupled with the borders and with
another can be represented in the form

H5 (
k,s,a5L,R

«ksaaksa
1 aksa1(

s
~«cccs

1 ccs1«LcLs
1 cLs1«RcRs

1 cRs!

1(
ks

~TkLcLs
1 aksL1TcLccs

1 cLs1TcRccs
1 cRs1 h.c.!

1(
s

~ULnLsnL2s1Ucncsnc2sUrnRsnR2s!, ~1!

where the first two terms describe the states of the electrons in the isolated borde
dots, the third term describes the tunneling coupling between the borders and the
and the last term describes the Coulomb repulsion in the dots~if it is substantial!. We
assume that the electrons in the borders are in a spin-polarized state and that the
tization vector in the borders has directionsnL and nR , respectively, and is fixed, fo
example, by the magnetic anisotropy. If the system is in an external magnetic field
this field must be added to the Hamiltonian. The Hamiltonian of the spin system~quan-
tum gate!, for example, for the situation nuclear spin1 electron spin localized on the
nuclear spin, can be represented in the form

FIG. 2.
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Hs5(
s

«scss
1 css1gsmBcss

1 css8sss8•H1gImBI•H1gsII•sss8css
1 css8 . ~2!

In a magnetic field the contribution from the metallic electrodes must be taken
account. The Hamiltonian of the interaction of the spins in a quantum gate with
electron localized in a central dot~see below! depends on the specific geometry of t
structure. For example, if the electron wave functions in the central dot and at the c
can overlap, then the Hamiltonian can be written in the form

H int5(
s

~ tsccss
1 ccs1h.c.!1gcII•sss8ccs

1 ccs81(
s

Uscncsns2s . ~3!

If the overlap is negligible, then only the dipole–dipole interaction should be retain

The complete solution of the temporal evolution of the system is a nontrivial p
lem. To make progress we must assume a definite hierarchy of times for various
cesses occurring in the system. Lett res be the characteristic tunneling time into a bord
from the central dot when the levels in the neighboring quantum dots are put in reso
~this time is the same as the tunneling time, for example, from the left-hand well int
border through one barrier!; let tnon be the characteristic tunneling time into the bord
from the central dot when the levels in the dots are taken out of resonance; and, letdyn

be the characteristic time of combined evolution as a result of the interaction o
electron in the central dot and the spins in the gate. We shall assume thatt res!tdyn

!tnon. In what follows we shall use the well-known fact that for tunneling through t
barriers~from the central dot into one of the borders! with the levels in resonance th
additional smallness associated with the additional barrier is removed. The charact
times are inversely proportional to the level width and depend on the position of the
The times can be estimated using the relations~see, for example, Ref. 19!

1

t~v!
5g~v!5

uTLcu2g0
2

@ «̃c~v!2 «̃L~v!#21g0
2

, g05(
k

uTkLu2d~v2«kL!5uTLu2.

Here g05uTLu2'uTcLu25uTu2 is the initial tunneling transmittance of the barriers b
tween wells and between the wells and borders, which without loss of generality c
assumed to be the same. In resonance («̃c(v r)5 «̃L(v r)) 1/t res'uTu25g0. When the
levels leave resonance by an amount greater than the level width (D@g0), the charac-
teristic time becomest/tnon'g0(g0

2/D2)!1/t res. Taking the Coulomb repulsion into
account does not qualitatively change the situation.

We shall now discuss the different stages of the measuring procedure~Fig. 2!:

a! At first the size-quantized levels in the quantum dots are unoccupied~they lie
above the chemical potentials in the borders!. The dashed lines show the levels in the do
that are split off by the Coulomb interaction.

b,c! Voltage pulses are applied to the central and left-hand dots at timest (t res

!t!tdyn) so that the levels at the pointsL andc are brought into resonance and dro
below the chemical potentialmL in the left-hand border. Over the timet res the levels in
the left-hand and central dots are filled with electrons from the left-hand border.

d! Next, a voltage pulse is applied at timest res!t!tdyn to the left-hand dot. This
pulse moves the level in the dot above the chemical potentialmL . Over the characteristic
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time t res the level of the left-hand well is emptied because the electron goes back int
left-hand border. The level in the central dot remains filled. At times,tnon it can be
assumed that the electron has ‘‘forgotten’’ the borders and is isolated, its spin state
determined by the state of the left-hand border. This procedure results in the prepa
initially ~instantaneously against the background oft!tdyn) of an ancillary quantum
system in the staterA(t50). Since the density matrix for spin 1/2 can always be rep
sented in the formr51/2(I 1s•u), the state of an electron arriving in the central d
from the left-hand border is described by the density matrixrA(t50)5(1/2)(I 1s
•uL), whereuL is a vector describing the direction and degree of polarization of
electrons in the left-hand border. Next, it can be assumed that at timest res!t!tnon

combined quantum dynamics of an electron in the central dot and the spins in the
occurs as described by the unitary evolution

r̃~ t !5U~ t !~rA~ t50! ^ rs~ t50!!U21~ t !, U~ t !5expS i E
0

t

H int~ t8!dt8D .

Herers(t50) is the density matrix of the quantum gate at timet50. Diagonalization of
the HamiltonianH int presents no difficulties, since this Hamiltonian describes a fin
dimensional system~for example, the combined dynamics of an electron in a dot1 a
nuclear spin1 an electron localized on the nuclear spin requires diagonalizing
838 matrix!. The density matrix of an electron in the central well by the timet after
combined evolution is

rA~ t !5Trs$U~ t !~rA~ t50! ^ rs~ t50!!U~ t !21%5
1

2
~ I 1s•uA~ t !!,

where the vectoruA(t) gives the spin that an electron in the central dot acquired by
time t as a result of interaction with the spins in the gate.

e! Detection of the state of an electron in the central well is performed by meas
the current flowing into the right-hand border. For this, voltage pulses are applie
time t1 to the central and right-hand quantum dots~see Fig. 2e!, similarly to the way this
was done when an electron was injected from the left-hand border. If the timet1 is short
is compared witht res, then the probability that the electron escapes into the right-h
border will be proportional tot1. Sincetdyn@t res, the interaction between the ancillar
system and the quantum gate is switched off virtually instantaneously~against the back-
ground of the combined dynamics! at timet. The probability of an electron escaping in
the right-hand border per unit time is, to within numerical factors,

Pr }uTu2TrsA$rR•ra~ t !%5uTu2TrsA$~ I s^ rR!~U~ t !~rs~ t50! ^ rA~ t50!!U21~ t !!%,

whererR51/2(I 1s•uR) is the density matrix of electrons in the right-hand border. T
means that the probability of a current pulse appearing in the right-hand border de
on the spin state of an electron in the central quantum dot:

Pr5Ct1•uTu2$11uR•uA~ t !%, ~4!

whereC is a constant~the scalar product arises because the wave functions of two sp
in the dot and the right-hand border are matched; it is necessary to use a co
quantization axis for the spin20!.
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f! Finally, voltage pulses of magnitude such that an electron from the central d
it has not been transferred into the right-hand border as a result of the operation e,
depart into the left-hand border with probability 1, are applied to the central and left-
quantum dots at a certain time.

We denote the total duration of the cycle consisting of the operations a–f bt0.
Then for fixedt1 a current Pr•e/t0 will flow through the system of quantum dots. Th
value of the constantC in Eq. ~4! can be determined by measuring the current for the c
of polarizations with the same direction in the left-hand and right-hand borders with
interaction with the gate switched off (t50), whenuR(t)•uA(t)5uuRu•uuLu ~we assume
that the degrees of polarizationuuRu and uuLu in the borders are known!.

Thus, the polarization vectoruA(t) of the ancillary system, which depends on t
initial staters of the gate prior to the measurement, can be reconstructed by meas
the current using the scheme described above. Generally speaking, to reconstruc
pletely the state of the gate from the measured current it is necessary to know h
compute all three components of the vectorus determining the density matrix of the gat
It is obvious that for this it is necessary to measure the current for at least three dif
combinations of the parameters of the system. For example, the direction of magn
tion in both borders and the interaction time of the ancillary system with the gate ca
changed. However, the question of whether or not information about the behavior
tunneling current as a function of the indicated parameters is sufficient for com
reconstruction of the vectorus must be solved separately for each specific interac
Hamiltonian between the ancillary system and the gate.

The characteristic nonresonant tunneling time can be made quite long by incre
the width of the double barrier, so that this time is not a limitation. The characteristic
of the combined quantum dynamics of an electron in the central dot and the gate c
estimated as a time of the order of the dynamics of an isolated gate. The latter
reciprocal of the Larmor spin precession frequency in an external magnetic field.8 In a
field B'100 G ~0.01 T! it is 1/tdyn'106 Hz. The resonant tunneling time can easily
adjusted tot res'1029 s, which in principle makes it possible to perform a measurem
of the current pulses at timest<t res. The temperature must not exceed 1 mK, so tha
least the Zeeman splitting would not be washed out by the temperature. As the wo
temperature increases,tdyn and correspondinglyt res decrease and the measurement ti
of the current pulses decreases. We note that quantum dots, like the silicon matrix,8 must
be made of isotopes without nuclear spin; this requirement precludes the use of te
ogy developed on the basis of GaAs/GaAlAs materials and necessitates systems ba
Si/SiGe.
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Departamento de Fisica, Universidade Estadual de Londrina, Caixa Postal 6001,
Londrina-Parana, Brazil

~Submitted 23 June 1999!
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The invariant integration method for Chern–Simons theory defined on
compact hyperbolic spaces of the formG\H3 is verified in the semi-
classical approximation. The semiclassical limit for the partition func-
tion is calculated. The contribution to the sum over topologies in three-
dimensional quantum gravity is briefly discussed. ©1999 American
Institute of Physics.@S0021-3640~99!00114-0#

PACS numbers: 11.15.2q, 02.40.2k

INTRODUCTION

It is known that topological invariants associated with 3-manifolds can be
structed within the framework of Chern–Simons gauge theory.1 These values were spec
fied in terms of the axioms of topological quantum field theory,2 whereas an equivalen
derivation of invariants was also given combinatorially in Refs. 3 and 4, where mod
Hopf algebras related to quantum groups were used. The Witten’s~topological! invariants
have been explicitly calculated for a number of 3-manifolds and gauge groups.5–11 The
semiclassical approximation for the Chern–Simons partition functionW(k) can be given
by the asymptotick˜` of Witten’s invariant of a 3-manifoldM and a gauge groupG.
Typically this expression is a partition function of a quadratic functional.

This note is an extension of the previous paper.12 Our aim here will be to use the
invariant integration method13,14 in its simplest form for the semiclassical approximati
for Chern–Simons theory, defined on hyperbolic 3-manifolds of the formM5G\H3,
whereH3 is the Lobachevsky space andG is a co-compact discrete group of isometri
~see Ref. 15 for details!.

THE SEMICLASSICAL APPROXIMATION FOR THE PARTITION FUNCTION

The semiclassical approximation for the partition function. The partition func
associated to Chern–Simons gauge theory has the form
670021-3640/99/70(2)/5/$15.00 © 1999 American Institute of Physics
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W~k!5E DA exp@ ikCS~A!#, kPZ, ~1!

where

CS~A!5
1

4pEM
TrS A`dA1

2

3
A`A`AD . ~2!

The quantityW(k) is a ~well-defined! topological invariant ofM. The formal integration
in ~1! is over the gauge fieldsA in a trivial bundle, i.e., 1-forms on a 3-dimension
manifold M with values in Lie algebrag of gauge groupG.

In the limit k˜` Eq. ~1! is given by its semiclassical approximation, involving on
partition functions of quadratic functionals:1

(
[Af ]

exp@ ikCS~Af !#E DB expS ik

4pEM
Tr~B`dAf

B! D . ~3!

In Eq. ~3! the sum is taken over representativesAf for each point@Af # in the moduli
space of flat gauge fields onM. In addition,B is a Lie-algebra-valued 1-form anddAf

is
the covariant derivative determined byAf , namelydAf

B5dB1@Af ,B#.

We shall use the invariant integration method,13,14 which enables the partition func
tions in Eq. ~3! to be evaluated in complete generality. LetM be a compact oriented
Riemannian manifold without boundary, andn52m115dimM is the dimension of the
manifold. Let x:p1(M )°O(V,^•,•&V) be a representation ofp1(M ) on real vector
spaceV. The mappingx determines~on the basis of a standard construction in differe
tial geometry! a real flat vector bundlej over M and a flat connection map¹p on the
spaceVp(M ,j) of differential p-forms on M with values in j. One can say thatx
determines the space of smooth sections in the vector bundleLp(TM)* ^ j. One can
construct from the metric onM and Hermitian structure inj a Hermitian structure in
L(TM)* ^ j and the inner productŝ•,•&m in the spaceVm(M ,j). Thus

SO5^v,Ov&m, O5* ¹m, ~4!

where (*) is the Hodge-star map. The mapO is formally self-adjoint with the property
O 25¹m* ¹m . Suppose that the quadratic functional~4! is defined on the spac
G5G(M ,j) of smooth sections in a real Hermitian vector bundlej overM. There exists
a canonical topological elliptic resolventR(SO), related to the functional~4!, namely

0˜
0

V0~M ,j!˜
¹0

. . . ˜

¹m22

Vm21~M ,j! ˜

¹m21

ker~SO!˜
0

0. ~5!

Therefore, for the resolventR(SO), we have Gp5Vm2p(M ,j) and Hp(R(SO))
5Hm2p(¹), whereHp(¹)5ker(¹p)/Im(¹p21) are the cohomology space. Note th
SO>0 and therefore ker(SO)[ker(O)5ker(¹m). Let us choose an inner produc
^•,•&Hp in each spaceHp@R(SO)#.

The partition function ofSO with resolvent~5! can be written in the form:14,16

W~k![W~k;R~SO!,^•,•&H ,^•,•&!5~p/k!z(0,uOu)/2e2
ip
4 h(0,O)t~M ,x,^•,•&H!1/2,

~6!
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where uOu5AO 2 is defined via spectral theory. This is the basic formula one ha
evaluate.

It can be shown that the zeta functionz(s,uOu) appearing in the partition function
~6! is well-defined and analytic for Res.0 and can be continued to a meromorph
function onC, regular ats50. Furthermore, the zeta function can be expressed in te
of the dimensions of the cohomology spaces ofO. SinceHp@R(SO)#5Hm2p(¹) ~the
Poincare` duality! for the resolvent~5!, it follows that ~see Refs. 14 and 16 for details!

z~0uuOu!52 (
p50

m

~21!p dimHp~R~S!!5~21!m11(
p50

m

~21!p dimHp~¹!. ~7!

The dependence of the eta invarianth(0uO) of Atiyah–Patodi–Singer17–19 on the
connection mapO can be expressed with the help of the formula for the index of
twisted signature operator for a certain vector bundle overM ^ @0,1#. Furthermore it can
be shown17 that h(suB)52h(suO), where theB are elliptic self-adjoint maps on
V(M ,j) defined onp-forms by

Bp5~2 i !l(p)~* ¹1~21!p11¹* !. ~8!

In this formulal(p)5(p11)(p12)1m11 and for the Hodge star-map we have us
* a`b5^a,b&vol . From the Hodge theory we have

dim ker B5 (
p50

m

dimHp~¹!.

Finally the quantityt(M ,x,^•,•&H) is related to the Ray–Singer~analytic! torsion
Tan

(2)(M ). In fact, if H0(¹)Þ0 andHp(¹)50 for p51, . . . ,m, then the product

t~M ,x,^•,•&H!5Tan
(2)~M !•Vol~M !2dim H0(¹), ~9!

is metric independent,20 i.e., the metric dependence of the Ray–Singer torsion factors
asV(M )2dim H0(¹).

THE CASE OF REAL COMPACT HYPERBOLIC MANIFOLDS

Let us consider the specific case of a compact hyperbolic 3-manifolds of the
M5G\H3. If the flat bundlej is acyclic, then for analytic torsion one gets21

@Tan
(2)~XG!#2[Rx~0!5 )

p50

dim M

@detnp# (21)p11p/2, ~10!

whereRx(s) is the Ruelle function andnp is the Laplacian restricted onp-forms, and the
determinants are defined by means of zeta regularization. The functionRx(s) extends
meromorphically to the entire complex planeC; it is an alternating product of more
complicated factors, each of which is a Selberg zeta functionZp(s;x). The Ruelle func-
tion associated with closed oriented hyperbolic 3-manifoldG\H3 has the formRx(s)
5Z0(s;x)Z2(21s;x)/Z1(11s;x). For the Ray–Singer torsion one gets12

@Tan~G\H3!#25Rx~0!5
@Z0~2,x!#2

Z1~1,x!
expS 2

Vol~G\H3!

3p D , ~11!
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where Vol(G\H3) is the volume of a fundamental domain ofG\H3. In the presence of
non-vanishing Betti numbersbj5bj (G\H

3) we have12,22

@Tan~G\H3!#25
~b12b0!! @Z0

(b0)
~2,x!#2

@b0! #2Z1
(b12b0)

~1,x!
expS 2

Vol~G\H3!

3p D . ~12!

Now we consider the contribution associated with the eta invariant. A remark
formula relating h(s,O) to the closed geodesics onG\H3 has been obtained b
Millson.23 More explicitly, Millson has proved the following result for a Selberg ty
~Shintani! zeta functionZ̃(s,O), which admits a meromorphic continuation to the ent
complex plane.Z̃(s,O) is a holomorphic function ats50 and

log Z̃~0,O!5p ih~0,O!. ~13!

Furthermore, it is possible to show thatZ̃(s,O) satisfies the functional equatio
Z̃(s,O)Z̃(2s,O)5e2p ih(0,O).

Now we have all the ingredients for evaluation of the partition function~6! in terms
of Ray–Singer torsion and a Selberg type function. The final result is

W~k!5S p

k D z(0,uOu)/2F Rx~0!

Z̃~0,O!
G 1/4

@Vol~G\G!#2dim H0(¹)/2, ~14!

wherez(0,O) is given by Eq.~7!.

CONCLUDING REMARKS

We have derived explicit formulas for the semiclassical approximation to
Chern–Simons partition function, using the invariant integration method. The final
mulas are given in a form where the behavior ask°` is obvious. In this connection we
have explicitly exhibited the first term in the level-k asymptotic expansion for compac
hyperbolic families of 3-manifolds.

The evaluation of the Ray–Singer torsion presented in this paper may be u
within the Euclidean path-integral approach to 3-dimensional quantum gravity, wher
partition function is evaluated by summing the contributions from all poss
topologies.24 For negative cosmological constantL, the classical extrema of the Euclid
ean action are hyperbolic manifolds. It has been shown that 3-dimensional gravity c
rewritten as a Chern–Simons theory for a suitable gauge group.25 Therefore in the one-
loop partition function the quantum prefactor turns out to be dependent on the
Singer torsion of a hyperbolic manifold. Note that the dependence on the volume o
Ray–Singer torsion is exponentially decreasing, making a contribution to the one
Euclidean partition function of the same nature of the one corresponding to the cla
action. Namely, the one-loop Euclidean partition function, including only one extrem
with L,0 and in absence of zero modes, reads~see also Ref. 12!

WG\H35F Rx~0!

Z̃~0,O!
G 1/4

expF2
Vol~G\H3!

4pG S 1

GuLu1/2
1

1

3D G , ~15!

where the second term in the exponential is the first quantum correction.
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Note that there is a class of compact sufficiently large hyperbolic manifolds w
admit arbitrarily large values ofb1(M ). In general, hyperbolic manifolds have not be
completely classified and therefore a systematic computation is not yet possible. Ho
this is not the case for certain sufficiently large manifolds, the Haken manifolds.26 There
exists an algorithm for the enumeration of all Haken manifolds, and there exis
algorithm for recognizing homeomorphy of the Haken manifolds.27 These manifolds give
an essential contribution to the partition functions~14! and ~15!.

Finally, the explicit result~14! can be very important for investigating the relatio
between quantum invariants for an oriented 3-manifold, defined with the help of a
resentation theory of quantum groups,3,4 and Witten’s invariant,1 which is, instead, re-
lated to the path integral approach.
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Detection of the decay of an acoustic soliton arising
during pulsed breakdown of a glassy semiconductor film

É. N. Voronkov* )

Moscow Power Engineering Institute, 111250 Moscow, Russia

~Submitted 21 June 1999!
Pis’ma Zh. Éksp. Teor. Fiz.70, No. 2, 70–72~25 July 1999!

The results of an experiment demonstrating the appearance of a soliton
under certain conditions of pulsed breakdown of a glassy semiconduc-
tor film in a magnetic field are reported. The wave is excited by a
current filament moving at a velocity close to the speed of sound be-
tween two parallel electrodes in an external magnetic field. To distin-
guish the direction of motion of the acoustic wave and that of the
current filament along the substrate, electrodes with a bend that changes
the direction of motion of the filament are deposited. Two ‘‘frozen’’
structural-excitation fronts, diverging at an angle to one another and
attesting to the decay of the soliton at the moment the current filament
vanishes, are observed at the location of the bend in the electrodes.
© 1999 American Institute of Physics.@S0021-3640~99!00214-5#

PACS numbers: 61.43.Dq, 43.35.Ns

An excited electronic subsystem in glassy semiconductors transfers energy
structural matrix. This gives rise to a metastable state of the structure, and the pro
tion of this state can be accompanied by the generation of a directed acoustic wave
present letter the results of an experiment demonstrating the appearance of an a
soliton under certain conditions of pulsed breakdown of a glassy semiconductor fi~5
mm thick As2SeTe2) are reported. The film was deposited by vacuum deposition o
2037031.5 mm glass substrate. Metallic~Al ! strips — electrodes separated by 1 mm
were present on the film surface. Pulsed breakdown was accomplished in the gap b
these electrodes in a 2 Texternal magnetic field.

A glassy chalcogenide semiconductor~GCS! was chosen as the object of study o
the basis of the fact that these materials can possess a metastable structural1,2

Moreover, it is much easier to excite the electronic subsystem in them than in cla
glasses. The use of GCS films also enables visual detection of the structural ch
occurring in the material, since these materials easily crystallize and melt.

The electronic subsystem was excited by voltage pulses with amplitudes up to 8
and duration up to 4 ms applied to the electrodes. The amplitude of the maximum c
in a pulse was set at a level sufficient for streamer breakdown but insufficient for le
breakdown. This made it possible to produce a stable current filament perpendicu
the contacts. The channel filled with an electron–hole plasma arising in the proces
moved along the sample by the external magnetic field, producing excitation in the
720021-3640/99/70(2)/3/$15.00 © 1999 American Institute of Physics
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region through which it passed. This region comprised a large fraction of the area
entire sample.

Since the velocity of the filament was close to the velocity of sound, the me
used to excite the structure ruled out overheating of the material by Joule heat. O
one hand this made it possible to increase the excitation power and on the other it
it possible to detect the changes arising as a result of the interaction between the e
electronic subsystem and the initially ‘‘cold’’ matrix.

It should be noted that after passage of the current filament the outward appea
and properties of the film remained virtually unchanged, aside from a small increa
the resistivity. The visible evidence of excitation of the film consisted of a decrea
reflection ~the film became darker! and the appearance of macrodefects, if they w
present~scratches, extraneous impregnations! as a result of decoration of the materi
which had crystallized around them.

The calculations performed in Ref. 3 show that the propagation of an excitation
plasma of partially mobile ions can give rise to an acoustic soliton. To distinguish
direction of motion of the acoustic wave and the direction of motion of the pla
filament along the substrate and to separate the region of the film where excitation
electronic subsystem had occurred from the region where there was no such exc
electrodes containing a bend which changed the direction of motion of the filament
used. After a voltage pulse was applied to such a sample, two ‘‘frozen’’ structural

FIG. 1. a! Photograph of a section of the film with traces of soliton decay~the excitation propagated from lef
to right!; b! results of simulation of soliton decay.4
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tation fronts, which diverged at an angle to one another~Fig. 1a!, were observed at the
location of the bend in the electrodes. Splashes of material were observed in front
crest of the leading edge. This indicates that this front propagated with a subst
release of energy. The trailing edge consisted of a trough. The picture observed
location of the bend in the electrodes can be explained by the fact that the bend re
in a sharp decrease in the intensity of the electric field in the filament reaching it
correspondingly, in the cessation of current in it, i.e., pumping of the electronic
system, a consequence of which was ‘‘freezing’’ of the structure of the material in
state in which it was found at this moment.

The results of numerical simulation of soliton dynamics in bistable media exp
the appearance of two fronts. Figure 1b displays simulation results showing the de
a topological soliton.4 The agreement between the experiment performed and the
putational results presented in Ref. 4 is interesting. A characteristic feature of the e
ment with respect to the calculations is that in our case the propagation of the stat
wave was associated with not the bistability of the system but rather a constant infl
energy, which transferred the system into a metastable state with a higher energy.
the inflow of energy ceased, the soliton decayed.

In conclusion, it should be noted that the application of a magnetic field in ex
ments on breakdown of semiconductors and dielectrics makes it possible not o
increase substantially the current density without destroying the sample but also
vestigate a number of fast processes because of the spatial sweep effectuated
magnetic field. At the same time, the results obtained made it possible to demonstra
important~in many cases decisive! role of coherent acoustic waves, which in experime
on breakdown of solids is usually masked by the delayed action of thermal effects

* !e-mail: edward@b14s1nt.mpei.ac.ru

1M. I. Klinger and V. G. Karpov, Zh. E´ksp. Teor. Fiz.82, 1687~1982! @Sov. Phys. JETP55, 976 ~1982!#.
2S. A. Dembovski�, A. S. Zyubin, and F. V. Grigor’ev, Fiz. Tekh. Poluprovodn.32, 944~1998! @Semiconduc-
tors 32, 843 ~1998!#.

3K. Saeki, Phys. Rev. Lett.80, 1224~1998!.
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Lateral localization of optical phonons in GaAs quantum
islands

M. D. Efremov, V. A. Volodin,* ) V. V. Preobrazhenski ,
and B. R. Semyagin
Institute of Semiconductor Physics, Siberian Branch of the Russian Academy of Scie
630090 Novosibirsk, Russia

V. A. Sachkov and V. V. Bolotov
Institute of Sensor Microelectronics, Siberian Branch of the Russian Academy of Scie
644077 Omsk, Russia

E. A. Galaktionov and A. V. Kretinin
Novosibirsk State University, 630090 Novosibirsk, Russia

~Submitted 2 June 1999!
Pis’ma Zh. Éksp. Teor. Fiz.70, No. 2, 73–79~25 July 1999!

Lateral localization of phonons in GaAs islands formed on the~100!
surface under conditions of (234) structural reconstruction is detected
by means of Raman scattering. The triplet structure of the peak corre-
sponding to laterally localized phonons is detected in the Raman scat-
tering spectra of a GaAs0.6/AlAs5 sublattice grown by molecular-beam
epitaxy. The distribution of islands over different configurations is de-
termined by comparing the theoretical Raman scattering spectra, calcu-
lated in the Vol’kenshte�n bond polarizability approximation, with the
experimental spectra. The atomic configuration of the islands is identi-
cal to the results obtained previously by scanning tunneling micros-
copy. According to the calculation, 70% of the islands contain fewer
than 18 Ga atoms, and lateral localization occurs with AlAs barrier
thickness of 2 or more monolayers. ©1999 American Institute of
Physics.@S0021-3640~99!00314-X#

PACS numbers: 63.20.Dj, 78.30.Fs

The properties of quantum-size objects produced by molecular-beam heteroe
of III–V semiconductors largely depend on the structural quality of the heterointerfa
The growth of layers under conditions of structural reconstruction of the surface fixe
atomic relief of the heterointerface, which can dramatically change the propertie
superlattices with ultrathin layers of materials. In the last few years a great de
attention has been devoted to finding the mechanisms leading to the reconstruction
~100! GaAs surface and to determining the structure of the atomic configurations
Progress in this field depends primarily on the development of direct methods for i
tigating surface structure: scanning tunneling microscopy, atomic force microscopy
high-resolution electron microscopy. Thus, it has been established on the basis of
ning tunneling microscopy and HEED data that the (234) reconstruction of the~001!
750021-3640/99/70(2)/7/$15.00 © 1999 American Institute of Physics
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GaAs surface consists of highly ordered chains of arsenic dimers extended alon
@11̄0# direction.1–3 Direct observations using scanning tunneling microscopy have
vealed that with a submonolayer gallium coating on a reconstructed surface GaAs~001!–
(234) the gallium adatoms form quantum islands extending in the direction@11̄0#. The
width of the islands in the@100# direction is twice the interatomic distance, and the m
stable islands are ones containing six or fewer Ga dimers.4 Of special interest is the
question of the extent to which the structural reconstruction of the surface determin
atomic structure of the heterointerface~since it is not obvious that the surface structure
preserved during heteroepitaxial growth! and determines the phonon properties of t
heterostructures obtained. The present work is devoted to solving this question.

Since the frequencies of the optical vibrations of atoms in GaAs and AlAs
different, optical phonons localize within a layer of one material with a damping dep
one monolayer in the neighboring layers.5 The frequency of the localized phonons d
pends on the characteristic size of the object.6–8 This makes it possible to determine
with atomic accuracy from Raman scattering spectroscopy data.5–8 However, since non-
resonant Raman scattering is weak, it is impossible to study an individual object, a
increase the signal a large ensemble of quantum-size objects must be produced.
the phonon properties of GaAs islands obtained by submonolayer growth under c
tions of structural reconstruction of the surface have not been investigated. It c
expected that lateral localization of phonons in islands will modify the Raman scatt
spectra, since the strongest shift of the phonon frequency is observed when the d
sions of the GaAs quantum objects equal several interatomic distances.9–13

The GaAs0.6/AlAs5 superlattices investigated were grown by molecular-beam e
axy on a semi-insulating GaAs~001! substrate with a 0.1mm thick GaAs epitaxial buffer
layer. The substrate temperature was 550 °C. Prior to each opening of the gallium
growth was interrupted for a time, and the AlAs surface was held for a time u
conditions conducive to (234) reconstruction. The state of the surface was monitored
HEED. After the flux of gallium atoms was interrupted, the structure was held for a
in vacuum, so that stable configurations of GaAs islands on the surface of the AlAs
would survive. The alternating GaAs and AlAs layers were 0.6 and 5 ML thick, res
tively. The GaAs0.6/AlAs5 superlattice contained 400 periods and was coated wi
4 nm thick protective layer of GaAs. The phonon spectrum of the objects obtained
investigated using Raman scattering spectroscopy. The spectra were recorded a

temperature in the backscattering geometryZ@XY#Z̄ on an automated setup based on
DFS-52 monochromator. The Raman scattering was excited by Ar-laser lines.

Figure 1 shows the Raman scattering spectra of a GaAs0.6/AlAs5 superlattice with
excitation by the Ar-laser lines 514.5, 496.5, 488, and 476.5 nm. The peak
290 cm21, which is seen in all spectra, corresponds to Raman scattering by
wavelengthLO phonons in the GaAs substrate. This shows that the superlattice is
transparent at the wavelengths used. For all excitation wavelengths the Raman sca
signal corresponding to scattering by anLO phonon localized in GaAs possesses a trip
structure~peaks 1–3!. The transverse optical phonons are inactive in Raman scatte
from the ~001! surface.5 The position of the 258 cm21 peak corresponds to the firs
localized mode for longitudinal phonons in a GaAs layer with an effective thicknes
0.6 ML. It is natural to infer that the appearance of the additional phonon modes
different frequencies is due to the lateral structure of GaAs quantum objects. Th
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quency of peak 2 differs from that of peak 1 by 7.5 cm21, and the difference between th
frequencies of peaks 3 and 2 is 5.5 cm21 for all Raman scattering excitation wavelength
These parameters can be used to estimate the lateral dimensions of GaAs objects
equal 2–3 lattice constants. It should be noted that the structure of the observed R
scattering spectra was not distinguished in surface scans of the superlattice. This in
that it is uniform and that the GaAs quantum objects formed are stable.

To determine the structure and form of the GaAs quantum islands produced
AlAs ~001! surface, theoretical calculations of the phonon modes were performe
various configurations. The calculations of the characteristic frequencies and vect
the vibrational modes were performed in the Born–Karman approximation taking
count of the interaction of eight nearest neighbors. The long-range Coulomb intera
was taken into account in the dipole approximation in the ‘‘rigid-ion’’ model. The eff
tive charge of the cations and anions and the elastic parameters were fit by the
squares method to the experimental data on neutron scattering by phonons in the
tions D, S, L, Z, and Q, obtained atT512 K.14 Next, the phonon frequencies wer
extrapolated to room temperature, starting from the temperature dependencedv/dT
521.3531022 cm21 K21 ~Ref. 15!.

Since three localizedLO modes were clearly observed in the experimental Ram
scattering spectra~Fig. 1!, it was assumed at first that the reconstruction of the sur
corresponded to the Chadi model,1,2 in which three infinite rows of arsenic dimers a
separated by a row of vacancies. However, the calculations showed that if the

FIG. 1. Raman scattering spectra of a GaAs0.6/AlAs5 superlattice, grown on a (001) – (234) reconstructed

surface. The spectra were recorded inZ@XY#Z̄ geometry for various scattering excitation wavelengths.
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islands were infinite ‘‘quantum wires’’ extended along the@11̄1# direction and possessin
in the @110# direction a width of three gallium atoms and one aluminum atom, then
two of the nine optical modes of gallium arsenide are Raman-active in the (XY) geom-
etry, and the frequency of the most intense mode is 6 cm21 higher than the frequency o
the experimentally observed peak 1~Fig. 1!. As was shown in Ref. 3 by scannin
tunneling microscopy, the unit cell of the reconstructed surface (001)2(234) with
configurationsa, b, andg contains two arsenic dimers and two dimer vacancies. In R
4 it was established on the basis of scanning tunneling microscopy data that th
adatoms form quantum islands extended along the@11̄0# direction, and the width of the
islands in the@110# direction is twice the interatomic distance.

Let us consider first the configuration of GaAs islands in the form of infinite qu
tum wires along the@11̄0# direction, which are formed by Ga dimers. The unit cell
such a structure in the@110# direction contains two Ga and two As atoms, separated
four Al and As atoms, and it contains five AlAs monolayers in the@001# growth direc-
tion. In this configuration the GaAs coverage is 0.5 ML, and the AlAs coverage is

ML. The phonon spectrum and the Raman scattering spectrum in theZ@XY#Z̄ geometry
were calculated for such islands, and the results are presented in Fig. 2a. The v
lines show the characteristic frequencies of GaAs-type phonon modes, the heights
lines are proportional to the Raman scattering intensity, and the modes which are in
in scattering are labeled below, similar notations were adopted for all calculations.
computed spectra the width of all Raman scattering lines at half-height was taken
5 cm21. As one can see from Fig. 2a, two of the six GaAs-type optical phonon mode
active in scattering. This is natural, since the unit cell in this configuration contains
Ga atoms. The first mode lies approximately 2 cm21 higher than the experimental peak
~Fig. 1!, and the second mode lies 8 cm21 below the first one. These two modes ari
because of the lateral localization of GaAs-type optical phonons in the@110# direction,
perpendicular to the quantum wire.

As already mentioned, the most stable configurations of the GaAs islands we
islands containing six or fewer Ga dimers.4 If the GaAs quantum wire whose configura
tion is described above is broken by barriers consisting of Al atoms, GaAs-type o
phonons will also be localized in the@11̄0# direction. The phonon spectra of such finit
length quantum wires were calculated for different AlAs barrier thicknesses. For a b
thickness of one Al atom the computed phonon spectrum with such structures w
sentially identical to the spectrum of an infinite wire. For a barrier thickness of two
atoms, characteristic features associated with the additional lateral localization of o
phonons appeared sharply in the spectrum, and as the barrier thickness increased
or more Al atoms, no further transformation of the spectrum was observed. This a
us to conclude that the penetration of GaAs-type optical phonons modes in the l
direction into AlAs is very small, and a 2 ML AlAs barrier is sufficient for lateral
localization to appear. It should be noted that the ‘‘lateral decay’’ depth correspon
the decay depth in the direction of growth, which is 1–2 ML.5,8

The phonon and Raman scattering spectra of an island with a 632 configuration
~where 6 and 2 are the numbers of Ga atoms in the@11̄0# and @110# directions, respec-
tively, and they are separated by barriers consisting of two Al atoms! are displayed in
Fig. 2b. In this configuration the coverage of the GaAs layer is 0.375 ML. It is evid
that the six Raman-active modes~from a total of 36 modes! form groups of three bands
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whose frequencies are close to the frequencies of the experimentally observed pea
qualitatively computed spectra correspond to the experimentally observed spectra,
ratios of the intensities of the experimental peaks 1, 2, and 3~Fig. 1! are different from
the calculations~Fig. 2b!.

When the reconstructed surface AsAs(001) – (234) is covered with a GaAs laye
with a thickness greater than 0.5 ML, the Ga atoms can fill not only the As dimer ro4

but they can also fill the ‘‘trenches’’ on the (001) – (234) surface. The Raman spect
for such configurations of GaAs islands are presented in Figs. 2c and 2d. The co
ration in Fig. 2c is a quantum wire of infinite length in the direction@11̄0#, and its unit
cell in the @110# direction contains two Ga and two As atoms, separated by four Al
As atoms, and a Ga atom located on the first layer below in the direction of growth
configuration in Fig. 2d is similar to the preceding one, but the length of the G
quantum wire is bounded by six Ga atoms, separated by a 2 Al atom barrier.
coverage of the GaAs layer for the configurations in Figs. 2c and 2d is 0.75 and
ML, respectively. It is evident from Figs. 2c and 2d that the Raman scattering spec
calculated for the last configuration agrees qualitatively with experiment, and the

FIG. 2. Phonon spectra and Raman scattering spectra calculated for various configurations of GaAs q
islands. The positions of the GaAl atoms are shown, and the positions of the As atoms are not shown.
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puted and experimental average thicknesses of the GaAs layers agree well with
other.

Returning to Fig. 1 and comparing it with Fig. 2, we note that the peaks 1, 2, a
can be explained qualitatively and quantitatively on the basis of the computed R
scattering spectra for the above-mentioned configurations, but the experimental
served features marked by upward arrows in Fig. 1 cannot be explained. These fe
can be explained if it is assumed that GaAs quantum islands thicker than 1 ML can
The Raman scattering spectra of GaAs layers on a reconstructed AlAs(001) – (234)
surface with average thickness 1, 1.25, and 1.5 ML were calculated, and it was foun
for such quite thick layers the characteristic features associated with the lateral str
are practically absent, but rather one peak corresponding to scattering by theLO1 mode
is observed. Apparently, the peaks near 269 and 277 cm21, clearly observed in the
experimental spectrum for excitation wavelength 514 nm, can be explained by scat
on phonons localized in such GaAs objects with an average thickness of 1 and 1.
When the wavelength exciting Raman scattering is 514 nm, the conditions of R
scattering are probably close to resonance, which explains the dependence of the in
of these peaks on the pump wavelength.

Figure 3 shows the experimental Raman scattering spectrum for a wavelength
nm in comparison with the computed spectrum, where the contribution of the 10
island configurations was taken into account. The theoretical spectrum was fit t
experimental spectrum by minimizing the standard deviation. It is evident from the fi
that the agreement between theory and experiment is very good. In addition, it
tremely surprising that even the GaAs layer thickness obtained by averaging ov
configurations agreed with amazing accuracy with the experimental thickness — 0.6
Judging from the results of the fit, about 70% of the GaAs quantum islands contain
than 18 Ga atoms, confirming the results of Ref. 4.

In summary, in the present work the Raman scattering method was used to
mine the structure of a GaAs/AlAs heterointerface, which corresponded to (234) struc-
tural reconstruction of the surface and agreed with the scanning tunneling micro
data.4 It was demonstrated that the lateral localization of phonons in GaAs islands o

FIG. 3. Experimental (lexc5488 nm and computed Raman scattering spectra of a GaAs0.6/AlAs5 superlattice
grown on a (234) reconstructed~001! surface.
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over a distance of one or two interatomic distances, which makes it possible to dete
the atomic structure of the heterointerface by comparing the experimental and com
Raman scattering spectra.
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Ion acceleration by petawatt laser radiation in underdense and over-
dense plasmas is studied with 2D3V-PIC~Particle in Cell! numerical
simulations. These simulations show that the laser pulse drills a channel
through the plasma slab, and electrons and ions expand in vacuum. Fast
electrons escape first from the electron–ion cloud. Later, ions gain a
high energy on account of the Coulomb explosion of the cloud and the
inductive electric field which appears due to fast change of the mag-
netic field generated by the laser pulse. Similarly, when a superintense
laser pulse interacts with a thin slab of overdense plasma, its pondero-
motive pressure blows all the electrons away from a finite-diameter
spot on the slab. Then, due to the Coulomb explosion, ions gain an
energy as high as 1 GeV. ©1999 American Institute of Physics.
@S0021-3640~99!00414-4#

PACS numbers: 52.65.Rr, 52.40.Nk

It is well known that the interaction of ultraintense laser pulses with plasma
accompanied by the acceleration of charged particles, both ions and electrons. Ho
it is expected that ion acceleration will become more efficient when the plasma is
diated by a petawatt laser pulse1 than in the case of laser pulses with more moder
820021-3640/99/70(2)/8/$15.00 © 1999 American Institute of Physics



es of
f the
ted
om a
o the
n

laser
the

ucing

order

A short

pulse
laser

e

a we
a

the

w the
y

-
. This

gy

laser
eaches

a, we
-to-
a-
n

83JETP Lett., Vol. 70, No. 2, 25 July 1999 Esirkepov et al.
power. Various acceleration mechanisms have been invoked in the different regim
the laser–plasma interaction, including ion acceleration during the expansion o
plasma in vacuum2 and the ‘‘Coulomb explosion.’’ The Coulomb explosion is associa
with the breakdown of plasma quasineutrality when the electrons are expelled fr
self-focusing radiation channel in the plasma, after which the ions expand due t
repulsion of the unneutralized electrical charge.3 The Coulomb explosion has also bee
invoked in order to describe the generation of fast ions during the interaction of
pulses with clusters.4 This ion acceleration up to high energy values can shed light on
observed5 neutron production in overdense plasmas and opens up a way of prod
laser induced nuclear reactions in a controlled way.6

An electron interacting with an electromagnetic wave with intensityI'2
31021W/cm2 acquires an energy equal toEe5mc2a2/2'1 GeV. This light intensity
corresponds to laser pulses with powers in the petawatt range and to values of
AM /m for the dimensionless amplitudea5eE/mvc. Here M /m is the ion-to-electron
mass ratio. This means that in the wave field, electrons become as heavy as ions.
laser pulse in an underdense plasma produces a wake with an amplitudew5Ee /e, where
w is the electrostatic potential. Thus, fora'2AM /m the ions gain an energy'Mc2

during a half period of the wake wave, and the ion motion in the wake of the laser
in an underdense plasma becomes relativistic. We note that this amplitude of the
radiation is much smaller than that for which the dimensionless amplitudea calculated
with the ion mass becomes of orderM /m, i.e., when the ion quiver velocity equals th
speed of light. This latter amplitude corresponds to an intensityI'731024W/cm2 for a
1 mm laser in a hydrogen plasma.

When considering the interaction of the laser pulse with an overdense plasm
take the plasma to have the form of a thin slab of widthl s . We assume that this plasm
slab is irradiated by a laser beam with amplitudea and radiusR@ l s at the focus. The
electrons interacting with the laser light are expelled from their initial position in
plasma slab. If the electron energy in the pulse fieldEe5mc2a2/2 is high enough, the
electrons can overcome the attractive electric field due to charge separation. To blo
electrons off, the pulse amplitude must be such thatEe.EC, where the Coulomb energ
is aboutEC'2p2e2nlsR, or

a.~ l sR/de
2!1/2[~4pe0R/l!1/2. ~1!

Herede5c/vpe is the collisionless skin depth ande05 l sl/4pde
2 dimensionless param

eter introduced in Ref. 7. Later the ions start to expand due to Coulomb repulsion
is the Coulomb explosion. Ions gain an energy of the order ofEC, which, if it is assumed
thatEe'EC, can be rewritten asE i'Mc2(m/M )a2. We see that ions acquire an ener
of the order of the ion rest mass whena'AM /m.

The goal of the present paper is to analyze, with 2D-PIC~Particle in Cell! simula-
tions, the mechanisms of the ion acceleration during the interaction of a petawatt
pulse with underdense and overdense plasmas, when the radiation intensity r
'1022W/cm2, which corresponds toa.AM /m.

To investigate the interaction of a laser pulse with a slab of underdense plasm
have performed 2D-PIC fully relativistic simulations using a model value of the ion
electron mass ratio, 256, andAM /m516. Below we present the results of our simul
tions of a circularly polarized pulse with amplitudeae520. The laser pulse is Gaussia



tio

a

r the

84 JETP Lett., Vol. 70, No. 2, 25 July 1999 Esirkepov et al.
alongy, with a full width l'510l, and has a triangular form along thex axis, with length
l i520l and a sharp front of order 2l. The plasma density corresponds to the ra
vpe /v50.45 orn50.2025ncr . The plasma slab, of lengthL5125l, begins atx50 and
is preceded by a vacuum region 5l long. The laser pulse is initialized outside the plasm
in the vacuum regionx,0. In Fig. 1 we present thex,y distribution of the electron and
ion densities and of thez component of the magnetic field att5140(2p/v). The laser
pulse is focused in a relatively small region due to relativistic self-focusing. Howeve

FIG. 1.
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channel behind the laser pulse is not totally evacuated, as can be seen in Fig. 1. I
the plasma moves predominantly outward in the radial direction, but at the same tim
‘‘inverted’’ corona mode of a hot, inward-expanding plasma is formed. Colliding on
channel axis, these hot plasma flows form a relatively dense plasma filament in the
100l,x,120l. The phenomenon of the ‘‘inverted’’ corona and formation of a h
filament inside the channel was discussed in Ref. 8 in the framework of the gas dyn
approximation. In the present case the situation is more complex: the inward-expa
plasma is inhomogeneous in the direction along the channel and is formed by narro
In addition, a significant portion of the filament is made up of plasma that enters
channel through the front region of the channel. The electric current carried by
filament sustains the dipolar magnetic field, which in turn focuses the plasma towa
axis.

Figure 2 shows the phase planespx ,x of electrons~a! and ionspx ,x ~b! andpx ,y
~c!. Figure 2c shows thex,y distribution of thez component of the magnetic field fo
t5175(2p/v), when the laser pulse has drilled a hole through the plasma slab. W
that the electron cloud expands into the vacuum in the forward direction. In the p
plane (px ,y) shown in Fig. 2c we see that the ion motion is well collimated. T
collimation of the ion motion can be explained by the pinching in the self-gener
magnetic field, which changes polarity at the ion jet axis, as is seen in Fig. 2d.

The mechanisms that accelerate the ions can be described by invoking the p
the ions by the electrons that are expanding in the forward direction, the Cou
repulsion in the electrically non neutral ion cloud that is formed when the electron
ripped away by the ponderomotive pressure of the laser radiation, and the ind
electric field generated due the fast change of the magnetic field during expansion
magnetized plasma cloud. These three mechanisms work together with a cont
change from one to the other and provide an energy gain of the same order of mag

We note that, when the high-energy cloud appears at the end of the channe
electrons expand in vacuum faster than the ions. This forms an ion cloud with an u
tralized electric charge. It is easy to show that typical ion energy is equa
E i'4p2ne2R2'pmc2(R/de)

2 in the relativistic case.

In the simulations presented above the ratio of the channel radius to the collisio
skin depth is about 10 to 30 which givesE i'300mc2 to '900mc2, in an agreement with
the energy of fast ions seen in Fig. 2.

Now we consider the ion acceleration in the inductive electric field generated b
fast change of the magnetic field during expansion of the magnetized plasma cloud
seen in Figs. 1 and 2, the self-generated magnetic field vanishes at the axis and c
its sign in the upper and lower regions. When the electron–ion cloud leaves the ch
it carries a magnetic fieldB frozen into the plasma at a distance larger than the collis
less skin depth. In the expanding plasma the magnetic field decreases, and its va
be found from conservation of the magnetic flux:F5pL2B5constant, whereL(t) is the
cloud radius, which is equal toR at the end of the channel.

The change of the magnetic field leads to the generation of the electric
E5L̇B/c5L̇F/pL2 directed along the laser beam axis. This electric field accelerate
ions in the forward direction and slows down the electrons. A relativistic charged
ticle, accelerated in the vicinity of the axis, where it is not magnetized, acquires an e
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of the order ofE i'8pne2R2. Here we used the expression for the self-generated m
netic fieldB54pneRobtained in Ref. 9. We see that this energy is of the order of
energy gain during the Coulomb explosion.

Now we discuss the ion acceleration by an ultrarelativistic laser pulse intera
with a slab of overdense plasma. In this case the size of the simulation regi
12.4315l2. The boundary conditions are periodic in they direction for the particles and
the electromagnetic field. The boundaries in thex direction are taken to be absorbing fo

FIG. 2.



. The

se a
f
n

al to
f the
ight

ary.
ction.

tly by

ionless
de
t to
itted

eak
erval
which
e is
2.2%.

n in
ard

87JETP Lett., Vol. 70, No. 2, 25 July 1999 Esirkepov et al.
the electromagnetic waves, while the particles are reflected with the thermal velocity
number of grid points and particles in the simulations is 85031024 and 7.23106. We
performed PIC simulations for two different plasma configurations. In the first ca
plasma slab~a thin foil! is localized initially at 5l,x,7l. In the second case a foil o
thickness 2l in the central part is deformed into a parabola. The parabola is give~at
x,6l) by the formulax54l10.16(y27.5l)2/l, and the curve is 2l thick. In both
cases the maximum plasma density isn530ncr and the plasma consists of protons~ion
massM51840 m) and electrons with an initial electron and ion temperature equ
800 eV. We expect that in the case of the deformed foil, the high absorption o
obliquely incidentp-polarized pulse and the additional focusing of the transmitted l
should lead to a more effective ion acceleration than in the flat foil configuration.

An ultraintensep-polarized laser pulse is initiated at the left-hand side bound
The pulse has a Gaussian profile both in the longitudinal and in the transverse dire
The pulse length and spot size~its width! are 5.5l and 5l, respectively. The normalized
vector potential of the incident pulse is equal toae589, and is larger thanAM /m
.43. Thus we expect that the ions are accelerated to extremely high energy direc
the laser light. For a 1mm laser, the intensity corresponds to 1.631022W/cm2 and the
pulse length to 18 fs.

For the chosen parameters of the laser pulse and of the plasma the dimens
parametere05vpe

2 l s/2vc @see ~1!# is equal to 180. The normalized laser amplitu
a589 is smaller thane0 . In this case, according to Ref. 7, the foil is not transparen
the laser radiation, and only a relatively small portion of the radiation can be transm
through the foil.

The interaction of the laser pulse with the foil is shown in Fig. 3. Frame~a! shows
the distribution of the electromagnetic energy density fort59(2p/v), and frame~b!
shows it fort515(2p/v). The electromagnetic energy density is normalized by the p
value in the incident laser pulse. The contour levels vary from 0.1 to 1.2 with the int
0.1. We see the deformation of the foil surface under the ponderomotive pressure,
pushes the electrons in the forward direction. A relatively small fraction of puls
transmitted: the fraction of the transmitted and reflected energy is about 6.1% and 4

In Fig. 4 the phase plane of electrons with energies above 1.5 MeV is show
frame ~a! at t515(2p/v). We see that the electrons are accelerated in the forw

FIG. 3.
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direction twice per laser period due to thev3B force,10,11and the energetic electrons a
accelerated in the backward direction once per laser period, as was observed in R
The phase plane of the fast ions is shown in Fig. 4b. We see that the ions are acce
in both the backward and forward directions. The forward ion acceleration is pred
nant. The maximum momentum reached by the ions isPx /Mc;1, which corresponds to
the GeV energy range. Also in this case the acceleration mechanism must be attrib
the Coulomb explosion, which gives a final ion energy of the order ofEC'2p2e2nlsl'
52p3mc2(vpe /v)2( l sl' /l2). For the parameters of the simulationsEC'2Mc2 i.e.,
'2 GeV.

The spatial distribution of the fast electrons and ions shown in Fig. 5, where
present the energy density of electrons~a! and ions ~b! in the x,y plane at
t515(2p/v). We see that the inside the plasma expanding in the forward direction
electron distribution is much less structured than the ion distribution. The ion de
shows very clear filaments with a scale length of the order of the laser waveleng
order to explain this structure we invoke the electromagnetic filamentation instabilit
the expanding plasma the average energy of the electrons is approximately equal
average ion energy. In this case the high-energy electrons move faster than the io
is well known, a plasma with relative motion of electrons and ions is unstable.
instability is similar to the electron filamentation instability considered in Ref. 13.
easy to show that the growth rate of the filamentation instability is approximately equ
vpi .

FIG. 4.

FIG. 5.
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In summary, with the help of 2D3V-PIC simulations, we have investigated the
acceleration during the interaction of petawatt laser pulses with underdense and
dense plasma slabs.

As to the ion acceleration in underdense plasmas, we emphasize that the io
accelerated predominantly in the forward direction when the laser pulse reaches th
of the slab. In this case, the plasma filament formed at the channel axis begins to e
at the channel end. The high-energy electrons expand faster, and the ions that hav
left behind form a well-collimated relativistically moving jet. The jet is confined in
transverse direction by the pinching in the self-generated magnetic field. In the lon
dinal direction the ion jet expands because the electric charge is not neutralized ins
jet. We call this mechanism of ion acceleration ‘‘anisotropic Coulomb explosion.’’
the parameters that are characteristic of the interaction of a petawatt laser pulse
near critical plasma the ions gain a relativistic energy.

In the case of the interaction of petawatt laser with a thin slab of overdense pla
the relativistic ions are also accelerated via the anisotropic Coulomb explosion
magnetic pinching of the jet in the transverse direction can appear due to the electr
netic filamentation instability.
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Anomalous Hall effect in granular Fe/SiO 2 films in the
tunneling-conduction regime

B. A. Aronzon, D. Yu. Kovalev, A. N. Lagar’kov, E. Z. Meilikhov,
V. V. Ryl’kov, M. A. Sedova, N. Negre, M. Goiran, and J. Leotin
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia; Scientific-Rese
Center for Applied Electrodynamics, 127412 Moscow, Russia; LPMC and SNCMP,
31077 Toulouse Cedex, France

~Submitted 21 May 1999!
Pis’ma Zh. Éksp. Teor. Fiz.70, No. 2, 87–92~25 July 1999!

It is established that the Hall effect in Fe/SiO2 nanocomposite films in
the activational tunneling conduction range is anomalous, i.e., the Hall
resistivity rh is proportional to the magnetization and is due to the
spin–orbit interaction. The parametric coupling of the Hall and longi-
tudinal (rxx) resistancesrh}rxx

m ~with temperature as the parameter! is
characterized by a much lower value of the exponentm than in a
uniform ferromagnetic metal. This circumstance is attributed to the
characteristic features of the Hall effect mechanism in the hopping
regime — in our case, the interference of the amplitudes of tunneling
transitions in a set of three granules. ©1999 American Institute of
Physics.@S0021-3640~99!00514-9#

PACS numbers: 73.50.Jt, 81.05.Ys, 61.43.Er

In recent years there has been appreciable interest in composites, based on
magnetic nanoparticles, in which a giant magnetoresistance~GMR!1,2 and a giant Hall
effect ~GHE!3,4 are observed. A specific feature of ferromagnetic metals is that their
resistivity

rh5R0B1Rs4pM ~1!

possesses two components, one of which~the normal part! is due to the Lorentz force an
is proportional to the magnetic inductionB, while the other~the anomalous part! is
proportional to the magnetizationM (R0 and Rs are the corresponding normal an
anomalous Hall effect constants!. The latter is related with the influence of the spin–or
interaction~SOI! on the scattering of spin-polarized electrons and is much greater
the normal component.5 Specifically, it has been established3,4 for the granular system
(NiFe)x /(SiO2)12x that the anomalous Hall effect~AHE! constantRs is two orders of
magnitude greater thanR0 and can be four orders of magnitude greater than its value
a uniform metal (x51). However, even though the Hall effect in these materials is q
strong, the experiments performed thus far3,4 have been concerned only with the GHE o
the metallic side of the percolation transition.

Physically, it is of greatest interest to study the GHE in the range of compositio
the composite where the GMR effect is strongest,1,2 i.e., in the insulating phase. On th
900021-3640/99/70(2)/7/$15.00 © 1999 American Institute of Physics
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basis of an analogy with semiconductors, where the transition to hopping conduct
accompanied by a change in the Hall effect mechanism, a change in the AHE mech
can also be expected in a nanocomposite. Indeed, Holstein6 showed that the probability o
a tunneling transition between two centers does not contain corrections which are
in the magnetic field. Therefore to describe the Hall effect it is necessary to consid
least three centers and to take into account the possibility of indirect tunn
transitions.6 As a result, the relation between the Hall and longitudinal resistances
comes weaker,rh}(rxx)

m, where the exponentm,1. Specifically, the valuem50.35 is
predicted for conduction with a variable hopping length, andm50.5 is predicted for
conduction with a constant activation energy,7 which is appreciably less than for th
ordinary band conduction (m51).

Tunneling conduction in magnetic composite materials likewise does not cont
term that is linear in the magnetic field. However, we know of no experimental w
devoted to the description of the AHE under these conditions.

Therefore it is entirely appropriate and interesting to explore the question of wh
or not an AHE can exist in the tunneling transport and how this effect would beha
real systems based on magnetic nanocomposites.

The absence of systematic experimental data on the Hall effect in magnetic
composites in the insulating region is due to the high noise level characteristic of sy
with percolation conduction and to the parasitic effect of the GMR that arises under
conditions and is associated with the asymmetry in the arrangement of the Hall prob
the present work we investigated the characteristic features of the Hall effect in sa
based on Fe/SiO2 films with very small asymmetry of the Hall probes, using digi
methods of signal acquisition and filtering, which made it possible to record the ch
in the asymmetry resistance in a magnetic field at the level;1022%.

The samples, fitted with a pair of current contacts and two pairs of potential~Hall!
probes, were prepared in the standard double-cross geometry. The width of the co
ing channel wasW52 mm, its length wasL57 mm, and the accuracy with which th
Hall probes were combined was of the order of 10mm.

The samples were obtained by combined ion-beam sputtering of Fe and SiO2 using
a composite target on Polikor substrates at room temperature. The characteristic
the granules was several nanometers; the film thicknessd was varied in the range
0.2– 0.8mm.8 It is important to note that when the films were deposited on a he
substrate~up to T5250 °C), not only did the average granule size increase~by a factor
of ;2), but the Fe content in the samples increased quite appreciably~severalfold ac-
cording to data from electronic photographs!. This indicated a variance in the granu
sizes and the existence of small particles which cannot be resolved in an electron
scope. This circumstance is apparently inherent to a large class of granular system
attested to by the results of recent investigations on films of NiFe/SiO2 ~Ref. 4!, Co/AlO
~Ref. 2!, and Cu/SiO2 ~Ref. 9!.

In Ref. 8 it was established that the transition to activational hopping condu
occurs in the samples with volume iron contentx,xc'0.6. In this range the films
demonstrate in the direct vicinity of the percolation transition a quite high negative G
reaching 5%,8 which is appreciably greater than for the Ni/SiO2 system10 and close to the
value 4.5% obtained in Ref. 1 for the system Co/SiO2 .
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Hall effect measurements were performed in magnetic fields up to 10 kOe at
peraturesT577– 300 K in the constant-voltage regime. Preliminary investigati
showed that near the metal–insulator transition (x<0.6) the Hall effect depends quit
strongly on the Fe content. The accuracy (;10%)8 with which the composition was
determined is obviously inadequate for studying trends in the behavior of the Hall e
in the insulating region.

Figure 1 shows the temperature dependencesG(T) in the often used coordinate
log(G) versusT21/2 for several samples with iron contentx<0.6. The strong decrease i
G with decreasing temperature attests to activational conduction. In our case the re
decrease ofG asT decreases from 300 to 4.2 K reaches four orders of magnitude, w
for samples with metallic conduction, which were investigated in Refs. 3 and 4, it did
exceed 2. These dependences are close to linear right down toT'6 K. According to Ref.
11 this is most likely due to the exponentially wide size distribution of the granules
which the conductance follows the ‘‘1/2 law’’:G(T)5G0exp@2(T0 /T)1/2#, where the
parameterT0 is determined by the metal content:

kT0'~e2/ea0!~a0 /l!3/2c~x!, c~x!5x21/2@12~x/xc!
1/3#. ~2!

Heree is the dielectric constant,l is the decay length of the electron wave function in t
insulator, anda0 is the characteristic size of granules. The values found forT0 are
presented in the caption to Fig. 1. Estimates based on Eq.~2! show that although the
parameterT0 changes appreciably, the variation ofx in our case does not exceed 0.0
i.e., less than 5% forxc50.6. In other words, near a transitionT0 is a much more reliable
characteristic of the closeness of samples to a percolation transition thanx is, and there-
fore it is natural to characterize the samples additionally by the parameterT0 .

The Hall resistanceRh was determined according to the difference of the values
the transverse resistanceRxy5Vy /I x corresponding to positive (Rxy

1 ) and negative (Rxy
2 )

FIG. 1. Temperature dependences of the conductanceG of insulating samples with various compositions clo
to the percolation threshold.T0 , K: 1 — 140,2 — 185,3 — 255,4 — 550.
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directions of the magnetic field:Rh5(Rxy
1 2Rxy

2 )/2. The sign of the Hall effect was
established using a standard sample. For all samples it was positive, just as for s
crystal iron.12

Figure 2 shows the field dependences of the Hall resistivityrh(H)5Rh(H)d at
various temperatures for an insulating sample withT05255 K ~unfilled circles!. The
figure also shows for comparison the curvesrh(H) for an insulating sample closest to th
percolation transition (T05140 K, squares! and for a sample with metallic conductio
(x'0.7, filled circles!. One can see that in the last two cases the forms of the de
dences are close, and the curvesrh(H) saturate appreciably in fields'10 kOe, as is
typical for ferromagnetic materials with metallic conductance under conditions wher
AHE is proportional to the magnetization.3–5 However,rh for an insulating sample grow
much more strongly with decreasing temperature. That is, the fact that in these sa
the values ofrh are the same atT5300 K is most likely accidental.

Another interesting fact is that as the Fe content decreases, the dependencerh(H)
becomes more ‘‘rounded’’~compare therh(H) curves for insulating samples in Fig. 2 a
T5300 K). It is important that the form of the magnetization curveM (H) also changes
analogously as the metal fraction decreases: It transforms into a more ‘‘rounded’’
gevin function.10 To establish the relation betweenrh(H) and M (H) we prepared two
identical samples (T05150 K), one of which~the Hall sample! served to study the field
dependencerh(H) and the other for measuring the magnetization by the magnetoo
Kerr effect method.10 The results of the measurements atT577 and 300 K are presente
in Fig. 3.1! It is seen from the figure that the field dependencesrh(H) and M (H) are
identical, just as in ferromagnetic metals. However, we note that the anomalous
effect coefficient Rs5rh(H)/M (H) reaches atT577 K the value ~see inset! 1.6
31027 V•cm/G, which is five orders of magnitude greater than the value ofRs in bulk
iron.10 Sincerh increases~see Fig. 2! andM decreases asx decreases,Rs can be expected
to be even greater in the more highly insulating samples. Such a strong incre

FIG. 2. Magnetic-field dependences of the Hall resistivityrh of samples with dielectric@T05255 K(s) and
T05140 K(h)] and metallic@x'0.7 (d)# conduction at different temperaturesT, K: 1 — 77, 2 — 100,3 —
120, and4 — 300.
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impossible to explain by studying the Hall effect in individual granules.3,4

Finally, we consider the parametric dependence of the Hall resistance on the
tudinal resistance~with temperature as the parameter! for insulating samples~Fig. 4!. It is
evident that for all samplesRh increases withRxx ~i.e., with decreasing temperature!.
Approximating the dependence by a power-law functionRh}Rxx

m we found
m50.44– 0.59 with the average valuem'0.5, which is appreciably smaller than th
value following from models of the AHE in ferromagnetic metals5 (m51 for asymmetric
scattering, orm52 in the case of lateral hops!.

The fact that the sign of the Hall effect and the proportionality betweenrh(H) and
M (H) are preserved in the insulating region signifies that in our case the Hall effe
anomalous. At the same time the giant value ofRs and the appreciable difference a

FIG. 3. Magnetic-field dependences of the Hall resistivityrh (d) and magnetizationM ~solid curve! at
T5300 K. Inset: Magnetic-field dependence of the anomalous Hall coefficientRs at T577 K.

FIG. 4. Parametric dependencesrh(Rxx) for insulating samples for which the temperature dependences o
conductance are presented in Fig. 1. The parameter is the temperature, which varies in the
T577– 300 K.
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pearing in the temperature dependences of the Hall and longitudinal resistances
insulating phase indicate that the tunneling character of the conduction plays the
mining role and, in consequence, that the mechanism of the Hall effect becomes
tatively different. We assume that the Hall effect is due to interference of the amplit
of tunneling transitions in a set of three or more granules, but it occurs not unde
influence of the magnetic inductionB, as in the case of semiconductors with hoppi
conduction, but rather under the influence of the magnetization under SOI condi
The general approach developed in Ref. 6 to study the Hall effect remains in forc
only difference being that in our case the size variance of the granules must be take
account. However, this circumstance can substantially alter the behavior of the
resistance as a function of temperature. We shall explain this for the simple exam
the ordinary Hall effect. The extension to the case of the AHE presents no difficulti
the formalism proposed in Ref. 13 is followed and the fact that the ordinary and an
lous Hall effects additively determine the Hall resistance@see Eq.~1!# is taken into
account.

In Ref. 6 it is shown that a configuration consisting of three centers must be
sidered~in our case — a configuration of three granules! in order to describe the Hal
effect. It turns out that the correction linear in the magnetic field to the probabilit
electron tunneling between two centers (i˜ j ) appears only as a result of interferen
effects which arise when the two-stage tunneling transition through a third c
( i˜p˜ j ) is taken into account. Averaging over all possible ‘‘triangular’’ configuratio
shows that a Hall currentjH5@E3h#/rh , whereh5B/B is a unit vector in the direction
of the magnetic field, appears in a nonzero electric field.

In Ref. 6 it was also shown that triangular configurations of centers~granules! in the
form of an equilateral triangle make the main contribution to the Hall conductance
analogy to Ref. 11 it can be assumed that for a large variance of the granule sizes
granules of approximately the same~optimal! size aH participate in Hall current trans
port. Then only triangular configurations with a definite edge lengthl, equal in order of
magnitude to the average distance between granules with sizes close toaH , are impor-
tant. In this approximation the Hall resistivityrh can be represented as14

rh}
r iprp jr j i

r ip1rp j1r j i
Wip j , ~3!

where

r ip}exp~2l H /l1wH /kT! ~4!

is the resistivity of the tunneling transitioni˜p, Wip j}exp(23lH /l2wH /kT) is the in-
terference amplitude in a unit magnetic field, andwh5(e2/eaH)@12(x/xc)

1/3# is the
activation energy of the electronic transition between two initially neutral granule11

Therefore

rH}exp~ l H /l1wH /kT!. ~5!

Analysis of a system with a wide variance of granule sizes shows11 that when the
impedance of an individual tunneling transition is given by the relation~4!, the tempera-
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ture dependence of the resistance of a nanocomposite can be described by the ‘‘1/
with characteristic temperatureT0}l23/2. The temperature dependence of the Hall res
tivity is described by the same law

rH}exp@~TH /T!1/2#, ~6!

where, however, the characteristic temperature must be ‘‘corrected’’ for the differ
between the relations~4! and ~5!: TH5223/2T0'T0/3. This leads to the scaling relatio
rH}rxx

m , m'0.6, which agrees with the relation found experimentally~see Fig. 4!.

In summary, in the present work the anomalous Hall effect in the insulating pha
a magnetic nanocomposite with tunneling conduction was investigated experime
and qualitative arguments explaining its nature were presented. The similarity o
magnetic field dependences of the Hall effect and of the magnetization proves the a
lous nature of the effect, and the form of its temperature dependence proves th
tunneling mechanism plays the governing role.

This work was supported by the Russian Fund for Fundamental Research~Grants
99-02-16955 and 98-02-17628! and by the Russian-French Fund PICS.

1!The relative magnetooptic measurements were calibrated by ‘‘matching’’ with the results of absolute S
measurements in'5 T fields.
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Two-dimensional quantum interference contributions
to the magnetoresistance of Nd 22xCexCuO42d

single crystals
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and N. G. Shelushinina
Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, 62021
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Two-dimensional~2D! weak localization effects at low temperatures
T50.2–4.2 K are investigated in a nonsuperconducting sample
Nd1.88Ce0.12CuO42d and in the normal state of a superconducting
sample Nd1.82Ce0.18CuO42d for B.Bc2.3 T. The phase coherence
time tw (.5310211s at 1.9 K! and the effective thicknessd of a
conducting CuO2 layer (.1.5 Å! are estimated by fitting the expres-
sions from the 2D weak localization theory to the magnetoresistivity
data for the normal-to-plane and in-plane magnetic fields. The esti-
mated value of the parameterd ensures the condition of strong carrier
confinement and justifies a model of almost decoupled 2D metallic
sheets for the Nd22xCexCuO42d single crystals. ©1999 American
Institute of Physics.@S0021-3640~99!00614-3#

PACS numbers: 74.25.Ha, 74.72.Jt, 72.15.Rn, 72.15.Gd

INTRODUCTION

The crystallographic structureT8 of Nd22xCexCuO42d is the simplest among the
superconducting cuprates: each copper atom is coordinated to four oxygen atom
planar structure without apical oxygen. The Nd2CuO4 crystal is an insulator, with the
valence band being mainly of O 2p character and the empty conduction band being
upper Hubbard Cu 3d band. The 3d–3d Coulomb repulsionU at the Cu site is strong
(.6 –7 eV! and is larger than the oxygen-to-metal charge-transfer energyD(.1 –2 eV!.
Thus these cuprates are classified as charge-transfer semiconductors.

The combination of Ce doping and O reduction results inn-type conduction in the
CuO2 layers. The energy band structure calculation1 shows that the Fermi level is locate
in a band of thepds type formed by the 3d(x22y2) orbitals of Cu and theps(x,y)
orbitals of oxygen. Thepds band appears to be of highly 2D character with almost
dispersion in thez direction, which is normal to CuO2 planes. The electrons are conce
970021-3640/99/70(2)/8/$15.00 © 1999 American Institute of Physics
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trated within the confines of conducting CuO2 layers separated from each other by
distancec.6 Å.

Due to the layered crystal structure the high-Tc copper oxide compounds hav
highly anisotropic electrical properties in the normal state. The electron-doped sy
Nd22xCexCuO42d exhibit a very large anisotropy factor,rc /rab>104 ~Refs. 2 and 3!,
which is somewhat lower than in the Bi systems (rc /rab;105) but substantially higher
than in the La and Y systems (rc /rab;102). For the underdoped and optimally dope
compounds thec-axis resistivityrc is usually nonmetallic (drc /dT< 0) at low enough
temperatures.4 In contrast, the magnitude and the temperature dependence of the
tivity in the CuO2 plane,rab , are in general metallic near optimum doping.

A 2D metallic state in a system with random disorder should exhibit weak loca
tion of the charge carriers at low temperatures.5 Weak localization behavior of the in
plane resistivity has been clearly observed and perfectly analyzed for the Bi2Sr2CuO6

systems, which were investigated with high precision atT down to 0.5 K in magnetic
fields of up to 8 T normal to and perpendicular to the CuO2 planes.6 As to the
La22xSrxCuO42d and La22xBaxCuO42d systems, the concentration range between
hopping regime at lowx and the superconducting regime atx.0.05 seems to be so
narrow that a well-defined weak localization behavior is difficult to observe.7,8 Only in
the close proximity tox50.05 do the nonsuperconducting sample La22xBaxCuO42d

~Ref. 7! and the superconducting sample La22xSrxCuO42d (Tc54 K! display some signs
of weak localization (lnT dependence ofrab) in fields B.8 T.

Due to theirT8 structure the Nd systems should be particularly advantageous fo
observation of 2D effects in conduction process. Indeed, there are several reports
manifestation of 2D weak localization in the in-plane conductance of Nd22xCexCuO42d

single crystals and films. Thus a linear dependence of resistivity on lnT comes about at
T,Tc for samples withx>0.15, in which the superconducting state is destroyed b
magnetic field.9 Furthermore, a highly anisotropic~with regard to the magnetic field
direction! negative magnetoresistance, predicted for 2D weak localization, has bee
served in the nonsuperconducting state at low temperatures: in a highly under
sample withx50.01 ~Ref. 10! and in unreduced samples withx50.15 ~Ref. 11! or
x50.18 ~Ref. 12!. Measurements in a superconductingx50.15 sample with highTc

(Tc520 K! has shown a similar negative magnetoresistance in high~up to 30 T! trans-
verse magnetic fields and an upturn in the normal state resistance asT is lowered.11

In our previous investigation of the sample withx50.18 (Tc56 K! a negative
magnetoresistance was observed after the destruction of superconductivity by a ma
field up to 5.5 T atT< 1.4 K.11 We report here the results of measurements at much lo
temperatures~down to 0.2 K! and in higher dc magnetic fields~up to 12 T!. A drastic
dependence of the magnitude of the magnetoresistance on the direction of the ma
field is the most important experimental test for the 2D character of a conducting sy
For investigation of the magnetoresistance anisotropy we have used here the me
ments on a nonsuperconducting sample with anx value (x50.12) close to the boundar
valuex50.14 for the superconductivity in a Nd22xCexCuO42d system.

RESULTS

High-quality single-phase Nd22xCexCuO42d (x50.12–0.20! thin films were pro-
duced by a modified laser deposition technique with flux separation.14 Films with thick-
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nesses of around 5000 Å were deposited onto a hot SrTiO2 single-crystal substrate havin
the ~100! surface orientation. It was necessary to anneal the films subsequently at 8
for 40 min in a vacuum, 1022 torr to form the superconducting phase. The x-r
diffraction study has revealed the existence of the tetragonal phase only with thec axis
perpendicular to the film plane. We report here the data for Nd22xCexCuO42d films with
x50.12 and 0.18 only.

The in-plane resistivityrab and Hall coefficientR ( j iab,Bic) were investigated in
a single-crystal superconducting film Nd1.82Ce0.18CuO42d (Tc56 K! at T5(0.2–20! K in
a magnetic field up toB512 T. In the superconducting sample the normal-state trans
at low T is hidden unless a magnetic fieldB higher than the second critical fieldBc2 is
applied~for B'ab one hasBc2>3 T at T54.2 K!. We destroyed the superconductivi
by a magnetic field perpendicular to the CuO2 planes and observed a negative mag
toresistance in fields higher thanBc2 ~Fig. 1! with a logarithmic temperature dependen
of the resistivity atT,4.5 K ~Fig. 2!. Figure 3 shows the results of measurements of
in-plane conductivity in a nonsuperconducting sample Nd1.88Ce0.12CuO42d at T51.9 K
and 4.2 K for magnetic fields perpendicularB' and parallelBi to the CuO2 planes, with
inductions up toB55.5 T.

DISCUSSION

The logarithmic low-temperature dependence of the conductivity is one of the
cations of the interference quantum correction due to weak localization or elec
electron interaction in a 2D system. A magnetic field normal to the motion of a ca
destroys the interference leading to localization. In a 2D system it causes negative
netoresistance in the case when the field is perpendicular to the plane, but there
effect for the parallel configuration. In the 2D weak localization theory the quan
correction to the Drude surface conductivity in a perpendicular magnetic field is g
by15

FIG. 1. a: Resistivity as a function of magnetic field at different temperatures for the sample withx50.18. b:
Surface conductivity as a function of lnB for the sample withx50.18.
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Dss~B'!5a
e2

ph H CS 1

2
1

Bw

B'
D2CS 1

2
1

Btr

B'
D J , ~1!

where a is a prefactor of the order of unity,C is the digamma function,Bw

5c\/4eLw
2 , andBtr5c\/2el 2. HereLw5ADtw is the phase coherence length (D is the

diffusion coefficient andtw is the phase breaking time! and l is the mean free path. A
low temperature the inequalityBw! Btr (Lw@ l ) is valid, and thus the weak localizatio
effects are almost totally suppressed forB>Btr . Let us compare the equation for th
transport field, presented in the form

2pBtrl
25F0, ~2!

whereF05pc\/e is the elementary flux quantum, with the relation between the co
ence lengthj and the second critical field in the so called ‘‘dirty’’ limit (j@l ):

2pBc2l j5F0 . ~3!

FIG. 2. Logarithmic temperature dependence of the resistivity atB.Bc2 (x50.18).

FIG. 3. Surface conductivity as a function of magnetic field (x50.12).



e

tive

is

caused

on to
dified

xtra
ra-
t

isot-

n the

101JETP Lett., Vol. 70, No. 2, 25 July 1999 Harus et al.
From Eqs.~2! and~3! one hasBtr /Bc25j/l , and thus the inequalityBtr@Bc2 should be
valid for any dirty superconductor.

SUPERCONDUCTING SAMPLE (x50.18)

From the experimental values ofrab and Hall constantR in the normal state we hav
obtained the Drude conductivity of a CuO2 layer ss5(rab /c)21 and the bulk
n5(eR)21 and surfacens5nc electron densities (c56 Å is the distance between CuO2

layers!. We have ss51023 V21, n51.131022cm23, and ns56.631014cm22 at
T54.2 K andB.Bc2. Using the relationss5(e2/h)kFl , with kF the Fermi wave vector,
we have estimated the parameterkFl >25. SincekFl @1, a true metallic conduction in
the CuO2 layers takes place.

SincekF5(2pns)
1/2>63107 cm21, we have found that the mean free pathl >4

31027cm, and according to Eq.~2!, the transport fieldBtr.20 T. In the investigated
sample the second critical fieldBc2.3 T at T54.2 K ~Ref. 13! and Bc2.5 T at
T50.2 K. Thus we haveBtr@Bc2, and it turns out to be possible to observe the nega
magnetoresistance owing to 2D weak localization in the interval of magnetic fieldsBc2

,B',Btr ~Fig. 1a!.

In the field rangeBw!B!Btr the expression~1! may be written as

Dss~B'!5a
e2

ph H 2CS 1

2D2 ln
B'

Btr
J . ~4!

Figure 1b shows the surface conductivityss as a function of lnB. It is seen that at
B.Bc2 the experimental data can be described by simple formula~4! with the prefactor
a as the only fitting parameter. AtT52 K we havea51.5, but as the temperature
lowered thea value becomes substantially greater than unity:a56.6 atT50.2 K. Thus
the negative magnetoresistance effect at the lowest temperature is too large to be
solely by the suppression of weak localization.

In the case of effective electron attraction there exists another orbital contributi
the negative magnetoresistance, namely, the contribution due to the disorder-mo
electron–electron interaction in the so-called Cooper channel~the interaction of electrons
with opposite momenta!.16 A contribution such as that may be the cause of the e
negative magnetoresistance in ourin situ superconducting sample at very low tempe
tures. The magnitudes of the coefficient of lnB in superconducting aluminum films a
T.Tc have been quantitatively explained in just this way.17

When the magnetic field is applied parallel to theab plane, it turns out that the
upper critical field,Bc2

i , is too high and is not reached in our sample withx50.18 in
fields up toB512 T. This result is in accordance with the observation of a large an
ropy of Bc2 for Nd22xCexCuO42d single crystals with x50.16 (Bc2

' 56.7 T,
Bc2

i 5137 T!.18 Thus in order to investigate the dependence of magnetoresistance o
direction of the magnetic field relative to the CuO2 plane, a study of anin situ nonsu-
perconducting sample is needed.

NONSUPERCONDUCTING SAMPLE (x50.12)

The positive magnetoconductivity~negative magnetoresistance! observed for this
sample is obviously anisotropic with respect to the direction of magnetic field~see Fig.
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3!. From the fit of the curvesss(B') by the functional form~1! ~solid curves in Fig. 3!
we have found the inelastic scattering lengthLw5550 Å atT51.9 K andLw5770 Å at
T54.2 K. For the in-plane diffusion coefficientD i5(p\2/me2)ss we have D i
51.1 cm2/s, so thattw55.4310211s at T51.9 K and tw52.7310211s at T54.2 K.
These values are of the same order of magnitude as that obtained by Hagenet al.10 for an
x.0.01 crystal (tw51.2310211s at T51.6 K!, but in contrast to their unusualtw

;T0.4 dependence atT,10 K our data atT51.9 K andT54.2 K are compatible with the
tw;T21 dependence predicted for electron–electron inelastic scattering in a disor
2D system.19

The much weaker negative magnetoresistance for the parallel configuration (Biab)
is quadratic inB up to Bi55.5 T ~see the solid curves in Fig. 3!. It is of the same order
of magnitude as that of Hagenet al.10 at T,5 K or Kussmaulet al.11 at T<4.2 K, but we
haven’t seen any sign of the positive kink atB5(1 – 1.5) T observed in Ref. 10.

Longitudinal magnetoresistance in a strictly 2D system may be caused only b
influence of the field on the spin degrees of freedom. One of the most obvious cau
negative magnetoresistance is the scattering of electrons on some spin system: the
of Cu spins or partially polarized Nd spins. For any source of spin scattering the
scale for theB2 dependence (B!Bs ,Bs5kT/gmB) is too low to explain our experimen
tal data. Forg52 one hasBs51.5 T at T51.9 K and Bs53 T at T54.2 K, but we
observe no deviations from aB2 dependence up toB55.5 T.

In the standard theory of quantum interference effects in disordered conducto20,21

there is also an isotropic contribution to the magnetoconductivity from the spin de
of freedom. When the Zeeman energy of electronsgemBB exceedskT, the magnetic field
suppresses the contribution to conductivity originating from the electron–electron
action and thus leads to a magnetoresistance effect. But this magnetoresistance is
positive and, with the valuege52 for the electronicg factor, has the same characteris
field as that for spin scattering:B5Bs . Thus it apparently is not related to the effect
question, but it may be the cause of the positive kink on the magnetoresistance cur
Hagenet al.10

It is very important that in quasi-2D systems with finite thicknessd!Lw there exists
an orbital contribution to the longitudinal magnetoresistance. It is the usual explan
for the parabolic negative magnetoresistance observed in the parallel configurat
semiconducting 2D systems: in GaAs/AlGaAs heterostructures22 or in silicon inversion
layers.23 The finite-thickness correction to the strictly 2D theory is given by
expression:24

Dss~Bi!5
e2

ph
lnF11S B

B*
D 2G , ~5!

whereB* 5A3c\/edLw . It is seen from Eq.~5! that ss(Bi) should be quadratic inB at
fields B!B* , where the characteristic fieldB* >(Lw /d)Bw@Bw .

For a preliminary estimation ofB* let us assume thatd,c (c56 Å is the distance
between adjacent CuO2 planes!; then we haveB* .25 T at T51.9 K andB* .35 T at
T54.2 K. Thus we think~as do Kussmaulet al.11! that the finite-thickness correction t
the 2D weak localization effect can reasonably explain the observed negative magn
sistance for the parallel configuration. In the parallel configuration there also exi
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finite-thickness correction to the basic effect in a perpendicular magnetic field~see p. 109
of Ref. 20!. We believe that it is just the cause of the upturn of the experimental po
for ss(B') at B.(3.5–4! T in Fig. 3. By fitting the theoretical expression~5! to the
curves forss(Bi) and taking into account the values ofLw obtained earlier, we have
found for the effective thickness of a conducting CuO2 layer d5(1.560.5) Å.

The value ofd gives an estimate for the dimension of the electron wave functio
the direction normal to a CuO2 plane and ensures the condition of strong carrier confi
ment: d,c. It is in accordance with the proposed highly 2D character of the ac
electron band of thepds type with almost no dispersion along thec axis.1 The x-ray
investigations also show that the electron density is concentrated within the limi
61 Å above and below a Cu atom in thec direction.25 Single-crystal NdCeCuO may
therefore be regarded as multi-quantum-well system (1.5 Å wells and 4.5 Å barriers! or as
an analog of a multilayered heterostructure. A theoretical description of high-Tc super-
conductors as heterostructures has recently been proposed.26

As the 2D version of weak localization theory is able to describe the behavio
ss(B,T) in our sample, the inequalitytesc.tw should be valid for the escape time o
electron from one CuO2 plane to another. The escape time between adjacent qua
wells in multilayered heterostructures can be estimated from the value of the no
diffusion constant,tesc5c2/D' . For our sample we have the anisotropy factorD i /D'

>104 andD i50.8 cm2
•s21 at 300 K. Thentesc>4310211s even at room temperature

so that the conditiontesc.tw may really be fulfilled at low temperatures.
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