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An effective zero-rangés NN interaction with theA -spin dependence
peculiar to dispersivd NN forces is introduced in order to estimate its
influence on the shell model spectra of light hypernuclei. The param-
eters of the three-body and pair interactions are evaluated using the
values ofB, for s-shell hypernuclei wittA=4 and 5. It is shown that
the description of théLig_sl doublet energ\AE=689 keV, when fitted
together with other hypernuclei, gives a reduced rades2.2 fm for

®Li bound in{Li (compared tR=2.4 fm for the free nucleu®Li) and

a dispersiveANN force contribution to this energy of 250 keV. A
more refined version of thgLi level spectrum is proposed, including
AN and ANN forces and the compression of thkei core. © 1999
American Institute of Physic§S0021-364(109)00116-4

PACS numbers: 21.88.a, 21.30.Fe, 21.60.Cs

The current shell model calculations of hypernuclear spectra are based on the pair
AN interaction, in which case the coupling of theand3, channels is disregardéd.
However, it is of interest to estimate the contributions\éi N forces to the level spacing
in connection with the KEK-BNL hypernuclear spectroscopy program.

This work was stimulated by resuttin which a large contribution £30%) of
dispersive ANN forces (DF) to the 17,0" spin spliting AE4(1%,0")=1.1MeV in
j‘\H(He) has been obtained and by the discussifrtwo forms of DF and their role in
light hypernuclei as well.

Recently theZ\Lig.S_ doublet splittingAE;(3/2; ,1/27) =689+ 4 keV has been mea-
sured in the ¢*,K"y) reaction at KEK® This value exceeds the expected enérgy
~440 keV evaluated in the shell model with a spin—spin parameter of Mhéteraction
A(B)=0.3 Me\? describing hypernuclear levels in the vicinity 8. From this KEK
result it is inferred that the empirical value &{Li) in XLi is nearly twice as large as that
for heavier hypernuclei.

To elucidate the causes of this difference, let us analyze the dependeAcanaf
theZ\Li level splitting on the size of the host nucle(@ hypernucleusand on theANN
forces.

For thep shell hypernuclei four potential paramete¥s S, , Sy and T (expressed
here in MeVj corresponding to spin—spin, two spin—orbit and tensor partsMfinter-
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FIG. 1. Nuclear body rms radii, oscillator parameters, anfbr the p shell hypernuclei.
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action determine the level positiofsThe harmonic oscillator wave functions with a
common harmonic oscillator parametgrfor the A particle and for nucleons are adopted
in order to estimate the scale of influence of nuclear sized owhich is an important
parameter for producing a doublet splitting. In this cases of the form

(1+arg—s)
A(rO):VU(a/W)?’/Z(lTar(Z))S/Z, D

whereV,=V,—V, is a difference of the singlet and triplet volume integrals for Aé
Gaussian potential~exp(—ar?)(1—s+eP,), with a=0.9376fm 2 (Ref. 10 and
e=0.25(Ref. 4.

The body rms radiR and the values of,(*Z) are shown for the shell nuclei in
Fig. 1a. They were calculated with the Tassie — Barker correction to the center-of-mass
motion'* using the nuclear charge radii and the proton radiu®8fm.}? One of last
estimates ofA=0.5 has been obtained from a descriptionAd#,(1*,0") (the MGDD
set of parameteys Within the A-nucleus modéf and usingAE, as well we findV,
=130MeV: fm® and a too large vaIuBA(iHe)26.9 MeV. For this case Ed1l) gives
the upper curve shown in Fig. 1b. But such large values ofere excludetiearly on by
the BNL data’ If one acceptsA(B)=0.3 (the FMZE set of parametéfsand r,(B)
=1.74fm, thenV,=60MeV-fm*, and we have the lower curve in Fig. 1b wit(Li)
=0.23. The value\ (Li) =0.23 is in a contradiction with the KEK data. Indeed, fte
doublet splitting can be written to good accuracy as
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A <3+ 1+)~3 2A(Li
Brl 50 5| =5 A7ALD, @

where8=0.992 is the amplitude of the dominaiis state in thé’Li s wave function'®
For the valueA(Li) =0.23 obtained for the free nucledki (ro,=1.92fm) the value
AE,;=340keV is too small in comparison withE5**=689 keV. Since\ is a decreasing
function of ry, in order to reproduceé ES* the bound nucleu$Li would have to be
compressed to unrealistically small sizé&<1.8fm, r,=1.45fm), in strong contradic-
tion with the scale of compressionAR/R=15%) predicted by cluster model
calculationst* These difficulties of the Li shell model with the pairAN forces lead us
to consider the role oANN forces.

Two types ofANN forces arise from a stronN+« %N coupling. The first of them,
V,ZC,QN, is generated due to the sequential double pion exchange accompanied by
conversiof® and the other type, the so-called dispersive folBgy, occurs when one
of baryons of the intermediat& N pair interacts with an additional nucleon %3
exchangg*® The direct employment of explicit expressions foNN forces derived by
the pion exchange formalism and given in Ref. 5 is not well grounded in the shell model
calculations especially due to their indeterminate behavior at small distances between
baryons, which is strongly dependent from short-range correlations. Because of the short-
range nature of three-body forces on the scale of hypernuclear sizes it seems reasonable
to write them in a zero-range approximation preservingAhspin dependence peculiar
to dispersive forces:

VANN=8(rA—11) 8(ry— 1) (t+ 2oy (o + 07)). )

Here the constarttincludesA -spin independent parts of the dispersive andeéxchange
three-body forces which, as calculations show, have a tendency to compensate each
other. The spin-dependent term of the poten®lis nonzero only in thé>sS state of a
nucleon pair. Obviously it gives no contribution to matrix elements for nuclear cores with
total spin S=0. These properties of Eq3) probably reflect the suppression af3,
coupling seen explicitly foiHe in the two-channel formalism of tleeshell hypernucleus
description'®

The four volume integral¥/, andt, t> were determined using, in the 0",1*
states oftH(He) andB,(3He) within the A-nucleus modéf with Gaussian nuclear
wave functions from the equations

h? d? 6
— o 2 X0 g ey ——r?
21 dr? RS

3
—V(S)exp( - 2R’§r2) ]Xo=(—2-22 MeV) xo,
4

3
—aV(S)exp( — 2R'§r2) ]Xlz(—l.l MeV) x,,
5
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R;=R(*H,°He)=1.6fm, R,=R(*He)=1.46fm;
Ri(=(Riw+0)Y2  c=1.6026fnf.

The volume integrals as functions of the ratie=V,/Vg are shown in Fig. 2. For
a=0.67 one findst®=0, V,=130MeV-fm?, and therefore the entire value &fE,
results from spin—spiAN forces. Ifa=1, thenV,=0, t5>=440 MeV-fm®, and the total
doublet splitting is described by DF. For the acceptable vlyre 60 MeV-fm?® derived
from A(B)=0.3 we havex=0.83 andt>= 250 MeV- fm®.

Now the additional term originates from DF in the final formula for
(1+arg(Li)?>—¢) 41
(1+2arg(Li)?)%2 37273 q(Li)®

The curves marked by in Fig. 3 show the separate contributionsAt&,,; from AN and
ANN forces as functions ofo(Li) (or R) at V,=60MeV-fm®. In this case the DF

3. (7)

3
AE,=p? Evt,(a/w)y2
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FIG. 3. The dependence of tHeLi doublet splitting onr, or R(°Li). The curves are obtained fov,,
= 60 MeV-fm® (@), V,= 90 MeV-fm® (b) andV,= 130 MeV-fm® (c).

contribution toAE, is about 1/AEZP=500keV. As Fig. 3 suggests, there is a need to
reduce the®Li radius to R=2.2fm (AR/R=8%) in order to reproduc&ES*®. The
parameters used for the curbegive somewhat larger values 8fandA(B)=0.4, and
the DF contribution tAAE, is =1/3AEZ*®, which is just the value predicted in Ref. 4.
Lastly, the curvec corresponds to the case when the splittihg, is wholly due to
spin—spinA N forces, and then one needs to incre@s¢he’Li radius toR=2.5 fm to be

in agreement with the KEK data.

All the Z\Li low-lying levels displayed in Fig. 4 have been obtained with Barker’s
NN interactio® using V,=60MeV-fm3, ro=1.74fm (for compressedSLi, A
=0.3015), Sy=-0.4, S,=-0.02, T=0.02? t=176MeV-fm® and t5=250 MeV
-fm®. The spectrum marked b§N is given fort=t=0.

The y deexcitation of the 20492 keV 5/2" level observed at KEK also is well
reproduced with a spin—orbit parameteiSy= 0.4, which is four times the value of
—Sy found for otherp shell hypernuclei. The spectrum depends only on the sum
a+Sy, wherea= —1.584 is Barker’s single-nucleon spin—orbit constant, taken here for
the free nucleus. It suggests that increasig should rather be associated with increas-
ing |a] (Aa/a=20%) due to a decrease of the diffuseness of a single-nucleon potential
under compression 6t.i. This effect has been recognized recently ¥yBe and'®, C in
the Skyrme—Hartree—Fock calculatioHs.

In the framework of nuclear and hypernuclear models accepted here it is impossible
to reproduce in consistent way the obser{{édg,s_ doublet splitting and the level posi-
tions in thes andp shell hypernuclei only with the paik N interaction. A shell model
description of this doublet splitting is possibleif one introduces thé\ -spin dependent
dispersiveANN forces, andi) if the nuclear core response manifests itself in the com-
pression ofLi. This conclusion is in line with the cluster model calculations in which a
strong “gluelike” role of the A particle has been reveaféd* and the dynamical con-
traction of®Li (~15%) has been predicted. In this work the rms radius of bSlinas
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FIG. 4. The measureg transitions and the new version of thei spectrum.

extracted from the doublet splitting is about 2.2 fm, which corresponds to an overall
radial compression of~-8% for this nucleus.

The DF contribution to thd =0 ground state doublet (iﬂ_i is largest and is equal
to ~250keV, as against the 50 keV contribution to fre 1 doublet in{He. A large
value of the induced spin—orbit parame{&| may be an indication of increasing
nucleon spin—orbit constafa| (~20%) due to the compression fi.

The author is very indebted to Profs. H. Tamura and K. Tanida for providing him
with the new KEK data, to Profs. D. E. Lanskoy, L. Majling and T. Motoba for helpful
discussions, and to Prof. E. Hiyama for sending him papers prior to publication.

*Je-mail: fetisov@sci.lebedev.ru
YThe identification of thé’B secondaryy-line with E.,,.=442+2.1 keVf ascribed to | Li is probably an open
problem.

1D. J. Millener, A. Gal, C. B. Dover, and R. H. Dalitz, Phys. Rev3C 499(1985.

2V. N. Fetisov, L. Majling, J. Bfka, and R. A. Eramzhyan, Z. Phys. 389, 399 (1991).

3H. Tamura, Nucl. Phys. £39 83¢(1998; H. TamuraAbstracts of the Workshop on Strangeness in Nuclear
Physics Seoul, Feb. 19-22, 1999, p. 123.

4A. R. Bodmer and Q. N. Usmani, Nucl. Phys.4X7, 621 (1989.

SA. Gal, Proc. of the LAMPH 7,K) Workshop Los Alamos, Oct. 11-13, 1990.

8H. Tamura, private communication, January 1999; K. Tanitzstracts of the Workshop on Strangeness in
Nuclear PhysicsSeoul, Feb. 19-22, 1999, p. 33.

’R. E. Crien, S. Bart, M. Magt al, Phys. Rev. G41, 1062(1990.

8L. Majling, J. Zofka, V. N. Fetisov, and R. A. Eramzhyan, Z. Phys337, 337 (1990.

°A. Gal, J. M. Soper, and R. H. Dalitz, Ann. Phy&s, 53 (1977).

10R. H. Dalitz and B. W. Downs, Phys. Re¥11, 967 (1958.



JETP Lett., Vol. 70, No. 4, 25 August 1999 V. N. Fetisov 239

L. J. Tassie and F. C. Barker, Phys. R&t1, 940 (1958.

12R. C. Barrett and D. F. JacksoNyuclear Sizes and Structyr€larendon Press, Oxford, 1977.

13F, C. Barker, Nucl. Phys33, 418(19686.

14E. Hiyama, M. Kamimura, K. Miyzaki, and T. Motoba, Phys. Rev5@; 2351(1999.

15R. Bhaduri, B. Loiseau, and Y. Nogami, Ann. Phyi.Y.) 44, 67 (1967).

16B. F. Gibson, I. R. Afnan, J. A. Carlson, and D. R. Lehman, Suppl. Prog. Theor. Phys339 (1994).
17T, Yu. Tretyakova and D. E. Lanskoy, to be published in Eur. Phys. J.

18T, Motoba, H. Bandpand K. Ikeda, Prog. Theor. Phyg0, 189 (1983.

Published in English in the original Russian journal. Edited by Steve Torstveit.



JETP LETTERS VOLUME 70, NUMBER 4 25 AUGUST 1999

Isotope shifts in finite nuclei and the pairing properties
of nuclear matter

S. A. Fayans
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

(Submitted 8 July 1999
Pis'ma Zh. Ksp. Teor. Fiz70, No. 4, 235-24125 August 1999

A uniform nuclear matter with s-wave pairing is studied within the
local energy-density functional approach, incorporating a few param-
eter sets extracted from the analysis of isotope shifts in finite nuclei.
The dilute limit, in which the regime changes from weak to strong
pairing, is considered in detail, and, for strong coupling, the ground
state properties of that system are found to be completely determined in
leading order by the singlet scattering lengtl,. The combination of

a density-dependent contact pairing interaction and an energy cutoff
adjusted to produce a realistic valueagf, is shown to be the preferred
choice among the deduced parameter sets1989 American Institute

of Physics[S0021-364(19)00216-9

PACS numbers: 21.65f, 21.10—k

Recent studiés® have shown that nuclear isotope shifts — the differential observ-
ables such as the odd—even mass differences and odd—even effects in the charge radii
along isotope chains — can be reasonably well reproduced within the local energy-
density functionalLEDF) approach with an effective density-dependent contact pairing
interaction. The most successful description has been achieved with a phenomenological
“gradient” force of the form?

ri+ro

]-"fzcoff(x< )) S(ri—ra),  FEx(r)=f5+h&Xa(rn) +fEr3(Vx(r)?, (1)

wherex is the isoscalar dimensionless density; (p,+ pp)/2po With p,,) the neutron
(proton density, andy=2/3 (Ref. 3. The normalization factors are the densify,2and

the inverse density of stateS, at the Fermi surface in saturated nuclear mat@y:
=2eor/3po="12m?Ikoem, with m the free nucleon mass angg =7 2k3-/2m. Numeri-

cally, for the functional DF3Ref. 4 used hereC,=308.2 MeV.fm?, r,=1.147 fm,
2p0=0.1582 fm 3, kop=1.328 fm ! and e;e=36.57 MeV. As was shown in Ref. 2,
self-consistent LEDF calculations with a density-gradient tecrfé in the pairing force
provide the desired size of the isotopic shifts and the right order of odd—even staggering
observed in finite nuclei. Different choices of the parameters of the pairing (by@ee
possible. In particular, the following sets are deduced for the isotopes of lead:

0021-3640/99/70(4)/8/$15.00 240 © 1999 American Institute of Physics
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f{=—056, hi=0, f&=0
f{=—1.20, hi=0.56, f{=2.4 (
f{=—1.60, hi=110, f{=2.0 (o
(
(

o Ao

f£=-179, hi=136, fi=2.0 (d) @
f{=—-2.00, hf=1.62, f&=20
f{=—-2.40, hi=216, f{=2.0 (f)

These LEDF calculations are based on a general variational principle applied to a local
functional with a fixed energy cutofe,.=40 MeV measured fromer, and on the
coordinate-space technique, which involves an integration in the complex energy plane of
the Green'’s functions obtained by solving the Gor’kov equations exészly Refs. 3 for
details.

In the present paper, the empirical information gained from finite laboratory nuclei
is used to study the ground state properties of uniform nuclear matter and the behavior of
the energy gap\ as a function of density=2pyx (or of the Fermi momentunkg
= (3m2pl2)YP=koex3) in this system. Since the termf§ vanishes in this case, only
two parameters iril) are relevantfgX andhé. The gap equation reads

A(x):—f dk E600 A(x)
kk (27)° V(e—er(x))2+A%(x)

(€©)

wherek.= \2m(eg+ €.)/, F5(x) =Cyf¢(x) and e,=%2k?/2m. The solution of Eq(3)

in the weak pairing approximation/eg<1, is given in Eq(25) of Ref. 5(see also Egs.
(10) and (22) in Ref. 3. To get a deeper insight into the physics, we can write this
solution as

APk T
A(kF)—cﬁexr{—Ecoté(kF)} , (4)

where we have introduced the Fermi level phase siiti-) defined by

ke cotd(kg)=— , 5

T

Akop | 1 N ke(ke) | ke n( ke(Ke) — ke
m | féke)  2Kor ke(Ke) +Ke

with k. (kg) = \/k02c+ kZ; koe= \2me#%, andc=8e~2~1.083. Equatior5) corresponds
to an exact solution of then scattering problem at a relative momentim kg with the
states truncated by a momentum cutiqff=k.(kg) for a contact potentiaCofé(kg) 5(r)
(see, e.g., Ref.)6

Shown in Fig. 1 are the results farin nuclear matter with the parameter sets of Eq.
(2). The approximatiort5) works well in the entire range & in Fig. 1 for the sefa),
but for the other sets this is true onlylgt greater thar=1.2 fm™* and also, for the sets
(b), (c) and(d), atkg less than 0.42, 0.14, and 0.042 i respectivelyin these regions,
Alep=<0.1). It should be stressed that in the integrand of Eq(3) can be expressed
directly in terms of the density as ex=7%2k2(p)/2m, with ke(p) = (372p/2)'", only if
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FIG. 1. Pairing gap in nuclear matter as a function of the Fermi momentum. Ci@v€8 are calculated using
Egs.(3) and(6) with contact pairing forc€l) and correspond, respectively, to the parameter(sitsf) of Eq.

(2). The filled (unfilled) circles are the solutions of the nonlocal gap equation with the CD—Bonn pofential
(with the finite-range Gogny D1 forBe The dotted line showd calculated using Eq4) with the freenn
scattering phase shiffsee texk

the pairing is weak and the dependence of the Fermi engrggind the chemical poten-
tial u) on A can be disregarded. Otherwise one should introduce the particle number
condition

_3 dk T )_1 1 e~ €e(X)
" 50 S @ T2\ T a0 A

(6)

X

and solve the system of two equatiaid$ and (6) with respect taA andeg. The results
shown in Fig. 1 correspond to such a solution.

All parameter set$2) except(a) reproduce the neutron separation energies and the
isotope shifts of the charge radii?)., of lead isotopes fairly wel(see Ref. 3 Shown
also in Fig. 1 are the values of tH&, pairing gap in nuclear matter obtained for the
CD-Bonn potential without medium effecfasing the free single-particle spectrup
=k?/2m) (Ref. 7 and for the Gogny D1 force in the Hartree—Fock—Bogolyubov
framework® The agreement between the two latter calculations is relatively good, while
both deviate noticeably from our predictions. The curve for density-independent force,
set(a), stands by itself with a positive derivativiA (x)/dx everywhere; no acceptable
description of(r?)., could be obtained in this cade.

At very low densities Eq(5) reduces to

ke COL B(ke)~ — ——+ Zronk? 2ke| ke _ 2nt ( ke )3q_1 (7)
co ~——tr -— - —
F F an 2™ o 2Koc (fgx)2 Kor
wherea,,, is the singlet scattering length,
m [ \2me 2 B O R B (8)
A= s\ 5——+ | =—|———| .,
" 2kor | fkor o fE Akor | £, £
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andr ,, is the effective range,,,= 4/7ko. . Here we have introduced the critical constant
f§r= —2kor /Ko , the value of the vacuum strengt@ at which the two-nucleon problem
has a bound state solution at zero eneligyour case,fgr= —1.912).

The first two terms in(7) would describe low-energy behavior of then swave
phase shift through an expansionkaiots in powers of the relative momentuky kg if
the interaction were density-independent — i.e., if the coupling strength and momentum
cutoff were fixed byf¢= fﬁx andk.=kg., respectively. It follows that, with a density-
dependent effective force, such an expansion contains additional terms which are, for the
parametrization used here, of the same order as the effective range term. This simply
demonstrates that for reproducing the pairing gap, the effective interaction, even at very
low densities, need not necessarily coincide with the i&keinteraction, as was dis-
cussed by Migdal many years ago.

At very low densities, akg— 0, to leading order front5) we obtain

aao
AZCGF eX%m s ann<0 . (9)
This expression agrees with the results of Ref. 10 based on a general analysis of the gap
equation at low densities whéa|a,,|<1. But we should stress thé) is valid only in
the weak-coupling regime corresponding to negadiye In the opposite case, the gap in
the dilute limit has to be found in a different way.

At f5>f%, it follows from (9) and (4) that at low densities the pairing gap is
exponentially small and eventually(k.—0)=0. Such a weak pairing regime with
Cooper pairs forming in a spin singlet 0 state exists up to the critical point at which
the attraction becomes strong enough to change the sign of the scattering length. Then the
strong pairing regime sets in, and should be determined directly from the combined
solution of Egs.(3) and (6). In the dilute systemser plays the role of the chemical
potentialw. It is defined byu= ex(kg) + U (kg), whereU(kg) is the Hartree—Fock mean
field at the Fermi surface, which is negligible for a fermion gas. At the critical pgint,
becomes negative, and a bound state of a single pair of nucleons with the binding energy
ep=2u (=—h?/ma2,) becomes possibfe:!? This can be easily seen from the gap
equation(3) written in the form

dk’

k2
m_zﬂ)d)k:—sgr(ek—,u)\/l_—d’l% f "<k, (27)3

where we have introduced the functiopg=A/\(e,— n)?+A? and replaced by .
In the strong coupling regimg<0, and in the dilute limit, wher¢ﬁ<1, Eq. (10
reduces to the Schdinger equation for a single bound pair where plays the role of
the eigenvalue. At low densities in this regime,can be found fron{6). In the leading
order we get

ﬁZ
“m

Féy, (10

1/2

2
Pl" a,>0. (11)

ann

It follows that, in the dilute case, the energy needed to break apart a condensed pair
goes smoothly from & to 2u= €, as a function of the coupling strength as the regime
changes from weak to strong pairing. But as seen f(®nhand(11), the behavior ofA at
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FIG. 2. Pairing gap\ at very low densities. Curves)—(e) correspond to the parameter s@ts-(e) of Eq. (2),
respectively.

low densities is such that the derivatid&/dp at p—0 as a function of &, exhibits a
discontinuity from O to=. This is illustrated in Fig. 2, where we have plottAdp) at

very low densities for the setg)—(e) of Eq. (2), which embrace both regimes. We note
also that the transition between the two regimes is formally reflected by the fact that the
analytical expression®) and(11) give a pure imaginary gap at the critical point, where
the scattering length changes sign.

When the Fermi momenturke: approaches from below the upper critical point,
where the pairing gap closes, becomes exponentially smafl.in weak coupling A is
also exponentially small at low densities. It is noteworthy that in both these cases, for any
given interaction, the gap can be calculated directly fri@nthrough the phase shifts.
Such a model-independent result follows from the fact that the gap equation, written in
the form similar to that of Eq(10), at <1 becomes equivalent to the ScHirger
equation, and the gap closes exactly at the points where the phase shift passes zero, i.e.,
where the integral in the right-hand side of this equation vanishes. As an illustration, we
show in Fig. 1 by the dotted line the values afkg) obtained from(4) using the
“experimental” nn phase shifts, without electromagnetic effebtst is seen thatA
obtained this way closely follows the solution of the gap equation with the CD—Bonn
potential at low densities. Thexn phase shift passes through zero at the relative mo-
mentumk=1.71 fm %, and the gap should vanish at the corresponding Fermi momen-
tum. Unfortunately, the solutions fak are given in Ref. 7 only in the region up to
ke=1.4 fm L.

For symmetric nuclear matter, with our local functional the energy per patrticle is

2 dk #%k? 1 3A?(x)

E
—(X)= — ——N(X)+ 5 egra FL(X) X+ ——,
A( ) pOX kke (277)3 2m k( ) 3 OF<+ +( ) 2f§(X)X60F

(12

where fY (x)=(1—h] x)/(1+h},x). Numerically, a% = —6.422, h], =0.163, and
¥, =0.724% The “particle—hole” term=f", vanishes in the dilute limit linearly in the
density. The chemical potential is
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FIG. 3. Energy per nucleoB/A (top) and pairing contribution t&/A (botton) in symmetric nuclear matter.
Curves(a)—(e) are calculated using Eq12) and correspond to the strength parametejs(e) of Eq. (2),
respectively. The unfilled circles and crosses are the calculations of Refs. 13 and 14, respectively, for the UV14
plus TNI model.

3¢ (x) A(X)
2f8%(x) €oF

where the prime denotes a derivative with respect,tand ez(xX) and A(x) are deter-
mined from(3) and (6). The last two terms if13), even in the strong-pairing regime,
vanish in the dilute limit at least as fast &%if q<1 or linearly inx if g=1. Thus, we
see again that, for strong coupling, one has in leading qudeer = €,/2<<0.

The calculated energy per nucleon as a function of the isoscalar derisitghown
in the upper panel in Fig. 3 together with the results of the nuclear matter calcutafibns
for the UV14 plus TNI model. It is seen that DF3 gives qualitatively reasonable descrip-
tion of the energy per particle for nuclear matter and that pairing could contribute no-
ticeably to the binding energy, especially at lower densities. In the lower panel in Fig. 3
we have plotted the pairing energy per nucledf/,A) 4, Obtained by subtracting from
(12) the corresponding value d&/A at A=0. The pairing contribution increases, as
expected, WherﬁgX becomes gradually more attractive, with a shift to lower densities. For
the setge) and(f) the attraction is strond$,<f%,. In these cases a nonvanishing binding
energy in the dilute limit is solely due to Bose—Einstein condensation of the bound pairs,

m(X)=€x(x) + %GOFa\i[f\J’r’(X)XZ“‘ 2% (x)x]+ , (13
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FIG. 4. Energy per nucleoB/A (top) and pairing contribution t&/A (bottom) for symmetric nuclear matter
at low densities. The notation is the same as in Fig. 3.

the spin-zero bosons, when all three quantiigsE/A, and €/A)p,; reach the same
value eb/2=hz/2maﬁn (ep=—0.0646 and—1.616 MeV for the set¢e) and(f), respec-

tively). This is illustrated in Fig. 4, where we have plotetA and E/A) 4 as functions

of p at very low densities.

In conclusion, we have considered nuclear matter sitiave pairing within the
LEDF framework and demonstrated some results, including extrapolation to the dilute
limit, with a few possible parameter sets of the pairing force deduced from experimental
data for finite nuclei. At low densities, in tHE=0 case of symmetritl=Z matter, the
33, —3D; pairing, leading to the formation of a Bose deuteron gas, is more impdrtant,
since then—p force is more attractive than in the-p or n—n pairing channels. Thus,
our approach, with théS, pairing only, would be more appropriate for an asymmetric
N#Z case and for pure neutron systems. From this point of view the best choice for the
LEDF calculations seems to be the pairing force with(sigtof Eq. (2), since it gives a
singlet scattering length,,,~—17.2 fm, which corresponds to a virtual state~at40
keV known experimentally. As is seen in Fig. 1, for this choice the behavidr af low
densities agrees well with calculations based on real$hicforces. At higher densities,
however, our predictions fak with the set(d) go much higher, reaching a maximum of
~4.84 MeV atke~0.92 fm 1, while the calculations of Ref. 7 give a maximum of about
3 MeV atkg~0.82 fm 1. With a bareNN interaction, if one assumes charge indepen-
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dence and tham,=m, in the free single-particle energies, the pairing gap would be, at
a givenkg, exactly the same both in symmetric nuclear matter and in neutron matter. As
was shown in Refs. 16 and 17, if one includes medium effects in the effective pairing
interaction,A in neutron matter would be reduced substantially, to values of the order of
1 MeV at the most. Whether such a mechanism works in the same direction for symmet-
ric nuclear matter is still an open question. With a smaller gap compared, for instance, to
the one obtained with the Gogny D1 force, which is also shown in Fig. 1, it would be
difficult to explain the observed nuclear pairing properties. Calculation with the preferred
set(d) of Eq. (2) leads to a larger pairing energy in nuclear matter than the Gogny force,
but in finite nuclei there is a compensation due to the repulsive gradient term. The force
(1) contains dependence on the isoscalar density only, since we have analyzed the exist-
ing data on separation energies and charge radii for finite nuclei with a relatively small
asymmetry N—2Z)/A<0.25. An extrapolation to neutron matter with such a simple force
would give a larger pairing gap than for nuclear matter. This suggests that some addi-
tional dependence on the isovector dengity-p, should be present in the effective
pairing interaction. We are planning a test of this possibility in a future study.
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Discovery of a narrow resonance state of the system
KsKs at mass 1520 MeV
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Data are presented which indicate the existence of a previously un-
known narrow resonance near mass 1520 MeV, discovered while ana-
lyzing the systeniK Ks. The data were obtained at ITEP using the 6-m
magnetic spectrometer in a beam of 40-GeV negative particles. The
resonance is observed i1 p andK ™ p interactions with a total statis-
tical confidence of not less than 5 standard deviations. The width of this
state is comparable to the mass resolution of the spectrometgr (
MeV). The mass is 152152.5 MeV. Estimates of the produet- BR
(KgKg) give ~5.0 nb in7~ p interactions and-250 nb inK™ p inter-
actions. From the fact that the production cross section of this reso-
nance in theK™ beam is approximately 50 times greater than the pro-
duction cross section in the™ beam, it can be concluded that this new
state belongs to a system of mesons with hidden strangenes$999@
American Institute of Physic§S0021-364(09)00316-3

PACS numbers: 13.85.Ni, 13.85.Hd, 14.40.Aq

One of the currently central problems in modern elementary-particle physics is the
search for exotic states. Exotic states are particles whose properties do not fit within the
predictions of the elementary quark model relative to their quantum numbers and the
ratios between various decay channels. Narrow decay widths can also be a manifestation
of the exotic particle properties.

In the present letter we continue to report the results of an investigation of pair
production ofK g mesons on the basis of the experimental data obtained at the ITEP with
the 6-m spectrometer in a 40-GeV beam of negative particles. Here we present data
indicating the existence of a narrojwidth of the same order of magnitude as the mass
resolution of the spectromejeesonance near the mass 1520 MeV, discovered during an
analysis of theKgKg system. The data were obtained during sessions in the period
1986-1989. A detailed description of the apparatus and the results of investigations of
theKgKg system on the spectrometer at the ITEP is contained in Refs. 1-8. Here we note

0021-3640/99/70(4)/6/$15.00 248 © 1999 American Institute of Physics
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two properties of the spectrometer that are important for the present investigation: For an
energy of a system of twk g mesons of the order of 1.5 GeV, the detection efficiency of
such a system is not less than 50%, and the mass measurement accuracy is not worse than
5 MeV.

A beam of negative particles in channel 2A of the U-70 accelerator, where the
spectrometer was installed, at the Institute of High-Energy PhyBiastving contains
7~ (~95%), K™ mesons 4.0%), and antiprotons. The~ and K~ mesons in the
beam are discriminated using differenti& {) and threshold £~) Cherenkov counters.
The corresponding signals are recorded together with the detected events and simulta-
neously influence the operation of the trigger. When the beam particle israeson, the
trigger is tuned to select the reaction

’7Tip—>K5KSn. (1)

For this, a liquid-hydrogen target is surrounded on all sides, except at the opening
through which the beam particles reach the target, with scintillation counters interlaid
with lead converters. The counters are connected in anticoincidence. Therefore, those
beam interactions with the target material which produce charged particlesrayd are
excluded. The detected events include evéaimsounting to<20%) in which a baryon

and one or several pions are produced instead of a neutron at the bottom vertex:

7 p—KKg(n@, ... pm,...). (2
These events are detected on account of the nonideality of the trigger system.

If the beam particle is & meson, then when the spectrometer detects twafast
mesons at the bottom vertex of the reaction, on account of the law of conservation of
strangeness, a hyperon must be produced, the decay products of which include charged
particles ory rays or both together:

K p—KsKg(A,Y*,...). 3)

For this reason, for detecting reactions involving the production of a system oKtwo
mesons in &~ beam, the signals from the counters surrounding the target were not fed
to a trigger but instead were stored in a computer together with the rest of the information
about the event. The charged particles anchys moving in the forward direction were
suppressed. Together with the events of the rea¢8prcases with twd g mesons could
arise as a result of the production of th#€& mesons, one of which was not detected by
the spectrometer. But, as we showed in Ref. 4, the fraction of such events is negligibly
small.

Investigating the behavior of tHésK 5 system near 1.5 GeV, we could not ignore a
characteristic feature in the spectrum of the invariant mass of a p#ig ofiesons — a
narrow peak at-1520 MeV, systematically appearing in all exposures. This peak is
observed in the effective-mass distributions constructed for a system df {woesons
for 77 p andK ™ p interactions(Fig. 1). It is characterized by a small wid{imore than
an order of magnitude smaller than the width of the kndy(1525) meso)) comparable
with the resolution of the 6-m spectrometer in the corresponding mass rangekaf
(~5 MeV). For aKKg system produced in & beam, data-quality cuts according to
the missing mass squarddM?>0 and transverse momentum squap§d>0.15 GeV
were mad€in this paper we use a system of units in whach 1). The cut according to



250 JETP Lett., Vol. 70, No. 4, 25 August 1999 Barkov et al.

N/ MeV

i [RICH 151 1 akd) 1610
Mux (MeV)

FIG. 1. g Distribution of events produced in~ p andK™ p interactions over the invariant mass of tkeKg
system, with a 10 MeV step and wifi§>0.15 GeV¥ andMM?>0 Ge\? cuts. The curve shows the result of
the fitting. b Distribution of events produced in tH€ p interactions over the invariant mass of tkgKg
system, with a 10 MeV step and withMM?2>0 Ge\? cut. The curve shows the result of the fitting.

the transverse momentum squared is motivated by the need to suppress the contribution
of single-pion exchange processes. For kiep interaction, the distribution was con-
structed with the same missing mass squared cut but, in contrast to the distribution in Fig.
1a, without thep? cut.

A much larger number of cases of pair productionkaf mesons was detected in
71~ p interactions than il ~ p interactions, but the signal/background ratio for the feature
under discussion is approximately two times smaller. For this reason, a stricter cut ac-
cording to the effective mass of the system of two chargadesons from the decay of
aKg meson and a cut according &, which characterizes the quality of the fit of the
momenta of the particles forming the “fork” to the intersection of the tracks and the
equality of the effective mass and to the tabulated value oKtheeson mass, were used
for the events obtained in the™ beam. We used similar cuts in Refs. 7 and 8 to improve
the conditions for observing the narrow resonantg4786) anda,(1768). Such cuts
decrease the statistical sample b25%, but the signal/background ratio improves by a
factor of 2. For events obtained in thke" beam, such a procedure is ineffective, since in
this case the signal/background ratio is quite higt3) even without special data cuts.

A fit of both mass spectra was made. A Gaussian function was used to describe the
observed narrow resonance. For events obtained inrthbeam, the background is the
decaying part of the peak from thg(1270) anda,(1320) resonances. This background
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FIG. 2. Same as in Fig. 1b but with a 20 MeV step.

was described by a quadratic polynomial. In the cadé€ gb interactions the background
for the resonance under discussion consist$,01525) meson events plus a constant
component. The mass distributidiig. 2) with a 20 MeV step demonstrates the presence
of the f;, meson in the experimental data under discussion. A relativistic Breit—Wigner
function forJ=2 was used to describe tlig(1525) meson:

MZI?
(M2=M3)2+M3r?’

where
I'=T(a/00)? "D 2(qoR)/D2(qR),  Dy(x)=9+3x>+x*.

Hereq is the momentum of th&s mesons in the center of momentum frame of the
meson, andR=5 GeV !. The fit was made by the maximum-likelihood method; the
results are given in Table I. The fitting procedure is described in detail in Refs. 7 and 8.
The new narrow resonance is designated by the syd{$20). Table | gives the values

of the decrease of? for the fit when the new narrow resonance is taken into account
(after subtraction of the number of added parameters, of which there are three: intensity,
mass, and width The mass, the estimated width of tileresonance, the number of
events occurring at it, and the numbers f¢f meson and background events are also
given. In the figures, the curves show the results of the fitting.

TABLE I.
Beam Ax?-3 My, MeV 8%, MeV Ny % Ngg
K~ 18.3 1520.31.8 <5.0 19 90 73

T 37.4 1522.61.6 <5.0 28 - 480
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As one can see from Table I, the masses of the narrow resonance coincide to within
the experimental errors. The errors given are the statistical errors. The systematic errors
are two to three times smaller than the statistical errors. A naive estimate of the statistical
significance, made on the basis of an analysis of the data presented in Fig. 1, gives at least
3.7 standard deviations in both cases. The estimate is made as follows: the error was
determined as the square root of the number of events in the channel in which the effect
is observed57 in the first case and 28 in the second )offehe background level was
taken from the results of the fittin29 and 8 events, respectivilyThe total statistical
significance of the peak is not less than 5 standard deviations. An estimate based on
analysis of the change ig? gives a much higher confidence level.

The values obtained for the parameters of the resongj{d®25), which were free
parameters in the fitting procedure, turned out to be close to the values given in the PDG
tables? massM = 1513+ 10 MeV, widthI"q=75+20 MeV.

Since the resonancé(1520) is observed in a system of two identical bosons, its
angular momentum and parity must belong to the seffes0™, 2",

The producios- BR(KgKg) for X(1520) production is estimated to be5 nb for the
7 beam and~250 nb for theK™ beam. It is natural to attribute such suppression of the
production cross section it~ p interactions to the Okubo—Zweig—lizuki selection rule.
According to the data in the present letter and our earlier Vidhle,f, resonance inr—p
interactions shows approximately the same suppression of the cross section. Therefore it
can be asserted that the new resonance, jusf fikévelongs to a system of mesons with
hidden strangeness. It follows from the distribution of the missing mass squared for
events from theX resonance band in the caseof p interactions that this resonance is
produced primarily in the reactiof2). But the trigger used for the™ beam suppresses
this reaction severalfold. This circumstance was taken into account in the estimate of the
production cross section of tiémeson in ther™ beam, but this is impossible to do with
sufficient accuracy.

Let us sum up the results of this work. A previously unknown resonance with mass
1521.5- 2.5 MeV and width<5 MeV was discovered inr~ p andK™ p interactions in
a system of twdg mesons. The ratio of the cross sections of these two processes most
likely indicates that this narrow resonane&1520) is due to mesons with hidden
strangeness.

This work was supported by the Russian Fund for Fundamental Reg&entit No.
99-02-1854D
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waves during excitation of cyclotron polaritons
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The reflection of an electromagnetic wave from a two-dimensional
(2D) electron system in a magnetic field is studied. It is predicted that
ap (s) polarized incident wave will be totally converted into a reflected
wave with the orthogonal polarization when cyclotron polaritons are
excited in the 2D system. For a high electron density in the 2D system,
the effect remains very substantial in magnitude even in the presence of
electron scattering. €1999 American Institute of Physics.
[S0021-364(09)00416-9

PACS numbers: 41.20.Jb, 52.40.Db

The conversion of the polarization of an electromagnetic wave transmitted through a
magnetoactive two-dimension&D) electron system is, as a rule, smaff,because in
this case the region of interaction of the wave with the polarization-active medium is
small. However, polarization conversion can increase substantiapnantly when the
external electromagnetic wave excites characteristic oscillations in the 2D system.

The resonant Faraday effect arising in a system of 2D electron disks as result of the
excitation of edge magnetoplasmons was observed in Ref. 4. The results obtained in Ref.
4 show that the effect is several times stronger under magnetoplasma resonance condi-
tions. At the same time, the power of the polarization-converted wave in the experiments
of Ref. 4 remains comparatively lo@ess than 10% of the power of the incident wave
The smallness of the resonance effect in this case is most likely due to the mismatch of
the distributions of the field of the externa@liniform in the plane of the 2D system
electromagnetic wave and the field of nonuniform edge magnetoplasmons, as a result of
which the excitation efficiency of the latter decreases substantially.

The resonant polarization conversion of an electromagnetic wave accompanying the
excitation of uniform transverse plasma oscillations of electrons in a thin semiconductor
film has been studied in Ref. 5. The magnitude of the effect is proportional to the small
parameted/\, whered is the film thickness andl is the wavelength of the electromag-
netic wave. Naturally, this decreases the efficiency of resonant polarization conversion in
thin layers.

The limitations due to the thickness of the electron layer, in principle, do not arise if
the external electromagnetic wave excites characteristic oscillations due to the motion of

0021-3640/99/70(4)/6/$15.00 254 © 1999 American Institute of Physics
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electrons in the plane of a uniform electron system. In Ref. 6 it is shown theoretically that
when magnetoplasma polaritons are excited in a 2D electron system by an external
electromagnetic wave in a frustrated total internal reflectiehlR) geometry, almost
complete conversion of the incidep{s) polarized wave into a wave with(p) polar-

ization is possible. However, according to Ref. 6, total polarization conversion occurs
only in the limit of weak coupling of the field of the external wave with the 2D electron
system. In this case, two resonance conditions, corresponding, respectively, to excitation
of magnetoplasma polaritons and cyclotron oscillations in the 2D electron layer, must be
satisfied at the same time. It is obvious that these conditions together lead to very strin-
gent requirements on the parameters of a possible experiment on the observation of total
polarization conversion. Moreover, dissipation of the energy of an electromagnetic wave
due to electron scattering in a real 2D system can lead to virtually complete destruction
of the weak coupling of the external wave with the oscillations of a 2D electronic plasma
in the FTIR geometry.

In the present letter the phenomenon of resonant polarization conversion of an
electromagnetic wave which excites cyclotron polarifoilsa 2D electron system is
investigated theoretically. Since cyclotron polaritons are radiating oscillations, they can
be excited by the incidence of an external electromagnetic wave directly on the surface of
a 2D system without the use of any additional devi¢les example, structures with
FTIR). In contrast to the FTIR geometry, cyclotron polaritons in a 2D system are strongly
coupled with the external incident wave, greatly expanding the possibilities of observing
the effects considered below.

In the structure considered here, the 2D electron layer lies ixtyeplane at the
interface of two media with permittivities,; and ¢,. We shall assume that a static
magnetic fieldH, is directed along the axis from medium 2 into medium 1. Let an
external uniformp-polarized electromagnetic plane wave, so that the electric field vector
of the wave lies in the plane of incidence-{z plane, be incident from medium 1 on the
interface between media 1 and 2 at an amgjt® the z axis.

We introduce the coefficients of conversion of the power of the incident wave as
ratios of the components of the energy flux vectors normal to the plane of the 2D system:

Rop=p®: Reoe=™pmrr Tor=pmr  Tsr™ pmr- @

where the subscripts 0, 1, and 2 refer to the incident, reflected, and transmitted waves,
respectively, and the superscript&nds correspond to waves with ands polarization

(in the latter case the electric field vector of the wave is perpendicular to the plane of
incidence. It is obvious that the quantitieRs, and T, are the polarization conversion
coefficients for the wave.

To calculate the energy fluxes in the transmitted and reflected waves it is necessary
to solve Maxwell’'s equation in media 1 and 2 with boundary conditions at the interface
of the media that take into account the response of the magnetoactive 2D electronic
plasma. Since this procedure is very cumbersome and at the same time quite standard, we
present immediately the final result:
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1
RDPZKZ |(KOZ+ K22+ 47TO'J_ /C)(KOZSZ_ K2281+ KOZK2247TO'J_ /C)

+ Ko, Koy (dmoy IC)??,

4g,K2) )
RSPZ_AZ_ |K2247T0'>< /C| )

48182K 0
pp=—pz— RE(Ko,)[Ko,t Koy +dma, Ic]?,
481K 0
Top=—pz Re(Kz,)|Kpdmoy cf?, 2
Where A= | (KOZ+ K22+ 47TO'J_ /C)(K0282+ K2281+ KOZK2247TO'J_ /C) + KOZKZZ

X (4may Ic)?|, c is the speed of light, an&,, and K,, are the components of the
dimensionless wave vector normal to the plane of the 2D system for the incident and
transmitted waves, respectively; they are given by the expressions

KOZ: \/;1 COSG, KZZ: VE2— &1 S|n2 6. (3)

The normal componerk ,, of the wave vector of the reflected wave does not appear
explicitly in the final expression$2) because the equaliti{;,= — K, is used. The
components of the conductivity tensor of a 2D electronic plasma in a magnetic field in
the Drude model are given by the expressions

l-iwr WeT

Uo(wcr)2+(1—iw7)2’ 0-0((»07')2+(1—iw7')2,

O-X_

0, = (4)
where o is the angular frequency of the wave.=|e|H,/m*c is the cyclotron fre-
quency,oo=e?Ng7/m* is the dc conductivity of the 2D electron system in the absence
of an external magnetic field, amdm*, Ng, andr are, respectively, the charge, effective
mass, surface density, and phenomenological relaxation time of the electron momentum
in the 2D system.

As is well known! the magnitudes of the wave vector of cyclotron polaritons in the
plane of a 2D system lie in the range<®,<\max(eq,&,). An external electromagnetic
wave incident at an angle from medium 1 excites in the 2D system forced oscillations
with longitudinal wave number&, = \/e,siné. In order to be able to investigate the
entire range of variation of the wave vector of cyclotron polaritons, we assyme.. It
is obvious that fo= 6, wheredg=sin"1\e, /&, the regime of total internal reflection
of the wave from the interface obtains. As follows from Ref. 3, in this case the quantity
K,, assumes imaginary values.

Most interesting is the behavior of the polarization conversion coeffigtgnof the
wave. The corresponding curves for the case where there is no electron scattering in the
2D system (1#=0)are presented in Fig. 1. The remaining parameters used in the calcu-
lations are characteristic for GaAs/AlGaAs heterostructures with a 2D electron gas. The
choice of values of the static magnetic field that correspond to the results presented is
dictated by the condition of resonant excitation of cyclotron polaritersw,.” It fol-
lows from Fig. 1 thaRg, increases substantially in the total internal reflection regime and
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FIG. 1. Coefficient of conversion of the polarization in the reflected wave versus the angle of incidence: a
Ne=2X102cm 2 H, (kG): 44 (1), 45(2), 46(3), 46.5(4), 47 (5), b) Hy=46 kG;N(102cm™2: 0.8(1), 0.9
(2),1(3),2(4), 3(5); w/2mc=60 cm'!, £,=12.8,s,=1, m* =0.07m,, wherem, is the free-electron mass.

reaches 1 at a certain angle of incidertte fz. For comparison, we indicate that far
from resonant values of the static magnetic field the calculations give a polarization
conversion coefficient less than 1Dfor any angle of incidence of the wave. At reso-
nance(Fig. 1) the extremely high polarization conversion coefficient remains in a quite
wide range of variation of the angle of incidence of the wave. This is explained by the
comparatively weak dependence of frequency of the cyclotron polaritons on the longitu-
dinal wave numbeK, =\, sin6.” It is obvious that for total conversion of the polar-
ization one haf;,,=0. Calculations show that at the poRf,=0 (Rs,=1) the ampli-
tudes of the components of the field of the reflected wave witholarization pass
through zero with their phase changing by

As is evident from Fig. 1, polarization conversion is absentéerfg. Formally,
this is because fof= 6 the transverse componel}, of the wave vector vanish¢see
expressior(3)] and therefore Eqg2) give Rg,=T;,=0. The physical explanation of this
fact is that forK,,=0 the electromagnetic field in medium 2 is a unifo¢papolarized
plane wave propagating in thedirection with wave numbeK,= /s,. It is obvious that
the electric field vector of this wave does not have a component that is parallel to the
plane of the 2D system. Hence it follows that fér 0g the total electric field and
currents in the plane of the 2D system are zero and therefore the 2D system does not
affect the wave reflection process.

In Fig. 2 the dark tone indicates—6 regions win which the polarization conversion
coefficientRs,>0.99 for various values of the surface electron density in the 2D system.
The figure also shows the dispersion curug¥,(6)] of the cyclotron polaritons for the
same values of the surface density. For a low electron density efficient polarization
conversion occurs near the cyclotron polariton frequeney=.) for any angle of
incidence of the wave. This corresponds to the case of weak coupling, when the external
wave induces comparatively low currents in the 2D system. As the electron density
increases, the coupling of the external wave with the 2D system increases, and the
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FIG. 2. Regions of the parametess-6 with the highest polarization conversion efficiency and dispersion
curves for cyclotron polaritons far;=12.8,e,=1, Hy=46 kG, andN, (10"2cm™2): 0.2(1), 1 (2), 2 (3), 3(4).

frequency range in which efficient polarization conversion occurs increases. In this case,
complete polarization conversion occurs at frequencies different from the characteristic
oscillation frequencies of the 2D system.

The effect of electron scattering in the 2D system on the polarization conversion
efficiency is demonstrated in Fig. 3. It is evident that a high conversion efficiency re-
mains even in the presence of electron scattering if the electron density in the 2D system
is high. At the same time, if the coupling of the external wave with the cyclotron oscil-
lations in the 2D system is wedlow electron density electron scattering suppresses the
polarization conversion effect almost completely.

In conclusion, we note that the solution of the problem of the incidence a-an
polarized wave on a 2D electron system gives the same values for the polarization

conversion coefficientsR,s=Rs) in the total internal reflection regime. This attests to a
reciprocal character of the polarization conversion proces#¥of, .

We thank Yu. A. Kosevich for calling our attention to the problem of resonant
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FIG. 3. Curvesl and 3 correspond to the case when there is no electron scattering in the 2D system (1/
=0); curves2 and4 correspond to I=10'" s, Curvesl and2: Ng=2X 10" cm™2, H,=46 kG; curves3
and4: Ng=2x 10" cm 2, H,=45.3 kG. All other parameters are the same as in Fig. 1.
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Self-deflection of laser beams during holographic
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We have observed dynamic deflection of laser beams reflected from a
crystal surface during recording of dynamic holograms in a photore-
fractive crystal. A theory describing the principal experimental facts is
presented. The model takes into account the nonlinear interaction of
space-charge waves. @999 American Institute of Physics.
[S0021-364(09)00516-3

PACS numbers: 42.70.Ln, 42.70.Nq, 42.40.Ht, 42.65.Hw

In photorefractive crystafsan electric-field grating is formed when holograms are
recorded, and this grating gives rise to a refractive-index grating as a result of the
electrooptic effect as well as to elastic stress and strain gratings due to the piezoelectric
effect. A periodic relief of the crystal surface, giving rise to diffraction of the recording
(or reading beams from the surface, can arise under certain conditions. Such diffraction
has been observed in stétand dynamit regimes. In the latter case the recording was
done by an interference pattern oscillating around an average position, and the oscilla-
tions themselves arose because one of the recording beams was phase-modulated. A
theoretical analysis of the surface relief during holographic recording is given in Refs.
4—6 for several specific situations. In the present letter we report a different effect:
self-deflection of the writing beams from the crystal surface during the recording of a
hologram in a photorefractive crystal. This effect is also due to space-charge fields of the
holographic grating and the piezoelectric effect, but it is not related with the periodic
relief of the surface and the diffraction of light by this relief. The self-deflection effect
can be explained by the nonlinear interaction of a static grating of photoexcited carriers
with the traveling wave of the space-charge field.

The experiment was performed as follows. An approximately cubigSBD,,
(BSO) single crystal with 3 mm edges was chosen as the object of the investigations. The
front face (parallel to the(110 crystallographic planewas optically ground and pol-
ished, while the back face was worked with coarse emery cloth to minimize reflection
from it, since preliminary experiments showed that the beams reflected from the back
face give rise to additional gratings that make it difficult to interpret the experimental
data. An electric fieldE, (Fig. 1) was applied to the side facésong theg[001] axis). The
front face was illuminated with two beams from a Coherent DRSS-532-2605@32
nm) laser, one of which was phase-modulatadth frequencyQ =2=f and amplitude

0021-3640/99/70(4)/5/$15.00 260 © 1999 American Institute of Physics



JETP Lett., Vol. 70, No. 4, 25 August 1999 Petrov et al. 261

. o—] T -

FIG. 1. Diagram of the experimental arrangement— crystal,2 — photodetector3 — screen;lg, Ig —
beams recording a hologram. The dashed lines show the deformation of the crystal accompanying the applica-
tion of a uniform electric field along th01] axis.

0). Measurements of the ac signal in the reflected beam were performed using two
different variants for illumination of the photodetector. In the first case the reflected beam
was incident completely on the photodetector, and the signal due to two-wave interaction
as a result of diffraction by the surface relief of the sample could be detected as was done
in Ref. 3. The signal due to small deflections of the beam cannot be detected here, since
the aperture of the photodetector was several times greater than the beam cross section. In
the second case, a screen covering approximately half the beam cross section was placed
in front of the photodetector; this made it possible to detect oscillations of the position
(deflection of the beam or changes in its transverse cross section. In what follows, for
simplicity we shall call the signals detected in the first case diffraction signals and those
detected in the second case deflection signals. Figure 2 shows the dependence of the
deflection and diffraction signals on the phase-modulation frequency for two spatial

U. arb. units
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FIG. 2. Deflection and diffraction signals versus the phase-modulation frequency for two angles between the
incident beamsD — frequency dependence of the diffraction signalfier20 mni t, E,=10 kV/cm;® and

A — frequency dependence of the deflection signalsifer20 mni ! and »=135 mni'l, respectively E,

=10 kV/cm).
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FIG. 3. Deflection signal®, »=80 mni ') and diffraction signal M, »=20 mni 1) versus the external
electric field. The deflection signal was measured at frequencies corresponding to resonance, and the diffraction
signal was measured &t 1000 Hz.

frequencies ¢) of the recorded gratings, i.e., for two angles between the incident beams.
For other values of (120, 80, 40 mm?) the experimental data for the deflection signals
have a form qualitatively similar to that presented in Fig. 2, but the position of the
maximum and the absolute value of the signals depended We note that the deflec-
tion signals depend linearly on the photodetector—crystal distance, while no such depen-
dence was observed for the diffraction signals. The diffraction signals could be observed
only for comparatively low spatial frequencies, and they were not observed=fa35
mm L.

Figure 3 shows the intensity of the detected signals versus the applied electric field.
The dependence is quadratic for the deflection signal and and linear for the diffraction
signal. Moreover, it was found that mechanical pressure applied alongD@ig axis
produces a linear shift of resonance frequencies as a function of pressure.

The theoretical interpretation is based on taking into account the nonlinearity of
space-charge formation during the recording of holographic gratings in photorefractive
crystals! The traveling space-charge field grating, proportional tdigkp—Qt)], inter-
acts with the static photoexcited carrier grating, proportional to e, which leads
(as a result of the multiplication in the expressidor the current density(x,t)) to the
appearance of a fielH .~ exp(—iQt) which is uniform over the sample but oscillates in
time. Herek=2mv is the wave number of the grating. The fidl], gives rise via the
piezoelectric effect to elastic displacement of the sample suffa@edirection normal to
the surfacg which is the reason for the shiftlisplacementor deflection of the beam
reflected from the surface. For uniform displacement of the crystal surface, the reflected
beam will shift by an amount that depends on the displacement of the crystal surface and
the angle of incidence. An exact calculation using the scheme of Ref. 7 but assuming that
the crystal is powered by a current source and not a voltage s@scgas done earligr
gives the following expression for the detected deflection signal:

Uou= Cd14Esc, (1)

wherec is a certain coefficient that depends on the geometry of the experiftient
position of the screen, the photodetector—sample distance, the angle of incidence, and so
on), d,,=40.5<10 2 C/N is the piezoelectric coefficiefit,
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Esc=Eqm2d6f(w)cog Qt+ ), (2

m is the contrast of the interference pattern in the samplis, a phase that depends on
the frequencyw= 7y (7 is the Maxwellian relaxation timed=kLq (Log=u7Eq is
the drift length of the carriersy is the mobility, andr is the carrier lifetimg

f(0)= o{(1+ 0H/[(1+ 02)(1+ 20X (1—d?)+ w*(1+d2)2) ]} V2 (3)

It follows from this expression that the frequency dependence of the output signal is of a
resonant character, with the resonance frequéfoyd>1)

Q,~Uryd~(kurryEq) L. 4

It is well known' that for BSO the produgt 7~ (1—8)Xx 10~ ** m?/V. Correspond-
ingly, for Eq=10° V/m andk=2x10° m~ ! we haved~2—16. The Maxwellian relax-
ation time r, depends on the illumination, and in our cagg~10 >—10 * s,

Comparing the formulas obtained and the experimental data shows good qualitative
agreement between theory and experiment. The proposed theory explains, first and fore-
most, the fact that the beam is displaced over the aperture of the photodetector and the
existence of a resonancdahen the excitation frequency equals the characteristic fre-
quency of the space-charge wAv& he theory agrees with the experimental dependences
of the position of the resonance on the spatial frequency and with the quadratic depen-
dence of the amplitude of the output signal on the external fielg (- ES). Moreover,
the model proposed makes it easy to understand the reason for the shift in the resonance
as a function of the pressure. The point is that when pressure is applied to the sample, an
electric field appears as a result of the piezoelectric effect. This field adds to the external
field, and the total field, which depends on the pressure, will appear in the expression for
the resonance frequendy). The proposed theory also explains the difference in the
dependence of the magnitude of the output signal on the spatial frequency between the
deflection signalthe signal increases witk) and the diffraction signalwhich decreases
with increasingk (Ref. 3)]. At the same time, the computed and observed values of the
deflection signal amplitude differ from one another by one or two orders of magnitude
and, moreover, the model of an absolute uniform figld(t) does not explain the ex-
perimentally observed dependence of the detected signal on the photodetector—crystal
distance. In our opinion, this is because the field inside the crystal is nonunigmen
cifically, because of near-electrode phenomgnaith a characteristic nonuniformity
length much greater than the period of the holographic grating. In this case the induced
field, which we calculated, and the deformation of the sample will also be nonuniform,
and the output signal will be related not only with the displacement but also the angular
deflection of the beam incident on the photodetector. In the case of angular deflection of
the beam, the signal magnitude will depend on the crystal-photodetector distance, while
the absolute value of the signal can be much greater than for displacement of the beam.
On the whole, this agrees with experiment. For a nonuniform field, focusing and defo-
cusing of a beam will also occur.

In conclusion, we note that in the present letter we reported the observation and give
an explanation of a new effect in photorefractive crystals — dynamic deflection of beams
reflected from a crystal during the recording of an oscillating interference pattern. This
work was performed as part of a project of the Russian Fund for Fundamental Research
(Grant No. 98-02-18254



264 JETP Lett., Vol. 70, No. 4, 25 August 1999 Petrov et al.

*Je-mail: mpetr@shuv.pti.spb.su

IM. P. Petrov, S. I. Stepanov, and A. V. KhomenRhotorefractive Crystals in Coherent Optical Systems
(Springer-Verlag, Heidelberg, 1991

2A. M. Bliznetsov, M. P. Petrov, and A. V. Khomenko, Pis'ma Zh. Tekh. BiX9), 1094(1984 [Sov. Tech.
Phys. Lett.10(5), 463(1984)].

3S. Stepanov, N. Korneev, A. Gerwens, and K. Buse, Appl. Phys. T2t879 (1998.

4S. M. Shandarov, Zh. Tekh. Fi56, 583(1986 [Sov. Phys. Tech. Phy81, 352(1986].

5S. M. Shandarov and B. M. Shandarov, Zh. Tekh. 6@, 106 (1990 [Sov. Phys. Tech. Phy®5, 199
(1990].

6S. M. Shandarov and N. I. Burimov, Izv. Vyssh. Uchebn. Zaved. $iZ5 (1997).

V. V. Bryksin and M. P. Petrov, Fiz. Tverd. Te{§t. Petersbusgd0, 1450(1998 [Phys. Solid Statd0, 1317
(1998].

8V. I. Chmyrev, L. A. Skorikov, and M. |. Subbotin, Neorg. Mat&.269 (1983.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 70, NUMBER 4 25 AUGUST 1999

Far-IR radiation of hot holes in germanium for mutually
perpendicular directions of uniaxial pressure and
electric field

V. N. Bondar and A. T. Dalakyan
Institute of Physics, Ukrainian National Academy of Sciences, 252650 Kiev, Ukraine

L. E. Vorob’ev and D. A. Firsov
St. Petersburg State University, 195251 St. Petersburg, Russia

V. N. Tulupenko*’
Donbass State Machine Building Academy, 343913 Kramatorsk, Ukraine

(Submitted 14 July 1999
Pis'ma Zh. Esp. Teor. Fiz70, No. 4, 257—-26125 August 1999

The advantages of crossed directions of an electric field and uniaxial
pressure over a parallel configuration for obtaining lasig: (00 m)

in p-type germanium are substantiated. The results of the first experi-
ments investigating far-IR emission for mutually perpendicular direc-
tions of the field and pressure are reported. The pressure dependences
of the radiation intensity in various electric fields are explained by the
different hole occupation of the states of an impurity center which are
split by uniaxial pressure. €1999 American Institute of Physics.
[S0021-364(09)00616-1

PACS numbers: 42.55.Px, 78.40.Fy, 42.72.Ai

ON THE POSSIBILITIES OF DEVELOPINGA GERMANIUM LASER FOR THE
FAR-IR RANGE AT T=77 K

In the 1980s a series of active devices for the fardfR) range based op-type
germanium was developédThe most powerful device was a laser operating on inter-
subband hole transitions in crossed electB} and magneticB) fields? Unfortunately,
these devices can operate efficiently only at liquid-helium and liquid-hydrogen tempera-
tures, which limits their applications. For this reason, the development of FIR-range
lasers operating at liquid-nitrogen and higher temperatures is a central problem in semi-
conductor physics. Lasing\¢é 100 xwm) which was observed in Ref. 3 to arisepftype
germanium(!) for a parallel configuration of the electric fielgF, E=1.5-3 kV/cnm) and
uniaxial pressuréUP, X~7 -8 kbar forE | X ||[111]) offers some hope for solving this
problem. This conclusion can be drawn on the basis of a comparison of the single-pass
optical path lengths in the active medium that are required for compensating the losses
and for onset of lasing in a cavity, based on total internal reflection, for a laser operating
on intersubband transitions in crossed electric and magnetic fields &nd for a laser
under uniaxial compressidr(lgy): in the first case gg=80-100 mnt, while in the
second casby<4 mm?3

0021-3640/99/70(4)/5/$15.00 265 © 1999 American Institute of Physics
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FIG. 1. Schematic representation of the structure of the valence band of uniaxially straitgch€matically
for pressureX> X, Where a resonance state appears.

If it is assumed that the main losses are due to diffraction radiation, then for the
values ofl gz andl ¢y indicated above, the gain of the active medium for ladiagt least
an order of magnitude greater than for a laser operating on intersubband transitions. At
the same time, it should be noted that the geometry with a parallel arrangement of the EF
and the UP is suboptimal from the standpoint of device applications, and in this respect
it loses to the crossed-configuration geometry for a number of reasons. In the first place,
a static domain with a strong EF, the existence of which leads to high threshold pressures,
has a negative effect on stimulated emis$iorh domain arises as a result of a change in
the hole mass at the inflection point of the dispersion cue(k® for E || X.® We note that
there is no such feature f&L X (see Fig. L In the second place, the single-pass optical
path length in the active medium for paralleland X is several times smaller than for
crossed orientations. Finally, in the latter case exterior mirrors can be used as cavities,
which is technically difficult to implement for parallel directions.

The physical reason for the appearance of stimulated emission is inversion in the
hole distribution on UP-split impurity statédt is known that UP lifts the degeneracy of
hole subbands fok=0 and for impurity state®and as the pressure changes, each of the
split impurity levels follows its own subband. F¥i> X, (X,e=2.8 kbar forX || [100]
and X,.=4 kbar for X || [111]) the upper split levek, (ground statglies in the con-
tinuous spectrum of the bottom subbaad and becomes resonant. As a result of the
effective resonance scatterifigapping of holes? it is partially filled. At the same time,
the lower impurity level _ in the gap is emptied as a result of breakdown in a strong EF.
It turns out that the fact that the depth of the upper impurity level relative to its
subbande ., , is much greater than the corresponding valué ofis favorable for inver-
sion.

The results of an investigation of the effect of resonance states on electric current
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FIG. 2. g Splitting of the valence subbands of the ground and excited states of impurity levels as a function of
the pressured, , ande_, are the energies at the bottoms of the corresponding hafile wide arrows show

the transitions corresponding to the a maximum spectral sensitivity of the photodete(®a Ge~ 100 um).

b) Radiation intensity versus the uniaxial pressiNg—Np~7x10"%cm 3, T=4.2 K, X || [111], E, kV/cm:
1—052—10;3—14,4—1.7;5—1.8.

flow with EL X for Ge samples cut in various crystallographic directions soXHgt111]
and X || [100] were presented in Ref. 10. In the present letter we report the results of
investigations of radiation in the range=100 um (the maximum of the spectral sensi-
tivity of a Ge:Ga photodetector with quartz and black polyethylene fjltfns similar
rectangular samples with orthogonal directions of the EF and UP Rtl#.2 K. The
optical signal was recorded with a recorded with pressure scanning and electric field

pulses with a constant amplitude. The pulse repetition frequency was about 70 Hz, and
the pulse duration was 04s.

EXPERIMENTAL RESULTS

Figure 2 shows the computed dependences of the positions of the valence subbands
of Ge (Ref. 8 and the levels of the ground and excited states of a shallow Ga impurity
(concerning the construction of these curves, see hetmnthe splittingA between the
subbands and the experimentally determined pressure dependences of the spontaneous
radiation intensity for one of the experimental sampl¥d|[111]). We note the corre-
spondence between the abscisggs:aX, a=4 meV/kbar.

The nonmonotonic behavior of the radiation intensity is interesting. We attribute the
increase in the optical signal near 2.5 kbar to optical transitions from a group of the first
excited stateg , exciteq (Which become resonant fot>1 kbap to the ground state level
e_ . The subsequent decrease of the signal with increasing pressure seems to be due to
broadening of these states and a decrease of their depth below the bottom of the upper
subband, which results in their being emptied in a strong EF. The maximum near 5 kbar
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FIG. 3. Radiation intensity versus the UP B&4.2 K: 1 — X || [100], NA—Np=~2x10"“ cm 3, E=2.2
kVicm; 2 — X || [111], N\—Np~7Xx 10" cm™3, E=2.0 kV/cm.

could be due to transitions between the ground stateand e . We note that in this

case the parity forbiddenness of the states is lifted by the presence of a strong EF. Similar
transitions have been observed for parallel orientations of EF antliPig. 2 the wide
arrows show the repective optical transitions with the same photon energy, corresponding
to the sensitivity peak of the photodetector.

The pressure dependences of the position of the leveklere obtained by passing
a smooth curve through three points. The first point is the depth of the Ga level in
undeformed Gd11.3 meVj. The second one corresponds to the appearance of a reso-
nance levellapproximately 16 me)/ and the third one, for the case of high pressures
A =40 meV(this point falls outside the limits of the figurevas taken from Ref. 11. The
first three excited statéswith their broadening taken into account, are shown by a single
wide bande, ¢,citeg @nd were constructed in a similar manner. To ensure a unified ap-
proach, the dependences ande_,.igwWere found similarly, even though the positions
of these levels as a function of pressure are well known from experifieatsi
calculations:® and they agree well with the values obtained by the indicated method.

Qualitatively, we explain the relative position of the curves at the first maximum
(Fig. 2b as follows. For appreciable spontaneous emission, the population of the lower
states should not exceed that of the upper states. For a relatively we@kiiEsl and
2), the levele_ remains populate¢the incomplete emptying of the ground state of the
impurity, in approximately the same fields, can be explained by a dip in the lasing region
in the range 120—16@.m for a laser working at intersubband hole transitions in Ge in
crossedE and B fields'¥). As the EF increases, the hole population of the lexel
decreases, and appreciable spontaneous emigsiove 3) arises. As the EF increases
further, the excited states, o,iteq are also emptied, apparently because of breakdown
and transition of holes into the hole subbangd,. As a result, the spontaneous emission
intensity decreasegurves4 and5).

The conclusion concerning the transition of holes into the hole subband is confirmed
by the fact that at the second maximum the alternation of curves with increasing EF does
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not occur. In this case, emptying of thke level (ground statedoes not occur because of

its large depths, below the bottom of its subband. At the same time, sificalecreases

with increasing pressure, in identical electric fields the population of the &evalill be
smaller for 5 kbar than 2.5 kbar. This is reflected in the fact that the increment to the
radiation intensity and the values of the maxima themselves are greater for 5 kbar than
2.5 kbar.

Results similar to those presented in Fig. 2 were also obtaine {dr100] («
~6 meV/kbaj. If the radiation intensity is plotted as a function of the splittingather
than the pressur¥, then the positions of the maxima on the abscissa will be practically
the same for both directions of the pressure.

On this basis, it is not surprising that for some samples a jump in the optical signal
by two orders of magnitude was observed at the maximum of the spontaneous emission
(see Fig. 3 We note first that the pressures corresponding to the threshold increase in the
signal make it possible to attribute the signal to the appearance of resonance states
Then it can be concluded, by analogy to Ref. 3, that in strong EFs lasing on total internal
reflection modes arises due to intracenter inversion in the hole distribution.
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A new approach for investigation of the generation of fast ions and hot
electrons inside the same plasma volume in laser-produced plasmas is
proposed. It is based on the spectroscopic observation of line radiation
from singly and doubly excited levels with simultaneous high spectral
and spatial resolution. The experimental results demonstrate the obser-
vation of fast ions from highly charged target material inside the
plasma volume and suggest that the generally accepted scaling relations
are seriously invalid under certain conditions. Even at rather modest
intensities ions with energies of several MeV are observed.1999
American Institute of Physic§S0021-364(09)00716-1

PACS numbers: 52.50.Jm, 52.25.Jm

When laser radiation interacts with solids a large number of particles, both light
(electron$ and heavy(ions), can be accelerated to velocities of directed motion substan-
tially exceeding thermal ones. This effect was found at the beginning of the 19%0s.
the present time such acceleration has been observed in plasmas created by laser pulses of

0021-3640/99/70(4)/7/$15.00 270 © 1999 American Institute of Physics
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various duration, wavelengths, and intensities. The analysis of quite a number of different
experiments carried out on 25 laser installations has yielded the empirical dependence of
the mean energy of fast particles on the paramgiér(q is the laser flux density and

is laser wavelengthover a wide rangeg\?= (10— 10 W - u m?cn? (Ref. 2. For
parametergi\ >< 10"W - u m?/cn? this dependence was determined from the results of
experiments~3atgr2=10"*W - u m?/cn? the mean energy of fast ions does not exceed
values of about 1 keV/amu. This empirical estimate agrees quite well with known theo-
retical mechanisms of fast ion generatidit®However there are known also experimen-

tal resultd”*® which do not fit into the generally accepted scaling relationsgat
=10"W.-u m%cm? a mean energy of fast ions of about 10 keV/amu was observed. At
present there is no comprehensive theory available which can account for the presence of
fast particles outside the scaling relatiéns.

In all these previous experiments the mean energy of the fast ions was determined
through time-of-flight measurements with Faraday cups, from the arrival of the peak
signal of the fast ions. It is not obvious, however, that energy measurements outside the
plasma correspond directly to the energy of the fast particles inside the plasma volume
where the laser interaction takes place. The same drawback pertains to measurements of
hot electrons.

The present paper reports experiments employing a quite different approach for the
measurement of fast particles: registration of the emission lines from the target ions by
means of spherically bent mica crystalsg technique which provides simultaneous high
spectral and spatial resolution and non-Maxwellian spectrum andféfsThe experi-
mental results obtained show that even for rather modest intensities it is possible to
accelerate ions to energies of directed motion of up to 100 keV/amu inside the plasma
volume.

Experiments were carried out at the “nhelix-laser” installatioranosecond high-
energy laser for heavy ion experimeng GSI in Darmstadt, Germany. The “nhelix” is
a Nd-glass/Nd-YAG laserNj,s= 1.06um) with a pulse duration of 15 ns and an energy
up to 100 J. The present experiments, however, were performed with an energy of 17 J.
The laser radiation is focused with a planoconvex lehameter 100 mm, focal length
f=130 mmn) onto a solid Teflon(CF,) target. In order to obtain different laser intensities
at the target, the distance between the lens and the target was chiaggedving the
lens. Investigation of the intensity inside the focus showed that no hot spots appeared.

Soft x-ray line radiation was recorded simultaneously by two spectrographs with
spherically bent mica crystals. The mutual arrangement of laser beam, targets and spec-
trographs is shown schematically in Fig. 1a. The radii of curvature of the two crystals
were 150 mm(No. 1 in Fig. 1 and 100 mn{No. 2 in Fig. 1B. Both spectrographs were
installed in the FSSR-2D scher®?® This allowed the recording of spectra with spectral
resolution of A/AN=3000-5000 and spatial resolutiorfwith one-dimension of
ox=25—45um. The first spectrograph recorded the plasma radiation in the direction
parallel to the target surface, and the second one at an angle of 55°. Spectrographs were
tuned on the spectral range= (14— 15) A, containing the resonance line Jythe tran-
sition 2p—1s) of the H-like ion FIX and the Hg line (transition 1s3p'P;—1s?%) of
He-like FVIII. Examples of the spectrograms are shown in Fig. 1b. The diameter of the
emission area parallel to the target surfagec¢ordinate¢ was 540um (FWHM) for the
Ly, line and 810um for the He; line. Investigations with a pinhole camera show that the
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(a) x

Teflon La_ser pulse:
target E_‘ 174,
¥ 1=15ns

to the 1-st spectrograph to the 2-nd spectrograph

(b) Hey FVIII Ly, FIX
E 18
(1) %14.
£ 10}
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| s
14.46 1498 A A

FIG. 1. Scheme of the experime(d#) and examples of spectrogrartty obtained for different directions of
observation1 — parallel to the target surfac,— at an angle of 55° to the target surface.

Ly, emission region is about a factor of 2 smaller than those measured with the pinhole.
Moreover, the observed long extended halp to about 1 crhwas identified as the
emission of the He-like resonance and intercombination line, Hies2p'P,—1s? and

Y ,,=1s2p®P;— 1s?, respectively. We note that for a spot size of 540m we obtain an
averaged intensity of 8 10" W/cn? at the target.

From Fig. 1b we can see the anisotropy of the spectral characteristics of the plasma
radiation. Spectral lines recorded by the first spectrograph and, consequently, radiated in
direction parallel to the target surfaGee., in direction perpendicular to the direction of
the predominant plasma expansioare rather narrow and have the symmetrical line
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FIG. 2. Profile of the Hg line of the ion FVIII, radiated by a laser-produced plasma in the direction parallel to
the target surfacél) and at an angle of 55° from the target surf&2p

shape(see also Figs. 2 and).3Contrary to this, spectral lines recorded by the second
spectrograph have strongly asymmetric profiles with enhanced short-wavelength wings.

It is possible to show that observed line profiles can not be explained by Stark effect
in a dense plasma. For example, the theoretical results obtained fotihg of FIX are
presented in Fig. 4. The line profiles were calculated taking into account the quasistatic
ion microfield Stark broadening, the broadening due to elastic collisions with electrons,
and the Doppler shifts, in the form

* w (OFX) Awaﬁ Ya
Salw)=— DAZI; Aalj (T P.(Z;,B)dB;

hereA ., is the transition probability for the sublevel with the parabolic quantum numbers
a=(nq,n,,m), V(x,y) is the Voigt function with the Doppler widtly and the collision
width vy, for each sublevelaccording to Ref. 24 Aw,, is the linear Stark shift of the
sublevel in the fieldF,=Z;e/r2, r,=0.62N, 3 is the mean separation between ioBs,
andN; are the mean ion charge and densRy(Z; ,8) is the distribution function of the
ionic field F=F8, which takes into account the Debye screening and ion correlation
effects?® The parametea=r,/rp, andrp is the Debye length.

Ly, FIX

2 30000 - 2)

= 25000 |- m

73

5000 . . . . . . .
-0.030  -0.025 0020 -0.015 0010 -0.005 0 0.005 0.010
(-2 )A

FIG. 3. Profile of the p—1s line of the ion FIX, radiated by laser-produced plasma in the direction parallel to
the target surfacél) and at an angle of 55° from the target surf&2p
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FIG. 4. The profiles of the 2-1s line of the ion FIX, calculated with allowance for the quasistatic ion
microfield Stark broadening, broadening due to the elastic collisions with electrons, and the Doppler broadening
for a plasma withT,=T;=250 eV.

It can be seen from Fig. 4 that even at a plasma demity 10°*cm™2 the Stark
effect has no substantial effect on either linewidth or line shift, and it cannot explain the
experimental results.

The only, and very obvious, reason for such a difference of the spectra is the
Doppler upshift of the frequencies of photons radiated in the direction of the predominant
motion of ions. In this case the photons recorded by the first spectrograph experience
practically no frequency shifthe transverse Doppler effect is negligibl&he asymme-
try of the lines recorded by the second spectrograph is connected with anisotropy of the
microscopic movements of plasma from the flat massive tdtgetplasma can expand
only away from the target, i.e., in direction toward the spectrogrdptom the densito-
grams presented in Figs. 2 and 3 it is seen that a significant number of photons show a
relative frequency shift of X\ —\)/\o=(0.5—1.5)x 10" 2. These values corresponds to
ion velocities in the direction of observation W= (1.5—4.5)x 10° cm/s. From these
figures we can also see, that the velocities of fast H-like ions FIX and their concentration
is higher than for He-like ions FVIII. The symmetrical shape of the profiles of lines
recorded by the first spectrograph means that the motion of fast ions occurs normal to the
target surface. It means that the perpendicular velocity component of their motion is
1/cosb5%=1.74 times greater thavi,,s. Hence, the energy of fast ions FIX in our ex-
periments was about 2.5 MeV.

Figure 5 shows the space resolved, Hime, the intercombination line Y and the
Li-like dielectronic satellite spectras2Inl’ —1s?2| (registration with a third spherically
bent mica crystalR=100 mm, same shot as in Fig. 1b, No. Even for distances
x~0.8 mm, strong Doppler-shifted wings of the Héne are observed, and closer to the
target the wing structure is even more pronoun¢ed note that the so-called “blue
satellites’®® cannot be the cause of the observed line wing asymmetry in ouy. Gase
spectral distribution of the dielectronics2l2]’ satellites(indicated agyr, a—d, jkl; for
satellite designations see Ref.)23 sensitive to hot electrons. Figure 6 shows the non-
Maxwellian collisional—-radiative calculations for an optically thick plasma carried out
with the MARIA codes? It can clearly be seen that with an increasing fractigg
(relative to the bulk electrons with density.(bulk)) of hot electrons(with density
ne(hot))
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FIG. 5. Space-resolved Hemission. The laser beam was perpendicular to the target, the angle between target
and spectrometer was 45%;is the distance from the target surface.
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the intensity of theyr satellites increases relative to tHesatellites. This effect is based

on the increased collisional inner-shell excitation of tire satellites from the Li-like
15221 states by hot electrons, whereas for jkesatellites the dielectronic capture chan-
nels still dominate. Note that ion abundances are simultaneously calculated for non-
Maxwellian electrons to take into account the shifted ionic populations for different
charge states. As can be seen from Fig. 6 the shift to higher ionization Gtatesed by

0.01 %

0%

0926 0928 0.930 0.932 A(nm)

FIG. 6. Hot electron diagnostic based on the relative intensities of the Li-like dielectronic satgtlitas-d,
kj. The parameters for the non-Maxwellian collisional radiative MARIA modéfirare: nuclear chargé,
=12, bulk electron temperatuteT,,,= 100 eV, electron densitp,=10"cm™ 3, plasma sizd_.4=500 um,
beam “temperature’k Tyeari= 3 keV. With increasing fraction of hot electrons, the satellites rise relative to
the jk satellites.
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increased ionization processes involving hot electrdngs not compensate the increased
inner-shell excitation. Density variations showed that for our range of parameters, redis-
tribution effects inside thesRI 2|’ satellite structure can not be made responsible for the
gr/jk intensity interplay shown in Fig. 6.

In conclusion, we have developed a new diagnostic for the investigation of fast ion
and hot electron generation by means of space-resolved high-resolution x-ray spectros-
copy. Fast ions and hot electrons can be investigated inside the plasma and also inside the
same plasma volume. The experimental results demonstrate that MeV ions can be gen-
erated at intensities much lower than predicted by scaling relations. According to the
existing theoretical analyses based on quite a number of experimental résadts
review?), such ion energies can arise only at much higher valtves orders of magni-
tude higher values of the parametpx?).

This work was supported in part by INTAS Grant 97-2090.
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The motion of plasma electrons in a stochastic electromagnetic field is
studied in the low-conductivity limit. It is shown that under very gen-
eral conditions, in the presence of a nonzero average chirality of the
small-scale electromagnetic field, the effective current depends on the
curl of the applied electric field,= cE+ o, curlE, just as for similar
dependences for the electric displacement and magnetic induction vec-
tors in optically active and artificial chiral media. Under certain condi-
tions such an Ohm’s law leads to growth of the magnetic field, the
structure of the growth being dependent on the conductivity of the
medium. © 1999 American Institute of Physics.
[S0021-364(99)00816-9

PACS numbers: 52.40.Db, 52.24.

In recent years investigators have been specially drawn to phenomena arising in the
context of chiral electrodynamics. The generalized laws expressing the relationship be-
tween the inductiongmagnetic induction and electric displacemeatd field intensities
(magnetic and electric fielflsare used as a basis for studying such phenomena. For
example, the electric displacement is representéd’as

D=gyE+¢,curlE. 1)

HereE is the electric fieldg, is the permittivity of the isotropic medium, and, is a
pseudoscalar chirality parameter.

The breaking of the mirror symmetry of micromotions should also lead to a gener-
alization of Ohm'’s law for the current:

j=ocE+ao,curlE. 2

Here o and o, are, respectively, the conductivity and the chirality parameter.

One possible cause of chirality is asymmetry of the structure of the substance,
specifically, the right—left asymmetry of molecules. At the same time, substances with a
simple structurgfor example, an electron—proton plasnt® not have this possibility.

For them chirality can arise either as a result of reflection-asymmetric motions or because
the electromagnetic fields possess such a property. For this, for example, it is sufficient
for the random electromagnetic field to possess nonzero avetAgesrlA) (A is the
vector potential{ ...) is the ensemble averageReflection-asymmetric effects in the
current have also been taken into account previously in the analysis of the generation of
large-scale magnetic structurésee, for example, Ref. 4 and the bibliography given

0021-3640/99/70(4)/6/$15.00 277 © 1999 American Institute of Physics
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therein). However, this was not done sufficiently systematically, which, specifically, in
the approximation of electronic magnetohydrodynaniiE¥IHD) cannot lead to the cor-
rect form of Ohm’s law. We note in conclusion that the possibility of the existence of Eq.
(2) also follows from the representation of Ohm’s law in a plasma in terms of the
correlation function of microcurrentsif it is assumed that mirror symmetry of the latter

is broken.

Let us consider the motion of electrons in a stochastic electromagnetic field with
prescribed correlation properties. Taking into account the inertia of the electrons will
enable us to prove the validity of the generalized Ohm’s(2wn a plasma with random
chiral fields and to calculate directly the parametersnd o,. We consider the case
where the ion motion can be neglect@&MHD approximation.

Let us assume that initially a regular large-scale nonuniform electric-field perturba-
tion, weak enough to change substantially the correlation properties of the fluctuations of
the electromagnetic fields, is imposed initially on the system. We note that in Ref. 6 the
behavior of plasma in a completely isotropic electromagnetic random chiral field was
investigated in the kinetic approximation, and the properties of the velocity distribution
function of the charged particles were analyzed. However, in Ref. 6 there was no average
electric field and Ohm’s law was not studied.

Let us write for the velocity of the electrons

1
E+ E[VX B]

dv e

dt me

: 3

Decomposing the electromagnetic field into a sum of a large-scale slow component and a
fast small-scale componefwith zero average we write

E=(E)+E, B=(B)+B. (4)
As already mentioned above,
(E)<(EHY  [(B)<(B)™

Switching to the Fourier representation, we write

A ~ 1 R ~
—iw(v(k,w)) = —{ (E(k,w))+ gf [(v(g,s)xB(k—qg,w—s))]dqds]|. (5

e
me
The correlation(V(q,s) X é(k—q,w—s) can be expressed in terms of the cumulants of
the stochastic magnetic field according to the Furutsu—Novikov—Donsker formula
(U(0,5) X B(k—q,w—s))

S0i(a,s) | - )
:sijkf <Wﬁl,v\/’)>(Bm(k’,WI)Bk(k_q,W_S)>dk/dW,+8ijk

6%V;(a,9) ~ . .

xJ _ : (Bo(K',W)B (K", W) B,
OBk’ ,w") 6B (K", w")

X (k—q,w—s))dk’dk"dw'dw’+ .. ®
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The variational derivativeéé\?j(q,s)/5l§m(k’,w’)) satisfies the equation

ovi(q,s es
s 2alas) =——sj|mq—|25(s—w')5(q—k')
Bk’ w)[ Mg
e R , , e
+m—eC8j|m<V|(q—k ,S—W )>+m_ecsjlr
XJ 5\7I(q,15,) <é( ’ /)>d /d ' e
—_ g—q’',s—s g'ds'+ —=¢,
SB (k' w) [ mec "
5%v,(q’,s") .
x| — - Qnl(a—q',s=s"). (7)
oBn(k',w")éB,(q' —q,s" —s)

Here

(Bm(K',W)B(k—0q,w=5))=Quk—qw—5)8(k—q+k')S(w—s+w').  (8)

For uniform isotropic gyrotropic fluctuations the correlation tensor has the form

- dmdk | Em(d,s)  Hw(a,s)
ka(qu):<5mk_ qz ) 47Tq2 +1 87Tq4 Smktqt- (9)

The equation for the second variational derivative contains the third, and so on. In the
general case the problem is not closed. The systematic procedure proposed in Ref. 8 can
be used to take into account correlation times which are not short. In the present letter we
confine our attention to the limit of fluctuations which a¥eorrelated in time. Then the

first term remains in Eq(6), which is identical to the Gaussian approximation. This is a
good approximation for short correlation times also. The last term in(Bqis zero.

Then, taking into account the nonuniformity of the average magnetic field up to second
order in the perturbation theory, we obtain

<M>:—iisjlm%(s—w’)a(q—k'mis». (WK s
5Bm(k/’W/) meC q2 Snl:.c Jim
1/ e \? P A
—W')>+§<m_ec) 8j|r8lpmk_'p2<Br(q_k’vS_W,»' (10

The higher orders, assuming the perturbations of the average fields and currents to be
small, can be neglected. Substituting expressidh into Eq. (5) and integrating oveq

ands, in the limit of a random process which &scorrelated in timgthe temporal part of

the correlation function is 2,,,6(t—t")], we find that the average equation of motion of

an electron in a weak nonuniform electric field against the background of uniform fluc-
tuations of the electromagnetic background has the form
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2l e\ el . 2e[ e\ _ .
(—'W+§ m_ec) (B )Tcor)<V>—E(<E>—§E<@) T (ABIKX(E)]
2 el e\, , -
+§m—e m_ec) Ty (AIKX[kX(B)T ], (D)

where the effective transport coefficients are directly related with the average energy,
helicity, and squared rotational component of the vector potential of the stochastic mag-
netic field (curlA=B):

H E
<Bz>=fEM(q)dq, <A-B>=f “;(Zq)dq, <A2>=f '\g(zmdq. (12)

We note that in order for the indicated averages to conveEgg€q) must decrease at
infinity more rapidly thang™?%, and in the limitg—0 it must behave ag™, wherem
=1. The latter restriction also pertainsith,(q,s). In the calculations, the relationship
between the field8 andE in terms of the Maxwell's equation, written in the Fourier
representation aB= c/wkX E], and the series expansion of the tené?,qk(k—q,w
—s)=@km(q—k,s—w) for k<q were used.

In the functional approach, it is not difficult to take account of non-Gaussian effects.
We note that, as a rule, they lead to renormalization of the effective transport coefficients
obtained in the Gaussian or short-correlated approximdtitn.

Determining the mean-square Larmor frequency of the magnetic-field fluctuations as
W_fz(eB/mec>2, we write for the conductivity tensdg (k,w) = o (k,w) E;(k,w):

ne?

2 WE Teor <A2>

oy (k,w) = 2 -5 —— — K| &
(_iw+§ miec) <BZ>Tcor)me 3w (BZ>
2 W2 reor (A2) 2 W reor (A-B)
3w @ K~ 3w () ieink |- (13

The particle collision frequency=1/7 is taken into account via the substitutioniw
—(—iw+wv), whence

j(k.0) = (o+ 0, kK2)(E(k,w)) — o k(K- (E(k,w))) +i o, [ kX (E(k,w))], (14
where
ne’r 2 (A-B) —
o= 2 2 , y UkzngLTcorT'O',
1+§ mec) (B >Tc0r7')me
2
o= g % W_Ercorr- o, (15

Performing the inverse Fourier transform we obtain for the current
j=0(E)+ o, curlE)— o, A(E)+ o, Vdiv(E). (16)
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Therefore the effective Ohm’s law in a fluctuational electromagnetic field with nonzero
average chiralityhelicity) does indeed have the for8), similar to the dependences for
the induction and magnetization in optically active and chiral media.

Let us examine the evolution of the average magnetic field in a medium with a
fluctuating electromagnetic field with nonzero chirality, using the obtained Ohm’s law.
Studying the problem in the Fourier representation, we introduce the linear operator

. O
kikj+|—k2£i|jk|. (17)

o+ o,k oto,

For the inverse operatdir*1 we have

[-1_ 6ij—i(o,/(o+ o, k) (11— 0o, K (o+ 0, kz))8i|jk|
! (1= (o (ot 0, k?))%K?)

(o, [(c+0,k?)— (o, (o+ cr*kz))z)kikj

. —. (18
(1—a*k2/(a+o*k2))(1—<—“k2> kz)

o+o,

If we neglect the displacement current, the electric fielis
= c L-[kxB] (19
Ar(o+ o, K?) .

and the closed equation f@& assumes the form

B c%k?  (B—is[kxB])
— == , (20
ot Am(o+ o, K?) 1-—s%k?
where
O-K
sS=—.
oto, k2

The equatior(20) is nonlocal. At first glance, an additional curl falls outside the scaling
accuracy — it is of ordek®, and it and the next additional term in the equation for the
average large-scale magnetic field could be neglected. However, considering a solution of
the form

B(k,t)=B(k,0)expy1),
we obtain for the growth rate

c?k?

Am(o+ o, K2+ oK) .

V12—~ (22)

As one can see from E@21), the dependence of the growth rate on the wave number
actually does not excedd. Depending on the values of the coefficientso, , ando
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the following situations are possible) for |o,|<2(o0,)*? the disturbances of the
average magnetic field decay for all valueskpf2) for |o,|=2 (00, )Y? exponential
growth of the magnetic field is possible on the scales

lo—(0c2—400,)1? lo ]+ (oci—d00,)"?

20, 20, (22
A characteristic feature of this instability is the existence of threshold minimal and
maximal scales for the unstable modes. If we introduce the characteristic\soaltne
fluctuational magnetic field and the characteristic chiral skalethen the characteristic

scale of the unstable modes will be of order2\?/\ .. It could turn out that the
instability of the mean field will develop in a large-scale region and at the boundary of or
inside the dissipation interval. We thereby see that together with the inverse cascade
processes there can also be direct cascade processes — the short-wavelength generation
of an average magnetic field.

The instability obtained shows that in the presence of a sufficient level of fluctua-
tional chirality, coherent perturbations of the magnetic field can grow also in a situation
that is the opposite of the high-conductivity cagstudied, for example, in Ref. 4 and
also associated with chiralityThe general case and the boundary where both possibili-
ties become equal will be the subject of a further investigation.
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On the state of supersaturation of a 2D electron system
on a liquid-helium surface
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The reasons why supersaturated states appear for a 2D electron system
on a liquid-helium surface and the possibility of stationary existence of
such states are discussed. The main characteristics of a 2D electron
system on helium under stationary saturation conditions are calculated.
It is shown that the well-known saturation state for electrons above
helium is one of a continuum of supersaturated states. The experimental
possibilities for observing and identifying supersaturated states for
electrons on a helium surface are noted. 1€99 American Institute of
Physics[S0021-364(09)00916-7

PACS numbers: 67.55s, 73.20-r, 84.32.Tt

A 2D electron system on a liquid-helium surface is conventionally prepared using a
flat capacitor with a charged liquid boundary between the pl@es, for example, Ref.
1). The potential differenc® on the capacitor plates leads to the appearance of electric
fieldsE, andE_ above and below this boundary,

£ Admrend+V E _4menh—V Y X
+=T 7T d+h = d+n  OFh=W @

that confine the 2D electron system with finite densiynear the vapor—liquid surface.
Here d and h are, respectively, the thickness of the helium film and the width of the
vacuum gap between the helium and the top electrode. The dimensions of the capacitor in
the horizontal plane are\&.

Under the condition&, =0 or

V¢ =—4mend 2

the electrons are no longer confined on a liquid substrate by the external field and they
“escape” into the interior volume of the gas phase of helium. A 2D electron system is
said to be saturated in relation to HE).

Formula(2) makes it possible to determine the densityquite simply, and for this
reason the properties of a 2D electron system in a saturation state on helium are very
commonly studied. Nonetheless, the important details of a state with saturation need to be
determined more accurately, as proposed in the present letter. The problem is to describe
saturation as one of a continuum of supersaturated states in a system of electrons on
helium, where charges are located not only on the main liquid-helium surface but can

0021-3640/99/70(4)/5/$15.00 283 © 1999 American Institute of Physics
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helium films

4 DY ]'qu . . /

electrodes

d
1

FIG. 1. Arrangement of electrons on helium films in the two-component approximation.

also be localized on other parts of the cell that are coated with a thin helium film, parts
of the cell, specifically, on the top capacitor plate. The properties of the two-layer elec-
tron system arising have still not been discussed systematically.

1. We note, first of all, that for Eq$1) and(2) to hold, the electrons must have free
access to the top capacitor plate. In reality, however, when working with superfluid
helium, all inner parts of the cell, including the top capacitor plate, are coated with a thin
(of the order of the natural thicknegs-10"6 cm) helium film. Under these conditions
the general picture of the filling of a vacuum gap above helium by electrons changes,
because in the charging process the electrons settle with demgsityt only on the
bottom filmd but also with densityn, on the top filmé:

Ng+n;=ng. 3)

In what follows, a state with two 2D electron layers is said to be supersaturated. The state
of supersaturation is shown schematically in Fig. 1. To describe this state in the electro-
static approximation, the electric field between the two 2D electron layers must yamish
addition, the definitions leading to E¢L) are also required Here

4mensd—V

dreny= ats

Ne=nNg—Nyg. (4)
It is easy to see that in the two-layer model the electron density above the helium can be
finite without havingV#0, because in the absence of voltage

4dmengs 47rend

(o]
AT AL S ®)

4meni=

Here the internal Coulomb fields confine the electrons in local states on the top and
bottom helium films. The total numb&¥ of electrons is limited only by the stability of
the charged helium surface.

It is natural that for the critical valu¥ (2) in the electrostatic approximation all
electrons are on the film, i.e., ng=nq.
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Therefore, in the problem with film& andd the existence region of 2D equilibrium
electronic states above helium expands. Their presence becomes possible even under
supersaturation conditions

o=sV=V,, (6)

and the saturatiof2) can be interpreted as one of the supersaturated states.

We also note that according to E@}), in a supersaturated state it is no longer
possible to us& to monitor the charging level of the main part of the 2D electron system
localized on the liquid substratk For this reason, the standard procedure for estimating
ng, whereV is given and then the cell is charged up to saturatian, up to densityng
(2)), in reality leavesg arbitrary. To estimate the fractiomg andn,, additional infor-
mation is required about the behavior of the 2D electron system in a supersaturated state.

2. One of the standard channels for obtaining information on the dengity to
measure the capacitance of a cell with 2D electrons. In the present model of an infinite
2D system, the question is the behavior of the derivadiiZze /dV, which determines the
change in the charge on the bottom plate as a result of variativhwath ng fixed. This
derivative undergoes a jump at a transition from the situatigrto the supersaturated
state(4)

dE_ /dV\v>vs d+6
dE, /dV‘V<VS_ d+h '

)

Therefore, the capacitance of the cell changes abruptly at the gi(itt increases
in the present cageand this circumstance can be used for diagnostics of a 2D system on
helium.

3. We shall now say a few words about the role of image forces in the supersatu-
ration problem. For values af of the order of 10° cm, the image energy

U,=—e?/46 (8)

is of the order of 500 K(together with possible correlation correctipns/nder these
conditions, the purely electrostatic equilibrium between the fractignandn,, which

was discussed above, needs to be corrected. Instead of equipotentiality of the gap be-
tween the two electron layers, which was used above, it is natural to require that the
electrochemical potentials of these fractions be equal or, equivalently,

Uit+ep+TInn=Uy+epq+TInng, 9)

where the corresponding electric potentialsand ¢4 are taken from the solution of the
electrostatic problem for a layered system with two densitiegind ny on the filmsé
andd and an external potential differensebetween the capacitor plates.

Taking account of the scale of the enerdigsandU 4 and the typical liquid-helium
temperature <1 K, in most cases the entropy contributions in BJ.can be neglected,
so that

epi—epyg=Uy—U;. (10

This relation illustrates the level of external action on the system of electrons required to
maintain the fractiomy at least in a partially filled state.
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FIG. 2. Energy schemes for the one -component model: a — saturated state, being the boundary of stability for
the one -component filling model; in this state it is still possible to talk about equilibrium, so that the electro-
chemical potentiaje is represented by a constant along the cell; b — supersaturation in the one-component
approximation; a smallcompared with the situatioa) slope x leads to the appearance of a nonequilibrium
supersaturated state with the top bart@g, arising as a result of competition between the electrostatic energy
and the potential of the image forces, located near thedilm

But, in general, it is Eq(9) that gives a complete representation of equilibrium
between the electron subsystems in the supersaturation state. Specifically, it is now clear
that the two-component nature of the system is the dominant property for electrons
localized above helium.

The field distribution replacing Ed1) is

E_=A4me(ngh+ngd)—V], —d=x=0, (11)
E,=A4me(n,6—nyd)—V], 0=<x=<h, (113
Es;=—A 4men(h+d)+4mengd—V], h=x<h+3, (11b
A=h+d+4.

It is easy to see that a—0 andny—ng Egs.(11) transform into Eq(1). The electric
potentials corresponding to the fielfkl),

eq=E_d+V, ¢=Esh+(4dmens—E_)(h+5) (12

together with the requirememt;=n;+ny contain one undetermined constdfdar ex-
ample,ny), whose value is found from E@9) or (11) using Eq.(12).

From the experimental standpoint, the most interesting effect of image forces on the
structure of supersaturated states should appear in various kinetic effects with respect to
the destruction of thay component. The existing measurement schémi@soceed from
the assumption that a saturated st@jeexists and a small perturbation of this state gives
rise to an electron current from the helium surface into the vacuum. The top of the barrier
overcome by the 2D electrons lies near the main vapor-liquid bouridaeyFig. 2. In
the problem with two 2D systems, the maximum of the effective potential is virtually
always located near thé layer (see Fig. 3. Therefore its characteristics are determined
largely by the equilibrium parameters of the corresponding supersaturated state — a
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top top

FIG. 3. Energy schemes for a two-component model: a — One of the supersaturated states with finite densities
ng and n;; according to Eq(10), for a two-component supersaturated equilibrium state with const a
nonzero electrostatic field, leading in combination with the fields of image forces to the appearance of an energy
maximumtop near the filmé, is characteristic. b — Small perturbation of the state a, stimulating the restruc-
turing of the componentsy andn,. The saddle pointop is once again located near tiddayer. c — Strong
perturbation of the state a, for which a saddle-point approximation to thedfisrpossible.

factor which thus far has been neglected in discussions of experiments on the kinetics of
the evaporation of electrons from a helium surface.

In conclusion, we note that taking into account the superfluidity of helium, specifi-
cally, the capability of helium to cover with a thin film all inner surfaces of the cells used
for studying the properties of surface electrons, leads to a number of unique effects in the
filling of surface states by electrons. It becomes necessary to introduce a two-component
2D electron system. One of these components on thedilis active and serves as a
subject of various investigations. The other doa the film §) is mainly passive, being
strongly localized in the vertical direction and almost stationary in the horizontal direc-
tion. Nonetheless its presence appreciably influences the equilibrium characteristics of
the overall 2D system.
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We have observed additional lines, shifted in both directions relative to
the frequency of the bulk phonon of Ge, in the Raman scattering spec-
tra from optical phonons in germanium quantum dots. The observed
phonon modes are shown to be due to the straining of the quantum dots
as a result of the lattice mismatch of the Ge and Si matrices. The
observed frequency shifts, with allowance for optical-phonon localiza-
tion effects, make it possible to determine the sizes of the regions with
different strain states in the quantum dots. 1®99 American Institute

of Physics[S0021-364(109)01016-9

PACS numbers: 78.30.Am, 73.20.Dj, 68.6%

The production of semiconductor quantum d@@Ds) using molecular-beam epit-
axy (MBE) is based on self-matched growth by the Stranski—Krastanov mech&fism.
arises when as a result of mechanical stresses due to the lattice mismatch of the QD and
substrate materials, the two-dimensional film decomposes, and self-matched growth of
three-dimensional islands continues. This system of islands is usually covered over by the
substrate material. The quantum dots obtained in such a process are highly strained. The
strain of InAs QDs grown in GaAs reaches 7%nd for Ge QDs in Si it is 4%.Such
high strains lead to strong shifts of the spectrum of electronic states of QDs and to
changes in other parametér§he theoretical calculations performed in Ref. 3 for InAs
QDs in GaAs predict a nonuniform distribution of strain in QDs. As a result of the action
of two force components — from the substrate side and from the matrix covering the QD
— the strain depends on the distance to the base of the QD and at some height it vanishes
and changes sighWe know of no experiments in which the strain state of QDs are
investigated. In the present work, the Raman scattering method was used to investigate
the optical phonon spectrum of Ge QDs obtained by MBE in a Si matrix. Since in the
present systeniGe/S) optical phonons are strongly localized and their frequency de-
pends linearly on the strain, it was possible to reconstruct the strain state of Ge QDs
according to the observed frequency shifts.

The experimental samples consisted of Si/Ge/Si structures with Ge QDs and were
obtained by MBE. KE-0.01 Si substrates witfD01) orientation were used. The QD
layer was grown on a 1000 A thick Si buffer with substrate temperature 150—200 °C. The
relatively low growth temperature of Ge gives QD size$00 A in the growth plane and
an ideally sharp Ge/Si interfaeTwo-dimensional growth occurs with effective Ge
thicknessd<4 monatomic layer§ML) (1 ML=1.3 A). Next, for 4<d<12 ML, Ge

0021-3640/99/70(4)/6/$15.00 288 © 1999 American Institute of Physics
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FIG. 1. Scanning tunneling microscope image of the surfaceX%00 A) of a sample with Ge quantum dots:
a, b — transverse profile obtained along the IkeB.

o

grows in the form of isolated pyramidal islands. i+ 12 ML the QDs join at the bases

and form a continuous layer, and relaxation of mechanical stresses, which is due to the
formation of a mismatch at the interface of the dislocations, stads-dt5 ML. See Refs.

5 and 6 for a detailed discussion of these structures. The sizes and shapes of the QDs
were measured with a RIBER-OMICRON scanning tunneling microscope on samples
which were not specially coated with a Si layer. Figure 1a shows an image of a 500
X 500 A area of a sample with effective Ge thickness of 8 ML. The image was obtained
using a scanning tunneling microscope with a 0.2 nA tunneling current. A profile mea-
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FIG. 2. Raman spectra from optical phonons of Ge QDs. The spectra were obtaified380 K using\

=488 nm in two polarization geometries. The arrow marks the position of the frequency of the bulk phonon of
Ge, the triangles mark the positions of th® andTO phonons when the strain in regi@of the QD is taken

into account.

sured along the lind—B is displayed at the bottom of Fig. 1b. It is evident that the
characteristic height of the Ge QDs i§ & , and a pyramid base in the growth plane is
~100 A in size. The angle between the base and the lateral faces 15°.

The Raman scattering spectra for optical phonons were excited by Ar laser lines at
sample temperatures 300 and 77 K and recorded with a DFS-52 spectrometer. Figure 2
shows the spectra measured in backscattering geometry on a sample with effective Ge
layer thickness 8 ML aT =300 K. The spectra were obtained in two polarization geom-
etries:z(x+y,x+y)z andz(x,x)z, wherezis (001, x is (100), andy is (010). According
to the polarization selection rules for scattering by Ge optical phonons, which are deter-
mined by the form of the Raman scattering tensor, for reflection froi®04) surface
only LO phonons are active in th&x+y,x+Yy)z geometry. Scattering byT O phonons
is forbidden. It is evident from Fig. 2a that in the allowed geometry an intense peak due
to anLO phonon of a Ge QD appears. The intensity of the peak increases when the
spectrum is excited near tt®, resonance of a QIR.4—-2.6 eV, which is due to direct
optical transitions betweeh, and I',5 states of a Ge quantum dot, and its energy is
determined by the size of the @DThe high intensity of the.O peak in the allowed
geometry masks the weak lines of the other phonon modes, which can be observed in the
forbidden geometrg(x,x)z (Fig. 2b. It is evident from Fig. 2b that in this geometry the
LO phonon intensity decreases by a factor of 5 and additional lines with frequencies 266,
292, and 309 cm' are observed. In Fig. 2 the arrow shows the position of the bulk
phonon of Ge. The two peaks O, and TO,) are shifted relative to it into the high-
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frequency region, and the other twh@, andTO,) are shifted in the direction of low
frequencies.

The series of lines found is observed in samples where the QDs are isolated from
one anothef4 ML <d<12 ML) or join together into a continuous layed12 ML)
without a change in the stress state of \3a.samples where relaxation of mechanical
stresses startddE 15 ML), the main phonon peal ©,) shifts in the direction of the
bulk position and becomes wider, while the other lines are no longer present in the
spectra. As a result, the observed phonon spectrum could be due to a distribution of the
mechanical stresses in a Ge QD.

Let us consider the deformations of a Ge QD and their effect on the optical phonon
spectrum. The mismatch of the Ge and Si lattice constamisig=0.04. As a result, a
thin Ge film obtained pseudomorphically to a Si substfae, with an ideally sharp
interface without introduction of defects and intermixing of the materimlsieformed
along two axes in th€001) growth plane. The components of the strain tensoregge
=€yy=—0.04. From the boundary condition for a free film surfacg=0 (o, is a
component of the stress tensave find €,,= — (2¢4,/¢44) =0.03, wherec,, andc,; are
components of the elasticity tensor of Ge. Biaxial compressive strain ixyhglane
results in stretching of Ge in thedirection. Such a stressed state shifts and splits e
andT O phonon frequencies, which in bulk Ge are degenerate=&t. The strain-induced
changes in th& O and TO phonon frequencies are determined by the expressions

Aw"=[pe,+q(exst €yy) 11203, (1)
Ao =[pext Al e+ €y 1203, )

where o, is the frequency of optical phonons in Ge fo=0, andp and q are the
components of the tensor of anharmonic constants of @e:—O.?B(ZwS),

q= —0.96(2w§). For deformation of a pseudomorphic Ge film, expressidnsand (2)

lead to frequency shiftd w;=16.5 cm * andAw] =11 cn 1. The observed shifts of the

LO, and TO, lines relative to the bulk frequency of Ge are 16 and 9 &rtFig. 2b),
respectively. These values are in complete agreement with the values computed taking
account of the fact that the experimental positioT @f; line is somewhat shifted into the
region of low frequencies because of the presence of a strong close-lyind. {hg.(As

a result, the Raman lindsO; andTO; are due to scattering by phonons localized in the
region of a QD near the Si substrate, whose deformation is identical to the state of the
pseudomorphic Ge film. The other twb0©, and TO,, shifted into the region of low
frequencieqFig. 2b), are due to phonons localized near the apexes of the QDs.

Figure 3a shows a diagram of the cross section of a QD, which is divided by the
dashed line into two regions -+and2. In the first region, the average strain determining
the phonon frequencies is similar to a pseudomorphic Ge film. In r&yadheighth, the
components of the strain tensor compared with rediochange sign because the Si
matrix covering the Ge compresses the QD in zhdirection. As the distance from the
substrate increases, this force component increases, and the compression component in
the growth plane on the substrate side decreases. As a result, the strain vanishes in the
plane marked in Fig. 3a by the dashed line, and in re@idgnchanges sign. Figure 3b
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FIG. 3. Diagram of the transverse cross section of a Ge quantum, dot—aAverage(in regionsl and?2) strain
tensor components,, and €,, as functions of the coordinate

shows the average valuéa regionsl and2) of the strain tensor componendg, ande,,
as a function of the coordinate The scheme presented explains the results of the
numerical calculation performed for InAs QDs in GaAs.

Since in region2 the components of the strain tensor agg=—0.04, €,,= €y
=—(cqp/[C11t+C12]), ande,,=0.011, the frequency shifts of tHeO and TO phonons
can be found from expressioii¥) and (2): Aw;=4.8 cmi ! andAw;=2.5 cn . The
positions of the Raman lines corresponding to these shifts are shown in Figri-2b
angles. The difference of the optical phonon frequencies in regibasd2, which is due
to the difference of the mechanical stresses in them, leads to phonon locali@agion
phonons are elastically reflected from the interface as a result of the fact that the ampli-
tude of the optical oscillations decays sharply in the neighboring regibis evident
from Fig. 2b that the.O, andT O, phonon lines in regioR are shifted by 37 and 13 cm,
respectively, to lower frequencies from the positions determined by the strain.

We attribute the observed low-frequency shift of th®, and TO, lines to size
quantization of the phonon spectrum in region 2 of a QD. The two faces of the pyramid
and the interface of regionk and 2, from which the phonons are elastically reflected,
form a cavity(Fig. 39. The minimum wave numbey of the phonons excited in it, which
are detected in Raman scattering, is determined by the condition for the existence of a
standing wave B cosa=/q. The resonance trajectory of phonons is shown in region
by the arrowgFig. 3a that are perpendicular to the lateral faces. Using the bulk disper-
sion relations for phonorsi® we find that the observed frequency shifts @D, (37 cm)
and forTO, (13 cm phonons correspond to the wave number0.7/a, wherea is the
lattice constant of Ge. Hence the height of region Bis4 A . As a result of compres-
sion forces exerted on the Ge QDS by the Si matrix, the QDs consist of two regions, 4
and 11 A high, with a different strain state.

We note that for InAs QDs the strain changes sign at one-half the height of the
pyramid? while in our case the ratio of the heights of the regions is:3. This is due to
the different form of the QDs: The angle at the base of an InAs QD is*4diile for a
Ge QDa=17°. As aresult, in our case the compression force component exerted by the
substrate maintains a larger height of Ge in the pseudomorphic state, and the components
of the strain tensor change sign farther from the base of the QD than for an InAs QD.

In summary, the phonon spectrum of Ge QDs investigated is explained by the fact
that the QDs consist of two regions with a different strain state. One region near the Si
substrate is deformed similarly to a pseudomorphic film, while in the second region the
components of the strain tensor change sign. The observed low-frequency shift @ the
and TO phonon lines in the second region, which is due to size quantization of the
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phonons, made it possible to determine the characteristic dimensions of the QD regions
with different strain states.

This work was supported by the Russian Fund for Fundamental Reg&xafit No.
98-02-16984
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Dependence of the resistivity of nonstoichiometric
titanium carbide TiC ,, on the density and distribution
of carbon vacancies
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The influence of temperature and of the density and distribution of
structural vacancies in the carbon sublattice on the resistivity of nons-
toichiometric titanium carbide TiC(0.5<y<0.98) is studied. It is
shown that in titanium carbide TjOwith y<<0.7 reversible disorder—
order structural phase transitions occur at temperatures below 1000 K.
The temperatures of order—disorder phase transformations are deter-
mined. The dependence of the residual resistivity on the composition of
the disordered titanium carbide is explained by the change in the carrier
density in the region of homogeneity of the carbide ,[i@n the one
hand, and the atom—vacancy interaction, on the other1989 Ameri-

can Institute of Physic§S0021-364(09)01116-7

PACS numbers: 72.80.Sk, 61.72.Ji, 81.05.Je, 81.30.Hd

Titanium carbide TiG with structural basis of the typBl (NaCl) is a highly non-
stoichiometric compountf-3 Disordered titanium carbide TETIC ;) possesses an
exceedingly wide region of homogeneity — from Tigg to TiC; oo (Ref. 1), where the
carbon atoms C and the structural vacanéiegorm a solution of substitution in the
nonmetallic sublattice. The high density of structural vacancies creates the prerequisites
for ordering of TiG, carbide. The atom-vacancy ordering appreciably influences the
structure and the properties of highly nonstoichiometric carbides (Refs. 1 and #

The effect of nonstoichiometry on the electrokinetic properties of disordered tita-
nium carbide has been investigated repeatdiyyut the effects due to ordering have
been little studied. We mention Refs. 9 and 10, where in a narrow range of compositions
of TiCy (0.51<y<0.65), a jump-like change ip, tentatively attributed to order—
disorder transitions, was observed in the temperature dependences of the repi6Tivity
in the temperature range 800—1000 K. However, the crystal structure of the titanium
carbide was not studied in Refs. 9 and 10, so that the results obtained there give only an
indirect indication of the structural transformations occurring in the nonstoichiometric
carbide TiG.

At the same time, calculations performed by the order parameter functional
method** and by the Monte Carlo methbdshow that on ordering of the TiQarbide
in the range TiGso— TiCy 7o the superstructures J& and TgC,, with transition tem-

0021-3640/99/70(4)/7/$15.00 294 © 1999 American Institute of Physics



JETP Lett., Vol. 70, No. 4, 25 August 1999 V. N. Lipatnikov and A. |. Gusev 295

peratures not exceeding 1000 K can arise. In this connection, in the present work the
resistivity of titanium carbide Ti(, which is very sensitive to structural phase transfor-
mations, is studied in a wide temperature range in the entire homogeneity region,of TiC

The samples of nonstoichiometric titanium carbide ;I{C.50<y<0.98) were syn-
thesized by hot pressing of powder mixtures of Jifg and metallic titanium in highly
pure argon gas at temperatures 1800—2000 K and pressing pressures 23-25 MPa. The
composition of the samples obtained and the impurity content were determined by chemi-
cal and spectral analyses; the oxygen and nitrogen impurity contents did not exceed 0.14
and 0.07 mass %, respectively, and the total content of metallic impurities did not exceed
0.02 mass%. The phase composition and crystal structure of the synthesizged TiC
samples and the same samples after annealing or measurements of the resistivity were
studied by x-ray diffraction in CKi, radiation in a stepped scanning mode wiR 6
=0.02° for angles 2 ranging from 14° to 130°; for measurements on annealed carbides,
the exposure time at each point was 5 s. All synthesized samples were homogeneous and
contained only a disordered Tj@hase withB1 (NaCl) structure.

To achieve a disordered state, the synthesized samples were annealed for 340 h with
the temperature lowered gradually from 1070 to 770 K; cooling from 770 to 300 K was
done at a rate of 1 Knin~1. Annealing resulted in the appearance of superstructural
reflections in the x-ray diffraction patterns of the carbides,Ti@th a relative carbon
contenty from 0.50 to 0.67. Analysis of the diffraction data, which we described

earlier’®*showed that as a result of annealing, culsisace groug-d3m) and trigonal

(space groufR3m) superstructures of the type,U and the orthorhombitspace group
C222) superstructure EC,, respectively, form in the concentration intervals
TiC0_49_0.51_ TiCO_54_0.55, TiC0_55_ TiCO.SQ! and TiQ)_@g_ TiC0_67. In the il’lterva|
TiCps9— TiCg g3, @ mixture of two ordered phases,Ti (space groupR3m)+Ti;C,
(space groupC222) forms as a result of annealing.

The resistivity measurements were performed by the four-contact method in vacuum
not worse than 0.0013 Pa X110 ° torr). The resistance was measured in the tempera-
ture range 300—-1200 K wita 1 Kstep, and the current passed through the sample was
20 and 100 mA. The relative error in measurimglid not exceed 0.5%, and the sample
temperature during the measurements was maintained to within 0.2 K. The average rates
of heating and cooling were 1-kin~ 1. The porosityP of the samples was not less than
1%, so that corrections fd? were not made in the resistivity measurements. The resis-
tance was measured on Ti€arbide samples in a quenched disordered state and in an
ordered state obtained by annealing.

The temperature dependences of the resistp/fly) of the experimental samples of
nonstoichiometric titanium carbide TjGre shown, in part, in Figs. 1 and 2.

Measurements of the resistivify of the quenched disordered carbide JiGre-
vealed that an increase in temperature~t600 K is accompanied by the standard in-
crease irp as a result of scattering of carriers by phonons. An anomalous decrease of
due to an irreversible transition from a nonequilibrium disordered state into an equilib-
rium ordered state is observed Bt&815 K (Fig. 1, curvel). A further increase of
temperature to 960 K is accompanied by a jump iim the range 960—1030 K as a result
of a transition from an equilibrium ordered state into an equilibrium disordered state and
then slow growth of the resistivityFig. 1, curvel). On cooling the resistivity decreases
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FIG. 1. Effect of ordering on the resistivity of the nonstoichiometric carbide TiG,: 1 — p(T) of the
disordered carbide Ti, on heating and the nonequilibrium disorder order transition2 — change irp on
cooling and the equilibrium disorder order transition;3 — change inp on heating of the ordered carbide
TiCq.sp.

(Fig. 1, curve2), the decrease being abrupt in the range 900-1020 K. Upon subsequent
heating of the ordered carbide &, the resistivityp varies along the curvg, which is
similar to the curve2 (Fig. 1).

The p(T) curves (Fig. 1, curves2 and 3) are characteristic for an equilibrium
reversible disordered—ordered transition. Hysteresis of the resistivity is observed near the
transition. The formation of an ordered phase of the typgCTin the TiG 5, sample
accompanying a change mis confirmed by the presence of the same superstructural
reflections in its diffraction spectrum as after prolonged annealing of thg-}gample.

220 T T T

p (u2 cm)

400 600 800 1000 1200

T(K)

FIG. 2. Reversible variation of the resistivity of the ordered carbideg JiCTiC s, and TiG g, On heating,
the order< disorder transition and cooling.
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FIG. 3. Resistivityp versus the composition of titanium carbide Ji@t 300 K in the disorderedl) and
ordered(2) states;3 and4 — resistivity of the disordered carbide Tj@t 300 K according to the data of Refs.

8 and 5, respectively. The dot-dashed line shows the position of the boundary between the ordered fhases Ti
and TiC,.

Figure 2 show(T) measured in the carbides Ty, TiCq 55, and TiG g, Ordered
by means of annealing. At temperatures €40<1060 K jump-like change and hyster-
esis of the resistivity, which are associated with a reversible order—disorder transition, are
observed in the dependence€l). The additional resistivityAp due to disordering is
15-20 uQ-cm for the transition TiG—Ti,C and 25-40u()-cm for the transition
TiCy+TizC,. The presence of hysteresis indicates that the transitiong (0G2<y
<0.57)-Ti,C and TiG, (0.58<y=0.68)— Ti3C, are close to first-order transitions. The
conclusion that the transition is of first order was also made in Ref. 9, though on the basis
of symmetry consideratiof'® this transformation satisfies Landau’s criterion for
second-order phase transitions. All this, together with the data in Ref. 14 on the variation
of the specific heat near the transition temperaflig,s, suggests that the reversible
order—disorder transformation Tj&: Ti,C can be regarded as a weak first-order phase
transition with a low latent heat of transformation.

Only very weak hysteresis gf in the range 770—-880 K and a clear increase of
dpldT at T=940 K are observed ip(T) of the annealed carbide TiGs. It can be
inferred that prolonged annealing made it possible to obtain in the carbidgglaGrery
low degree of ordering, since according to composition this carbide lies near or on the
boundary of the region of homogeneity of the ordered phag€,TiA kink due to the
abrupt growth of9p/dT from 0.024 to 4 to 0.03@ Q- cm-K~ 1 is observed inp(T) of
the annealed carbide Tigzat T~1040 K. This weak effect seems to be due to the initial
stage of formation of order as a result of annealing of the carbidggEiCrhe resistivity
of the annealed carbides Tjgs and TiG, gg0n heating and cooling changes without any
characteristic features.

Figure 3 shows the resistivity as a function of the composition of the carbidgaliC
300 K. As the concentration of structural vacancies decreases and the carbon gontent
increases from 0.52 to 0.98, the resistivity of the disordered carbidg dtQirst in-
creases, passes through a maximung=a0.68, and then decreases.
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Ordered carbides have a lower resistivity than disordered carbides with the same
composition. The decrease found in resistivity(y,300) of the carbide Tigg, On Or-
dering is ~40 uQ-cm (~24%); according to Ref. 16, for TiG,5 Ap(300)~20
un-cm (~10%), indicating that in Ref. 16 the degree of ordering achieved was lower.
Two sections corresponding to the regions of existence of the ordered phaSeanti
Ti5C can be distinguished in the dependep¢g,300) for the ordered carbide TjCOn
each section, ag varies, the resistivityp(y,300) approaches a minimum value corre-
sponding to the stoichiometric composition of the ordered phase. Thus, in the region of
homogeneity of the phase ;0 the resistivityp(y,300) decreases 8s5—0.5, and in the
region of homogeneity of the phase;Tj the resistivityp(y,300) decreases ghanges
from a value corresponding to the lower limit of the region of homogengity@.58) to
y=2/3 (Fig. 3). Judging from the dependenceéy,300) for ordered phases of titanium
carbide, the boundary between the region of homogeneity of the phaSeahd the
two-phase region (FC+Ti3C,) corresponds tgy~0.58-0.59.

The dependencge(y,300) found for the disordered carbide Ji@grees fairly well
with published data. For comparison, the dependepes8800) measured in Refs. 5 and
8 on disordered titanium carbide single crystals with different composition are shown in
Fig. 3. All measurements show that any deviation of the titanium carbide composition
from stoichiometry is accompanied by rapid growth of the resistivity: According to Refs.
5 and 8, in the region Tigys— TiCq oo dp/dy~24 u)-cmper 1 at. % vacancies and
according to the results of the present work approximatgligy~14 nQ-cm per 1
at. % vacancies. Since the residual resistiyiff)) of stoichiometric carbide TiC,, is
close to zero, this means that scattering in titanium carbide occurs mainly by structural
vacancies.

The temperature coefficient of resistivity/JT is small and changes very little from
0.05 to 0.03uf)-cm-K ™! from TiCy s, to TiCy g, and then it increases to 0.Q&0) - cm
K1 for TiCygg. This is quite close to the data of Ref. 8, according to whiphaT
changes from 0.0 -cm-K ™! for TiCq g5 to 0.15 0 -cm-K ™! for TiCy 75 and then
increases to 0.03.Q-cm-K™ ! for TiCyes. When the value ofip/dT is taken into
account, the concentration dependence of the residtid@l= 4.2 K) resistivity pe{y) Of
the disordered carbide TjGFig. 4, curvel) is similar top(y,300). The conductivity in
nonstoichiometric titanium carbide is predominantly of an electronic character, and the
character of its variation with the content of the structural vacancies in the carbon sub-
lattice indicates that the carrier density depends on the content of structural vacancies. In
this case, the residual resistivity of the disordered carbidg, Teéh be described using
Nordheim’s rule, which takes the atom—vacancy and electron—vacancy interactions into
account, in the fornmp{y)=Ay(1-Yy)/n(y), whereA is a proportionality constant and
n is the carrier(conduction electrondensity. To a first approximation, the carrier density
n is proportional to[ N(Eg)]3, whereN(Eg) is the electronic density of states at the
Fermi level. Hence it follows that the dependence of the residual resistivity on the
composition of the disordered carbide Jifas the form

pred Y) ~AY(1—y)/[[N(Ep)(y)]3. (1)

A calculation of the electronic structure of nonstoichiometric titanium carbide, per-
formed by the Korringa—Kohn—Rostoker method in the coherent potential approximation
(KKR—CPA),'" showed that as the vacancy concentration §) increases from 0 to 0.5,
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FIG. 4. Residual resistivitp,.{y) (1) at 4.2 K and the electron density of states at the Fermi &) (2)
as functions of the composition of the disordered titanium carbidg, TiCurve 1 was calculated by the
least-squares method based on the experimental data using the furitfiansl (2); curve 2 was constructed
according to the data of Ref. 15.

the Fermi energyEg decreases from 0.69 to 0.66 Rffom 9.4 to 9.0 eV, and the
electronic density of states at the Fermi leddfIEL) per unit cell increases from 5.7 to
23.2 Ry ! (or per formula unit from 0.105 to 0.426 €V). A feature due to the presence

of an essentially linear sectidfrig. 4, curve2) is observed in the dependenceN(E)

on the relative carbon contegtin the carbide TiG at the pointy=0.82. This section
with N(Eg)~15—17 Ry ! (0.276-0.313 eV? per formula unit corresponds to the
region of compositions Tigg,5TiCyg,. An increase in the vacancy concentration is
accompanied by smoothing of all sharp peaks in the density of dedpecially below

Er), by a decrease in the degree of filling of the low-energy subband of Ti—C interac-
tions, and by an increase in the degree of filling of the high-energy conduction subband,
being predominantly metallic in character. The dependend¥(Bf) for TiC, ony, with
allowance for the feature 3t=0.82, can be described by the simple expression

N(Eg)=c+ay+B(y—0.82%, e
wherec, «, and B8 are adjustable parameters.

Minimizing the residual resistivity.{y) by the function(1), taking account of the
dependencé2) and N(Eg)=0.105 eV ! per formula unit gave for the stoichiometric
carbide TiG o A=3.006,c=0.248,a=—0.132, andB=—0.033. The solid curvd in
Fig. 4 shows they dependence constructed for the residual resistivity of the disordered
carbide TiG by the least-squares method on the basis of the experimental data. At
y=0.82 a kink due to a similar feature in the electronic density of states is observed in
the dependence,.{Yy). Previously, this kink inp(y,300) aty~0.82—-0.83 had been
observed in Ref. 5, where the resistivity of the disordered single-crystalline carbige TiC
was measured. In Ref. 5 the kink was not explained, since the form and character of the
variation of the electron-energy spectrum of titanium carbide, &€ a function of the
content of carbon vacancies were unknown.

On the whole, our study of the structure and resistivity of the carbideg [0G
<y<0.98) showed that ordering of TjQwith the formation of cubic(space group

Fd3m) and trigonal R?m) superstructures J€ and an orthorhombicG222) super-
structure TiC, occurs at 970—1000 K and is accompanied by a decrease of resistivity.
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The results obtained agree with the phase diagram proposed in Ref. 11 for the system
Ti—C, which takes into account the ordering of the nonstoichiometric titanium carbide
TiCy. It was shown that the dependence of the resistivity on the composition of the
disordered titanium carbide TjGs due to scattering of electrons by structural vacancies

in the carbon sublattice and by the dependence of the carrier density on the vacancy
content in the carbide.
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Two metastable states of a multilayer @eBe, _,Si, heterosystem
with wide (~35 nm) potential wells(Ge) are observed in strong mag-
netic fieldsB at low temperatures. In the first state, the Hall resistivity
exhibits an inflection near the valyg,= h/e? scaled to one Ge layer.
The longitudinal magnetoresistivip,(B) possesses a minimum in the
range of fields where this inflection occurs. The temperature evolution
of the inflection inp,,(B), the minimum ofp,,(B),and the value of

pxy at the inflection indicates a weakly expressed state of the quantum
Hall effect with a uniform current distribution over the layers. In the
second metastable state, an unusually wide plateauhiet with a

very weak field dependence is observeg(B). Estimates show that

in these samples the Fermi level lies below but close to the top of the
inflection in the bottom of the well. For this reason, the second state can
be explained by separation of a hole gas in the Ge layers into two
sublayers, and the saturationgf(B) nearh/2e? can be explained by
the formation of a quantum Hall insulator state. 1®99 American
Institute of Physicg.S0021-364(09)01216-3

PACS numbers: 73.50.Jt, 73.40.Hm, 73.40.Lq

The conductivity of a two-dimensional electr¢2DE) system is highly sensitive to
the characteristic features of the potential relief in the layer and the distribution of the
electron liquid in it. For various ratios of the characteristic lengths describing the 2DE
system(phase interruption and localization lengtted the average size of the two-
dimensional drops of the electron liquid in a layer, as well as for various size distributions
of the drops and density distributions of the electron liquid contained in them, a macro-
scopic sample can be in fundamentally different states. For a high degree of disorder and
low average density of the 2DE liquid per unit area, a two-dimensional system exhibits
the characteristic properties of an insulator, i.e., its resistance increases with decreasing

0021-3640/99/70(4)/8/$15.00 301 © 1999 American Institute of Physics
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temperaturd.}? This state was assumed to be the only possible state for all 2DE systems
until the discovery of a metallic state of 2DE systems with high mobility and high density
of the electron liquid.

The components of the magnetoresistance of a 2DE system exhibit very diverse
behavior. If the longitudinal magnetoresistivipy,(T) exhibits insulator behavior, then
as the temperature decreases, the Hall compgmgneither divergesor it possesses a
classical temperature-independent linear dependence on the magneticfighe. latter
state has been termed a Hall insulatdvs the magnetic field increases, the 2DE system
transforms into the quantum Hall effe@@HE) phase. If the system in weak fields is in
the insulator state, then between this phase and the QHE phase there is a sharp boundary
— the magnetic fieldB., at which there is a node of the family of isothermg(B,T)
for different temperatures: f@< Bt the value ofp,, increases with decreasing tempera-
ture, and forB>B" it decreases.

In highly disordered 2DE systems, the plateaus of the integer QHE are blurred. As
the disorder decreases, the boundaries of the plateaus become progressively sharper, and
almost vertical transitions between neighboring plateaus near half-integer values of the
Landau filling factory of the levels are observed in certain ranges of moderate values of
the mobility, i.e., the width of the plateaus reaches the maximum possible ValAss.
mobility increases further, sections of a linear field dependence are formed between the
plateaus the plateaus decrease in SiZEhe disorder evolution of the first integer QHE
plateau on the high-field side is more complicated. On the one hand, in systems with high
mobility the Hall resistance isotherms, (B, T) start to deviate from the quantum value
h/e? in the direction of the classical linear dependence on the field even for values
>1/2, passing through a common node nearl/281? However, for lower mobilities it
has been observed that this plateau can be anomalously wide and can extend to values
v<1/2, penetrating deeper into the field rarigje B (the field of the seconthigh-field)
node of the isotherms,,(B,T) that separates the QHE phase from the high-field insu-
lator phasg Such an anomalously wide plateay,= h/e? has been observed in the
n-type heterosystem GaAs/Al;_,GaAs (Ref. 13 and in a quantum well of the het-
erosystem Gg-Ge, _,Si, (Refs. 14 and 16 An anomalously wide fractional QHE pla-
teau forv=1/3 has also been observed in the system GaAd;_,GaAs (Ref. 16.

This state — with diverging,,(B,T) and unchangeg,,(B,T), equal to or a multiple of

the resistance quantuiie? — has been termed a “quantum Hall insulatd@HI).” The
limited number of experiments in which the QHI state has been observed is probably an
indication that this state exists in very limited ranges of disorder in a 2DE system. On the
other hand, it is known that the additional degree of freedom due to the possibility of
bounded motion of carriers in a third dimension in wide layers or systems of coupled
layers could lead to additional stabilization of certain unstable states of the'®&Hiis

is the problem addressed in the present work — investigation of the characteristic fea-
tures of quantum magnetotransport in a wide quantum well of a heterosystem with mod-
erate mobility.

We measured the longitudingl,,(B) and Hall p,,(B) magnetoresistivities of
Gelp-Ge, _,Si, multilayer samples grown by the gas-transport method and possessing
the following structure: G@11) substratet 1.8 um Ge buffer/0-1.6um Geg _,Si,
buffer/(Ge/Geg_,Si,:B)XN. The thickness of the Ge layersl,(, potential well for
holeg and Ge_,Si, layers @y, barriep in the multilayer region were comparable and
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FIG. 1. g Bistability of the Hall resistance of sample 451b4. The triangles with vertex pointing upwards
correspond to positive current polarity, triangles with vertex pointing downwards correspond to negative po-
larity. The unfilled and filled triangles are far=1.7 and 4.2 K, respectively. The numbdrand 2 on the

curves are the numbers assigned to the states. The dashed horizontal lines show thg(})/ahilé andh/2e?

scaled to one Ge layer. The solid curves show the results of a polynomial fit of the points of the atdte

=1.7 and 4.2 K. The dashed sloping straight lijst as in the inset in Fig. Jtwas obtained by extrapolating

the linear section op,,(B). Inset on the left-hand side: Results of measurements in a fixedBfielt? T. The

insets on the right-hand side illustrate the proposed differences of the potential profile and the arrangement of
the size-quantization levels in two metastable statetobgitudinal magnetoresistivity,,(B) at T=1.7,3.2,

and 4.2 K. In the inset the minimum of(B) is juxtaposed with the dependenag,(B).

varied from sample to sample in the range from 10 to 40 nm. The &% layers were
doped with boron in the central part so that undoped spacers with a width of about 1/4 of
the barrier thickness remained on both sides of the barrier. In the parameter dgnges
=10-30 nm,y~0.07, andx=0.07-0.10, hole gas densipg=(2.8-5)x 10" m 2 and
mobility x=1-1.5 nf/V-s, the characteristic integer QHE pictdfetypical of systems

with moderate carrier mobilit?® was observed. It is important that the Hall resistance
plateaus scaled to one layer corresponded to the fundamental vhleés, v

=1,2, ... with an accuracy not worse than several perfentthe smallest values of

v). This means that virtually all layers of the samples participated equally in current
transport(with a maximum error of one laygr

A more complicated behavior in a magnetic field was observed in the samples 451a4
and 451b4 of the same system with wider potential we)Js- 35.5 nm and much lower
hole densityp,=1.4x 10'® m~2 (all other parameters],=23.5 nm, the number of pe-
riodsN=36, y~0.087,x=0.097, andu= 1.4 cnf/V -s). See Fig. 1, which displays data
for sample 451b4analogous results were obtained with different pairs of junctions;
similar results were also obtained for sample 451a4, grown in the same technological
cycle). Up to fields of about 2 T the results of the measurements are stable, i.e., all
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experimental points for each component of the magnetoresistiyify8) andp,,(B) fall

on a single smooth curve. Unstable behavior appears in higher fields: The positions of the
pointsp,,(B) change abruptly from measurement to measurement. The essential finding
is that for p,,(B) these points form two smooth curves, while the behaviop,g{B)
remains stable up to high fields, approximately up to 6 T.

The upperp,,(B) curve (we assign the numbek to this curve and to the corre-
sponding stateat fields in the regioB=4 T increases monotonically with the field and
extrapolates to zero é8—0. In fieldsB <4 T this curve possesses an inflection near
Pxy=25.8 K)=h/e?, scaled to one Ge layer. A sharp minimum is observed in the
longitudinal magnetoresistivity,,(B) in the same field range~3 T) in which the
inflection in p,,(B) occurs. As the temperatures decreases from 4.2 K to 1.7 K, the
minimum of p,,(B) becomes deeper, and the slopepgf(B) at the inflection point
decreases$i.e., the inflection gradually transforms into a horizontal plate@te curves
pxx(B,T) at different temperatures pass through a common poiBtat.8 T, to the left
of which lies the insulator phase. The QHE phase should lie to the right of this$8int.
Therefore the behavior of the componepig(B,T) andp,,(B,T) leaves no doubt that
the inflection inp,, and the minimum irp,, are weakly expressed features of the QHE,
and the fact thap,, is close toh/e? at the inflection point shows that, first, this feature
corresponds to a filling factor of the Landau levels 1 in the Ge layer and, second,
almost all(at leas} of the Ge layers in the structure are equivaféile also note that in
high fields the family of isothermg,,(B,T) also approaches a common node. Although
the unstable behavior @f,,(B) in this field range does not permit determining this node
accurately, the node definitely exig@t a field BCH%G T). This is evident, specifically,
from the fact that the curvp,,(B) for 1.7 K is the lowest curve at the minimum Bt
~3 T, but it is the uppermost curve in the strong-field rafigig. 1b.

The lowerp,,(B) curve(curve and stat@) after a quite sharp inflection saturates,
and in fields from~2 T up to the maximum measured field 12 T it is concentrated in the
range from 11 to 13, including the valuéh/2e?=12.9 K), corresponding to a filling
factor v=2 of the Landau levels of one layer. We note once again that the multilayer
nature of the structures investigated does not permit us to realize one of the advantages of
the QHE — the high accuracy ef,, at the center of a plateau, equal to or a multiple of
the universal valud/e?. The possible nonequivalence of the layers introduces a greater
or lesser error in the value obtained after the measurement results are scaled to one layer,
and it can also distort the form of the QHE plateaus. Nonetheless, it is difficult to imagine
that the observed closeness of the valuep,gfat the inflection in the staté and in the
wide plateau in the stat@ to h/e? and h/2e?, respectively, and their ratio of 2 are
accidental. Likewise, the results of Ref. 19, obtained on samples from the same family
but with a sharper QHE picture, show that the error contributgg fon a plateau by the
multilayer nature of the structurean be negligible. For this reason, we attribute the
results obtained here primarily to processes occurring in an individually {@kenagej
Ge layer, and we assume that the nonequivalence of the layers will lead to only small,
nonfundamental distortions in the results of such an analysis. We note that the small
slope ofp,,(B) on the QHI plateau is possible because because of the finiteness of the
temperatures. It has also been observed in single-layer structufes4a? K # Accord-
ing to theory?! small deviations Opyy(B) from quantum values in the QHI regime are
also possible because of quantum interference between different tunneling transitions in a
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system of two-dimensional conducting drops in the body of the sample.

In the experiment, the abrupt transition from one state into another is caused by the
interruption or switching of the polarity of the current. It is important that data for both
current polarities are present on each of the two curves obtained in this m@eeer
triangles with vertex pointing upward and downward in the figuF®r this reason, the
observed splitting of the experimental data is not a manifestation of any asymmetry in the
sample(for example, at the junctiogismore likely, the interruption of the current pro-
vides an impetus, transferring the sample from one metastable state into another. The
inset in Fig. 1a shows results of measurementgs,ofB) in a fixed fieldB=12 T for one
polarity of the current; each point was obtained after a current pulse with the reverse
polarity was passed through the sample. It is evident that the points move arbitrarily
between two fixed values of the resistance, the distance between which is regulated by
the magnetic field. In the approximate range of fiddds6 T, where intense instabilities
are already observed ipyy(B), the curve of longitudinal magnetoresistivity likewise
exhibits instability, transforming into rapid stepped growsiee Fig. 1l which could
indicate breakdown of the QHE. However, the bistability of the Hall resistance remains.
This bistability was observed without large changes over the current range 1@-A00
and temperature range 1.6—4.2 K.

In a wide potential well, with selective doping of the barriers, the spatial separation
of the charges leads to an inflection at the bottom of the well. Estimates for an infinitely
deep well give an amplitude of the inflection of the bottag+ 7we?p.d,/2k (K is the
permittivity). Equating this value to the Fermi levEk= 7% 2ps/m*, we obtainug/Er
=e’m*sd,/24%k. For structures with not very wide wells, investigated in Ref.(G8
which the standard results for QHE were obtainékis parameter is smaller; 0.9. For
samples 451b4 and 451a4 it is 1.3 and 1.5, respectively. That is, in these samples the
Fermi level lies below the amplitude of the inflection of the well bottom. For this reason,
here a new physical situation can be expected to appear as a result of a transition to two
tunneling-coupled quantum wells, formed as a result of the separation of the carrier gas
in each Ge layer into two sublayers.

The p,y(B) curve?2 taken together with thg,,(B,T) curves forms a picture which
is surprisingly similar to the results of the manifestations of the quantum Hall insulator
state in Ref. 14: A wide plateau is observed which is strongly asymmetric about the point
of its intersection with the straight line of the classical Hall resistance obtained by ex-
trapolating from weak fields and about the position of the minimunpg{B); the
left-hand boundary of the plateau lies near the low-field lBgef the family of curves
pxx(B,T), while in the high-field region the plateau extends far beyond the position of the
high-field nodeBE| of this family. Just as in Ref. 14, the observed plateau is the only one;
there are no features of an integer QHE for larger filling factors. The difference lies in the
fact that in our case the plateau corresponds approximate,ﬂyy'seh/2e2 (scaled to one
Ge layej, while in Ref. 14 this plateau corresponds, to a high degree of accuracy, to
Pxy= h/e?. Since a transition to the QHI state from the QHE state with2 is not
possible in light of existing modeléand has never been observed, it is natural to infer
that curve2 in our experimental results corresponds to a situation where in each Ge layer
current flows along two equivalent sublayers at the walls of a potential well with a curved
bottom. Then the real number of 2D layers in the sample will be twice the number of Ge
layers, and the resistance of one such sublayer in the region of the plateau will be close
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to pyy= h/e?. As mentioned above, the small error in this value in our results can be
explained by the multilayer nature of our samples; this also explains the distortion of the
plateau in the form of a small depressionBat4 T.

The minimum ofp,,(B) at 3 T should correspond to a filling factor= 1 for one 2D
layer, and notv=2, since it is evident that there is no other minimum at twice the field,
6 T. Indeed, calculations of Landau levels of the Ge valence band in a quantufh well
show that the energy splittings between all total-angular-momentum-split-off levels are
comparablgin contrast, for example, to the conduction band of Ga and As, whereas the
spin sublevels can be unresolved because of the gpfalttor). For this reason, in the
presence of a feature with=2, another, even more sharply expressed, feature with
=1 should also exist in the system @elGe, _,Si, at twice the field. The position of the
minimum of p,,(B) at 3 T givesps=0.7x 10" m~2 for the two-dimensional gas with
v=1, half the value obtained from the slopemf/(B) in a weak field, scaled to one Ge
layer. This also indicates the presence of two two-dimensional layers in each Ge layer.

In summary, it follows from the data that a sample in fidk#s 3 T can exist in two
states:l — a state with a weakly expressed quantum Hall feature witil, where one
conducting 2D layer of holes is present in each Ge layer2arda QHI state with holes
divided into two two-dimensional sublayers in each Ge layer and saturatieg,(@) of
each sublayer nedw/'e?. In statel the density of mobile holes in the Ge layer is approxi-
mately half as large as in staZe

The following model can be suggested. The metastability of the sfatmsd 2
indicates the existence of a self-stabilizing mechanism. Evidently, this mechanism is due
to the very essence of the formation of intercoupled double layers in a wide well. If the
configuration of the potential well is nearly symmetric, then the equivalent energy levels
in triangular wells at the walls are closest to one another in energy, which increases the
probability of tunneling between them. The sublayers in the Ge layer are in a state of
mutual balance. A small skewing of the potential well by an external impulse will cause
carriers to flow through the tunneling channel from one sublayer into another, which will
prevent further skewing of the well and ultimately restore its configuratsm®e, for
example, Ref. 23 and references cited therditowever, if a differenftasymmetri¢ state
of the system is possible, for example, because of reproducible asymmetry in the arrange-
ment of the doped layer in the barriers, then the system can pass into it under the action
of a sufficiently strong perturbation, which will cause a skewing of the potential well
such that tunneling between identical levels of the sublayers will be substantially sup-
pressedsee the inset on the right-hand side in Fig). Feor an asymmetric profile, the
properties of the 2D sublayers in triangular wells at the boundaries of the Ge layer will
become different. The appearance in the experiment of a weak plateas foof the Ge
layer in the statel on the whole means that one of the sublayers in each Ge layer is
excluded from conduction. Evidently, this is the sublayer that lies in a narrower triangular
well. Indeed, a smaller width of the sublayer will result in a decrease of the concentration
in it. Both factors will facilitate transition of a hole gas in the sublayer into an insulator
phase, i.e., they will decrease the critical magnetic field in which such a transition must
inevitably occurt® Broadening of the other triangular well can serve as a reason for a
transition of the sublayer located in it from the QHI into the QHE pHhapecifically, this
will be enabled by a change in the parameters of disorder in the direction of gfowth

On account of the Coulomb coupling between the Ge lagtbies width of the GeSi
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barriers is less than the width of the Ge quantum wells in our samiblegransition to

an asymmetric distribution of charge in one Ge layer will affect adjoining Ge layers and
then the entire multilayer structure as a whole. That is, these two metastable states are
collective modes in a multilayer system, so that a transition between them will occur in
all layers synchronously. The presence of collective charge modes will also stabilize the
individual states of the system. Effects due to bistability in asymmetric double quantum
wells have been observed in a number of wdrks.

In the present model, however, it remains unclear why the regions of stability of
Pxy(B) (=2 T) andp,,(B) (=5.5 T) are different. This is probably due to the compli-
cated mechanism of current flow through the sample, for example, in the model of
chaotic array of flat drops — percolation along a network of edge states surrounding the
drops. The possibility of the existence of the QHI phase has been shown precisely in this
model on the basis of an analysis of the balance between percolation along a network and
tunneling between neighboring drofsThen, in our samples with wide Ge layers it is
necessary to study the conductivity in each layer along two networks located at the edges
of the layer. The novelty of the situation here will lie in the fact that these networks are
weakly coupled with one another by tunneling, the Coulomb interaction, and the possible
presence of rare conducting bridges between them. Whether or not a change in the charge
balance between two networks can lead in such a combined model to the existence of the
states described in the present letter, which are characterized either by a weak QHE or
QHI, and whether or not qualitatively different dependeneg$¢B) with the same form
of the dependencp,,(B) can appear in it, are questions for further investigations.

This work was supported by the Russian Fund for Fundamental Research, Grants
Nos. 98-02-17306 and 99-02-6256.

*Je-mail: yakunin@imp.uran.ru

DThese two conclusions cannot be the result of interrelated coincidences. For example, the samepyglue of
could be obtained for=2, if exactly half the layers were operational. But then the cdrweuld necessarily
have another, more pronounced feature with twice the Hall resistance at twice the field; for the same number
of operating layers that feature would correspond to a factol (see text below However, there is not even
a hint of this!
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We have observed dislocation motion in InSb semiconductor crystals
under the action of a static magnetic field in the absence of a mechani-
cal load. The dependence of the average dislocation travel distance and
of the relative number of diverging and converging half-loops on the
magnetic induction and the “magnetic treatment” time is obtained.
The activation energy of the motion of diverging dislocations in a mag-
netic field in the temperature range 120-250 °C is estimated. Possible
reasons for the observed phenomenon are discussed.999 Ameri-

can Institute of Physic$S0021-364(09)01316-X

PACS numbers: 75.88.q, 61.72.Lk, 81.40.Lm

The existence of the magnetoplastic effect — dislocation motion in a static magnetic
field in the absence of a mechanical load — has now been reliably established in non-
magnetic alkali-halide and metallic crystdiacCl, Csl, LiF, Zn, and Al. This phenom-
enon has been studied in a number of experimental and theoretical works by independent
groupst™

The systematic investigatioh? that have been performed give a basis for assuming
that the dislocation motion occurs in the internal stress field of the crystal, and the role of
the magnetic field reduces to depinning of dislocations from paramagnetic centers. This
depinning can be explained on the basis of the concept of spin-dependent electronic
transitions in an external magnetic field. The magnetic field gives rise to evolution of the
spins in the system dislocatioh paramagnetic center, which is completed by lifting of
the spin forbiddenness on a certain electronic transition. This changes radically the con-
figuration of the system; for example, it decreases the height of the barrier for dislocation
motion. The total energy in the system remains essentially unchanged. A similar ideology
lies at the basis of the physical interpretafian the effect of a magnetic field on a host
of processes, including the chemical reaction rfdtesnd photocurrent in semi-
conductors:!

In the present work, the magnetoplastic effect has been observed in semiconductor
crystals. In this letter we report the results of an investigation of the motion of 60-degree
dislocations in InSb crystals under the action of a static magnetic field in the absence of
a mechanical load.

0021-3640/99/70(4)/5/$15.00 309 © 1999 American Institute of Physics
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The experiments were performed on partnSb single crystals with carrier density
1x10%cm 3. The samples were cut out in the form of quadrangular bars with the
dimensions X 1.5X40mm in the[111], [112], and[110Q] directions, respectively. To
introduce “fresh” dislocations, a slight scratch in thEL0] direction on thg111) obser-
vation surface was made with a corundum needle. During subsequent deformation by
four-point bending at temperature 200 °C under a lo&dl5 MPa in 5 min the disloca-
tions dispersed to distances of 1000—2Q00 away from the scratch. The sample prepa-
ration method is described in detail in Refs. 12 and 13.

The prepared samples were placed in a uniform static field of an electromagnet
(B=0.2-0.97) for timet ranging from several seconds to 50 min. The experiments were
performed at temperaturds= 120, 150, 200, and 250 °C with slow preheating for 50 min
and subsequent analogous slow cooling. No external mechanical load was applied during
“magnetic treatment.”

The observations were performed on fast 60-degree dislocations. The initial and
final positions of the dislocations before and after holding in a magnetic field, respec-
tively, were determined by selective chemical etch{8@R-4A etchant: 5 parts HNO
+3 parts HF+ 3 parts CHCOOH).

The motion of 60-degree fast dislocations in InSb crystals in a static magnetic field
in the temperature rangé=120—250 °C without any mechanical load was observed.
The essential point is that dislocations are observed to move toward the gcattiact-
ing half-loops and away from the scratdldiverging half-loop. Control annealing of the
samples in the absence of a magnetic field results primarily in the contraction of the
half-loops =90% of the total number of the dislocations that have mavEde typical
etch pattern of th€111) face of the InSb sample after holding inBa=0.7 T magnetic
field at 200 °C for 10 min is displayed in Fig. 1. It is evident that dislocations move
predominantly away from the scratch. The average dislocation travel disthnoe®
determined from the etch patterns for various conditions of the experiftrenmeasure-
ment accuracy was-=15%). Figure 2a shows the average travel distance of diverging
dislocations as a function of the external magnetic fild’he essential point is that at a
certain magnetic field the average travel distance becomes proportional to the squared
magnetic induction. For converging dislocations, no dependence of the travel distance on
the magnetic induction was observed.

Together with measurement of the average travel distance, the relative number
(n/N, whereN is the total number of dislocations that have movefddiverging (points
1lin Fig. 2b and convergingpoints2 in Fig. 2b dislocations was also determined. It was
found that as the magnetic induction increases, the relative number of converging half-
loops decreases and, correspondingly, the relative number of diverging half-loops in-
creases. After a certain “inversion field” these dependences saturate. The Paimtz!
in Fig. 2 refer to control experiments in which samples were heated without the applica-
tion of a magnetic field. Similar dafgoints5 and6 in Fig. 2) were obtained for a brief
(=2-3s) switching on and off of the electromagnetic without further magnetic treat-
ment.

Figure 3 shows the travel distance and the relative number of mobile dislocations as
a function of the holding time of the samples in a magnetic field. A linear dependence
of the average travel distance of diverging dislocations on the time is observed. The
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FIG. 1. Displacements of dislocations in InSb crystals under the action of a 0.7 T static magnetic field at
temperature 200 °G=10min: 1,2, ... — initial positions of the dislocationg,, 2’, .. .. — final positions
of the dislocations.

relative number of diverging and converging half-loops increases and decreases, respec-
tively, with increasingt, and after a certain “inversion time” they saturate. For holding

in aB=0.7 T magnetic fieldand simultaneously at= 200 °C) for 50 min, the relative
number of diverging half-loops decreases sharph20% instead of the expected 80%
though their average travel distance continues to increase and follows well a linear
dependencé(t).

The results of the investigations of the effect of temperature on dislocation mobility
in a magnetic field are presented in Fig. 4. An estimate of the activation energy from the
slope of the plot In{t) versus (1T) gives=~0.3 eV. The value obtained for the activation
energy of dislocation motion in a magnetic field during heating is 2.5 times lower than
the activation energy of the motion of 60-degree dislocations in the same InSb crystals
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FIG. 2. a — Average travel distandeof diverging dislocations, ahb — relative numben/N of diverging
(1, 3,5) and convergind?2, 4, 6) dislocations versus the magnetic induct®nt=10 min, T=473K; 3,4 —
annealing only5, 6 — electromagnet switched on and off.

under the action of a mechanical load with the same heating in the absence of a magnetic
field 12~ Such a decrease of the activation energy of dislocation motion in a magnetic
field seems to be due to the detachment of dislocations from paramagnetic obstacles as a
result of spin-dependent electronic transitions in the system dislocatiparamagnetic
center. Therefore a magnetic field “removes” some obstacles and greatly facilitates the
thermal activation process of relaxation of the dislocation structure.

The effect of successive applications of a magnetic field on dislocation motion
during annealing was studied. In the first case, after annealing at 200 °C for 50 min a
B=0.8 T magnetic field was immediately applied fer 10 min at the same temperature.

In the second case, first magnetic treatmd (0.8 T; t=10 min; T=200 °C) and then
annealing T=200°C;t=50min) were performed. The average travel distance and the
relative number of diverging dislocations were found to be greater in the first case
(134m and 70% as against 114m and 40%. For ordinary annealingT(=200 °C, t
=50min) less than 20% of the dislocations diverge. Therefore our preliminary experi-

E(um)
1504

1004

FIG. 3. a — Average travel distandeof diverging dislocations, ahb — relative numben/N of diverging
(1, 3) and convergind2, 4) dislocations versus the holding timef the samples in 8=0.7 T magnetic field;
T=473K; 3,4 — annealing only.
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FIG. 4. Average travel distandeof diverging dislocations versus the temperatlyd8=0.8 T, t=10 min.

ments show that a magnetic field not only facilitates ordinary relaxation of the dislocation
structure during annealing but it also changes the direction of motion: predominant con-
traction of half-loops is replaced by divergence.

Further investigations are required to determine the nature of the phenomenon ob-
served here. We thank V. I. Al'shits and B. V. Petukhov for helpful discussions.
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The absorption edge of the perovskitebar, ;MnO3, determined us-

ing the diffuse reflection coefficient spectra, shifts by the giant amount
0.4 eV in the direction of lower energies as the temperature decreases
from the Curie poin{155 K) to 141 K. © 1999 American Institute of
Physics[S0021-364(09)01416-4

PACS numbers: 75.50.Pp, 75.30.Vn, 78.40.Fy

In recent years interest in compounds with perovskite structurg JR&MnO;
(Re=La and rare-earth elements=%r, Ca, Ba, and otherdas increased sharply be-
cause of the colossal magnetoresistaf@&R) observed in some of them at room tem-
perature. This makes it possible to use them in various sensor devices. At present, there
exist various points of view concerning the nature of the CMR in manganites. The
problem is that compared with conventional magnetic semiconduc¢kEu®, EuSe,

EuTe, CdCsSe,, and HgCsSe,), where CMR is attributed to special magnetoimpurity
states — ferron,in manganites the picture is complicated by the presence of the Jahn—
Teller effect, giving rise to localization of charge carriers, and relative softness of the
lattice, as a result of which a change of lattice type occurs under the action of a magnetic
field, pressure, and temperature. As a result, a number of authors have advanced other
explanations of CMR in these materials: melting of a charge-ordered state, transition
from Zener double exchange to polaron-type conductivity above the Curie agjrdand
others, described in the reviev8 and the references cited therein. However, it should be
noted that the CMRand especially its peals observed near the Curie point and consists

of the suppression of the resistance peakat while the hypotheses listed above cannot
explain this fact. Moreover, it should be indicated that the charge ordering and the
Jahn—Teller effect are observed in many materials, including perovskites, but CMR has
not been observed in any of them.

We assume that the CMR occurs in manganites for the same reasons as in conven-
tional magnetic semiconductors, specifically, a magnetically two-phase ferro—
antiferromagnetic state. Negaev has shbwihat in antiferromagneti¢AFM) semicon-
ductors, because of the gain 8-d exchange energy, the conduction electrons are
localized with not too high density near donor impurities in ferromagr&fi¢) microre-
gions in an insulating AFM matrix. Under the action of a magnetic field the volume of
these FM drops increases, and in addition percolation of these drops and an insulator—

0021-3640/99/70(4)/5/$15.00 314 © 1999 American Institute of Physics
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metal transition are possible. In fields up to the percolation threshold, an increase in the
FM drop sizes facilitates tunneling of charge carriers between them. Moreover, a mag-
netic field orients the magnetic moments of the drops along the field, and this also

facilitates tunneling. Finally, a magnetic field increases the kinetic energy of the elec-

trons, which facilitates electron tunneling and causes the FM drops to breakdown. These
circumstances give rise to CMR.

However, the above-described magnetically two-phase state is possible only in com-
pounds where the band gap decreases with increasing degree of FMwittiestecreas-
ing temperature or imposition of a magnetic fielBor example, the giant red shift of the
fundamental absorption edge, caused by a shift of the conduction-band bottom and asso-
ciated with an increase in the degree of FM order, has been observed in a number of
conventional magnetic semiconductér® This means that the energy of the conduction
electrons decreases with increasing degree of FM order, and for this reason it was ener-
getically favorable for conduction electrons to become localized with not too high density
near impurities, maintaining FM order around them. Here their localization, besides a
gain ins—d exchange energy, gave rise to Coulomb attraction of electrons to donors. In
doped manganites, conduction is due to holes at the top of the valence band. The obser-
vation of a giant red shift of the fundamental absorption edge in them with decreasing
temperature, due to the shift of the valence-band top, would signify that it is energetically
favorable for holes to localize near acceptor impurities, maintaining FM order around
them on account of a gain in thee-d exchange energy. It should be kept in mind that in
an interband transition an electron transition with the formation of a hole occurs from the
electronic state with the highest energy in the valence band. However, the hole energy is
opposite in sign to the electron energy in the valence band, and for this reason its energy
decreases with decreasing temperature or increasing the degree of FM order with a
magnetic field switched on, if the above-indicated red shift occurs. At present, the tem-
perature dependence of the absorption edge in manganites has not been studied.

In the present work, to obtain information about the temperature dependence of the
band gap in the manganite 4§51, 1MnO3, we investigated its spectrum of the diffuse
reflection coefficien{DRC). This method is often more suitable for the indicated purpose
than the specular reflection method, since in this method reflection from the surface of a
powder sample, which has not been subjected to polishing, is studied. It is known that
polishing often changes the properties of a surface and contributes various contaminants.
This is the method that has been used to determine the red shift of the absorption edge in
a number of magnetic semiconductéfs.

The setup for investigating the DRC spectra is described in Ref. 11. The DRC
measurements were performed using a single-beam scheme with alternate measurement
of the intensity of the light reflected from the sample and reference surfaces. The optical
part of the setup was constructed in such a way that the intensity of the light reflected
from the surface of crystallites of a powered sample at angles not greater than 6.2° is
recorded. This maintains the conditions of applicability of the Kramers—Kronig relations,
which are convenient for calculations and which were used to calculate the spectra of the
absorption coefficientv from the DRC spectra. The Kramers—Kronig computational
method was usetf. Analysis of the experimental data and calculation of the spegtra
were performed with a computer using specially developed programs. It should be noted
that this method does give the absolute values of the absorption coefficient. However, the
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FIG. 1. Absorption coefficient spectra of the compositiog §Sx, ;MnO; at two temperatures above and below
the Curie temperature.

general form of these spectra gives information about certain properties of the experi-
mental substances, specifically, the fundamental absorption edge. Comparing the absorp-
tion spectra obtained by different methods for various substances, including magnetic
semiconductors, showed that the error in determinindoes not exceed one order of
magnitude.

Figure 1 shows thex spectra obtained from the DRC spectra for the compound
Lag oSt 4MnO; by the method described above. The form of the cuw€B) clearly
indicates that the fundamental absorption edge corresponding to the band gap occurs in
this energy range of the incident light. It is known that

a~(E—-Egy)P Y
for hv=E, for different types of band structures. Heg is the band gap ang usually
ranges from 1/2 to 3/ As one can see from Fig. 1, in the present qas® close to 1.
Approximating the linear sections of the spectra obtained at different temperatuges

to intersection with th& axis, we obtained the fundamental absorption edge for different
values ofT. Its temperature dependence is displayed in Fig. 2. As is evident from this
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FIG. 2. Temperature dependence of the fundamental absorption edge of the compositeg MnO; .
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figure, the energy of the fundamental absorption edge decreases rapidly as temperature
decreases from the Curie poifit55 K). At temperatures ranging from 155 K to 140 K

(the lowest measurement temperature is 137hi€ fundamental absorption edge shifts by

the giant amount-0.4 eV. This giant red shift of the fundamental absorption edge occurs
near the Curie point, i.e., it is associated with the appearance of FM order. A blue shift,
characteristic for nonmagnetic semiconductors, occurs abgve

The indicated giant red shift of the band gap seems to be due to a shift of the
valence-band top, since holes in the indicated compound propagate via manganese ions,
with which they have a strong—d exchange interaction. The presence of a red shift of
the valence-band top makes possible the existence of the above-described magnetically
two-phase state. Indeed, the experimental compound is a strontium-doped AFM semicon-
ductor LaMnQ with Neel temperature 1.41 K. Doping of the indicated AFM semicon-
ductor with acceptor ions 3F leads to the formation of FM drops, in which holes are
concentrated, i.e., to the above-described magnetically two-phase state. In this case, the
Curie point is the thermal breakdown temperature of the FM drops. Indeed Tpear
maximum of the electric resistance and CMR are obsefvédnother confirmation of
the magnetically two-phase state in the indicated composition is the negative volume
magnetostriction, which we observedTat T and which attests to compression of the
sample in a magnetic field.Yanase and Kasuya have shdwihat the lattice parameters
are smaller inside the FM drops of a magnetically two-phase state. The strong depen-
dence of the breakdown temperature of FM or@ort-range order in the present case
on the magnetic field also attests to the existence of a magnetically two-phase state in the
indicated compound. For example,Tif is determined by extrapolating the steepest part
of the magnetization curve as a functionTofo its intersection with th@ axis, then the
difference between the values ®f in 3 kOe and 10 kOe fields reaches 40 K. At the
same time, in pure CdgBe, and Gd this difference does not exceed 4°RThis is due
to the fact that at temperatures somewhat above the thermal breakdown temperature of
FM drops an external magnetic field increases the degree of FM order near impurities
more strongly than on the average over the crystal because of a gaingrthexchange
energy, i.e., it restores the FM drops destroyed by heating.

This work was supported by the Russian Fund for Fundamental Research, Project
96-15-96429.
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ERRATA

Erratum: Anomalous magnetic properties of the
complex (ET),Cgo [JETP Lett. 69, 785—-791 (25 May 1999)]

S. V. Demishev, A. A. Pronin, and N. E. Sluchanko
Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia

L. Weckhuysen and V. V. Moshchalkov

Laboratorium voor Vaste-Stoffysica en Magnetisme, K. U. Leuven, B-3001 Leuven,
Belgium

N. G. Spitsina and E. B. Yagubski

Institute of Chemical Physics, Russian Academy of Sciences, 142432 Chernogolovka,
Moscow Region, Russia

[S0021-364(99)01516-9
PACS numbers: 99.16.g, 81.05.Tp, 81.40.Rs, 75.20.Ck, 77.22.Ch

On pages 786 and 788 the term “vibrating coil magnetometer” used by the trans-
lator is incorrect: The magnetometer was actually a vibrating sample magnetometer.
Also, the instrument identified on page 786 as an “NR-4191 A impedance meter” was a
Hewlett-Packard HP-4191A impedance analyzer.
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