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Abstract—The problem of feedback stabilization of the resistive wall modes (RWMs) in a tokamak is dis-
cussed. An equilibrium configuration with the parameters accepted for the stationary ITER scenario 4A is con-
sidered as the main scenario. The effect of the vacuum chamber’s shape on the plasma stability is studied. Ideal
MHD stability is analyzed numerically by using the KINX code. It is shown that, in a tokamak with the param-
eters of the designed T-15M tokamak, RWMs can be stabilized by a conventional stabilizing system made of
framelike coils. However, the maximum possible gain in β in such a tokamak is found to be smaller than that
in ITER. It is shown that, in this case, a reduction in the plasma–wall gap width by 10 cm allows one to sub-
stantially increase the β limit, provided that RWMs are stabilized by active feedback. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

A reactor tokamak will be economically justified
only if it will operate stably as a stationary system at
sufficiently high β (the ratio of the plasma pressure to
the magnetic pressure); according to some estimates, at
3 < βN < 4 [1], although somewhat higher βN (up to
βN = 6 and even to βN = 8) are usually mentioned [2].
For comparison, the ITER tokamak is planned to oper-
ate at βN of about 2–2.5 [3]. Here, βN is the so-called
Troyon factor,

(1)

where a is the plasma minor radius, B is the vacuum
magnetic field at the plasma center, and I is the net
plasma current.

One of the factors limiting β in stationary tokamak
discharges can be external kink modes that cannot be
completely stabilized by the vacuum vessel wall
because of the finite wall conductivity—the so-called
resistive wall modes (RWMs) [1]. These modes arise in
tokamak discharges at quite moderate values of β when
the discharge duration is longer than the skin time of
the wall. RWMs have been observed and thoroughly
investigated in the DIII-D tokamak over the last few
years (see [4–12] and the references therein). At first,
these experiments showed [4] that RWMs could be
excited in the DIII-D tokamak when βN was larger than
4li , where li is the internal inductance of the plasma col-
umn. It was then found that strong RWM instability can
also develop in DIII-D at much smaller βN of about 2.5li

[11] or even 2.4li [12]. These limits are rather low for
discharges with broad current density profiles and are
obviously lower than those required for reactor-toka-
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maks [1, 2]. Therefore, serious consideration is now
being given to the RWM problem in tokamak research.
ITER will probably enter the parameter range corre-
sponding to RWM instability in some regimes; hence,
the problem of RWM stabilization remains one of the
main ITER physics issues [1, 3, 13–15].

The RWM stability limits are determined by the
properties of the plasma configuration itself. However,
the growth rates and the possible gain in β due to the
active stabilization of RWMs depend substantially on
the shape and electrical properties of the vacuum ves-
sel. In this paper, the feedback stabilization of RWMs
is modeled for an ITER-like tokamak, but with another
wall shape—specifically, with that proposed in the
technical project of the T-15M tokamak [16] (for brev-
ity, this system will be referred below to as T-15M). A
version with the ITER’s wall shape is also considered
for comparison. The problem is treated in a standard
formulation as one of suppressing instability by means
of external fields created by the feedback-controlled
correction coils. In many respects, we rely here on the
results of our previous paper [17], where the ideal
MHD limits in the ITER and T-15M tokamaks were
studied, and use the same numerical methods.

The paper is organized as follows: In Section 2, we
discuss the possible gain in β due to RWM feedback
stabilization in a tokamak. In Section 3, the formulation
of the problem (mainly in regard to the choice of the
stabilizing system) is discussed. In Section 4, the
results of our calculations are presented. A brief sum-
mary of our analysis is given in the Conclusion.
2004 MAIK “Nauka/Interperiodica”
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2. POSSIBLE GAIN IN β DUE TO RWM 
STABILIZATION

Before considering specific schemes of RWM stabi-
lization, it is useful to discuss whether or not such sta-
bilization is expedient in principle. For this purpose, we
must answer two key questions: (i) at what β the RWMs
become unstable and (ii) what could be gained from
RWM stabilization if an ideal system for RWM sup-
pression could be used?

For the scenarios under consideration, these ques-
tions can be answered using the results from [17],
where the ideal β limits in ITER and T-15M were
numerically calculated by the KINX code [18]. The
results of these calculations are summarized in Fig. 1.
The T-15M geometry, the vacuum chamber shape, and
the other parameters (the wall thickness and conductiv-
ity) used in calculations [17] are taken from the T-15M
technical project [16]. The results shown in Fig. 1 are
obtained for an equilibrium configuration with the pres-
sure and current profiles corresponding to stationary
ITER scenario 4A with noninductive (steady-state) cur-
rent drive and the pressure peaking factor p0/  = 2.55,
where p0 is the plasma pressure at the magnetic axis and

 is the volume-averaged pressure. This scenario is
described in detail in [3, 14] for ITER and in [17] for T-
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Fig. 1. Dependence of the n = 1 mode stability limit βN on
qmin in the T-15M tokamak [17]. Two lower curves show the
results for the standard T-15M configuration [16]. The
dashed curves show the results for T-15M with the plasma
column shifted outward by 10 cm (circles) and shifted
simultaneously outward and upward by 10 cm (dots). The
upper curve (squares) is for the T-15M configuration, but
with a wall similar to the ITER wall. The lowest curve gives

the β limit without stabilization by the wall, ; all

other curves give the limits with an ideally conducting wall,

. The modeling is performed for a scenario with a

reversed shear for p0/  = 2.55.
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15M. In addition to this “basic” scenario, we will also
consider a similar scenario, but with p0/  = 3.1.

The lowest curve in Fig. 1, which passes through the
open circles, gives the stability limit for ideal MHD
modes in T-15M in the absence of a conducting wall (in
other words, when the influence of the wall on the
plasma stability is negligible). We will call this value

. It is this value that is the RWM stability limit
when the plasma does not rotate or its rotation is not too
fast.

The next curve, running through the closed circles,

shows —the stability limit for ideal MHD modes
in T-15M, assuming that its wall is ideally conducting.
This is the stability limit for the fast ideal modes with
growth rates (in the absence of a wall) of γ @ 1/τw ,
where τw is the resistive wall time. In the cylindrical
approximation, this time is given by the formula τw =
µ0σwdwrw , where σw , rw, and dw are the conductivity,
minor radius, and wall thickness, respectively.

RWM instability arises at βN above ; there-
fore, a system for suppressing RWMs is needed for

operating in the range βN > . In the best case,
such a system would allow one to increase the stability

limit to . For T-15M, the difference  – ,
which is the largest possible gain in β due to the active
RWM feedback stabilization, is not large. This follows

from a comparison of  calculated for T-15M

(Fig. 1, closed circles) and  (squares) for a similar
configuration, but with an ITER-like wall (with the
same shape as in ITER, but with dimensions reduced by
a factor of 4). We will refer to the latter value as the
ITER limit.

For a given plasma configuration,  is only
determined by the wall position with respect to the
plasma. The narrower the plasma–wall gap, the larger

. The lower value of  in T-15M, compared to
that in ITER, means that the first wall in T-15M is too
far from the plasma. The dashed lines in Fig. 1 show the

possible increase in  in T-15M when the plasma
column is shifted outward by 10 cm and when it is
simultaneously displaced outward and upward by
10 cm. The upward (or downward) displacement has a
little effect; this is evidence of the strong localization of
the perturbation at the outer side of the torus and is
clearly seen in the subsequent figures. It is very difficult
to incorporate such a localization into analytical mod-
els; this is confirmed by the fact that there has been only
one (to the best of our knowledge) successful attempt at
describing toroidal effects in the analytical theory of
RWMs [19]. The MHD limits in this case can be pre-
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cisely calculated only with the help of reliable numeri-
cal codes.

It can be seen from Fig. 1 that, for the scenario in

question, the width of the zone  –  depends
strongly on qmin (the minimal value of the safety factor
in the plasma), which, at given profiles of the plasma
current and pressure, is determined by the normalized
current

(2)

where I, a, and B are the same quantities as in Eq. (1).
The numerical results show that, for the same plasma
boundary and a fixed net current, qmin is nearly
inversely proportional to the normalized current IN. In
particular, for the main scenario with a plasma aspect
ratio of A = 3.1, an elongation of κ95 = 1.76, and a tri-
angularity of δ95 = 0.39, we have qminIN ~ 2.5 at βN =
3.53. The outward displacement of the plasma column
by 10 cm increases the aspect ratio to A = 3.3; in this
case, we have qminIN ~ 2.3. The quantity 1/qmin (for def-
initeness, it was calculated for the pressure profiles cor-
responding to α = 1 [17]) was chosen as an abscissa on
the stability diagram shown in Fig. 1 in order to sim-
plify the comparison of the results for a series of equi-
libria with various aspect ratios because the local min-
ima in Fig. 1 are related to qmin approaching the reso-
nant values. Another important characteristic is

(3)

which determines the extent to which the lower ideal
stability limit is exceeded. This parameter is given in
the figure captions along with the α value [17], which
shows the deviation of the pressure from that prescribed
by the initial scenario.

Figure 1 shows that, at qmin > 2, the gain in β due to
RWM feedback stabilization in the given configuration
is relatively small. It can be increased by placing the
conducting wall closer to the plasma and/or by choos-
ing a regime with a larger current corresponding to the
right part of Fig. 1 (qmin < 2). Both of these possibilities
are considered below. We note that the increase in the
plasma pressure peakedness to p0/  = 3.1 results in a

substantial decrease in the difference  –  in
T-15M [17].

3. FORMULATION OF THE PROBLEM
Plasma perturbations induce wall currents that ham-

per perturbation growth but then decay because of the
finite wall resistivity. To stabilize RWMs and increase

the stability limit to , it is necessary to completely
compensate for the resistive losses in the wall and to
sustain the induced currents at a level corresponding to
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the zero wall resistivity. This can partially be achieved
with the help of a special stabilizing system.

The stabilizing system must create a helical field;
the best system for this purpose would be helical wind-
ings with the same helicity as that of the main unstable
mode. A stabilizing system that generates a control sig-
nal reproducing exactly the structure of the unstable
mode (without an admixture of extraneous harmonics)
can be called ideal. Such a system would require com-
plicated windings, e.g., such as the modular coils in the
Wendelstein 7-X stellarator [20, 21]. However, in mod-
ern tokamaks, simpler solutions are preferred. This is
explained by the fact that, as was already shown in the
DIII-D tokamak, RWMs can be reliably stabilized with
the help of a stabilizing system consisting of six saddle
coils [7–12], provided that the error fields (on the order
of a few gauss on the resonant surface) are suppressed.
Such a system, which will be called conventional, is
shown schematically in Fig. 2, taken from [22]. A sim-
ilar system for RWM stabilization is planned for the
KSTAR tokamak (Korea) [23] and is being investigated
as a possible candidate for use in ITER [24–27]. In all
these cases, the correction coils look like simple
frames. The question of the advantages of more com-
plex and (potentially) more efficient coil systems still
remains open. Here, by analogy to DIII-D, KSTAR, or
ITER, we consider a standard simple scheme: a con-
ventional stabilizing system with the number of frame
coils that is large enough to create the necessary field
with n = 1. As was shown in [17], it is the n = 1 mode
instability that imposes the strongest limitation on β in
T-15M.

In our calculations, the active coil system was simu-
lated, as was done in [22, 24, 28], by a single toroidal

Resistive wall

θ

ζ
Sensor

coil
Active

coil

Fig. 2. Typical geometry of the correction coils and mag-
netic probes in the “conventional” system of RWM stabili-
zation in a tokamak [22].
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Fig. 3. Structure of an RWM with n = 1 (contour lines of the normal component of the plasma displacement) and the normal com-
ponent of the perturbed magnetic field b⊥ einϕ at the T-15M wall (the wall is shown by the heavy solid line). Without active stabili-
zation, γτw = 2.7 (where γ is the RWM growth rate). Two elements of the RWM stabilization system are shown schematically at the
outer side of the torus: the circle shows the position of the probe measuring the poloidal component of the perturbed magnetic field
inside the chamber, and the dashed-and-dotted line shows the active coils. The plasma parameters are p0/  = 2.55, βN = 2.95 (α =

0.85), IN = 1.13, qmin = 2.2,  –  = 3.2 – 2.7 = 0.5, and αb = 0.5.
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harmonic of the surface current on the ρ = ρf surface
geometrically similar to the wall:

(4)

Here, Jf is the effective amplitude of the current in the
correction coils; ρ is the radial coordinate; and θ and ζ
are the poloidal and toroidal angles, respectively. In
[22, 24, 28], the function f was specified as a finite-
width smooth distribution approximately representing
a finite-width toroidal conductor. In our calculations,
we assumed that

(5)

which corresponds to an approximation of infinitely
thin stabilizing conductors. For a circular plasma and a

j f
J f δ ρ ρf–( )—ρ —f inζ( ).exp×=

f θ( )
1, –θc θ θc≤ ≤
0, θc θ 2π θc,–< <




=

concentric wall in the cylindrical approximation,
expression (4) under condition (5) is reduced to

(6)

where ρ is the minor radius, which, together with θ and
z = Rζ, forms a usual cylindrical coordinate system
(2πR is the torus length). Such a representation of the
current in the stabilizing windings was used in [26, 29].

The existing theory of RWM stabilization by a feed-
back system shows that the efficiency of such a system
substantially depends on the orientation and position of
the magnetic probes [8–12, 24–27, 29–31]. On the
other hand, a large degree of freedom is allowed for the
position of the correction coils. For many years, exper-
iments in the DIII-D tokamak have been performed
with the correction coils located outside the vacuum
chamber. The design of KSTAR shows that it is techni-
cally possible to insert the correction coils inside the

jz
f

J f δ ρ ρf–( )
δ θ θc–( ) δ θ θc+( )–

ρ f

-------------------------------------------------- inζ( ),exp=
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vacuum vessel. From the viewpoint of RWM stabiliza-
tion, this is obviously the best solution, because it
excludes the problem of the penetration of the control
field through the wall. This definitely gives rise to cer-
tain technical difficulties related to the interaction of
the plasma with these conductors, including mechani-
cal problems associated with the large forces acting on
the conductors during disruptions. Here, we consider a
“standard” version: correction coils outside the cham-
ber. As a control signal, we use the amplitude of the
poloidal component of the total perturbed magnetic
field inside the vacuum vessel at the outer side of the
torus.

4. RESULTS OF CALCULATIONS
To calculate the RWM stability, we used a version of

the KINX code [18] in which the tokamak vacuum
chamber was represented by a thin shell (henceforth
referred to as the wall). The geometry and characteris-
tics of the T-15M vacuum vessel were taken from [16,
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32]. The simulations were similar to those in [17], but
were performed with allowance for the finite conduc-
tivity of the first wall and the feedback stabilizing sys-
tem. In this case, the eigenvalue problem for perturba-
tions depending on time as expγt is more complicated
than in the case of ideal MHD stability without dissipa-
tion because the eigenvalues can be complex and the
equations depend nonlinearly on them. The code was
tested using the analytical results for a large-aspect-
ratio tokamak [33].

The possibility of active RWM stabilization in a
tokamak with T-15M parameters was analyzed for an
equilibrium state with βN = 2.95 and 1/qmin = 0.45 (α =
0.85 and IN = 1.13 in the terms of [17]), which is unsta-
ble without a wall but, as can be seen in Fig. 1, could be
stabilized by an ideal wall. Figure 3 shows the structure
of an unstable RWM without feedback stabilization.
Calculations of the growth rate γ of this mode yield
γτw = 2.7, where τw = 6.35 × 10–3 s is the effective resis-
tive wall time obtained by averaging the thickness of
the T-15M wall over the poloidal angle. Since this τw

value is small, the RWM growth rate γ in the T-15M
tokamak will be fairly large. We can say that this wall
is too thin to efficiently stabilize kink modes. We note
that τw in T-15M is approximately 50 times smaller than
the effective value of τw in ITER.

In all the figures, starting with Fig. 3, θ is the poloi-
dal angle counted counterclockwise from the plane of
the wall symmetry (θ = 0 on the outer side of the torus).
We analyzed the plasma stability in the framework of a
linear MHD; therefore, the amplitude of the perturbed
magnetic field in Fig. 3 and the subsequent similar fig-
ures are given in arbitrary units.

The structure of the numerically calculated pertur-
bations is shown in Fig. 3 and the subsequent figures by
the contour lines of the quantity ξn, which is the com-
ponent of the plasma displacement normal to the mag-
netic surfaces. Knowing the number of the ξn extrema,
which look like “islands” surrounded by closed con-
tours, allows one to determine the poloidal number m of
the main harmonic. In toroidal geometry, m is a local
characteristic that can be different at different distances
from the magnetic axis. In Fig. 3, one can see six large
“islands.” These are the alternate maxima (in our fig-
ures, one of them is always located at the outer side of
the torus) and minima of ξn of the m = 3 mode. The con-
densation of the contour lines in the radial direction,
which is clearly seen in Fig. 3 and the subsequent fig-
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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ures as closed contours located near the plasma bound-
ary and closely repeating its shape, corresponds to the
sharp change of the ξn structure in the vicinity of the
resonant surfaces.

To model RWM feedback stabilization, we use a
simple control algorithm:

(7)

Here, K is the gain factor,  is the radial compo-
nent (the projection onto —r) of the magnetic field cre-

ated by the stabilizing system, and  is the poloi-
dal component of the total perturbed field. The index

“sens” shows that the values of  and  are
taken at the position of the sensor (probe) measuring
the poloidal component of the perturbed magnetic field.
In Fig. 3 and the subsequent similar figures, this posi-
tion is shown by a small open circle. As in [22, 24–27],
we assume that the probes are placed inside the vacuum
chamber in the equatorial plane on the outer side of the
torus.

δBsens
feedb

KδBsens
tot

.–=

δBsens
feedb

δBsens
tot

δBsens
feedb δBsens
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Prescribing the current in the stabilizing coils by
Eqs. (4) and (5), we varied θc (the half-width of the cor-
rection coils in the poloidal direction) and calculated
the minimal gain Kmin in Eq. (7) that was necessary for
RWM stabilization at different θc (Fig. 4). The quantity
Kmin is usually called the “critical gain” [22, 24, 25, 27].
In those papers, curves similar to that shown in Fig. 4
were calculated for different “advanced” equilibria.
The absolute values of Kmin depend on the parameters
of a given equilibrium configuration; however, the
dependence of Kmin on the poloidal width of the correc-
tion coils in [22, 24, 25, 27] was always similar to that
shown in Fig. 4. We note that, in [22, 24], the minimal
value of Kmin was achieved at 2θc/π = 0.55. Our calcu-
lations give approximately the same value.

Our calculations show that, for the equilibrium con-
figuration under study, the minimal value of the neces-
sary gain factor, K ≈ 0.7, is achieved at θc = 0.2π–0.3π.
We note that the distance between the two main max-
ima of |b⊥ | in the right top panel of Fig. 3 is approxi-
mately equal to ∆θ = 0.35π. It follows from Fig. 4 that
it is ∆θ that determines the necessary width of the cor-
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rection coils: K ≤ 1 at 0.5∆θ ≤ θ ≤ ∆θ. If θc lies outside
this range, the efficiency of RWM stabilization with the
help of frame coils is sharply reduced and larger gains
are required. Therefore, the question of the dimensions
of the correction coils should be discussed on the basis
of the forecasts of MHD theory for the possible operat-
ing scenarios of a tokamak. However, the presence of a
wide zone in θc where Kmin ≤ 1 (see Fig. 4) means that
the restrictions imposed on the choice of the correction
coils are not too severe.

The presence of a pronounced minimum in Fig. 4 is
also explained by the fact that the correction coils with
the current prescribed by Eq. (4) and the perturbations
produced by the plasma have different symmetry: the
perturbation is helical, while the coils are axially sym-
metric.

The equilibrium state with βN = 3, the results for
which are shown in Figs. 3 and 4, would be stable if the
wall were ideal (in other words, if the condition b⊥  = 0
would be satisfied on the wall). With the help of an ideal
stabilizing system, this condition could also be satisfied
on a real wall with a finite conductivity. The difference
between the conventional system, which is considered
here, and the ideal one manifests itself in the fact that
b⊥  ≠ 0 at the wall even when the unstable mode is suc-
cessfully suppressed by the stabilizing system (Fig. 5).
In Fig. 6, the same is shown for the case of wider cor-
rection coils; here, θc = 0.3π, while in Fig. 5, θc = 0.2π.

Figures 3, 5, and 6 show that the mode structure in
the plasma changes only slightly under the action of the
stabilizing field. This was noted earlier in many numer-
ical calculations [8, 11, 22, 24, 25, 28]. We explain this
effect (sometimes called “mode rigidity”) by the fact
that the weak stabilizing field cannot strongly affect the
profiles of the plasma current and pressure, which
determine the behavior of perturbations in the plasma.

Thus, in a configuration with p0/  = 2.55 and IN =
1.13, RWMs become unstable at βN > 2.7. At βN = 3,
when γτw = 2.7, the gain factor K = 0.70–0.75 is suffi-
cient for RWM stabilization. If we increase p0/  to 3.1,
keeping IN unchanged, the RWM stability threshold

decreases to  = 2.0 [17] and the open-loop-mode
growth rate (without active stabilization) increases to

p

p

βN
no wall
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Fig. 9. Structure of an RWM with n = 1 and the normal component of the perturbed magnetic field b⊥ einϕ at the T-15M wall for a
configuration with a narrower plasma–wall gap. Without active stabilization, γτw = 2.3. The plasma column is shifted outward and

upward by 10 cm. The Z axis is displaced upward by 10 cm, following the plasma shift. The plasma parameters are p0/  = 2.55,

βN = 3 (α = 1.0), IN = 1.03, qmin = 2.2,  –  = 3.6 – 2.6 = 1.0, and αb = 0.4.

p

βN
wall βN

no wall
γτw = 5.3 at βN = 2.2. These adverse changes are related

to the appreciable reduction in the ideal limit  from

3.2 in the first case (p0/  = 2.55) to 2.3 in the second
case (p0/  = 3.1). It is worth noting that it is practically
impossible to observe the change in the mode structure
outside the plasma: the perturbation in Fig. 7 almost
repeats that shown in Fig. 3. Nevertheless, a larger gain
factor is required for RWM feedback stabilization in
the latter case: K = 1.1 at βN = 2.2.

The results presented in Figs. 3–7 apply to the case
IN = 1.13, which corresponds to the middle of the
parameter range on the horizontal axis in Fig. 1. We
also performed calculations for a configuration with
IN = 1.53 (qmin = 1.7); in Fig. 1, this configuration is rep-
resented by the rightmost points with a larger value of

 –  = 3.06 – 1.98 = 1.08 (due to an apprecia-

ble decrease in ) as compared to the first version
with IN = 1.13 (qmin = 2.2). The mode structure in the
plasma and the dependence of b⊥  at the wall on the

βN
wall

p
p

βN
wall βN

no wall

βN
no wall
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poloidal angle for this case are shown in Fig. 8. The cal-
culations were performed for βN = 2.56, when K = 1.1
is required for RWM stabilization. In this case, the
growth rate γ was again larger than that in the previous
case: γτw = 4.9.

In Fig. 1, the dashed lines show that the narrowing
of the plasma–wall gap at the outer side of the torus
increases the stabilizing effect of the wall on the n = 1
mode. This is also true for other modes. Let us recall

that the  limits given in Fig. 1 were calculated
assuming the wall to be ideal. The results presented in
Fig. 9 are obtained with allowance for the finite conduc-
tivity of the vacuum chamber. This figure may be com-
pared with Fig. 3 because the profiles of the plasma
pressure and current and the values of βN and qmin are
the same in these two cases. Placing the conducting
wall closer to the plasma allows one to suppress the
RWMs and achieve a higher βN than those in the stan-
dard case at the same requirements to the stabilizing
system. Placing the wall closer to the plasma also
reduces the RWM growth rate. For the case illustrated

βN
wall
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Fig. 10. Growth rate of an RWM with n = 1 as a function of (a) βN and (b) αb = (β – βno wall)/(βwall – βno wall) for the three equilib-
rium configurations: IN = 1.13 (solid line) and IN = 1.53 (dashed-and-dotted line) for the standard plasma position relative to the T-
15M wall and IN = 1.03 for a plasma column displaced outward and upward by 10 cm (dashed line). The vertical asymptotes shown

by the dotted lines in plot (a) correspond to the ideal stability limits βN =  equal to 3.06, 3.2, and 3.6. In all cases, p0/  = 2.55.βN
wall

p

(a) (b)
by Fig. 9, we obtain γτw = 2.3, whereas in the first case,
γτw = 2.7 at the same βN = 3.

Figure 10 demonstrates the stabilizing effect of the
conducting wall on an unstable kink mode for the three
cases discussed above. Without a wall, the growth rate
is on the order of the Alfvén frequency. With a wall, the
instability growth rate is determined by the resistive
wall time τw. In all these cases, the plasma is unstable at
β > βno wall. The instability growth rate is small at a
small excess over the βno wall limit and then very rapidly
increases with increasing β, reaching a value on the
order of 10/τw at β – βno wall ≈ 0.75(βwall – βno wall).

The dependences of γτw on βN in Fig. 10a have dif-
ferent thresholds and different asymptotes for different
equilibrium configurations. However, being regarded
as functions of αb, defined by Eq. (3), they turned out to
be close to one another, especially at αb < 0.5 (see
Fig. 10b).

4. CONCLUSIONS

All the theoretical works on RWM feedback stabili-
zation (see, e.g., [11, 12, 15, 22–31, 33–38]) make opti-
mistic conclusions about the efficiency of the above sta-
bilization methods with a simple geometry of the cor-
rection coils and simple operation algorithms.
Successful experiments in the DIII-D tokamak [7–12]
have proven that these theoretical predictions are quite
reliable. One of the greatest achievements in DIII-D

was an almost double excess over  during
approximately 1 s [9]. The possibility of such an excess

over  in ITER due to active RWM stabilization
was earlier predicted in [25]. Our calculations show
that the larger the distance between the plasma and the
wall, the smaller the gain in β. In particular, in the
T-15M tokamak, RWM stabilization would allow oper-

ation at βN = 3; however, a double excess over 
in T-15M cannot be obtained because the calculated

value of  –  for T-15M is smaller than that
for ITER (see Fig. 1). It is explained by the fact that the
T-15M vacuum chamber is not so close to the plasma as
the first wall in ITER. This difference between T-15M
and ITER is illustrated by Fig. 11. The dashed curves in

Fig. 1 show that the value of  –  in T-15M
could be increased approximately to the ITER level by

βN
no wall

βN
no wall

βN
no wall

βN
wall βN

no wall

βN
wall βN

no wall
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placing the wall closer to the plasma by 10 cm at the
outer side of the torus.

An important parameter of the problem is τw. In our
case, this parameter determines the absolute time scale.
It can be seen from Fig. 10 that the RWM growth rate
is a few units of 1/τw; this growth rate determines the
necessary operation speed of the stabilizing system.
The smaller the resistive wall time τw, the more difficult
it is to stabilize the RWM mode. Let us recall that τw =
6.35 × 10–3 s for the parameters accepted in the T-15M
technical project [16], whereas in ITER, we have τw ≈
0.3 s for each of its two walls [26, 15]. To increase τw in
T-15M, it is necessary to increase the thickness of the
vessel wall.

The narrowing of the plasma–wall gap at the outer
side of the torus and the increase in τw can be consid-
ered as natural measures for making T-15M more sim-
ilar to ITER. On the other hand, these measures are
absolutely necessary if operation with βN ≥ 3 is desired
in T-15M. For comparison, the JT-60SC project consid-
ers the possibility of stationary operation with βN = 3.5–
5.5 [39].

1.0 1.2 1.4 1.6 1.8 2.0 2.2

–1.0

–0.5

0

0.5

1.0

Z, m

R, m

Fig. 11. Plasma boundary (light solid line) and the position
of the T-15M wall (heavy line). The dashed and dotted lines
show the plasma boundary shifted outward by 10 cm and
the rescaled ITER wall, respectively.
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The problem of RWM stabilization in a tokamak
with T-15M parameters has been analyzed here as a
purely theoretical task without linking it to any specific
engineering solutions. The choice of the scheme of the
stabilizing system is a separate important problem.
Experiments carried out in the DIII-D tokamak [7, 9–
12, 40] showed that RWMs can be successfully stabi-
lized only when the static resonant fields (the so-called
error fields) are suppressed. Such fields with an ampli-
tude of a few gauss at the resonant surface can lead to
instability even with the “proper” operation of the
dynamic stabilizing system [4, 6–9, 12, 40, 41]. Hence,
the stabilizing system must suppress not only RWMs
but also small static helical harmonics, thus providing a
high “purity” of the magnetic field. The necessity of
such a suppression, proved by DIII-D experiments,
confirms the validity of the “Precision Tokamak” con-
cept proposed many years ago [42].

The results of calculations presented in Fig. 10 show
that the dependence of the RWM growth rate on β for
different profiles of the safety factor follows approxi-
mately the same scaling, 

(8)

where αb is the parameter defined by Eq. (3). The veri-
fication of the validity of this scaling over a wider
parameter range is a subject for further study. We note
that Eq. (8) corresponds to the functional dependence
given in [43] for the so-called stability constants.
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Abstract—Helical perturbations of the tokamak magnetic field can give rise to magnetic islands in the vicinity
of the rational magnetic surfaces at which the pitch of the magnetic field lines coincides with that of the pertur-
bation. The widely known relationship between the magnetic island width and the perturbation amplitude is
valid under the assumptions that the island width is small in comparison to the radius of the rational surface and
that the perturbation amplitude is constant in the radial direction. The latter assumption indicates that the island
width is small in comparison to the radial size of the region where the perturbation current is localized. The
calculations carried out for four model magnetic field configurations show that the geometry of the magnetic
islands depends on the extent to which the perturbation current is localize and that the width of the magnetic
islands is smaller than that calculated from the familiar relationship. The larger the perturbation amplitude, the
greater this difference: it may be as large as 25% for the strong perturbations arising during disruptions. The
calculations are based on the solution of the geometric problem of constructing the lines of the magnetic field
determined by the given distributions of the initial current and perturbation current; the equilibrium equation is
not considered. The question of the direction of the perturbation current within the island relative to the direc-
tion of the initial unperturbed current is discussed. The perturbation current flowing in an island is directed
opposite to the initial current with a radially decreasing density; for this reason, such an island can naturally be
called a “negative” island. Together with the formation of negative islands, the formation of “positive” ones is
also considered. The latter are shown to form under the following conditions: the perturbation current density
should be higher than the density of the current that produces the unperturbed field and the perturbation current
itself should be localized in a sufficiently narrow radial layer. The positive islands are smaller in size than neg-
ative ones. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The onset of tearing instability [1] is accompanied
by the formation of magnetic islands about the rational
magnetic surfaces at which the pitch of the magnetic
field lines coincides with that of the perturbation. The
formation of magnetic islands inside the plasma col-
umn indicates the enhancement of radial transport in
their vicinity [2]. The width of the magnetic island is
traditionally estimated from the following well-known
relationship [3–7]:

(1)

Here, Br1 is the amplitude of the perturbed radial field,
Bθ is the initial unperturbed poloidal field of the toroi-

dal current, q =  is the safety factor, BT is the toroi-

dal magnetic field, rs is the radius of the rational mag-

netic surface at which q = , and m and n are the poloi-

dal and toroidal mode numbers of the perturbation.
Relationship (1), which contains the local values of the
parameters at the rational magnetic surfaces, is valid for
magnetic islands whose width is quite small in compar-
ison to the radius of the rational surface, W < rs, and

W 4r
Br1

Bθ
-------/m

rq'
q

------
rs

.=

rBT

RBθ
----------

m
n
----
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under the assumption that the perturbation amplitude is

constant in the radial direction, (r) ≅  (rs) [8, 9].
The approximate character of relationship (1) is
emphasized, e.g., in the book by Bateman [10] by using
the approximate equality sign in it. The assumption

(r) ≅  (rs) implies that the width of the islands is
small in comparison to the radial size of the region
where the perturbation current is localized. In order to
estimate how the extent to which the perturbation cur-
rent is localized affects the geometry of the magnetic
islands, the magnetic field lines were analyzed for four
model magnetic field configurations. The magnetic
configuration was specified by the initial current and
perturbation current; the equilibrium equation was not
considered. Analytic solutions to the equations for the
magnetic field lines were obtained. These expressions
determine, in particular, the magnetic island width. One
such magnetic field configuration was used by Ruther-
ford [11] to study the nonlinear growth of a tearing
mode in plane geometry. The use of plane geometry
simplifies the analysis and provides an adequate
approximation for sufficiently narrow islands (W < rs)
in cylindrical geometry. Rutherford [11] derived a rela-
tionship between the magnetic island width and the
amplitude of the perturbed magnetic field and showed
the way in which this relationship can be generalized to

B̃r B̃r

B̃r B̃r
004 MAIK “Nauka/Interperiodica”



 

908

        

CHUDNOVSKIY

                                                                   
the case of cylindrical geometry and which leads to
relationship (1).

Besides studying the dependence of the magnetic
island width on the perturbed magnetic field, we will
also discuss the question about the relative directions of
the perturbation current within the island and the cur-
rent producing the initial field. It is well known (see,
e.g., [12]) that, when the plasma current density is radi-
ally decreasing, the perturbation current flowing in the
island is negative, so that such an island can naturally
be called a negative island. In recent years, the question
of the formation of not only negative but also positive
magnetic islands has been discussed [12]. In the present
study, the widths of both negative and positive islands
are calculated. The conditions for the onset of positive
islands are shown to be close to that determined in [12].

The paper is organized as follows. Section 2 con-
tains a detailed analysis of the structure of magnetic
islands in plane geometry in the magnetic field config-
uration considered in [11]. For this field configuration,
the solution to the equation for the magnetic field lines

0.5

0 0.5
r/a

1

2

3

4

1.0

1.0

–0.1

0

(b)

B, arb. units
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1

(‡)

0.1

0.2

0.3

j, arb. units

Fig. 1. Schematic representation of Kadomtsev’s auxiliary
field: (a) radial profiles of (1) the field Bθ of the toroidal cur-
rent j0, (2) the field of the uniform current ju, (3) Kadomt-

sev’s auxiliary field , and (4) the linear approximation to

Kadomtsev’s field; (b) radial profiles of (1) the toroidal cur-
rent density j0 and (2) the uniform current density ju. The
vertical dashed line shows the position of the rational sur-
face of radius rs.

Bθ*
can be represented in the form of an explicit depen-
dence of the radial coordinate of the field line on its
poloidal coordinate; this substantially simplifies the
analysis of the structure of magnetic islands. In [11],
the perturbation field was specified to be independent
of the radial coordinate; this corresponds to a magnetic
island whose width is much smaller than the size of the
region where the perturbation current is localized. Sec-
tion 3 is devoted to studying the opposite situation, in
which the magnetic island width is much larger than the
size of the localization region of the perturbation cur-
rent. This situation, which is also treated in plane geom-
etry, corresponds to the limiting case of a surface per-
turbation current. The magnetic islands produced by a
perturbation current that is localized in a finite-width
layer are described in plane geometry in Section 4. The
magnetic islands produced by a surface perturbation
current are considered in cylindrical geometry in Sec-
tion 5. Finally, Section 6 summarizes the main results
of this study.

2. MAGNETIC ISLAND IN PLANE GEOMETRY. 
THE MODEL OF A WIDE DISTRIBUTION

OF THE PERTURBATION CURRENT

Before considering magnetic islands in plane geom-
etry, we discuss a correspondence between the parame-
ters of the magnetic field models in plane and in cylin-
drical geometry. In cylindrical geometry, it is conve-
nient to study the magnetic islands in a cross section
that is orthogonal to the magnetic field line on the ratio-
nal magnetic surface of radius rs. However, instead of
describing the magnetic islands in such a cross section,
Kadomtsev [13] proposed using an auxiliary magnetic
field . The field  is defined as the difference
between the initial field, which is produced by the cur-
rent of density j0(r), and a field that increases linearly in
the radial direction in such a way that the auxiliary field
vanishes at the rational surface rs (Fig. 1a):

This linearly increasing field can be created by a uni-
form current whose density ju is equal to the mean den-
sity of the initial current j0(r) inside the rational surface
(Fig. 1b). In a typical case of a radially decreasing ini-
tial current density, the density of the resulting current
in the vicinity of the rational surface rs is negative. The
auxiliary field in a narrow layer around the rational sur-
face is usually described by the linear approximation to
Kadomtsev’s field,

(2)

where . It should be stressed that
Kadomtsev’s field changes sign at r = rs.

Bθ* Bθ*

Bθ* Bθ Bθ rs( ) r
rs

----.–=

Bθ* Bθ rs( )
q' rs( )
q rs( )
------------- r rs–( )–≈ µ0 j0* r rs–( ),=

j0* j0 rs( ) ju–=
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In plane geometry, the problem is treated in a rect-
angular coordinate system in which x = r – rs is the
radial coordinate and y = θrs is related to the poloidal
angle. The initial unperturbed magnetic field, which
changes sign at x = 0, is created by a uniform current
flowing in a layer that is infinite in the y direction but
finite in the x direction and is symmetric about the x =
0 plane. The initial field is related to the density j0 of
this current by the relationship

(3)

The perturbation current density is taken to be  =
j1cosmθ. This corresponds to the magnetic field pertur-

bation Bx = Bx1sinmθ (with Bx1 = –  and k = m/rs),

which is constant in the direction of the radial coordi-
nate x (the case that is usually considered in the litera-
ture; see, e.g., [8, 9]). The amplitude j1 is assumed to be
positive. This model of a “wide” distribution of the per-
turbation current density describes magnetic islands
whose radial width is substantially smaller than the size
of the region where the current is localized. A similar
magnetic field configuration was considered by Ruther-
ford [11] in analyzing the nonlinear growth of a tearing
mode. The solution to the equation for the magnetic

field lines,  = , has the form

(4)

where

(5)

and the sign is chosen in accordance with the sign of .

We first consider the case in which  < 0 and the
initial current j0 is directed opposite to the z axis. This
direction of the current j0 agrees with that of the result-
ing current , which produces Kadomtsev’s auxiliary
field in the case of a radially decreasing current density.
In this case, the explicit expression for the radial coor-
dinate ı of the magnetic field line has the form x =

±h . The constant of integration C = 1

determines the separatrix x = ±h , which sepa-

rates the closed magnetic field lines from the lines
extending from –∞ to +∞ along the coordinate y = rsθ
and that do not cross the x axis. The centers of the
closed magnetic field lines are at the so-called o-points
of the magnetic islands with the coordinates x = 0 and
mθ = (2l + 1)π. The separatrix is self-intersecting at the

By By' x µ0 j0x.= =

j̃

µ0 j1

k
----------

dx
Bx1 mθsin
------------------------

rsdθ
By' x
----------

mθcos C 2
x2

h2
-----,±=

h 2rs
Bx1

mrsBy'
-------------- ,=

By'

By'

j0*

C mθcos–
2

--------------------------

mθ
2
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so-called x-points with the coordinates x = 0 and
mθ = 2lπ. In this case, the negative and the positive
phases of the perturbation current correspond to the
Ó- and x-points of the island, respectively. Hence, the
direction of the perturbation current at the Ó-point of
the island coincides with the direction of the current j0,
which produces the field By, or, in other words, the
island forms around the perturbation current flowing in
the direction of the current j0. Note that the Ó- and
x-points constitute a family of singular points of the
equation for the magnetic field lines: at these points,
both field components vanish. The parameter h, which
characterizes the perturbation amplitude, is equal to the
half-width of the magnetic island. Figure 2 shows the
pattern of the magnetic field lines that form an m = 2
island and correspond to solution (4) with  < 0 and
h = rs. The characteristic parameter h of the perturba-
tion is chosen to be sufficiently large in order to illus-
trate how the field line patterns differ from one another
in different model magnetic field configurations (see
Figs. 2, 3, 7).

For  > 0, when the current j0 flows along the
z axis, the explicit expression for x takes the form x =

±h . The constant C = –1 determines the

separatrix x = ±h . In this case, the pattern of

the magnetic islands is shifted by ∆mθ = π with respect
to that shown in Fig. 2. The closed magnetic field lines
are centered at the points with the coordinates x = 0 and
mθ = 2lπ, and the separatrix is self-intersecting at the
points with the coordinates x = 0 and mθ = (2l + 1)π.
Accordingly, the positive and the negative phases of the
perturbation current correspond to the Ó- and x-points
of the island, respectively. Therefore, when the current
j0 is directed along the z axis, the islands also form
around the perturbation current flowing in the direction
of the current j0.

Hence, regardless of the relative magnitudes and rel-
ative directions of the initial current j0 (which produces
the field By) and the perturbation current j1, the island in
the plane model configuration in question always forms
only around the perturbation current whose direction
coincides with that of the current j0. In this model, the
closed magnetic field lines cannot form around the per-
turbation current j1 flowing in the direction opposite to
that of the current j0.

Note that, in a typical case in which the current den-
sity j0 is radially decreasing (see below), the island in
cylindrical geometry forms around the perturbation
current j1 whose direction coincides with that of the
current  (which produces Kadomtsev’s field) but is
opposite to that of the current j0. By virtue of the fact
that the perturbation current flowing through the

By'

By'

C– mθcos+
2

-------------------------------

mθ
2

-------cos

j0*
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Ó-point of the island is negative, such an island is usu-
ally called a negative island.

The total width of a magnetic island is expressed as

W = 4rs . According to [11], this expression

can be generalized to cylindrical geometry by the

replacement   r  and Bx1  Br1. This

somewhat implicit procedure leads to relationship (1)
for the width of the magnetic island. It is this relation-
ship that is widely used [3–7] to estimate the island
width from a given perturbation and a given initial mag-
netic field configuration. Relationship (1) is derived
under the assumption that the perturbation current is
distributed over the entire space; this corresponds to a

Bx1

mrsBy'
--------------

By'
d
dr
-----

Bθ

r
------ 

 

π/2

0
–1

θ

x/rs0 1

π

3π/2

2π

Fig. 2. Pattern of the magnetic field lines of an m = 2 mag-
netic island in plane geometry for a perturbation with the
amplitude h = rs and for a wide distribution of the perturba-
tion current density. The solid curve is the separatrix.
magnetic island whose width is much smaller than the
radial size of the region where the perturbation current
flows. We now turn to a discussion of the opposite case,
in which the radial size of the localization region of the
perturbation current is much smaller than the island
width—the case of a surface perturbation current.

3. MAGNETIC ISLAND IN PLANE GEOMETRY. 
THE MODEL OF A SURFACE PERTURBATION 

CURRENT

As in the previous section, the initial magnetic field
is specified by expression (3). Let us consider the case
in which the magnetic perturbation is created by a sur-
face current that is directed along the z axis and is dis-

π/2

0
–1

θ

x/rs0 1

π

3π/2

2π

Fig. 3. Pattern of the magnetic field lines of an m = 2 mag-
netic island in plane geometry for a perturbation with the
amplitude h = rs and for a surface perturbation current. The
solid curve is the separatrix.
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tributed in the x = 0 plane as  = ι 1cosmθ. The compo-
nents of the magnetic field perturbation have the form

where k = m/rs and Bx1 = By1 = – .

In contrast to the magnetic field of a current distrib-
uted over the entire space, the magnetic field produced

by a surface current has a nonzero component . In
this case, the singular points of the equation for the
magnetic field lines (the points where both of the com-

ponents  and By +  of the total magnetic field van-
ish) lie not at the x = 0 axis but at a certain distance from
it. The distance xspl from the singular points to the x = 0
axis is determined by the relationship

(6)

ι̃

B̃x Bx1 k x–( ) mθ,sinexp=

B̃y x( )By1 k x–( ) mθ,cosexpsgn–=

µ0ι 1

2
----------

B̃y

B̃x B̃y

xspl

rs

-------- m
xspl

rs

-------- 
 exp

m
4
---- h

rs

---- 
  2

,=

0.2

0 1
h/(rs/m)

2

0.4

(b)

xmax/h

(‡)

0.7

0.8

1.0

0.6

0.9

xspl/(rs /m)

Fig. 4. Relative half-width of (a) a large and (b) a small mag-
netic island vs. perturbation amplitude in plane geometry.
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where the parameter h is given by formula (5). The fact
that the singular points do not lie at the ı = 0 axis leads
to a field line pattern differing from that considered
above.

The solution to the equation for the magnetic field
lines

(7)

has the form

(8)

where, as in solution (4), the sign is also chosen in
accordance with the sign of . Again, the perturbation
is characterized by the parameter h; however, this
parameter is not now the half-width of the magnetic
island. In contrast to solution (4), solution (8) contains
the factor exp(k|x|), which substantially changes the
behavior of the field lines. The pattern of the magnetic
field lines for the m = 2 perturbation corresponding to
solution (8) with  < 0 and h = rs is shown in Fig. 3.

Let us recall that, in the case of a wide distribution
of the perturbation current density, the islands form
around the perturbation current only when its direction
coincides with that of the initial current j0. In the case
of a surface perturbation current, additional islands
form around the previous positions of the x-points (x =
0, mθ = 2lπ), where the perturbation current flows in the
direction opposite to the initial current j0. In this case,
the ı-point splits into two points (x = ±xspl, mθ = 2lπ),
where xspl is determined by relationship (6). In the
vicinity of the o-points (x = 0, mθ = (2l + 1)π), the per-

dx

B̃x

------
rsdθ

By' x B̃y+
---------------------=

mθcos C 2
x2

h2
-----± 

  k x( ),exp=

By'

By'

0.2

0 1

∆x/∆y

h/(rs/m)

1

2

2

0.4

0.6

Fig. 5. Elongation of (1) a large and (2) a small magnetic
island vs. perturbation amplitude.
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turbation current  = ι 1cosmθ is negative; i.e., it flows
in the direction of the initial current. In the case of the
reversal initial current, the field line pattern is phase
shifted in such a way that the direction of the perturba-
tion current at the Ó-points, as before, coincides with
the direction of the initial current. Hence, the model of
a surface perturbation current implies that, regardless
of the relative directions of the initial current j0 (which
produces the field By) and the perturbation current , a
large island forms around the perturbation current
whose direction coincides with that of the current j0,
while a small island forms around the perturbation cur-
rent flowing in the opposite direction. The magnetic
field line that passes through the two split points is the
separatrix (Fig. 3). From Fig. 3, we can see that the
maximum distance xmax between the separatrix and the
x = 0 axis is less than h = rs. It is the distance xmax that
is the half-width of the large magnetic island, and it is
the distance xspl that is the half-width of the small
island.

Figure 4 shows how the half-width xmax of a large
magnetic island and the half-width xspl of a small island
depend on the characteristic parameter h of the pertur-
bation. The parameter h and the half-width xspl of a
small island are normalized to the characteristic period
rs/m of the perturbation in order for the curves in Fig. 4
to be universal for perturbation modes with arbitrary
poloidal numbers m. The half-width of a large magnetic
island is normalized to the characteristic parameter of
the perturbation, h, which is equal to the island half-
width (5) in the case of a wide distribution of the per-
turbation current density. Hence, Fig. 4a shows the
amount by which the half-width of a magnetic island in
the model of a surface perturbation current differs from

ι̃

ι̃

0.7

0 0.5

xmax/h

h/rs

1

3

1.0

0.8

1.0

0.9

4

2

Fig. 6. Relative half-width of an m = 2 magnetic island vs.
perturbation amplitude for d = (1) rs, (2) 0.5rs, and (3) 0.2rs.
Curve 4 refers to the case of a surface perturbation current.
that in the model of a wide distribution of the perturba-
tion current density. This difference increases approxi-
mately linearly with the perturbation amplitude.
For weak perturbations such that h ! rs, and xspl ! rs,
the half-width xspl of a small magnetic island is qua-
dratic in h,

(9)

while the half-width xmax under the same conditions
increases linearly with the perturbation amplitude,
xmax ≈ h. For weak perturbations, we have xspl ! xmax.
For any finite value of the characteristic parameter h of
the perturbation, the half-width xspl is less than the half-
width xmax. As h increases without bound (e.g., due to

xspl

rs

--------
m
4
---- h

rs

---- 
  2

,=

π/2

0
–1

θ

(r – rs)/rs

0 1

π

3π/2

2π

Fig. 7. Pattern of the magnetic field lines of an m = 2 mag-
netic island in cylindrical geometry for a perturbation with
the amplitude h = rs and for a surface perturbation current.
The solid curves are the separatrices.
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an increase in ), the half-width xspl approaches the
half-width xmax from below.

In Section 5, in discussing the magnetic islands in
cylindrical geometry, it will be explained why, for a
radially decreasing current density, the large island is
called negative and the small island is called positive.
As was pointed out in [12], the elongation of the posi-
tive islands is greater than that of the negative islands,
which should lead to an asymmetry in the distribution
of the magnetic field perturbation  outside the
plasma column. The dependence of the elongation of
the magnetic islands on the perturbation amplitude is
shown in Fig. 5, in which the elongation is defined as
the ratio of the width of the magnetic island (2xmax or
2xspl) to its length ∆y along the x = 0 line. It can be seen
that, in accordance with [12], the elongation of a posi-
tive (small) island is in fact greater than that of a nega-
tive (large) island. Nevertheless, when there is only one
perturbation mode with the poloidal number m, the
greater elongation of the positive island does not lead to
any asymmetry of the distribution of  outside the
plasma column.

In this section and in Section 2, we have considered
two limiting cases of the distribution of the perturbation
current density: infinitely wide and infinitely narrow
distributions. In the next section, we will analyze the
case of a perturbation current density distributed over a
layer of finite radial width.

4. MAGNETIC ISLAND IN PLANE GEOMETRY. 
THE MODEL OF A PERTURBATION CURRENT 
DISTRIBUTED OVER A FINITE-WIDTH LAYER

As in the previous two cases, the initial magnetic
field is given by expression (3). We consider the case in
which the perturbation is driven by a current that flows
along the z axis and whose density is distributed accord-
ing to the law  = j1cosmθ over the layer –d < x < d.
The distribution of the field components within the
layer has the form

where, as before, k = m/rs. As in the case of a surface
perturbation current, the magnetic field components
outside the layer decrease exponentially,

where Bxd = – d.

By'

B̃θ

B̃θ

j̃

B̃x
µ0 j1

k
---------- kd–( )exp kxcosh 1–( ) mθ,sin=

B̃y
µ0 j1

k
---------- kd–( ) kx mθ,cossinhexp=

B̃x Bxd k x–( ) mθ,sinexp=

B̃y x( )Bxd k x–( ) mθ,cosexpsgn–=
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The condition for the formation of magnetic islands
around the perturbation current flowing in the direction
opposite to that of the initial current j0 is that both of the
components of the total magnetic field should vanish at
the points lying off the x = 0 axis. This condition is sat-

isfied if the perturbation field  exceed in absolute

value the initial field. The maximum value of | | is
reached at the boundary of the current layer. Conse-
quently, the condition for the formation of such magnetic

islands has the form | (x = d, mθ = 2lπ)| > |By(d)| or

(10)

Since  ≥ 1, the inequality j1 > j0 must at least

be satisfied. If we introduce the characteristic parame-
ter of the perturbation,

(11)

where Bx1 ≡ (x = 0, mθ = 2lπ) = – (1 – exp(–kd)),

then condition (10) for the perturbation current magni-
tude can be rewritten as the following restriction on the
radial size d of the region where the perturbation cur-
rent is localized:

(12)

Hence, at a fixed perturbation amplitude h, a necessary
condition for the formation of magnetic islands around
the perturbation current directed opposite to the initial
current j0 is that the perturbation current should be
localized in a sufficiently narrow layer. Condition (12)
implies, in particular, that the half-width of the current
layer should be less than the half-width xspl (9) of a
small magnetic island in the case of a surface perturba-
tion current.

Let us consider the structure of the magnetic field
lines in the case where the magnetic field perturbation
is no stronger than the initial field and an island is local-
ized inside the current layer. The solution to field line
equation (7) within the layer has the form

(13)

where the parameter h is given by relationship (11) and
the sign is chosen in accordance with the sign of .
The structure of solution (13) is well known: the right-
hand side of an expression like (4) is multiplied, as in
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solution (8), by a function that increases with distance
from the x = 0 axis. Because of the presence of such a
factor in solution (13), the width of a magnetic island
differs from the value of the parameter h calculated for
a wide current layer. Figure 6 shows that this difference
increases with perturbation amplitude more gradually
than it does for a surface perturbation current. Recall
that, in Fig. 4, the parameter h is normalized to rs/m. In
the case at hand, however, this normalization does not
ensure that the corresponding dependences are univer-
sal for perturbation modes with different poloidal num-
bers m because the model now contains a new scale
length—the half-width d of the current layer. This is
why Fig. 6 illustrates the calculated results only for the
m = 2 mode and why the parameter h was normalized
to rs. The calculations for current layers with the half-
widths d = 0.2rs and d = 0.5rs were restricted to such h
values for which the island lay entirely within the cur-
rent layer; i.e., the half-width xmax was less than the cor-
responding d value. It can be seen from Fig. 6 that the
difference between the half-width of the m = 2 magnetic
island and the h value calculated using formula (11)
does not exceed 10%.

5. MAGNETIC ISLAND IN CYLINDRICAL 
GEOMETRY

In analyzing the magnetic islands in cylindrical
geometry, it is convenient to use Kadomtsev’s auxiliary
field (2) as an unperturbed magnetic field. Let us con-
sider the case in which the perturbation is produced by
a surface current that flows along the z axis and is dis-
tributed over a rational surface with the radius r = rs as

 = ι 1cosmθ, where the amplitude ι 1 is assumed to be
positive. The components of the perturbing field are
given by the expressions

The solution to the equation for the magnetic field

lines,  = , has the form

(14)
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h2
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  1 x/rs+( ) m– for 0 r rs,< <=
(15)

where x = r – rs, h = 2r ; and the sign is

chosen in accordance with the sign of the current  =

− , which generates Kadomtsev’s field.

Solutions (14) and (15) are close in structure to solu-
tion (8), which was obtained for a surface perturbation
current in plane geometry. In cylindrical geometry,
however, the field is not symmetric with respect to the
rational surface; as a result, the field line pattern
changes qualitatively (Fig. 7). The magnetic field lines
that originate on both sides of the rational surface from
the two split points do not coincide at this surface.
Accordingly, there are two separatrices that bound a
layer of magnetic field lines that do not belong to any
of the islands but, instead, make excursions from the
inner region of the rational surface to its outer region
and vice versa.

When the current density  is negative (Fig. 7), a
large island forms around the Ó-point with the coordi-
nates x = 0 and mθ = (2l + 1)π, at which the perturbation
current density  = ι 1cosmπ is also negative. For a pos-
itive current density , the field line pattern is shifted

in such a way that the perturbation current density  =
ι 1cosmπ at the Ó-point of the large island is positive.
Consequently, a large magnetic island forms around the
perturbation current flowing in the same direction as
the current , which generates Kadomtsev’s field. The

current  is directed opposite to the initial current j0 if
the density of the latter is radially decreasing. In this
case, a large island forms around the perturbation cur-
rent flowing in the direction opposite to that of the ini-
tial current. In other words, the perturbation current that
flows within the large island is negative. The perturba-
tion current that flows within the small island is posi-
tive. Hence, in accordance with the relative directions
of the perturbation current  and the initial current j0,
the large islands can be called negative and the small
islands can be called positive [12]. Outside the rational
surface, the poloidal component of the perturbation
field is in phase with the perturbation current. Conse-
quently, the experimentally determined position of a

minimum in the perturbation  corresponds to the
position of the Ó-point of the large island. The current

 has the same direction as the initial current j0 if the
density of the latter is increasing radially. In this case,
the perturbation current flowing through the Ó-point of
the large island is positive and the poloidal position of
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x2

h2
-----± 

  1 x/rs+( )m for r rs,>=

Br1

Bθ
-------/m

rq'
q

------
rs

j0*

Bθ rs( )
µ0

---------------
q' rs( )
q rs( )
-------------

j0*

ι̃
j0*

ι̃

j0*

j0*

ι̃

B̃θ

j0*
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004



MODEL MAGNETIC FIELD CONFIGURATIONS WITH ISLANDS 915
the Ó-point corresponds to the position of a maximum

in the perturbation .
Since the field in cylindrical geometry does not pos-

sess symmetry about the rational surface, the distance

from the rational surface to the split point  lying in
the inner region of this surface turns out to be larger

than the distance to the split point  lying in the outer
region. For definiteness, let the separatrix that passes

through the inner split point  be called the inner
separatrix, and let the separatrix that passes through the

outer split point  be called the outer separatrix.

Note that the maximum distance  between the

B̃θ
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Fig. 8. Dependences of (a) the maximum relative distances

 and  of the separatrices from the rational surface

and (b) the distances  and  of the split points from

the rational surface on the amplitude of an m = 2 perturba-
tion in cylindrical geometry. Curves 1 and 2 refer to the
inner and outer regions of the rational surface, respectively.

xmax
in

xmax
out

xspl
in

xspl
out
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
inner separatrix and the rational surface is smaller than

the maximum distance  between the outer separa-
trix and this surface. Figure 8 shows how the parame-

ters , , , and  depend on the amplitude
of the m = 2 perturbation mode. In order to estimate the
half-widths of large and small islands, we introduce the

mean parameters xmax = (  + )/2 and xspl =

(  + )/2. The dependence of the parameters xmax

and xspl on the perturbation amplitude is shown in Fig. 9
for the modes with m = 1, 2, and 4. The curves in this
figure are seen to differ only slightly from one another.
It is also seen that, as functions of the perturbation
amplitude, the parameters xmax and xspl in cylindrical
geometry differ insignificantly from those in plane
geometry (Fig. 4).
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out xmax
in xmax

out

xmax
in xmax

out

xspl
in xspl

out

0.2

0 1
h/(rs/m)

2

0.4

(b)

xmax/h

(‡)

0.7

0.8

1.0

0.6

0.9

m = 1 2

4

2

4

m = 1

xspl/(rs /m)

Fig. 9. Dependence of the relative half-width of (a) a large
and (b) a small magnetic island on the perturbation ampli-
tude in cylindrical geometry. The curves referring to differ-
ent perturbation modes are denoted by the corresponding
poloidal mode numbers.
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The parameters of the magnetic islands in plane
geometry remain formally valid for perturbations with
arbitrarily large amplitudes. For sufficiently strong per-
turbations, the magnetic islands in cylindrical geometry
are radically different in structure from those in plane
geometry. The reason for this is that, in cylindrical
geometry, the space inside the rational surface where
the islands can develop is limited. Thus, for the m = 1
perturbation mode, the formula for the position of the

split point in the inner region of the surface,  =

− , fails to hold for h ≥ 2rs. The restrictions imposed

on the possible values of h by the deviation of the linear
approximation from Kadomtsev’s auxiliary field
(Fig. 1) are even more stringent.

Formulas (14) and (15) imply that, for weak pertur-
bations such that h ! rs, the width of a magnetic island

is equal to W ≈ 2h = 4r , which agrees

with relationship (1). In order to clarify the possible
effect of the nonuniformity of the distribution of the
perturbation current density on the width of the mag-
netic islands, we estimate the typical h values from
experimental data. According to direct measurements
of the perturbation field and initial field in a plasma col-

umn [14], the ratio  is about 1% for quasi-steady

perturbations and about 6% for perturbations arising
during disruption. In most experiments, the value of the

ratio /Bθ is measured near the tokamak chamber

wall. For quasi-steady perturbations, the ratio /Bθ is

about 1% [3, 5]. The perturbations  that occur during
disruption are the strongest: their relative amplitudes
are about 10% [15–18] and, in some cases, may be even
as large as 20% [19]. These values can be used to esti-

mate the ratio . The amount by which the pertur-

bation field  increases from the wall toward the ratio-
nal surface is greater than that for the current field Bθ.
For quasi-steady perturbations, the rational surface lies
deeper inside the plasma than for perturbations arising

during disruption; consequently, the ratio /Bθ for
quasi-steady perturbations should be expected to
increase by a greater amount. The value of the charac-
teristic parameter rq'/q is about 0.5–1.5. For quasi-

steady perturbations, the quantity  can be

estimated at 0.02 and, for perturbations arising during
disruption, it can be estimated at 0.15. Accordingly, the
ratio h/rs is estimated to be 0.3 and 0.8, respectively.
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The numerical results presented in Fig. 8 show that the
width of an m = 2 magnetic island can differ from that
calculated from relationship (1) by more than 10% for
quasi-steady perturbations and by about 25% for per-
turbations arising during disruption. In this case, the
width of a small island for quasi-steady perturbations
and for perturbations arising during disruption is equal
to about 1/5 and 1/3 of the width of a large island,
respectively.

6. CONCLUSIONS

In this paper, the structure of the magnetic field lines
of magnetic islands has been analyzed for four model
configurations of the magnetic field by using analytic
expressions for the solutions to the equations for the
lines of the magnetic field produced by the initial cur-
rent and the perturbation current. The simplest and
most illustrative results have been obtained for a famil-
iar plane model configuration [11] of a magnetic field
in the case of a perturbation current with a wide radial
density distribution. Such a distribution ensures that the
perturbation field is constant in the radial direction
across the magnetic islands; this is a necessary condi-
tion for the validity of relationship (1) between the
width of the island and the amplitude of the magnetic
field perturbation [8, 9]. In the case of a wide distribu-
tion of the perturbation current density, the islands can
form around the perturbation current only when it flows
in the direction of the current that produces the initial
magnetic field. These are the so-called negative mag-
netic islands. In the region of the perturbation current
flowing in the opposite direction, there are the x-points
of the magnetic islands. An analysis of an infinitely nar-
row distribution of the perturbation current density in
plane geometry (the model of a surface perturbation
current) allowed us to clarify the effect of the nonuni-
formity of the distribution of the perturbation current
density on the structure of the magnetic field lines of a
magnetic island. In the case of a surface perturbation
current, positive islands can also form around the per-
turbation current flowing in the direction opposite to
that of the current producing the initial magnetic field.
An analysis of a perturbation current whose density is
distributed over a finite-width layer made it possible to
estimate the conditions for the formation of positive
magnetic islands. The geometric parameters of the
islands have been considered in cylindrical geometry
for the case of a surface perturbation current and have
been found to be close to those of the islands in the
model of a surface perturbation current in plane geom-
etry.

An analysis of the structure of magnetic islands in
the case of a nonuniform radial distribution of the per-
turbation current density has shown that the relation-
ship between the width of the magnetic islands and the
amplitude of the magnetic field perturbation differs
from the well-known relationship (1). For a perturba-
tion current whose density is distributed over a finite-
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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width layer (as well as in the limiting case of a surface
perturbation current), the magnetic island width turns
out to be smaller than that calculated from relationship
(1). The larger the perturbation amplitude, the greater
this difference: it does not exceed 10% for quasi-steady
perturbations and it may amount to 25% for the strong
perturbations arising during disruptions. In order for
the positive magnetic islands to form, the perturbation
current density should be greater than the initial current
density and the perturbation current should be localized
in a sufficiently narrow layer. The positive islands are
smaller in size than the negative islands. For quasi-
steady perturbations, the width of a positive island can
amount to about one-fifth of the width of a negative
island. For the strong perturbations arising during dis-
ruption, the width of a positive island can be as large as
one-third of the width of a negative island. Under con-
ditions corresponding to the formation of positive mag-
netic islands in cylindrical geometry, two separatrices
appear that bound a layer of the magnetic field lines that
do not belong to any of the islands but, instead, make
excursions from the inner region of the rational surface
to its outer region and vice versa.
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Abstract—A generalized analytical model of instabilities in a dusty plasma with a nonzero grain charge gra-
dient in a field of nonelectrostatic forces is considered. A review is given of different experimental observations
of the dust self-oscillations that occur in the plasmas of an rf capacitive discharge and a dc glow discharge and
whose appearance can be explained in terms of the proposed model. It is shown that the change in the grain
charge gives rise to dynamic dust structures in laboratory gas-discharge plasmas. Attention is focused on the
analysis of the onset of vortex motion of the dust grains. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the physics of dusty plasmas, there is now
increased interest in problems associated with the onset
and development of various instabilities. Papers
devoted to analyzing the conditions for the self-excita-
tion of dust oscillations in plasma are constantly
appearing [1–19]. Some of them are aimed at experi-
mental observation of the vortex dust motion in differ-
ent plasmas, such as the plasma of a dc gas discharge
[5, 12, 14], the plasma of an rf capacitive discharge [1,
8], and nuclear excited plasmas [6]. It is worth mention-
ing here the first attempt to crystallize a dust system
under microgravity conditions (onboard the Mir space
station) [7] and recent experiments [13] that were car-
ried out onboard the Alpha international space station
and in which the formation of dust vortices in an rf dis-
charge chamber was observed.

Dynamic dust structures (such as waves or vortices)
are stable distributions of the densities of moving dust
grains whose directed velocity is nonzero, in contrast to
liquid- and solidlike quasi-steady structures, in which
the mean directed velocity of thermal motion is zero.

In a viscous medium (e.g., a weakly ionized labora-
tory plasma), dynamic dust structures can arise only in
the presence of potential sources that compensate for
energy dissipation. Since the dust is observed to exe-
cute vortex motion in different plasmas, it is natural to
suppose that this motion is driven by electric forces.
One possible mechanism for converting the potential
energy of an external electrostatic field into the energy
of dust motion is associated with spatial or temporal
variations in the grain charge eZd [4, 9, 15–20]. The
grain charge gradient in dusty plasma, b = —Zd, is gov-
erned by the nonuniform conditions under which dust
grains become charged (namely, by the gradients of the
1063-780X/04/3011- $26.00 © 20918
temperatures and densities of the components of the
surrounding plasma, the spatial variations in the illumi-
nation of the surfaces of the emitting grains, variations
in the grain surface temperature, etc.). The nonequilib-
rium nature of such dust systems may stem from the
collective effects associated with the stochastic spatial
variations δZd in the grain charges. These variations, in
turn, give rise to fluctuations in the intergrain interac-

tion forces ∝ ZdδZd/  that are exerted on an individual
grain by the remaining grains in the dust cloud (here, ld

is the mean distance between the grains) [4, 9, 19, 20].
Although these fluctuations can lead to anomalous dust
heating (i.e., can set the grains into a stochastic motion
whose kinetic energy is far higher than the temperature
of the surrounding gas), they alone cannot explain the
excitation of regular motions of the dust grains and the
formation of dynamic dust structures; therefore, addi-
tional sources compensating for energy dissipation
need to be invoked.

In a system with a nonzero grain charge gradient b,
regular dust self-oscillations can be induced in the pres-
ence of nonelectrostatic forces Fnon (such as the gravity
force, the thermophoretic force, and the ion drag force)
that act on the dust grains in plasma [12, 15–19]. The
role of the nonelectrostatic forces in exciting oscilla-
tions in a system of likely charged grains is governed by
their ability to confine a dust cloud within the region of
an uncompensated electric field E = Fnon/(eZp). When
the curl of the forces acting in the system is nonzero
(b × E ≠ 0, this electric field can perform positive work
A ∝  (Fnon/(eZd))2, which compensates for the dissipa-
tive energy losses of a particle moving along a closed
path. Under the condition (eZd/ld)2 ! Fnon, this mecha-
nism for the excitation of dust oscillations is more effi-

ld
2
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cient than the effects associated with collective dust
fluctuations.

To conclude the introduction, let us note that the
rotation of dust with a nonzero grain charge gradient
along the axis of a cylindrical system in the field of the
radial ion drag force was first revealed in numerical
experiments conducted by Zhakhovskiœ et al. [10]. At
that time, however, an analytic model capable of pre-
dicting the conditions for the onset of such a rotation,
as well as its direction and angular velocity, was lack-
ing. A theory for the excitation of vortices in an inho-
mogeneous dusty plasma was proposed by Boushoule
et al. [15], who considered for the first time the self-
consistent problem of the development of convective
(dispersive) instability in the field of the ion drag force
with allowance for the distributions of the dust and
plasma densities and determined the threshold for the
onset of this instability with allowance for dissipation
by neutral particles. The effect of the ion drag force on
the formation of vortex dust motion under the condi-
tions of experiments carried out onboard the Alpha
international space station was also mentioned by For-
tov et al. [13], who analyzed the dynamics of dust rota-
tion using a model that was constructed to describe the
dynamics of an absolute (dissipative) instability in a
dust system with a nonzero grain charge gradient in the
gravity field [11]. The mechanism for the onset of vari-
ous dust oscillations in inhomogeneous plasmas of a dc
glow discharge and an rf discharge under the Earth’s
gravity conditions was investigated qualitatively in [1,
12, 14]. In the present paper, an analytic model is
described that generalizes the analysis of instabilities in
a dusty plasma with a nonzero grain charge gradient to
arbitrary nonelectrostatic forces. Attention is focused
on analyzing of the dissipative instability, which drives
a large-scale rotation of the dust and leads to the forma-
tion of dust vortices regardless of the magnitude of the
frictional forces present in the system (in contrast to the
dispersive instability, which is critical to the dissipation
of the energy of dust grains by neutrals [11, 15]). A
review is given of different experimental observations
of the dust self-oscillations that occur in the plasmas of
an rf capacitive discharge and a dc glow discharge and
whose appearance can be explained in terms of the pro-
posed model.

2. THEORY

2.1. Conditions for the Formation of Dust 
Self-Oscillations in an Inhomogeneous Plasma

Existing mathematical models for investigating the
conditions for the onset of self-oscillations in nonlinear
nonequilibrium systems are based on solving differen-
tial wave equations. These models are capable of
describing two main types of instability: (i) the dissipa-
tive instability in systems with energy dissipation and
(ii) the dispersive instability in systems in which dissi-
pation is weak or absent [21]. Note that, in the litera-
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
ture, these instabilities are sometimes called absolute
and convective, respectively [22]. We are using the
terms dissipative and dispersive because they better
reflect the physical picture of the development of these
instabilities. This classification of instabilities is based
on the following analysis: Let us consider the response
of a stable system G to a small perturbation φ in the
form of a harmonic wave with wave vector k, frequency
ω, and amplitude b,

φ = bexp(ikx – iωt), (1)

where x is the spatial coordinate and t is the time. In this
case, the differential wave equations can be written in

operator form as (ik; –iω)b, and the dispersion rela-

tion L(ω, k) ≡ det  = 0 shows whether or not the
model under consideration contain terms describing
dissipation. For a system with dissipation, the function
L(ω, k) and the roots of the equation L(ω, k) = 0 are
complex, ω = ωR + iωI. In case (i), i.e., for ωI > 0, the
solution increases in time and thus is unstable. In case
(ii), the function L(ω, k) is real and the roots of the
equation L(ω, k) = 0 can appear in a conjugate pair, ω =
ωR ± iωI. Consequently, the solution increases exponen-
tially for any ωI ≠ 0. Note that, in many physical prob-
lems concerning simulations of hydrodynamic systems,
introduction of even a low viscosity can substantially
distort the dispersive solutions in case (ii) and, more-
over, can make them impossible [21, 23].

Let us analyze the stability of a discrete system of Nd

charged grains in a two-dimensional cylindrical elec-
trostatic trap, assuming that the spatial variation of the
grain charge is given by the expression Z(r, y) = Zd +
∆Z(r, y), where Zd = Z(0, 0) and r = (x2 + z2)1/2 is the
radial coordinate of the grain. We write the equation of
motion for each grain with allowance for such factors

as the external electric field Eext(r, y) =  + 
(where i and j are unit vectors in the y and r directions,
respectively); the force of the pair interactions between
the grains, eZ(r, y)Eint(r, y); the frictional force; the ran-
dom force in Brownian motion Fbr that is induced by
collisions of the molecules of the surrounding gas with
the grains; and the net nonelectrostatic force Fnon =

 + , which acts on the grains in a dust cloud
in the plasma:

(2)

Here, lk(r, y) = iy + jr, EΣ = Eint + Eext ≡  +  is

the net electric field, Eint =  ≡

(r, y)i + (r, y)j, ϕ = exp  is the

screened Coulomb potential, and l is the intergrain dis-
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tance. In a system in which the curl of the forces acting
on the dust grains is nonzero, the electric field can per-
form positive work that compensates for dissipative
energy losses of a grain moving along a closed path.
This indicates that infinitely small perturbations excited
in the system by thermal or other fluctuations can grow.
The system described by Eqs. (2) is nonconservative
because, on the one hand, the energy in it is dissipated
by friction and, on the other, the energy can be pumped
into it due to the combined action of the electric field
force and a nonelectrostatic force Fnon (e.g., the thermo-
phoretic force, the gravity force, the ion drag force, or
a superposition of these forces). We recall that the mod-
eling of the grain dynamics by means of Eqs. (2) is cor-
rect only when the dust motion does not perturb the
external electric field Eext induced by the distributions
of the electron and ion densities (ne and ni) in the sur-
rounding plasma. The condition for the perturbations of
the surrounding plasma to be weak is satisfied for dust
clusters in which the number of dust grains at the clus-
ter boundary is comparable to the total number of
grains in the cloud. For extended dust systems, this con-
dition can be represented as Zdnd ! ne. In such a situa-
tion, the analysis of the instability conditions for a sys-
tem described by Eqs. (2) remains qualitatively the
same if we assume that, by the time of the onset of
instability, a small displacement of an individual grain
in an initially stable dust cloud has a correspondingly
slight effect on the electron and ion density distribu-
tions in the plasma.

We analyze linearized equations of motion (2) under
the assumption that the random force in Brownian
motion Fbr and the collective effects associated with the
spatial fluctuations of the grain charges in a dust cloud
play only a minor role at the time when the instability
occurs. We consider a grain with a charge Z0 that is in a
stable position at a point (r0, y0) and determine how it
responds to certain displacements (δr ≡ r, δy ≡ y) from
this equilibrium position:

d2r/dt2 = –νfrdr/dt + a11r + a12y, (3‡)

d2y/dt2 = –νfrdy/dt + a22y + a21r, (3b)

where a11 = ( /∂r – eβr  +

eZ0∂ /∂r)/(eZ0md), a12 = (e2 γ0 – eβy  +

eZ0∂ /∂y)/(eZ0md), a22 = ( /∂y – eβy  +

eZ0∂ /∂y)/(eZ0md), a21 = ( γ0 – eβr  +

eZ0∂ /∂r)/(eZ0md),  ≡ (r0, y0),  ≡

(r0, y0), βr = ∂Z(r, y)/∂r, βy = ∂Z(r, y)/∂y. 

The first derivatives in Eqs. (3a) and (3b) are taken
at the point (r0, y0). The parameter γ0 determines the
response of the system to longitudinal perturbations
and, by virtue of the potential nature of the electric
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field, — × E(r, y) = 0, satisfies the relationship γ0 =

 ≡  not only for immobile charged

grains but also for Z(r, y)  const. Note again that, in
the absence of nonelectrostatic forces (Fnon = 0), the
system is stable (a21 = a12) and thus cannot perform any
positive work, provided that the collective effects asso-
ciated with the spatial fluctuations of the grain charge
in the dust cloud, which lead to random variations in the
net electric field of the grains, are ignored.

Linearized Eqs. (3a) and (3b) do not contain spatial
derivatives and can be used to examine the conditions
for the onset of the instability [21]. An analysis of the
response of the system to a small perturbation ϕ =
bexp(–iωt) in the r or y direction yields the dispersion

relations L(ω) ≡ det  = 0, which determine the range
of existence of nontrivial unstable solutions for a sys-

tem (–iω; µ)b described by Eqs. (3a) and (3b):

(4)

An analysis of Eq. (4) shows that, when the dis-
placements of the grains are functionally independent
of one another (y ≠ f(r), a12a21 = 0), the system under
investigation is stable, provided that a22 and a11 are real
and negative. For νfr ≠ 0, the solution to Eqs. (3a) and
(3b) also is stable; i.e., it implies that any small pertur-
bation is asymptotically damped (ω1 < 0) under the
conditions

a11a22 – a12a21 ≥ 0, (5‡)

 ≥ |a11 + a22 |/2. (5b)

The equality sign in condition (5a) determines the neu-
tral dispersion curve of dissipative instability (ωR = 0,
ωI = 0), the condition for the onset of this instability
being

a11a22 – a12a21 < 0. (6)

The characteristic difference between dispersive insta-
bility in case (ii) and dissipative bifurcation in case (i)
is that the former is especially sensitive to the value of
the friction coefficient νfr. The motion can be dispersive
(ωR ≠ 0, ωI = 0) near a certain resonant frequency given

by the relationship  = |a11 + a22 |/2, when friction in
the system is balanced by the incoming potential
energy. With allowance for the appearance of complex
self-conjugate roots (ω = ωR ± iωI), the necessary con-
dition for the existence of growing oscillating solutions
has the form

(7)
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The motion that is established as a result of the devel-
opment of an instability of this type in the case of strong
dispersion consists of harmonic oscillations at a fre-
quency close to the bifurcation point of the system, ωc

[21]. Generally, oscillations at a certain frequency ωc

will grow when the damping does not destroy the struc-
ture of the dispersive solution (νfr ! ωc), i.e., when it is
sufficiently weak and does not lead to a substantial shift
of the neutral dispersion curve, at which ωI = 0. The
neutral curve, given by the equality sign in condition
(7), determines a singular solution to Eqs. (3a) and (3b).

From the physical point of view, small perturbations
in the system will grow in the two cases considered
above, namely, (i) when the perturbations are not sub-
ject to any restoring force (see condition (6)) and (ii)
when the frequency of the perturbations is close to a
certain resonant frequency that is characteristic of the
system and at which the oscillations are not suppressed
by the frictional forces (see condition (7)). If we draw
an analogy with the familiar equations for the ampli-
tudes of the perturbations, then, in case (i), we will
arrive at a diffusion-like equation, and, in case (ii), we
will see that the motion of a particle is described by an
equation of the second order in time and that the insta-
bility arising in the system is of a dispersive nature.

In order to represent conditions (6) and (7) in a form
convenient for analyzing the results of numerical and
laboratory experiments, we assume that Fnon(r, y) =
const and a |∆Z(r, y)| ! |Z0 | ≈ |Zd |. Taking into account
the values of the parameters aij in the problem given by
Eqs. (3a) and (3b), we obtain the following condition
for the onset of dissipative instability:

(8)

where we have introduced the notation

Since  > (eZdγ0/md)2, the left-hand side of condition
(8) is positive and the system is stable for βy ≡ βr = 0.
Thus, the condition for the onset of dissipative instabil-
ity does not involve the friction coefficient νfr and is
determined by the parameters that govern the electric
fields in the system: the grain charge Zd, its gradients βy

and βr, the dust density nd, and the density of the sur-
rounding plasma. Since, in this case, the second time
derivative can be ignored, and since the curl W = — × V
of the grain velocity V is nonzero, condition (8)
describes the onset of vortex motion along a certain
closed curve. For monotonic spatial distributions of the
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electric field and grain charge, E(r, y) and Z(r, y), the
direction of this rotational motion in a plane parallel to
the force Fnon is determined by the sign of Ω:

(9)

The necessary condition for the development of a
dispersive instability in case (ii) (Fnon = const,
|∆Z(ρ, y)| ! |Z0 | ≈ |Zd |) and, accordingly, for the growth
of the oscillating solutions has the form

(10)

where

Condition (10) determines the region where regular
dust oscillations can be excited provided that the grains
in the dust cloud execute synchronized motion [23].

Simpler relationships for the analysis of the condi-
tions under which the instabilities in question occur can
be derived under the assumptions that the nonelectro-
static force Fnon acts in the chosen direction (the r or y
direction) and that the dust cloud is extended and iso-
tropic (ωc ≅ ω cc). Under these assumptions, the condi-
tion for the onset of dissipative instability has the form

(11)

where γ = eZdγ0/md and the condition for the onset of
dispersive instability can be written as

(12)

For an extended cloud of the dust grains interacting via

the Coulomb potential, the parameters γ and  are

proportional to ∝ e2 /md. Under conditions (11)
and (12), the modulus sign indicates that, in any case,
there is an unstable position for each of the dust grains.
For example, let us consider a dust cloud in the field of

a constant force such as the gravity force  ≡ –mdg

(  ≡ 0). In this case, for βr > 0, the grains that are
subject to the instabilities in question are in the lower
region of the cloud (i.e., the region that is below the
plane passing through the cloud center and in which
γ < 0), and, for βr < 0, the instabilities occur in the
upper region of the cloud (where γ > 0). Moreover, in

the field of the force Fnon such that  ≡ 0 and  ≡
const, the grains that are in the region where their
charges are minimal will move in the direction of this
force and the grains that are in the region where their
charges are maximal will move in the opposite direc-
tion.

Ω βrFnon
y βyFnon

r
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Fig. 1. Illustration of the motion of a grain with a variable charge Q in the field of a nonelectrostatic force Fnon.
A physical picture of how the nonelectrostatic force
and the direction of the grain charge gradient influence
the development of the above instabilities is illustrated
in Fig. 1. We can readily see that, if a grain is in a stable
state in the field of a potential electric force (QE = QE',
where Q = eZd), then the curl of the force experienced
by it when it is displaced from its equilibrium position
equals zero, regardless of whether the grain charge var-
ies in space, b ~ —Q = e—Zd, or not. If the stable posi-
tion of the grain is governed by the balance between the
electric and nonelectrostatic forces (Fnon = QEy), then
the field Ey can perform work on the grain displaced
from its equilibrium position (A ≠ 0) only when the
grain charge gradient is nonzero and is orthogonal to
the force Fnon. Moreover, this work is positive and can
compensate for dissipative energy losses only when the
grain moves along the direction of the force Fnon in the
region where its charge is minimum and along the
opposite direction in the region where its charge is
maximum (see Fig. 1).

Hence, the above two types of instabilities can occur
only when the grain charge gradient is nonzero and is
orthogonal to the nonelectrostatic force, in which case
the conditions for the onset and development of dissi-
pative instability are independent of frictional forces
(i.e., they do not contain the friction coefficient νfr).
Taking into account the tendency of the system to
evolve through a preferential instability mode whose
dispersion curve is close to the neutral dispersion curve
[21–23], the frequency ωΩ of the large-scale rotation
established under condition (11) for the development of

dissipative instability can be estimated by setting  ≈

|γΩνfr |. Assuming that ωΩ ∝ /νfr (see above), we can
estimate the angular velocity of the circular (ωΩ ≈ |Ω|/2)

motion by γ ∝   ∝  e2 nd/md. We thus see that the
frequency of this rotational motion depends on the fric-
tional force, in contrast to the frequency of the regular
oscillations that can be excited under condition (12) for
the development of dispersive instability. Because of
the dust inertia, these regular oscillations are excited at
a frequency of about the resonant frequency ωc of the

ωc
4

ωc
2

ωc
2

Zd
2

system and their dispersion curve is close the neutral
curve, the critical value of the friction coefficient, νc =
νfr, for the formation of the dispersive motions being
determined by condition (12). The nascent harmonic
oscillation whose dispersion curve is close to the neu-
tral curve can be described by the equations dy/dt =

−ω1r and dr/dt = ω2y (  = ω1ω2) and, instead of con-
dition (12), the criterion for the onset of instability can
be represented in the form [11, 23]

νfr < ωc < |Ω|/2. (13)

To conclude this section, note that the above analy-
sis yields an incomplete picture of the development of
the instabilities in question, because it was performed
with many simplifying assumptions and without allow-
ance for the stochastic motion of the dust grains and the
collective effects associated with the fluctuations in the
intergrain interaction forces. It should also be noted that
the model considered here provides merely a qualita-
tive description of the conditions for the generation of
the above two types of instabilities in an inhomoge-
neous plasma. A quantitative description of the thresh-
olds for the onset of these instabilities (i.e., of condi-
tions (11) and (12)) requires the data on the parameters
of the plasma (the electric fields), the dust grains (the
grain charge and the friction coefficients), and the non-
electrostatic forces acting in an actual physical system.
The required information can be obtained in experi-
ments (see Section 2.2 below) or by solving a self-con-
sistent problem in a way similar to what Boushoule
et al. [15] did when analyzing the conditions for the
development of dispersive instability in the field of the
ion drag force in the case of a dusty plasma in a low-
pressure gas discharge. In order to quantitatively esti-
mate the applicability of the model proposed here to
actual laboratory experiments, in subsequent sections
of this paper, we give an analysis of the possible grain
charge gradients and possible nonelectrostatic forces
acting on the grains under the conditions typical of gas
discharge plasmas and present the results from numer-
ical simulations of inhomogeneous dust systems
involving numerous charged particles.

ωc
2
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2.2. Grain Charge Gradients

Because of high electron mobility, nonemitting dust
grains acquire a negative equilibrium charge 〈Zd〉  con-
sistent with the parameters of the surrounding plasma.
Due to the temporal and spatial variations in plasma
parameters, this charge can depend on time and also on
the position of the grain. Spatial variations in the grain
charge can be caused by the inhomogeneity of the back-
ground plasma surrounding the dust cloud, e.g., by the
gradients of the electron and ion densities ne, i and elec-
tron and ion temperatures Te, i. Such conditions are
often encountered in the plasmas of inductive rf dis-
charges and dc glow discharges [9–12, 24]. Thus, in the
plasma of a discharge dominated by ambipolar diffu-
sion, the grain charge gradient b can grow as large as
β ≈ 0.3〈Zd〉  cm–1 due merely to a small violation of the
electroneutrality of the surrounding plasma, |δn | = |ni –
ne | ! ni ≈ ne [12].

When the directed velocities of the electrons and
ions are ignored, the charging of a solitary nonemitting
dust grain is described by the equation 〈Zd〉 = –zadTe/e2,
where z ≈ 2–4 for most experiments with gas-discharge
plasmas [20, 25]. Using this equation, we can obtain the
amount ∆TZd = (Zd – 〈Zd〉) by which the grain charge
varies when the electron temperature over the plasma
volume changes by an amount ∆Te,

(14)

and, accordingly, can determine the grain charge gradi-

ent  = ∂Zd/∂y in the direction in which the electron
temperature is nonuniform (e.g., in the y direction),

(15)

Using the formulas of the orbit motion limited
(OML) approximation, we can estimate a slight change
∆nZd in the equilibrium charge 〈Zd〉  of a grain due to the
violation of the electroneutrality of the surrounding
plasma, δn = ni – ne [12]:

, (16)

where E is the electric field strength and n0 is the den-
sity of a neutral plasma (ne = ni = n0). Obviously, the
condition δn ! n0 automatically satisfies the require-
ment that the grain charge variation be small, |∆nZd | !
〈Zd〉 . As a result, for Maxwellian velocity distributions
of the ions and electrons, and for |eϕ/Te, i| ! 1, we find
that the change in the grain charge Zd is proportional to
the potential ϕ of the surrounding plasma. This approx-
imation is sometimes used to estimate the spatial varia-
tion in the grain charge [9, 10].

An analogous estimate for the amount by which the
grain charge changes over a plasma layer, |∆iZd | = |Zd –

∆T Zd/ Zd〈 〉 ∆ Te/Te,=

βy
T

βy
T
/ Zd〈 〉 ∂ Te/∂y( )Te

1–
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4πen0 1 z+( )
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〈Zd〉| ! |〈Zd〉|, can be obtained under the assumption
|eϕ/Te | ! 1 and under the condition that the directed
velocity of the ions, ui, is much higher than their ther-
mal velocity vTi:

(17)

where 〈Zd〉  is the equilibrium grain charge in a plasma

layer of density n (δn ! n) and s = /(2Te). Rela-
tionship (17) can be used to estimate how much the
grain charge changes near the upper boundary of the
electrode sheath, i.e., in the region where levitating dust
grains are usually observed. Taking into account the
fact that the ions enter the sheath with the Bohm veloc-
ity vB = (Te/mi)1/2 and that n = nB ≈ n0/2.7 (where n0 is
the unperturbed plasma density), we obtain s = 0.5. It
should be noted that this approach is valid only for very
low pressures such that the mean free path li of the ions
with respect to their collisions with neutral gas particles
is much greater than the electron Debye radius λDe. For
moderate pressures (0.05–1 torr), which are the work-
ing pressures in most experiments with dusty plasmas,
we have li ~ λDe. In this case, the ion velocity at the
sheath boundary, ui(0), is lower than the Bohm velocity
vB by a factor of approximately(πλDe/2li)1/2 [26]. Note
that relationship (17) was derived under the assumption
that ionization processes in plasma can be ignored
(niui = const).

Let us estimate the grain charge gradient by analyz-
ing, as an example, conditions typical of experiments
with gas-discharge plasmas, such as the plasmas of a

∆iZd

Zd〈 〉
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stratified dc glow discharge and of the electrode sheath
in an rf capacitive discharge [1, 5–8, 12–14].

2.2.1. DC glow discharge. Figure 2 shows repre-
sentative profiles of the plasma parameters along the
positive column of a stratified glow discharge in neon
for PR = 2.7 cm torr and λst ≈ 7 cm, where R is the
radius of the gas discharge tube and λst is the wave-
length of the striation [27, 29]. The variations in the
parameters ne, Te, and E(y) in Fig. 2 are qualitatively
similar to those observed in numerous experiments
with stratified discharges in noble gases [29]. Under
laboratory conditions, negatively charged dust grains
are usually observed to levitate in the region of the
strong electric fields of the head of the stratum (see
Fig. 2, zone [A, B]). Over this region, which is close to
the narrow brightest region of the discharge, the degree
to which the plasma deviates from quasineutrality is

proportional to δn(y)/n0 ~ /(ΛlLst), where n0 is the
plasma density in the positive column, λDe =
(Te/(4πe2n0))1/2, Λl is the electron energy relaxation

length (for neon, it is equal to  [cm] ≅  10/P [torr]),
and Lst ~ 1–3 cm is the length of the region where the
electric field varies most abruptly [29]. Hence, within
the region where the dust grains are suspended, the
quantity |∆nZd/〈Zd〉| ! 1 is negligibly small in compari-
son to the quantity |∆TZd/〈Zd〉| = ∆Te(y)/Te ~ 0.5–1. Con-
sequently, the variation in the grain charge along the
tube axis (in the y direction) is determined by the elec-
tron temperature gradients and can be substantially
reduced when the grains are displaced into the region of

the strong electric field: βy/〈Zd〉 = (∂Te/∂y)  ~ 0.5–
1 cm–1 (see Fig. 2). In the radial direction, the derivative
∂Te/∂r, in contrast, is close to zero; hence, the grain
charge variation in this direction, ∆Zd(r, y)/〈Zd〉 , is
determined by the gradient δn = ni – ne.

For a discharge dominated by ambipolar diffusion
(R @ λDe), the radial electric field can be represented as
[29]

(18)

where Λ is the characteristic diffusion length, which is
determined by the boundary conditions of the problem
to within a numerical factor of about 2 [29] and, for a
cylinder of radius R, is approximately equal to Λ ~
R/2.4. For distances r > λDe from the axis of a tube with
the radius R = 3 cm and for the electron Debye radii in
the range λDe < 1000 µm (which is typical of glow dis-
charges), we find from estimate (16) (with z = 2.5 for

neon) that the ratio |∆nZd(r, y)/〈Zd〉| ≈ 0.62 /(Rr) is
smaller than 0.03. This indicates that the condition for
the grain charge variations to be small, |∆nZd(r, y)| !
|〈Zd〉|, which was used to derive estimate (16), is satis-
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fied. For distances from the tube axis such that r/λDe ~
1–10 and for Λ ≈ R/2.4, the grain charge gradient βr =
∂Zd/∂r in the radial direction is estimated to be βr/〈Zd〉  ≅
0.26 /(r2Λ) ~ 0.002–0.22 cm–1. Hence, the radial
gradient βr is positive (the grain charge increases
toward the tube wall) and decreases with increasing
radius r. It should be noted that a decrease in the radial
gradient βr with distance r from the tube axis agrees
with the other known experimental approximations for
the potential ϕ(r) ~ rb (1 < b < 2) of the radial electric
field of a stratified glow discharge [9, 10].

2.2.2. RF capacitive discharge. In laboratory
experiments on dusty plasmas in rf discharges, the dust
grains are observed to be suspended near the upper
boundary of the electrode sheath. In experiments with
noble gases at pressures of P = 0.01–3 torr, the sheath
thickness dmax varies from about 0.5 to 1.5 cm. An ana-
lytic theory developed for the electrode sheath of an rf
discharge in the absence of ionization in the sheath was
described in [26]. In this theory, it was assumed that
there is a certain narrow region (presheath) of a weakly
perturbed plasma (δn/n0 ! 1) between the sheath and an
unperturbed electroneutral plasma (δn = 0). An analysis
of the proposed set of equations [26] in the case of low
pressures (λDe ! li) shows that, near the upper boundary
of the electrode sheath, the profile of the averaged elec-
tric field E(y) is almost linear,

E(y) = C1y. (19)

Solving the equations of the analytic theory [26] in the
range of moderate pressures (λDe ~ li) leads to a linear
approximation for the gradient of the electric field E(y):

E(y) = C2y2 (20)

Let us estimate the grain charge gradients dZd/dy ≡
d(∆iZd)/dy that are associated with variations in the
plasma parameters ne, ni , and ui , i.e., in the conditions
for the charging of grains with a radius of ad = 1–2 µm
and a density of ρd = 1.5–2 g cm–3. To do this, we
assume that the electric field E suspending the grains in
the Earth’s gravity field is about 1–4 V/cm, the plasma
density at the sheath boundary is about n0 = 108–
109 cm–3, the electron temperature is Te = 2 eV, and the
working gas is argon (z ≈ 3–4 [20, 25]). In the field
described by linear field profile (19) with C1 =
12 V/cm2, the grains will be suspended at heights of
about y = y0 ≈ 0.1–0.33 cm above the upper boundary
of the sheath, i.e., those at which the gravity force is
balanced by the electric force, mdg + 〈Zd〉eE(y0) = 0.
According to relationship (17) and profile (19), which
together represent a solution to the problem under
study, the relative amount by which the grain charge
gradient βy/〈Zd〉  changes across this region is from
βy/〈Zd〉 = –0.1 cm–1 to βy/〈Zd〉 = –0.3 cm–1. Hence, in the
model proposed here, the grain charge decreases

λDe
2
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toward the electrode; moreover, the smaller the height
above the electrode, the higher the rate of decrease in
the grain charge. For nonlinear field profile (20), the sit-
uation remains qualitatively the same: in this case, the
grain charge gradient in a dust suspended at heights of
about y0 ≈ 0.25–0.5 cm above the upper boundary of the
sheath (C2 = 12 V/cm3) changes by a relative amount of
βy/〈Zd〉  = –0.15 cm–1 to –0.39 cm–1 with increasing
height y0.

Although the grain charge gradients are large,
|βy/〈Zd〉| ~ 0.1–0.4 cm–1, the relative change in its value
〈Zd〉  in all the cases under analysis did not exceed 7%
(|∆iZd/〈Zd〉| < 0.07), the degree to which the plasma
ceases to be electrically neutral was |δn/n0| < 0.09, and
the potential was such that |eϕ/Te | < 0.35. These results
provide a fairly good basis for linearizing the equations
of the theory of an electrode sheath and the formulas of
the OML model and, accordingly, for estimating the
variations in the grain charge in the sheath from rela-
tionships (17), (19), and (20).

The results from measuring the variations in the rel-
ative potential ϕ(r)/ϕ(0) of the radial electric field
above the lower electrode (in the region where the dust
grains are suspended) in the cylindrical chamber for
initiating rf capacitive discharges [1] are illustrated in
Fig. 3, which also shows the approximations of these
changes by the functions

ϕ(r)/ϕ(0) = 1 – 0.6(r/R)2 for r/R < 0.6, (21‡)

ϕ(r)/ϕ(0) = 1 – (r/R)4 for r/R > 0.6, (21b)

where ϕ(0) = 50 V and R = 5.5 cm. We can readily see
that, at the chamber axis, — · E = const (δn ≈ 3 ×
106 cm–3); i.e., the plasma is inhomogeneous and βr = 0.
Near the electrode edges, the potential ϕ(r) deviates
substantially from being parabolic, which can give rise
to radial gradients of the charge of the dust grains levi-
tating in these edge regions. For n0 = 108–109 cm–3 and
z ≈ 2–4, formula (16) gives the following estimate for
the radial gradients: βr/〈Zd〉  ≅  –(0.02–0.5) cm–1.

Hence, in gas discharges, the grain charge gradient
b can amount to |b/〈Zd〉| ≈ 0.1–0.5 cm–1. In this case, the
grain charge can increase (in an rf discharge) or
decrease (in a dc discharge) in the radial direction
toward the wall of the discharge chamber. This result
allows one to make predictions concerning the direc-
tion of rotation of the dust grains in the gravity field in
these two types of discharges, provided that other non-
electrostatic forces are weaker than mdg.

2.3. Nonelectrostatic Forces 
in a Gas-Discharge Plasma

The results of analytic investigations (see Section 2.1)
show that regular self-oscillations of the dust grains can
be generated when there is a nonzero grain charge gra-
dient b = —Zd in the field of the nonelectrostatic forces
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
Fnon that are orthogonal to the gradient. In order to esti-
mate how these forces affect the development of the
dust oscillations, we compare the thermophoretic force
Fth and ion drag force FI that act on the grains in the
plasmas of an rf discharge and a dc glow discharge, on
the one hand, with the gravity force mdg, on the other.
This comparison is convenient for estimating the role of
these forces in terrestrial experiments.

First, note that, for typical experimental parameters
(z ≈ 3, Te ≈ 2 eV, ad/ld ~ 10–2, and md > 5 × 10–11 g,
(eZd/ld)2/mdg ~ [(zTead/eld]2/(mdg) ! 1), the intergrain
interaction force, which is proportional to ~(eZd/ld)2

and whose effect was ignored in analyzing the develop-
ment of the instability of dust grains (see Section 2.1),
is much weaker than the gravity force mdg.

In order to analyze the thermophoretic force, which
is driven by the gradient of the neutral gas temperature
Tn, we use the relationship [30]

(22)

where mn is the mass of a gas atom or a gas molecule.
In the hydrodynamic approximation, the thermal con-
ductivity λn =  of the gas is independent of its pres-
sure P. For noble gases such as neon and argon, we have

 ≈ 1.5–2 × 103 cm g/(K s3) [29]. In this case, rela-
tionship (22) gives an upper estimate for the force Fth,
provided that the radius ad of the dust grains is less than
or comparable to the mean free path ln of the gas mole-
cules [27]. Accordingly, for dust grains of density
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Fig. 3. Results from measurements of how the relative
potential ϕ(r)/ϕ(0) of the radial electric field varies from the
center of an electrode of radius R = 5.5 cm [1] toward its
edges and approximations of the measured results by for-
mula (21a) (curve 1) and formula (21b) (curve 2).
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ρd ≈ 3 g/cm3, we obtain Fth/(mdg) < 10–2/(ad [µm]),
where we took into account the fact that the gas temper-
ature gradients in the above two types of discharges are
such that –|—Tn | < 1 K/cm [31, 34]. Consequently, for
dust grains with radii greater than 1 µm, the thermo-
phoretic force is negligibly weak in comparison to the
gravity force. Nonetheless, the thermophoretic force Fth

can play an important role in experiments with the plas-
mas of an inductive rf discharge and an anomalous dc
glow discharge, in which the gas temperature gradients
—Tn can be stronger, and also in experiments under
microgravity conditions such that other nonelectro-
static forces (e.g., the ion drag force FI) are insignifi-
cant in comparison to the thermophoretic force Fth.

We assume that the sought nonelectrostatic force
Fnon needed for the self-excitation of dust motions is
driven by the directional motion of plasma ions with the
velocity ui relative to a dust grain, i.e., that the sought
force is the ion drag force FI [30]. It is of interest to
examine two limiting cases: ui ! vTi (where vTi =

), which can occur in the electric field of the
striations of a dc glow discharge, and ui @ vTi , which is
possible in the electrode sheath of an rf capacitive dis-
charge. The latter inequality permits us to use the cold
ion model [30] to calculate the force acting on a dust
grain:

(23)

Λ = , b0 = , bcoll = ad , and

λDe is the electron Debye radius (recall that cold ions do
not take part in the screening).

On the other hand, in a quasineutral plasma, the
directed ion velocity can often be much lower than the
ion thermal velocity, ui ! vTi. As was shown by Khra-
pak et al. [31], the momentum transfer in elastic scat-
tering is the dominant transfer process; i.e., the ion drag
force can be estimated by

(24)

Here, τ = Te/Ti; Λκ ~ (4/zτ)(λD/a) is a modified Cou-
lomb logarithm; and the Debye radius is determined

from the relationship  =  + , where λDi and
λDe are the ion and electron Debye radii, respectively.
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Formulas (23) and (24) yield the following esti-
mates for the ratio of the force FI to the gravity force:

, for ui ! vTi , (25‡)

, for ui @ vTi. (25b)

Here, for ui ! vTi, we set ui = µiE, where E =
mdg/(e〈Zd〉). It should be noted that, for discharges in
noble gases (such as neon and argon) at a pressure of
P ≈ 1 torr, these estimates are valid only for light grains
having masses in the range md < 10–10 g, because it is
only in this case that the regular velocity ui of the ions
is lower than their thermal velocity vTi . In the second
case, ui @ vTi , the regular ion velocity ui was set to be
equal to the Bohm velocity, ui ≡ vB = (Te/mi)1/2.

Thus, for dust grains of density ρd ≈ 2.5 g/cm3 in a
plasma with an ion density of ni ≈ 109 cm–3, an electron
temperature of Te ≈ 2 eV, and ion mobilities of µi ≈
1250 cm2/(s V) and 3200 cm2/(s V), at z = 3 in a dis-
charge in argon (or neon) at a pressure of P ≈ 1 torr, we
obtain the following estimates for the ratio of the ion
drag force FI to the gravity force mdg: FI/(mdg) ≈ 0.1–
0.3 for ui ! vTi and FI/(mdg) ≈ 0.35/ad [µm] for ui @ vTi.

In concluding this section, we estimate the ion drag
force FI from relationship (24) for dust grains of radius
ad ≈ 2 µm and for regular ion velocities ui ≈ (0.12–
0.25)vTi , which correspond to directed ion motion in
electric fields of strengths E ~ 1–2 V/cm. Such electric
fields can be induced by the plasma polarization in dis-
charges dominated by the ambipolar diffusion of
plasma particles toward the wall of the working cham-
ber. In this case, the ion drag force acting on grains with
masses md ≈ 3 × 10–11 g is –FI ≈ (0.6–1.25) × 108 dyn,
or FI ≈ (0.2–0.4)mdg. Note that, for |—Tn |< 1 K/cm, the
thermophoretic force acting on such grains is weaker
than the ion drag force by more than one order of mag-
nitude.

Hence, under the conditions typical of terrestrial
experiments, the most important force is the gravity
force; next in importance is the ion drag force,
FI/(mdg) < 0.5, and third in importance is the thermo-
phoretic force, Fth/(mdg) < 0.1. This is why the ion drag
force may be important both in experiments under
microgravity conditions and in terrestrial experiments.
Since, under terrestrial experimental conditions, the ion
drag force has a component in the direction of the grav-
ity force, it may lead to a substantial shift of the neutral
dispersion curves determined by conditions (11) and
(12) toward higher values of the frequency ωc and,
thereby, to an increase in the frequency of the forming
dust oscillations.
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2.4. Kinetic Energy of the Dust Grains

One of the most important issues in investigating
any kind of motion in nonconservative systems con-
cerns the amount of energy transferred between the
background plasma and the established oscillations.
Since all stable motions of the charged dust grains in an
electric device are finite, their kinetic energy Kx in some
direction (e.g., the x direction) is determined by the
amplitude of their motion, A ~ (〈x2〉)1/2 (where 〈x2〉  is the
time-averaged displacement of the grain) and a certain
characteristic frequency ω: 〈Kx〉  ≈ mdA2ω2/2.

Generally, an increase in the potential energy (i.e.,
in the amplitude A and/or the frequency ω) of the dust
system should be governed by dissipative processes.
The amplitude A of the established oscillations cannot
be estimated from a linear analysis because it applies
only to the initial stages of the process, i.e., those dur-
ing which the perturbations remain small: in the linear
approximation, perturbations with frequencies ωI > 0
grow in amplitude without bound. The amplitude of the
regular vortex oscillations that develop in case (i) can
be estimated by taking into account the spatial scale on
which the motion is established: 2ld < A < L/2, where

ld =  is the mean distance between the grains and L
is the characteristic size of the dust cloud. In case (ii),
as the oscillating motions of the individual grains in a
dust cloud that is nearly crystalline in structure evolve
to a steady state, the displacement of the grain from its
equilibrium position should not exceed the radius of the
Wigner–Seitz cell, ~A < ld /2.

During the development of instability, the dissipa-
tive effects influence the frequency ω of the nascent
motions differently in different situations. After the
development of dissipative bifurcation, the regular dust
motion should obey the diffusion equation; conse-
quently, the angular rotation velocity should be limited

by the frictional forces in such a way that  ≡ Ω2/4 ∝

1/ . In the case of dispersive instability, regular oscil-
lations can be established only at a certain frequency,
ω = ωc, which is determined by the parameters of the
system. As the frictional forces decrease further, an
increase in the frequency ω is limited by progressive
dissipative losses.

Let us estimate the kinetic energy K(i) that can be
acquired by a dust grain along its path in the Earth’s
gravitational force field after the development of dissi-
pative instability in a plasma in which the grain charge
varies according to a linear law, Z(r) ~ Z0 + βrr. In this

case, the squared frequency ω2 can be set equal to  ≡
Ω2/4 = (gβr)2/(2Z0νfr)2 and the kinetic energy K(i) can be
written as

(26)

nd
1/3–

ωΩ
2

νfr
2

ωΩ
2

K i( ) mdg
2χ2

/ 8νfr
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where the parameter χ = (Aβr/Z0) determines the rela-
tive variations in the grain charge Z(r) along the path of
the grain. Let us find the values of the parameter χ for
which the energy K(i) is higher than the thermal energy
corresponding to the room temperature (Td ≈ 0.027 eV)
and to dust grains with the radius ad = 5 µm, the mass
density of the grain material being ρd = 2 g/cm3 (md ≅
10–12 kg). We assume that the friction rate is equal to
νfr = 20 s–1, which, in the free molecule approximation
[27], corresponds approximately to the pressure P =
0.5 torr in a discharge in neon at room temperature. As
a result, we find that, already at χ ≅ 10–3, the kinetic
energy K(i) exceeds Td by almost one order of magni-
tude. For a higher buffer gas pressure (P = 5 torr) and a
smaller grain radius (ad = 2 µm), we have K(i) /Td > 10
at χ > 10–2. We thus see that even slight spatial varia-
tions in the parameter χ (i.e., in the grain charge) can
result in efficient transfer of the potential energy from
the background sources to the dust grains.

In the case of dispersive instability, the kinetic
energy K(ii) of a dust grain can be estimated assuming
that, when the variations in the grain charge are small,
the frequency ωc, which characterizes the motion of a
grain in a preferred direction, is close to the character-
istic frequency of vibrations of the particles in a crystal
structure, e.g., in a body-centered cubic (bcc) lattice

[32, 33]: ωbcc ≅  [2e2 ndexp(–κ)(1 + κ + κ2/2)/(πmd)]1/2,
where κ = ld/λ. In accordance with the conditions of
experiments with gas-discharge plasmas, the grain
charge Z0 can be set equal to the equilibrium charge
〈Zd〉 ≈ 2 × 103 ad [µm] Te [eV] acquired by a dust grain
as a result of charging by the fluxes of electrons and
ions of the surrounding plasma. In this case, the kinetic
energy K(ii) can be written in the form

(27)

where cn = exp(–κ)(1 + κ + κ2/2) and ψ = A/ld < 0.5 is
a certain parameter determining the ratio of the ampli-
tude A of the grain motion to the mean intergrain dis-
tance ld. Taking into account the conditions for the
observation of dust structures in laboratory gas-dis-
charge plasmas, we set κ ≈ 1–2, ld = 500 µm, and Te =
1 eV in order to determine the energy that can be
acquired by a grain of radius ad = 5 µm when the ampli-
tude of its established motion corresponds to the value
ψ = 0.1. According to formula (27), this energy consid-
erably exceeds Td and is as high as about K(ii) ≈ 3 eV.
When dispersive instability develops without destroy-
ing the crystalline structure of the cloud, the kinetic
energy of the grains is maximum at ψ = 0.5 and is equal

to  = /(4ld). For κ  0, this gives /Td =
Γ/4, where Γ is the coupling parameter.
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K ii( ) eV[ ]
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Formulas (26) and (27) can overestimate the kinetic
energy of the grains because of inaccuracies in deter-
mining the frequency ω of the established motion. The
factors that can restrict the value of the frequency ω are
associated with various collective effects that originate
from the intergrain interaction forces and, phenomeno-
logically, play the role of dissipative effects. It should
be stressed that the processes by which the dust motion
is established as a result of the development of the
instabilities considered above are described by a partic-
ular solution to the set of nonlinear differential equa-
tions of our model. The spatial fluctuations of the
charges of the neighboring grains can either change the
frequency of the established oscillations of an individ-
ual grain, or they can set it into stochastic motion [4]. If
the action of the nascent random forces Fran does not
correlate with the random force in Brownian motion
Fbr, then the kinetic temperature Td of the system will
increase and the increment in it will be determined by

the formula ∆Td ~ 〈 〉 /[νfr(νfr + η)], where η is the
characteristic frequency of the random forces Fran
[4, 20].

2.5. Numerical Simulations of a System 
with a Grain Charge Gradient

Three-dimensional problem (2) was solved by the
molecular dynamics method. The external electric
fields were assumed to be linear, Eext(r, y) = i(EG + αyy) +
jαrr, where EG, αy, and αr are certain coordinate-inde-
pendent parameters. The grain charge function was set

to be Z(r, y) = Z0(1 +  + ) or Z(r, y) = Z0(1 +

βrr + βyy), where the coefficients , , βr, and βy

were chosen so that the grain charge variations within

Fran
2

βr*r
2 βy* y

2

βr* βy*
the dust cloud were not greater than 30%. Unless other-
wise indicated, the dust temperature Td in all cases was
assumed to be equal to the room temperature
(~0.03 eV), the screening radius was λ ≅  1000 µm, and
the radial gradient of the electric field was αr ≅
3  V/cm2 (where Nd is the number of grains in the
system). The varied parameters were as follows: the
friction rate νfr; the coefficients , , βr, and βy; the
ratio of the electric field gradient αy in the direction of
the gravity force to the radial gradient αr; and the ratio
of the grain charge Z0 to the grain mass md.

Under the conditions chosen, the system was found
to relax to different dynamic equilibrium states, such as
those with vortex, oscillating, or stochastic motions. In
these states, the mean intergrain distance ld, which was
determined from the maximum in the correlation func-
tion, ranged from 300 to 2300 µm, depending on the
values of the remaining parameters of the problem. The
numerical results illustrated below were obtained for
systems that consisted of 15 to 3000 dust grains and in
which the grain charge and electric field varied mono-
tonically. The constant nonelectrostatic force Fnon was
assumed to act along the system axis (the y axis); in
most calculations, it was set equal to the gravity force
mdg. The values of the parameters of the relevant partic-
ular problems are given in the figure captions.

Under conditions close to condition (11), the system
of dust grains was found to relax to an equilibrium state
with vortex motion. The character of the established
oscillations did not depend on the initial conditions and
on some particular spatial ordering of the positions of
the grains. In simulations with the linear charge func-
tion Z(r, y), the character of the grain motion and its
sensitivity to the viscosity of the buffer gas were found

Nd
1/3–

βr* βy*
βr

mdg

(a) (b)

Fig. 4. Trajectory of a grain over the time t = 100/νfr in a system with the parameters νfr ≅  115 s–1, αy/αr = 1, Z0 = 8 × 103,  =

 ≅  5.5 cm–2, Nd = 25, 〈Kx〉  = 〈Kz〉 ≅  0.85 eV, and 〈Ky〉  ≅  2 eV: (a) side view and (b) top view.
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βr
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to be qualitatively the same as those computed with the
quadratic charge function.

It was revealed that the system lost its stability as the
asymmetry of the dust cloud decreased (αy/αr  1) or

the radial gradients (determined by the coefficients 
and βr) increased. The system also became unstable as
the number of grains in small clusters increased (up to
Nd ≈ 100). For larger values of Nd, the dynamic param-
eters of the dust cloud remained essentially unchanged.
The conditions for the excitation of oscillations were
found to be independent of both the friction coefficient
and the coefficients  and (βy). The direction of rota-

tion of the dust was determined by the value of  (βr):

for  > 0, the grains “sink downward” to the system

axis, while in the opposite case,  < 0, they “rise
upward.” The quasi-harmonic synchronized motion of
25 grains is illustrated in Figs. 4a and 4b, which show
how eight triples of grains move along eight closed tra-
jectories and how one grain executes “high-frequency”
oscillations at the center of the system. 

The mean kinetic energy of the grains in their regu-

lar motion is 〈Kx〉  + 〈Ky〉  + 〈Kz〉  ≡ 〈K〉  ∝  1/ . When the
friction rate νfr falls below a certain threshold value,
νlim ≈ 0.1ωbcc, the dust motion becomes stochastic and
the grain velocity distribution becomes uniform in all
directions (〈Ky〉 ≈ 〈Kx〉 = 〈Kz〉) and approaches a Max-
wellian distribution with the temperature Td = 2〈K〉/3 ∝
1/νfr. A further decrease in νfr (at ωΩ = |Ω|/2  ωbcc)
leads to the resonant growth of oscillations in the dust
cloud. The time dependence of the amplitude of the
oscillations of an individual grain in the y direction for
different friction rates is presented in Fig. 5, and the
dependence of the kinetic energy 〈K〉  of the dust system
on the friction coefficient is given in Fig. 6. It should be
noted that stochastization of the motion of the dust
grains when the frictional forces are below the thresh-
old can be attributed to their collective motion under
spatially nonuniform conditions. This stochastization
mechanism was described in detail in [4].

To conclude this section, we consider two numerical
examples that illustrate the conditions for the observa-
tion of dust structures in terrestrial experiments with dc
glow discharges [5] and in rf discharges in microgravity
experiments [13]. In both cases, variations in the grain
charge were described by the linear functions Z(r, y) =
Z0(1 + βrr + βyy) and the gradients of the external elec-
tric fields E(y) and E(r) in the r and y directions were
also assumed to be linear and were set equal to one
another, αy = αr.

In the first case (i.e., in terrestrial experiments with
glow discharges), the radius of the grains was chosen to
be ad = 5 µm, the mass density of the grain material was
ρd = 3.1 g cm–3, the friction coefficient was νfr ≅  11 s–1

(for neon at the pressure P = 0.25 torr), the grain charge

βr*

βy*

βr*

βr*

βr*

νfr
2
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was Z0 = 1.5 × 104, the grain charge gradients were βy ≡
βr = 0.03 cm–2, and the screening radius was λ =
580 µm. The results from simulations of the motion of
3000 grains are displayed in Fig. 7. Under the condi-

0 2

A, arb. units

t, s

‡

b

c

d

4 6 8 10

Fig. 5. Illustration of how the amplitude A of oscillations of
an individual grain along the y axis depends on time t as the
friction rate decreases: (a) νfr ≅  77 s–1, (b) νfr /2, (c) νfr /6,
and (d) νfr /10 for t < 9 s and νfr /20 for t > 9 s.
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Fig. 6. Dependence of 〈K〉/(1.5Td) on νfr in a system with the

parameters αy/αr = 2, Z0 = 4 × 104,  ≅  –12.5  cm–2,

and  = 0 for different numbers of dust grains: Nd = 15

(squares), 60 (circles), and 500 (triangles). The solid curves
show the approximation of the numerical data by fan(νfr) ∝

, and the dashed curves show the approximation by

fan(νfr) ∝  .
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mg t = 0

t = ∆t

t = 2∆t

Fig. 7. Displacements of the dust grains at the end of the
time interval ∆t = 1/νfr in the cross section of a system with

the parameters νfr ≅  11.25 s–1, αy/αr = 1, Z0 = 1.5 × 104,

βy = βr ≅ 0.03 cm–2, Nd = 3000, 〈Kx〉 = 〈Kz〉 ≅  2.1 eV, and
〈Ky〉 ≅  6.5 eV.

Fnon
βrβr

Fig. 8. Illustration of the results from numerical simulations
of the rotation of dust grains and the formation of a void in
the field of the mutually orthogonal nonelectrostatic force
Fnon and grain charge gradient βr (in the cross section of a
cylindrical system).

(a) (b)

Fig. 9. Positions of the grains for νfr > νc ≅ 1 s–1 in a system

with the parameters αy/αr = 0.4, Z0 = 4 × 104,  ≅  –2 cm–2,

 = 0, and Nd = 15: (a) side view and (b) top view.

βr
*

βy
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tions of dynamic equilibrium, the mean intergrain dis-
tance is about ld ~ 580 µm (κ ≅ 1) and the mean kinetic
energy 〈K〉  of the rotating dust grains is two orders of
magnitude higher than their thermal energy Td corre-
sponding to 300 K. In this case, the grain charge in the
cloud varies by no more than 1% of its maximum value.
The direction of dust rotation corresponds to that
observed in the striations of a dc glow discharge [5, 12].

The results of numerically solving problem (2) for
the conditions of experiments carried out with rf dis-
charges onboard the Alpha international space station
are illustrated in Fig. 8. The model experimental param-
eters were as follows: Nd = 1000, βr/(e〈Zd〉) = –0.3 cm–1,
md ≈ 3 × 10–11 g, νfr = 200 s–1, and 〈Zp〉 = 6000ld ~ 220 µm
(κ ≅ 3). The nonelectrostatic force, which was set equal
to Fnon = 0.3mdg and was assumed to be directed out-
ward from the axis of the cylindrical system, was found
to lead to the formation of a void (i.e., a region free of
dust grains) similar to those observed experimentally in
[7, 13]. The magnitude of the force Fnon was chosen to
suit the estimates of the ion drag force in Section 2.3.
The mean kinetic energy of the rotating grains was
〈K〉  ~ 0.2 eV, which was close to the experimentally
observed values [13]. The results of our simulations
demonstrate that, in an inhomogeneous plasma, both a
void and vortex motions can form simultaneously
under the action of the ion drag force. It should be
noted, however, that these simplified model simulations
can neither describe the mechanism for void formation
nor quantitatively analyze the picture of vortex motion.
This can be done only by self-consistent computation
of both the ion drag forces and the electric forces acting
in the system of moving grains. Note that these forces
can significantly perturb the density distributions in the
surrounding plasma, provided that their charges and
density are high (see Section 2.1). A detailed discussion
of the mechanisms and conditions for the formation of
voids and of their dynamics in a collisional and a colli-
sionless plasma can be found in [34–39].

The dispersive dust motion can be described as fol-
low. Let us analyze two different possible motions of
the grains during the development of dispersive insta-
bility in a dust cloud in case (ii). This analysis may be
useful for a qualitative explanation of some effects
observed in experiments with dusty plasmas, namely,
the onset of regular oscillations of individual grains and
their anomalous heating. Recall that the self-consistent
problem about the development of the convective (dis-
persive) instability in a plasma subsystem of numerous
dust grains in the field of the ion drag force was consid-
ered in detail by Boushoule et al. [15]. The numerical
results illustrated in the present paper were computed
for dust systems consisting of a relatively small number
of grains (from 15 to 60). Since dispersive bifurcation
develops under condition (12) and cannot occur under
condition (11), the requirement that there be a small
number of dust grains is important in the sense that it
readily satisfies condition (12) in situations that are
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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close to the development of dissipative instability but in
which vortex motion is impossible. Since an increase in
the grain charge gradient βr can bring it within the
scope of condition (11), we are left with a single control
parameter—the friction coefficient νfr.

The development of the dispersive instability in the
systems being modeled was found to lead to the forma-
tion of various types of regular oscillations and also to
the onset of stochastic dust motion. The conditions for
the development of the instability and the mean veloc-
ity of the chaotically moving grains depended on the
friction coefficient νfr. When the coefficient νfr was
decreased to a certain critical value νfr = νc, the systems
lost their stability, in which case the grains oscillated at
a frequency of ω ≈ (0.5–1)ωbcc.

Regular dust motions occurred at a fixed frequency
ω = ωc and were observed only when the initial spatial
positions of the grains were precisely symmetric. Fig-
ure 9 shows a steady-state cloud of 15 grains before the
onset of the instability (νfr > νc ≅  1 s–1). The picture of
the grain motion after the onset of dispersive instability
is presented in Fig. 10.

The trajectories of the grains differ markedly from
those in large-scale vortex motion. The frequency ωc

and the amplitude of the established oscillations are
essentially independent of the friction rate νfr in the
range of its values above a certain threshold νlim. A
decrease in the friction rate νfr to νlim results in an
appreciable phase mixing of the trajectories of individ-
ual grains. A further decrease in the friction rate (νfr <
νlim) leads to a rapid heating of the dust, followed by the
parametric growth of oscillations (in analogy to obser-
vations of vortex dust motions). The time dependence
of the amplitude of the oscillations of an individual
grain in the y direction is given in Fig. 11.

An asymmetry in the spatial positions of the grains
was found to disrupt the synchronization of their
motions; this, in turn, resulted in a stochastization of
the grain velocities. For illustration, Fig. 12 depicts a
steady-state cloud of 15 dust grains before the onset of
dispersive instability (νfr > νc ≅  4 s–1, ωbcc ≈ 55 s–1). The
calculated grain trajectories after bifurcation (νfr < νc)
for νfr ≅  1.5 s–1 are shown in Fig. 13. The motion of the
grains is irregular and their velocity distribution is iso-
tropic and close to Maxwellian with a temperature of
Td ≈ 2〈K〉/3. The kinetic energy of the grains, 〈K〉 , is not
inversely proportional to νfr (〈K〉  ~ 1/νfr). Thus, when
the friction rate νfr was decreased from 4 to 2 s–1, the
kinetic energy 〈K〉  increased from about 2.5 Td to 20 Td.
This dependence of 〈K〉  on νfr, on the one hand, can pro-
vide evidence that there are correlations between the
nascent random forces and the Brownian motion of the
grains and, on the other hand, can reflect a sequence of
developing bifurcations that occur as the friction rate νfr
decreases.
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
It should be noted that one of the most widely used
models of the stochastic grain motion is based on the
Lorentz set of equations, whose solutions are irregular
functions of time over a wide range of parameters [21, 23].
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Fig. 10. (a) Displacements of dust grains at the end of the
time interval ∆t ≈ Tc /6 (where Tc is the oscillation period)
and (b) trajectories of two individual grains 1 and 2 in a sys-

tem with the parameters αy /αr = 0.4, Z0 = 4 × 104,  ≅

–2 cm–2,  = 0, Nd = 15, νfr ≅ 0.96 s–1. 〈Kx〉 = 〈Kz〉 ≅
0.15 eV, and 〈Ky〉 ≅  2.5 eV.
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Fig. 11. Illustration of how the amplitude A of the oscilla-
tions (along the y axis) of an individual grain marked by 2
in Fig. 10 depends on the time t for (1) 0.38 s–1 < νfr < νc

and (2) νfr < 0.38 s–1.
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Even a slight variation in the parameters changes the
solution to the Lorentz equations so substantially and,
accordingly, disturbs the relevant physical system so
strongly that the dust motion becomes chaotic. Such
“few-mode” chaos is caused by a cascade of bifurca-
tions, which lead to solutions in the form of compli-
cated limiting cycles. In a computer analysis of the
mean velocities of a system of dust grains, this effect
manifests itself as an increase in the kinetic temperature

(a) (b)

Fig. 12. Positions of the grains for νfr < νc ≅  4 s–1 in a sys-

tem with the parameters αy/αr = 0.41, Z0 = 4 × 104,  ≅

−2 cm–2,  = 0, and Nd = 15: (a) side view and (b) top

view.

βr
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(a) (b)

Fig. 13. (a) Illustration of the motion of dust grains over the
time t = 2/νfr and (b) trajectory of an individual grain in a

system with the parameters νfr ≅  1.5 s–1, αy/αr = 0.41, Z0 =

4 × 104,  ≅  –2 cm–2,  = 0, Nd = 15, and 〈Kx〉  = 〈Ky〉  =
〈Kz〉 ≅  0.5 eV.
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of the grains. It is possibly this effect that was observed
in experiments on the melting of dust crystals at a pro-
gressively decreasing gas pressure [41, 42]. To con-
clude this section, we emphasize that the above model
of the behavior of dust systems allows one to success-
fully simulate both the anomalous heating effect and
the formation of different types of dynamic structures.

3. EXPERIMENTAL OBSERVATIONS
OF THE DUST SELF-OSCILLATIONS 

IN GAS-DISCHARGE PLASMAS
Theoretical analyses and numerical simulations

show that, in order for regular dust self-oscillations to
form in the field of the gravity force or some of the
other nonelectrostatic forces Fnon acting on the grains in
the dust cloud, there should be a nonzero grain charge
gradient b = —Zd orthogonal to these forces. Using the
model proposed here, we now analyze the dynamics of
the dust oscillations observed in the striations of a dc
glow discharge and in the plasma of an rf capacitive dis-
charge.

3.1. Dust Self-Oscillations 
in a Glow Discharge Plasma

A schematic of the experimental device for investi-
gating the dynamics of the formation of dust self-oscil-
lations in the striations of a glow discharge is shown in
Fig. 14. The experiments were carried out with iron
grains with a mean radius of ad ≅  3.5 µm in argon at
different discharge currents I = 0.5–15 mA and differ-
ent pressures P = 0.1–1 torr. For these experimental
conditions, the friction coefficient and equilibrium
grain charge can be estimated by νfr [s–1] ≅  30P [torr]
and 〈Zd〉 ≈ 7 × 103Te [eV], respectively.

The convection of dust grains is illustrated in
Fig. 15, which shows the positions of the grains in the
cloud and the trajectories of three moving grains (the
exposure time being texp ≈ 4 s) obtained by computer
processing of video recordings. The direction of the
dust rotation indicates that, in experiments, the grain
charge increases toward the wall of the gas-discharge
tube (βr > 0), in agreement with the theoretical esti-
mates made in Section 2.2. The radial gradient βr can be
estimated from the measured velocities V ≈ AΩ/2 of the
grains and from the measured amplitude A of their rota-
tion. In this way, we obtain βr/〈Zd〉  = 2Vνfr /(Ag) ≈
0.012 cm–1 (where νfr ≅  24 s–1 for P = 0.8 torr).

Combined motion consisting of the rotation of the
grains in the upper region of the cloud and their vertical
oscillations in the base region of the dust structure is a
phenomenon that is fairly typical of the striations of a
glow discharge [5, 12]. In terms of the mechanism pro-
posed here, it is easy to explain such combined motions
by assuming that the grain charge varies differently in
different regions of the gas discharge. Thus, the
observed combined motion (Fig. 16) can be viewed as
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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resulting from the simultaneous development of the
two instabilities—dissipative and dispersive—in two
different regions of the dust cloud.

Setting 2πe2Zdexp(–κ)/  ≈ E, where E ≅
2.4Te/(eR), we can exclude the unknown Te(Zd ∝  Te)
from consideration and thereby estimate the screening
parameter κ = ld/λ for different regions of the cloud.
For the base region of the cloud (κ ≈ 0.8, ld ≈ 800 µm),
we have λ ≈ 1000 µm. The observed oscillation fre-
quency was ω ~ 30–40 s–1. As a result, we arrive at the

ld
2

Anode

Dispenser

Lens
Laser

Video camera

Grains

Cathode

Fig. 14. Schematic of the device for experiments with dc
discharges.

Fig. 15. Convection of dust grains in a striation of a glow
discharge.
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following estimate for the grain charge gradient:
βr/〈Zd〉 ≈ 2νfrω/g ~ 0.27–0.37 cm–1 (–1 (νfr ≅  4.5 s–1, P =
0.15 torr). In the upper region of the cloud (κ ≈ 2, ld ≈
450 µm), the screening length λ is less than that in the
base region and is equal to 225 µm. Note that these val-
ues of λ agree well those in the case where the electron
density ne increases toward the top of the cloud from
108 to 2 × 109 cm–3 at Te = 2 eV (see Fig. 2) [24]. In this
case, for different amplitudes of rotation of the grains,
the measured ratio V/A ≈ 0.25 s–1 yields βr/〈Zd〉 ≈
2Vνfr/(Ag) ≈ 0.002 cm–1. Hence, the ratio of βr values
for different regions of the dust cloud is not propor-
tional to λ2, as follows from the estimates made in Sec-
tion 2.2. There are a number of reasons for this, one of
which is the development of dissipative instability of
the grains at the edge of the dust structure in its upper
part, where the displacement parameter γ0 is fairly large
and satisfies condition (11). In contrast, as was shown
above, the development of dispersive instability (in the
lower part of the structure) is governed by the grains
inside the dust cloud, where the gradient βr is substan-
tially larger. On the other hand, under the experimental
conditions in question, the ion drag force can be strong
enough to have a significant effect on the rotation fre-
quency of the grains (see Section 2.3).

It should be noted that all of the types of dust self-
oscillations considered above are also observed in the
chambers for investigating inductive rf discharges with
nonuniform parameters, as is the case with plasmas of
stratified dc glow discharges.

3.2. Formation of the Dust Self-Oscillations
in an RF Discharge Plasma

There are two main factors that hinder the develop-
ment of the above instabilities of the dust in a plasma of
an rf capacitive discharge: the first is associated with

Fig. 16. Combined self-oscillations of dust grains in a stria-
tion of a glow discharge.
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Loaded electrode
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Grounded electrode
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11 cm

Fig. 17. Schematic of experiments for observing dust self-
oscillations in an rf discharge.

Fig. 18. Video recording of the dust self-oscillations in an rf
discharge.

Loaded
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Additional electrode

Grounded electrode

βr

mdg

Fig. 19. Schematic of experiments aimed at forming dust
clouds.
the plasma homogeneity, and the second, with the small
number of dust layers (as is usually observed in such
discharges) and, accordingly, with the small value of
the displacement parameter γ0 (see Section 2.1). The
latter can explain why vortex dust motions are never
observed under ordinary terrestrial experimental condi-
tions. However, the formation of extended dust clouds
under microgravity conditions [7, 13] or when the
working chamber for experiments with rf discharges is
equipped with additional electrodes [1, 8] can, under
certain conditions, lead to the onset of dissipative insta-
bility, which, in turn, gives rise to the vortex dust
motion. The development of dispersive instability in the
electrode sheath of an rf capacitive discharge can be
exemplified by the formation of regular vertical oscilla-
tions of the dust grains [42]. Other mechanisms that
have been proposed to explain the onset of such oscil-
lations do not provide reasonable quantitative esti-
mates.

Here, we consider as an example several experi-
ments in which the onset of regular dust motions can be
attributed to the development of dissipative or disper-
sive instability in dust structures that form in a plasma
of an rf capacitive discharge. A schematic of such an
experiment is shown in Fig. 17. The experiments were
carried out with melamine-formaldehyde grains with a
radius of ad ≅  1.4 µm, the mass density of the grain
material being ρd = 1.5 g/cm3, in argon at pressures of
P = 0.08–0.2 torr. The working electrode was a 10-cm-
diameter aluminum disk, and the grounded electrode
was an 11.5-cm-diameter steel ring. The discharge
power was about 65 W.

In these experiments, both stochastic and regular
dust oscillations (see Fig. 18) were observed to occur
in clouds composed of several layers of the dust grains.
Such oscillations were generated near the radial cloud
boundary, where the grain charge gradient βr was the
strongest. The increase in the grain charge gradient βr

away from the center of the device can be attributed to
the behavior of the potential ϕ(r) of the radial electric
field near the edges of the working electrode. The mea-
sured shape of the profile ϕ(r) is shown in Fig. 3. The
grain charge decreases toward the electrode edges
(βr < 0), because the potential ϕ(r) is not truly para-
bolic (see Section 2.2).

The presence of an additional electrode at the center
of the working volume of an rf discharge can act to dis-
place the dust grains toward the edges of the main elec-
trodes. A simplified schematic of experiments on the
formation of volume dust clouds by means of an addi-
tional electrode is shown in Fig. 19. A video recording
of vortex dust oscillations formed under such condi-
tions is shown in Fig. 20. The direction of the observed
dust rotation corresponds to βr < 0 (i.e., the dust rotates
in a direction opposite to the rotation that is routinely
observed in glow discharges). The measured depen-
dence of the rotation frequency ω on the pressure P is
displayed in Fig. 21. By assuming that ω ≈
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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|gβr/(2〈Zd〉ν fr)|, where νfr [s–1] ≅  200P [torr], and by pro-
viding the best fit to the experimental data, we can esti-
mate the grain charge gradient by |βr/〈Zd〉| ≈ 0.1 cm–1

(see Fig. 21).

4. CONCLUSIONS

We have considered two main types of instabilities
in a dusty plasma with a nonzero grain charge gradient
in the field of nonelectrostatic forces. We have pro-
posed a model that describes the conditions for the
onset of these instabilities and the dynamics of the for-
mation of various self-oscillations associated with
them. The results of our analytical study can readily be
adapted to any nonconservative system that can be
described by linearized equations similar in form to the
equations considered above.

Fig. 20. Video recording of the vortex dust oscillations.

0 40 80 120 160 200

2

4

6

8

10

Pressure, mtorr

ω, s–1

Fig. 21. Experimental dependence of the frequency ω on the
pressure P (closed squares) and its approximation at
βr/〈Zd〉 ≈ 0.1 cm–1 (solid curve).
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We have examined the effect of the density and
velocity of the plasma ions and electrons on the charg-
ing of dust grains in gas discharges. We have derived
simple relationships for estimating the grain charge
gradients caused by variations in the conditions for
grain charging.

We have presented the results from numerical inves-
tigations of the formation of dust self-oscillations in
systems whose parameters are close to those in experi-
ments with gas discharges. Numerical simulations
show that the development of the instabilities in ques-
tion can lead to the onset of various regular and stochas-
tic oscillations in a dusty plasma. Moreover, it was
found that these oscillations can be generated even by
slight variations in the grain charge: thus, even a small
grain charge gradient (about 1–2%) in the dust cloud
can drive the grains into significant rotation. Neverthe-
less, it should again be emphasized that the qualitative
picture of the vortex dust motion (namely, the spatial
and velocity distributions of the grains) can only be
obtained through self-consistent calculations of the
forces that act in a system of moving grains and can
seriously perturb the distributions of the particle densi-
ties in the surrounding plasma.

Based on the proposed model, we have analyzed the
dynamics of the formation of dust vortices and various
dust self-oscillations observed in experiments with gas-
discharge plasmas. The experiments were carried out
with dust grains of different sizes over a wide range of
plasma parameters. It was shown that, under the Earth’s
gravity conditions, even a slight spatial variation in the
grain charge can set the dust into vortex motion. In all
the cases under analysis, the observed directions of dust
rotation and the experimental estimates of the grain
charge gradients were found to agree with theoretical
predictions concerning the magnitude and direction of
these gradients.

Hence, we have considered a possible mechanism
for the onset and development of instabilities in a dusty
plasma with a nonzero grain charge gradient and have
constructed an analytic model capable of describing the
formation and evolution of the instability-generated
dust oscillations. An attractive feature of this mecha-
nism is that it can provide insight into a wide scope of
phenomena (such as anomalous dust heating and the
onset of vortices and various regular motions of indi-
vidual grains) observed in laboratory experiments with
dusty plasmas. There may be some other factors
responsible for the nonequilibrium nature of a dust sys-
tem, e.g., fluctuations of the external electric fields or
stochastic fluctuations in the grain charge. However, in
terms of these factors alone, it is impossible to explain
the onset of regular collective dust motions; hence,
additional sources compensating for the energy scatter-
ing need to be invoked.

The question of the existence of a single mechanism
and a single driving source for some of the regular and
stochastic oscillations observed in laboratory experi-
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ments with dusty plasmas remains open, although the
results of theoretical studies are in good qualitative
agreement with the experimental data on the dynamics
of observed dust oscillations [12–14]. Whether there is
a relation between the instability of the actual dust–
plasma systems and the presence of a nonzero grain
charge gradient can be established, first of all, in exper-
iments aimed at demonstrating quantitative agreement
among the magnitude of the grain charge gradient, the
nonelectrostatic force, and the energy acquired by the
dust grains as a result of the development of the insta-
bilities considered above. Such experiments will not
only show that the proposed mechanism is directly
related to the observed dust self-oscillations, but will
also make it possible to control the development of self-
oscillations in a dusty plasma.
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Abstract—The quasi-steady ion distribution in a plasma with a single ion species and with low-intensity ion
acoustic turbulence is found. Conditions are determined under which the stimulated scattering of ion acoustic
waves by ions leads to the formation of a superthermal ion distribution function that decreases with increasing
velocity more gradually than does a Maxwellian distribution function. It is found that the plasma conductivity
increases as a result of a decrease in the turbulence level due to an enhancement of the Cherenkov damping of
ion acoustic waves by resonant ions, whose number increases because of the formation of a gradually decreas-
ing distribution of superthermal ions. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The phenomenon of anomalous ion heating in high-
current discharges was first discovered in the 1960s.
During these years, it was also found that this phenom-
enon originates from the interaction of ions with ion
acoustic turbulence (IAT), which arises in current-car-
rying plasmas because of the Cherenkov emission of
ion acoustic waves by electrons [1, 2]. In the IAT the-
ory, rapid heating of the so-called resonant ions (i.e.,
those whose velocities exceed the ion acoustic velocity
v s) is attributed to the quasilinear interaction of ion
acoustic waves with the ions [3, 4], whereas the bulk
thermal ions are heated due to the stimulated scattering
of ion-acoustic waves by them [1]. However, although
the cause of the efficient heating of thermal ions can be
understood in terms of stimulated scattering, an analytic
theory of turbulent ion heating has not yet been com-
pletely developed. Some progress in this direction has
been achieved only for two limiting cases. First, turbu-
lent ion heating was described for the case of a suffi-
ciently dense plasma, when frequent ion–ion collisions
force the distribution of ions with velocities below the
ion acoustic velocity v s to become nearly Maxwellian
[5]. Second, an analytic description of turbulent ion
heating was given for the limiting case in which ion–ion
collisions can be ignored [6]. This description is, how-
ever, valid for the comparatively short time scales on
which the formation of a gradually decreasing velocity
distribution of the thermal ions with velocities v  < v s

can still be ignored (see [7, 8] for details).

In the present paper, a nonequilibrium ion distribu-
tion in a plasma with IAT is studied for another impor-
tant limiting case. Specifically, we consider the condi-
tions under which, on the one hand, the distribution of
the bulk ions with velocities v  ! v s remains close to a
Maxwellian distribution because of frequent ion–ion
collisions, but, on the other hand, as the ion velocity
1063-780X/04/3011- $26.00 © 20937
increases from the ion thermal velocity to velocities
lower than or on the order of the ion acoustic velocity,
the ion distribution is formed under the influence of ion
scattering by the low-frequency fields that are driven by
the beating of ion acoustic waves involved in stimulated
scattering. Under such conditions, the distribution func-
tion of superthermal ions decreases more gradually than
does the Maxwellian distribution function and, at v  = v s,
changes smoothly to the Maxwellian distribution func-
tion of the hot resonant ions. The quasi-steady ion dis-
tribution obtained is used to calculate the rate at which
the ion acoustic waves are damped by resonant ions and
thereby to determine the explicit dependence of the
anomalous current density on the plasma parameters.

2. IAT SPECTRUM

We consider the interaction of ions with IAT under
conditions such that the turbulence level is low and the
distribution of thermal ions is mainly governed by ion–
ion collisions. Under these conditions, the distribution
function of the thermal ions is nearly Maxwellian and
the number density of the ion acoustic waves, N(k), is
given by the expression (see, e.g., [5])

(1)

Here, k is the wavenumber and θk is the angle between
the wave vector k and the direction of the force driving
the instability. In this case, the distribution of ion acous-
tic waves over the wavenumbers has the form

(2)
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Here, rDe is the electron Debye radius; ωLe is the elec-
tron gyrofrequency; rDi, ωLi, and ni, are the ion Debye
radius, ion gyrofrequency, and ion density, respec-
tively; mi is the mass of an ion; and v s = rDeωLi. The
angular distribution function of the ion acoustic
waves, Φ(cosθk), is determined by the turbulent
Knudsen number

(3)

where e and me are the charge and mass of an electron
and E is the electric field strength in the plasma. In what
follows, we will be interested in the limit of small
Knudsen numbers,

(4)

Here, the parameter δ, which characterizes the damping
of ion acoustic waves by ions with velocities higher
than v s, is equal to

(5)

where vTe is the electron thermal velocity, ei is the

charge of an ion, and f0(v) = f(v)/4π is the isotro-

pic part of the ion distribution function. Under inequal-
ity (4), the angular distribution of the number density of
the ion acoustic waves has the form [5, 9]

(6)

(7)

(8)

IAT spectrum (2) with angular distribution (6) is valid
under the following two conditions. First, the thermal
ions should obey a Maxwellian distribution. For this to
be possible, it is necessary that the ion–ion collision

frequency νii = 4πΛni / (κTi)3/2 (where Ti is the
ion temperature, Λ is the Coulomb logarithm, and κ is
Boltzmann’s constant) exceed the reciprocal of the
characteristic time between collisions of ions with the
turbulent pulsations of the charge density,

(9)

Here, ξ = cosθv = –(v · E)/vE,  = vαvβ/v2, 
is the tensor describing the nonlinear diffusion due to
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the stimulated scattering of waves by ions [10],

(10)

(ω, k) and (ω', k') are the frequencies and wave vectors
of the incident and scattered waves, respectively;
(ω", k") = (ω – ω', k – k') are the beat frequency and
wave vector of the interacting waves; and the intensity
Λ(k, k', v) of the stimulated scattering is described by
the approximate expression

(11)

Hence, the first condition for the applicability of the
IAT spectrum given by relationships (2) and (6) has the
form

(12)

Second, if the ion distribution in the range of superther-
mal velocities is non-Maxwellian, then it is necessary
to require that numerical differences between the inte-
grals in the velocity moments determining the IAT
spectrum and the same integrals corresponding to a
Maxwellian ion distribution be small. The requirement
of smallness of the differences between the velocity
moments and their values corresponding to a Max-
wellian ion distribution makes it possible to ignore the
reverse effect of perturbations in the moments of the ion
distribution on the IAT spectrum. Among the moments
that determine the IAT spectrum, the second velocity
moment is of the highest order and, consequently, is the
slowest converging. Hence, we require that the root-
mean-square velocity

differ only slightly from  = κTi/mi, i.e., that the fol-
lowing inequality be satisfied:

(13)

Inequalities (12) and (13) are sufficient conditions for
the applicability of the analysis that follows.

3. KINETIC EQUATION FOR THE IONS

Theoretical investigation of the ion distribution is
based on the time-independent kinetic equation for the
ion distribution function f(v),

(14)
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Equation (14) for the distribution function f takes into
account the effects of (i) a constant electric field E;
(ii) ion–ion collisions, which are described by the Lan-
dau collision integral St( f ); and (iii) quasilinear and
nonlinear ion–wave interactions, which are described

by the diffusion tensors (v) and (v), respec-
tively. Since the distribution of thermal ions is assumed
to be Maxwellian, we seek a solution to Eq. (14) in the
velocity range v  > vTi. In spherical coordinates,
Eq. (14) has the form

(15)

where Dαβ(v) = (v) + (v). Following [4], we
describe the elements of the quasilinear diffusion tensor
by the expression

(16)

Here, νE = |eE|/mev s, the parameter δ is given by
expression (5),

(17)

η is the Heaviside step function,
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For v  ≥ v s, the quasilinear tensor given by expres-
sions (16) and (17) determines the diffusion tensor in
Eq. (15).

For v  < v s, all elements of quasilinear tensor (16)
decrease rapidly with decreasing velocity; as a result,

for v  ! v s, we have  ∝ (v /v s)10. At the same time,
for v  ! v s, expressions (10) and (11) yield the follow-
ing formula for the elements of the nonlinear diffusion
tensor:

(18)

where nE, nk, and nv are unit vectors in the directions of
eE, k, and v, respectively. All three of the tensor ele-
ments in (18) are on the order of v 2/τ, where the char-
acteristic time τ is given by formula (9):

(19)

Taking into account explicit expressions (2) and (6) for
the IAT spectrum, we obtain from expression (19) the
relationship

(20)

Equation (15) with explicit expressions (16) and (17)
for the quasilinear diffusion tensor and explicit expres-
sion (18) for the nonlinear diffusion tensor serves as a
basis for further analysis of the ion velocity distribu-
tion.

4. APPROXIMATE SOLUTION 
TO THE KINETIC EQUATION

We consider the isotropic part f0(v) of the ion distri-
bution function. To do this, we represent f(v) in the
form

We assume that the anisotropic part fa(v , ξ) is small in
comparison to f0(v ). Integrating Eq. (15) over the direc-
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tions of the velocity vector, we arrive at the following
equation for f0(v):

(21)

The equation for the anisotropic part fa(v , ξ) of the ion
distribution function is obtained by subtracting Eq. (21)
from Eq. (15). Time-independent equation (21) is valid
over the entire range of ion velocities except for those
of runaway ions. Assuming that there is no source of
ions with the velocity v  = 0, we rewrite Eq. (21) as

(22)

Following [4], we first consider Eq. (22) in the
velocity range v  ≥ v s. In this case, the diffusion tensor
is determined by the quasilinear contribution given by
expressions (16) and (17). For velocities lying in this
range, but only up to those of runaway ions, v  < vR ≈
(mi/Zme)1/6v s, the equation for the anisotropic part of
the distribution function yields (see [4] for details)

We substitute this expression for ∂fa/∂ξ into Eq. (22)
and, on the right-hand side of this equation, ignore the
electric field contribution, which is insignificant for
v s ≤ v  < vR. As a result, we obtain the following equa-
tion for f0(v ):

(23)

where v h is the effective thermal velocity, defined by
the relationship
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Using expressions (16), (17), and (20), we transform
this relationship into

(24)

Note that the model used here to describe ions with

velocities v  > v s is valid only for  >  [4]. In this
case, since ions with velocities v s ≤ v  < vR interact with
waves in a quasilinear fashion, the solution to Eq. (23)
is close to a Maxwellian distribution function with the
effective temperature higher than the electron tempera-
ture. Ions with such velocities are called hot resonant
ions. Their distribution over velocities differs markedly
from that of cold thermal ions, whose temperature is far
lower. However, under the conditions considered
below, the density of the resonant ions is so low that
their contribution to the total ion density and total ion
thermal energy is negligible.

We now examine Eq. (22) in the velocity range vTi <
v  < v s, in which the diffusion tensor is determined by
the nonlinear contribution given by expression (18).
For simplicity, we restrict ourselves to conditions for
which there is no need to consider the solution to the
integrodifferential equation that describes fa(v , ξ) in
this velocity range. In other words, we are interested in
conditions under which the contribution of fa(v , ξ) to
Eq. (22) can be ignored. Specifically, we are operating
under the inequality

(25)

Note that condition (12) holds automatically provided
that condition (25) is satisfied. Under condition (25),
we obtain from Eqs. (15) and (22) the following esti-
mate for the anisotropic correction to the ion distribu-
tion function:

(26)

With allowance for relationship (20) between the field
E and the time τ, estimate (26) becomes

We thus arrive at the following estimate for the contri-
bution of the anisotropic part of the ion distribution
function to the right-hand side of Eq. (22):
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At the same time, the contributions to the left-hand side
of Eq. (22) that do not contain fa are on the order of

which considerably exceeds contribution (27) over the
entire velocity range vTi < v  < v s provided that the fol-
lowing condition is satisfied:

(28)

Condition (28) includes condition (25) and the condition
for the effect of the electric field to be weak. The latter

condition is more difficult to satisfy for /  < 22.
Hence, under condition (28), the anisotropic correction
to Eq. (22) for the isotropic part of the ion distribution
function in the velocity range vTi < v  < v s can be
ignored.

Note that, for velocities on the order of, but lower
than, the ion acoustic velocity v s, the nonlinear diffu-
sion tensor does not reduce to v 2/τ because, for v  ~ v s,
the expression for the intensity of stimulated scattering
is more involved than expression (11). Since, for v  > v s,
the elements of the nonlinear diffusion tensor decrease
with decreasing velocity and since, for v  ! v s, they all
increase in proportion to v 2, the dependence v  ~ v s

should have a maximum at (v ). Strictly speaking,
the maximum value of the averaged (over the angles)
diffusion coefficient at v  ≈ v s should be determined
with allowance for the broadening of resonances corre-
sponding to the Cherenkov interaction of ion acoustic
waves with ions. Since we do not pretend here to
develop such a detailed IAT theory, we will restrict our-
selves to simple model representations. Namely, the
correction that takes into account the non-quadratic
dependence of the nonlinear diffusion tensor on veloc-
ity is described by the model expression

(29)

where a and b are numerical coefficients. Note that the
results presented below remain essentially unchanged
for b values lying in the range in which we are inter-
ested here, namely, for 2 ≤ b ≤ 5. This is why, for defi-
niteness, we will assume in our calculations that b ≈ 2.
This is not, however, the case for the coefficient a,

which characterizes the value of the element  of
the diffusion tensor at v  ≈ v s. Below, we will show how
changes in a affect the final theoretical results.
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Relationships (23) and (29) put Eq. (22) in a com-
paratively simple form that makes it possible to deter-
mine f0(v) over the entire velocity range v  < vR:

(30)

This equation has the approximate solution

(31)

In deriving solution (31), we used the relationships

f0(v) ≈ ni and 〈v 2〉  ≈ , which follow from one of

the basic assumptions of our model, namely, from ine-
quality (13). In accordance with conditions (28), solu-
tion (31) in the range v  < vTi is nearly Maxwellian,
which agrees with another basic assumption. However,
under conditions (28), the distribution function f0(v ) in
the range v  > vTi differs from a Maxwellian function. In
order to analyze this difference, it is necessary to deter-
mine the thermal velocity of the hot ions, v h = v h(δ),
given by expression (24) and dependent on the param-
eter δ (5), which is uniquely related to the value of the
function f0 (31) at v  = v s.

5. EFFECT OF RESONANT IONS 
ON ANOMALOUS TRANSPORT

Using distribution function (31), we obtain the fol-
lowing expression for the parameter δ (5):

(32)

where δm = Z (Te/Ti)3/2exp(–ZTe/2Ti) is the δ
value corresponding to a Maxwellian distribution of
ions with velocities v  < v s and Z = |ei/e|. Note that the
value of δ is sensitive to the absolute value of the coef-
ficient a. Let us consider how the parameter δ depends
on νiiτ. To do this, we assume that a ~ 1, keeping in
mind, however, that this assumption may lead to a
quantitative error in determining δ. Figure 1 shows the
dependence of the parameter δ (32) on νiiτ in a singly
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ionized argon plasma for b = 2, a = 1, and different val-

ues of the ratio /  = Te/Ti: (1) 20, (2) 25, (3) 30,
and (4) 50. The threshold for IAT corresponds to the

value νiiτ = 7.7 × 103 , which is beyond the range

v s
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0
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νiiτ
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Fig. 1. Parameter δ (32), which characterizes the Cherenkov
damping of ion acoustic waves by resonant ions, as a func-

tion of νiiτ in a singly ionized argon plasma for /  =

(1) 20, (2) 25, (3) 30, and (4) 50.
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Fig. 2. Isotropic part of the ion distribution function,

(2π)3/2 f0(v), vs. normalized velocity v /vTi in a sin-

gly ionized argon plasma with Te/Ti = 40 for a = (1) 1,
(2) 1.5, and (3) 2. Curve 4 corresponds to a Maxwellian dis-
tribution.

v Ti
3

ni
1–
presented in Fig. 1. In the range of νiiτ values given in
Fig. 1, inequalities (4), (13), and (28), which are
required to justify our approach, are also satisfied. For
sufficiently large values of the parameter νiiτ, we have
δ ≈ δm, which corresponds to a Maxwellian distribution
of ions with v  ≤ v s. It can be seen from Fig. 1 that, as
the parameter νiiτ decreases, the parameter δ increases;
i.e., resonant ions enhance the damping of ion acoustic
waves. This phenomenon, which has been known for a
considerable time [4], can now be described in a self-
consistent manner for the case in which the nonlinear
interaction of superthermal ions with IAT is important.
For small values of the turbulent Knudsen number, the
plasma current density depends on the parameter δ as
(see [5])

We can see that, for δ @ 2, resonant ions have a decisive
effect on the current density in a turbulent plasma,
whereas, for δ ! 2, this effect can be ignored. It can be
seen from Fig. 1 that, if the extent to which the plasma
is nonisothermal is sufficiently high (Te/Ti > 25), then
the relationship δ ≈ δm ! 2 holds for large values of the
parameter νiiτ, whereas, for smaller values of νiiτ, we
have δ @ 2.

Finally, we analyze solution (31). Figure 2 shows
how this solution, i.e., the isotropic part f0 of the ion dis-
tribution function, depends on the normalized velocity
v /vTi for a singly ionized argon plasma and for

/  = 40, νiiτ = 750, and b = 2. Curves 1, 2, and 3
in this figure were calculated for α = 1, 1.5, and 2,
respectively. For these curves, formula (32) gives δ ≈ 5,
3, and 2, respectively. In this case, expression (24)

yields  ≈ 2 , 2.5 , and 3 ; i.e., the temperature
of hot resonant ions is higher than the electron temper-
ature. Curve 4 in Fig. 2 corresponds to a Maxwellian
distribution of the ions. A comparison of curves 1, 2,
and 3, on the one hand, with curve 4, on the other,
shows that, in the velocity range vTi ! v  ≤ v s, distribu-
tions 1, 2, and 3 are very non-Maxwellian. Curves 1, 2,
and 3 show that, at velocities of about v /vTi ≈ 6.3
(which corresponds to the ion acoustic velocity), the
behavior of the distribution function changes radically:
in the range v  < v s, the distribution of the ions is gov-
erned by their nonlinear interaction with the waves,
whereas, in the range v  > v s, the ion distribution is
dominated by the quasilinear interaction. In turn, a
comparison between curves 1, 2, and 3 shows that,
when the parameter a (which is a free parameter in our
theory) is varied from 1 to 2, the distribution function
of the superthermal ions changes comparatively little.
The amount by which the distribution function changes
in the range v  ≥ v s as the coefficient a is varied is com-
parable to the above changes in the parameter δ.

Hence, we have derived a solution to the kinetic
equation for the isotropic part of the ion distribution

j 2.1 0.9δ+( )enev s.=

v s
2 v Ti

2

v h
2 v s

2 v s
2 v s

2
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function for a plasma with low-intensity IAT, such that
condition (28) is satisfied. In this case, the effect of the
IAT on the distribution of thermal ions can be ignored
and it is possible to use the IAT spectrum calculated for
a Maxwellian distribution of the bulk ions. We have
obtained ion distribution (31) and have used it to
describe the damping of ion acoustic waves by resonant
ions with velocities higher than the ion acoustic veloc-
ity. In doing this, we have determined the parameter δ
(32), which characterizes the effect of resonant ions on
the IAT spectrum and on the current density in a turbu-
lent plasma at small values of the turbulent Knudsen
number. We have shown that the formation of a non-
Maxwellian distribution of superthermal ions leads to
an increase in the number of resonant ions; as a conse-
quence, resonant ions enhance the damping of ion
acoustic waves, the turbulence level reduces, and the
plasma conductivity increases.
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Abstract—A study is made of the breakdown of a fine wire during its electric explosion in vacuum. The prob-
lem of how the wire diameter, the rate of energy deposition in the wire, and the insulation of the electrode sur-
face near the electrode–wire contact influence the wire explosion and the accompanying breakdown is investi-
gated experimentally. The wire explosion was performed at a positive polarity of the high-voltage electrode. A
current density growth rate of 6 × 1011–5 × 1016 A/(s cm2) is achieved. It is shown that the breakdown along a
wire is similar in many respects to the gas breakdown. The insulation of the wire surface makes it possible to
avoid breakdown and to increase the deposited energy to values sufficient for the wire sublimation. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Although electric explosions of wires at both micro-
second and nanosecond current-rise times have been
studied in many papers, the processes accompanying
the wire explosion still attract great interest. This inter-
est is motivated by both the fundamental character of
the processes occurring in wire explosions and their
possible applications. Thus, metal (particularly tung-
sten) multiwire arrays are widely used to generate high-
power soft X-ray (SXR) pulses [1–6]. To increase the
efficiency of SXR generation in multiwire arrays, it is
necessary to minimize the influence of the azimuthal
inhomogeneity in the material distribution during the
wire explosion and decrease the effect of a precursor on
the implosion process.

One possible way of solving this problem is to
ensure the rapid conversion of the wire material into a
gaseous plasma. As was shown in [7], it is possible to
substantially improve the uniformity of the expanding
wire material and to increase the fraction of the wire
material converted into a gaseous state by increasing
the energy deposited in the wire. One of the factors
inhibiting the increase in the deposited energy to values
sufficient for the wire sublimation is an early break-
down of the interelectrode gap along the wire surface
and the subsequent switching of the current from the
wire to the conducting medium surrounding the wire.
In [8], it was shown that the shunting breakdown is
caused by the gas desorption from the wire surface. In
this case, the breakdown of the interelectrode gap along
the desorbed gas shunts the wire, thereby impeding the
increase in the deposited energy to values sufficient for
its complete evaporation.

Insulation of the wire surface with a thin varnish
layer makes it possible to substantially increase the
time interval before breakdown and, hence, to increase
1063-780X/04/3011- $26.00 © 20944
the deposited energy [7, 9]. As was pointed out in [10]
and was also proved by our studies, the energy depos-
ited before breakdown increases with increasing energy
deposition rate. However, a complete understanding of
these processes is still lacking. The energy deposited in
the wire material can be limited by the specific proper-
ties of the gas breakdown and by the influence of other
factors inhibiting or promoting breakdown of the gas
desorbed from the wire surface.

The aim of this study is to investigate the mecha-
nism for the development of the shunting breakdown
along an exploding wire and to find ways of preventing
this breakdown. We performed a number of experi-
ments on the explosion of fine tungsten wires in vac-
uum. In these experiments, we studied how the wire
diameter, the rate of energy deposition in the wire, and
the insulation of the electrode surface near the elec-
trode–wire contact influence the wire explosion and the
accompanying breakdown. The assumption of the ther-
mal expansion of the desorbed gas allowed us to repre-
sent the experimental data on the breakdown along a
wire in different operating regimes as a dependence on
the similarity parameters Ebr/n and nτbr, i.e., in a form
conventionally used in gas-discharge physics.

2. EXPERIMENT

2.1. Experimental Facility and Diagnostics

To study electric explosions of wires, a special LC
generator was designed and created [11]. The design of
the generator (see Fig. 1) allowed us to change the rate
of energy deposition in the wire by varying the induc-
tance and capacitance of the electric circuit and the
charging voltage of the capacitor. In our experiments,
the high-voltage electrode was charged positively rela-
tive to the return current posts; in this case, breakdown
004 MAIK “Nauka/Interperiodica”
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Trigger
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To the oscilloscope
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Fig. 1. Electric circuit of the LC generator.

Cathode

Anode

Shunt

High-resistance voltage divider

Fig. 2. Schematic of the vacuum chamber with the load unit.
along the wire occurred substantially later than in the
case of a negatively charged high-voltage electrode
[13]. This allowed us to substantially increase the
energy deposited in the wire.

We performed experiments with 6.35- and 30.48-µm
tungsten wires of length 20 ± 0.5 mm (six series of
experiments for each diameter). The charging voltage
U0 of the capacitor was 10, 22, and 35 kV. The circuit
inductance Lg was 730 and 2250 nH; in this case, the
circuit resistance Rc (not including the resistance of the
shunt and wire) was 0.234 and 0.354 Ω, respectively.
The circuit capacitance Cg was 66.9 nF in all the exper-
iments. As capacitive storages, we used commercial
IKCh-50-0.035 capacitors. As a switch, we used a gas
spark gap. Each series of the experiments consisted of
ten shots.
SMA PHYSICS REPORTS      Vol. 30      No. 11      2004
The load unit was installed in the working chamber
of the generator (Fig. 2). The working chamber had six
diagnostic windows. As return current posts, we used
six 1-cm-diameter rods equally spaced round a circle
10 cm in diameter. The return current posts were cho-
sen such that the stray capacitance of the load unit was
minimal. All the components of the chamber were
made of nonmagnetic materials. In all the experiments,
the vacuum chamber was pumped-out by an oil-free
pump to a residual pressure of (3–5) × 10–5 torr.

In our experiments, we used the following electrical
diagnostics: an active high-resistance divider, an induc-
tive loop located on the side of the high-voltage elec-
trode (anode), and a shunt located on the side of the
ground electrode.
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The parameters of the active high-resistance divider
were chosen such that, on the one hand, they ensured
the required accuracy of the voltage measurements and,
on the other, the effect of the divider on the operation of
the main circuit of the generator was minimal. Never-
theless, as in almost any diagnostics, the divider could
influence the processes occurring in the circuit. In sub-
nanosecond wire explosions, we observed significant
inductive jumps in the voltage and current. At the
instants of these jumps, the power deposited in the wire
could be close to the maximum power of the generator.
As a result, due to the power loss in the active divider,
the current and voltage in the main circuit decreased by
10–12% and the energy deposited in the wire decreased
by 3–3.5%. This effect manifested itself only in the
early stage of wire heating, when the power deposited
in the wire was comparable to the generator power. In
our calculations, knowledge of the circuit parameters
allowed us to accurately take into account the influence
of the active divider. Since the aim of our experiments
was to study the parameters of the exploding wire for
the known characteristics of the electric circuit, the
influence of the divider on the parameters of the electric
explosion was insignificant. In all the experiments, the
maximum decrease in the current and voltage because
of the finite resistance of the divider was no larger
than 5%.

2.2. Preparation of the Wire

Test experiments on wire explosions showed that,
when the contacts of the electrodes with a wire were not
quite good, both the gap voltage and the resistance of
the entire circuit could change abruptly at the beginning
of the current pulse; such changes were practically
impossible to take into account. Moreover, a plasma
was produced at the site where the wire contacted the

Fluoroplastic
insulator

Soldering

Fig. 3. Schematic of the wire holder.
electrode; this could substantially influence the pro-
cesses of wire heating and electric breakdown along the
wire. To exclude the influence of contacts on the results
of experiments, the wire was mounted in a special
caprolan holder (Fig. 3) and the wire contacts with the
electrodes were soldered. As a result, a reliable contact
of the electrodes with the wire was ensured. After sol-
dering, the holder was washed with water and ethanol.

2.3. Test Experiments on the Breakdown 
of a Gas-Filled Gap

To compare the parameters of breakdown along a
wire to those of the breakdown of a gas-filled gap, we
performed a series of test experiments. In these experi-
ments, we studied the breakdown of a gap filled with
hydrogen at different pressures. The holder with the
wire (Fig. 3) was replaced with 3-cm-diameter plane
electrodes, the interelectrode gap length being equal to
6 mm. When the generator (L = 730 nH) was switched
on, a voltage pulse with a rise time of ≈10 ns was
applied to the gap. We measured the time interval from
the beginning of the voltage pulse to the instant of
breakdown and the gap voltage at this instant for differ-
ent gas pressures within the range from 3.6 to 736 torr.
The measurements were performed in two regimes:
with and without UV preionization. As a source of UV
radiation, we used a spark discharge along a dielectric
surface. The UV source was located in the middle of the
gap at a distance of 5.5 cm from the symmetry axis of
the system. The period of current oscillations in the cir-
cuit of the UV source was 6 µs. The time interval
between the beginning of the preionization pulse and
the instant at which the generator was switched on was
1.5 µs.

3. RESULTS AND DISCUSSION

3.1. Explosion of Wires in Vacuum

The main results of our experiments on the explo-
sion of tungsten wires are presented in Figs. 4 and 5.
Figure 4 shows the breakdown time τbr (the time inter-
val between the beginning of the current pulse and the
instant of breakdown), the breakdown electric field Ebr
(the breakdown voltage divided by the wire length), and
the energy W deposited in a wire as functions of the
charging voltage U0 and the circuit inductance Lg for a
6.35-µm wire. Figure 5 shows similar dependences for
a 30.48-µm wire. In these figures, the symbols show the
average values of the measured parameters (the averag-
ing was performed over 10 shots) and the error bars
show the maximum scatter in the measured parameters.
The dotted lines show the energy range within which
the wire was melted.

We calculated the energy deposited in a wire before
the instant of breakdown τbr. This instant was determined
from the beginning of the sharp drop in the voltage and
sharp rise in the current (Fig. 6). After the onset of the
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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shunting breakdown, the generator energy was primarily
deposited in the gas desorbed from the wire surface and
practically no energy was deposited in the wire.

Figure 7 shows the energy W deposited in a wire and
the breakdown electric field Ebr as functions of the aver-
age input power Pav and the circuit inductance Lg for a
6.35-µm wire (plots (a), (b)) and 30.48-µm wire
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Fig. 4. Parameters of the electric explosion of a 6.35-µm
tungsten wire with a length of 2 cm as functions of the
capacitor charging voltage U0 for Lg = (1) 2250 and
(2) 730 nH: (a) the time interval τbr from the beginning of
the current pulse to the instant of breakdown, (b) the break-
down electric field Ebr, and (c) the energy Wdep deposited in
the wire by the instant of breakdown.
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(plots (c), (d)). It can be seen that both the breakdown
electric field and the energy deposited in the wire
increase with increasing input power.

As the wire is heated by the current flowing through
it, the adsorbed gas begins to be evolved from the wire
surface. When the wire temperature reaches about
600°ë, almost all the gas is desorbed from the wire sur-
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Fig. 5. Parameters of the electric explosion of a 30.48-µm
tungsten wire with a length of 2 cm as functions of the
capacitor charging voltage U0 for Lg = (1) 2250 and
(2) 730 nH: (a) the time interval τbr from the beginning of
the current pulse to the instant of breakdown, (b) the break-
down electric field Ebr, and (c) the energy Wdep deposited in
the wire by the instant of breakdown.
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Fig. 6. Waveforms of (1) the voltage U across the anode–
cathode gap, (2) the current I through the wire, and (3) the
deposited energy Wdep calculated by these waveforms. The
diameter of the tungsten wire is 6.35 µm, the wire length is
2 cm, the charging voltage is 35 kV, and the circuit induc-
tance is 730 nH. The vertical dashed-and-dotted line shows
the instant of breakdown τbr.
face and a thin dense gas layer is produced around the
wire. In [8], it was suggested that it is this desorbed gas
that plays a key role in the breakdown along the wire.

In [14], it was shown that the surface density of
hydrogen atoms adsorbed by a tungsten surface is on
the order of 1015 cm–2; moreover, there are also such
elements as nitrogen, carbon, and oxygen on this sur-
face. Since hydrogen is the lightest element, it is this
gas that should determine the boundary of the gas layer.
The number of hydrogen atoms adsorbed by the surface
of a tungsten wire with a diameter dw and length lw is

(1)

As the wire is heated, the surrounded gas is also
heated. The expansion velocity of the gas shell depends
on the gas temperature. Taking into account that the gas
density is fairly high and the distance from the wire sur-
face is small, we will assume that the gas temperature

N0 1015πdwlw.≈
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Fig. 7. Breakdown electric field Ebr and the energy Wdep deposited in the wire as functions of the average input power Pav for Lg =
(1) 2250 and (2) 730 nH and for wire diameters of (a, b) 6.35 and (c, d) 30.48 µm.
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T(t) is equal to the wire temperature, which can be esti-
mated from the energy deposited in the wire:

(2)

where mw is the wire mass and CW(T(t)) is the tungsten
heat capacity [15, 16]. Expression (2) is, in fact, an
upper estimate of the gas temperature.

The average velocity of the thermal expansion of the
atomic-hydrogen shell can be estimated as

(3)

T t( ) mwCW T t( )( )[ ] 1– I t( )U t( ) t,d∫=

v t( ) kT t( )/mat[ ] 1/2,≈

108

nτbr, Òm–3 s
109

10–11
Ebr/n, V Òm2

10–12

10–13
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10–15

10–16

1010 1011 1012

1
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3
4

Fig. 8. Dependences of the parameter Ebr/n on nτbr
observed in experiments on the breakdown of a gap filled
with hydrogen (1) with and (2) without UV preionization
and in experiments on the electric explosion of a
(3) 6.35-µm and (4) 30.48-µm tungsten wire in vacuum.
The solid lines show the power-law approximations of the
data on the breakdown in hydrogen without UV preioniza-
tion and on the electric explosion of a wire in vacuum.
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where k = 1.38 × 10–23 J/K and mat is the mass of a
hydrogen atom.

By numerically integrating the expansion velocity
of the gas shell from the beginning of the current pulse
to the instant of breakdown, we find the radius of the
gas shell Rsh,

(4)

The volume of the gas shell is

(5)

and the gas density n(t) is

(6)

Using the measured values of the breakdown volt-
age Ubr and the time interval between the time at which
the generator is switched on and the instant of break-
down τbr, we can plot the reduced electric field Ebr/n as
a function of the parameter nτbr. The resulting func-
tional dependence of Ebr/n on nτbr will allow us to com-
pare the parameters of breakdown along a wire in vac-
uum to those of gas breakdown.

3.2. Breakdown of a Gas-Filled Gap

We studied breakdown in hydrogen at different gas
densities n by the method described in [17, 18]. Figure 8
shows the results of experiments on breakdown in
hydrogen with and without UV preionization. As was
expected, the curve Ebr/n = f(nτbr) in the absence of UV
preionization lies somewhat higher than that in the
presence of preionization and is somewhat different in
shape.
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Fig. 9. (a) Measured and (b) calculated dependences of (1) the current I through the wire and (2) the voltage U across the anode–
cathode gap during the explosion of a 30.48-µm tungsten wire. The wire length is 20 mm, the circuit inductance is 730 nH, the
circuit capacitance is 66.9 nF, and the charging voltage is 10 kV.
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Fig. 10. (a) Measured and (b) calculated dependences of (1) the current I through the wire and (2) the voltage U across the anode–
cathode gap during the explosion of a 30.48-µm tungsten wire. The wire length is 20 mm, the circuit inductance is 2251 nH, the
circuit capacitance is 66.9 nF, and the charging voltage is 10 kV.
The closed and open circles in Fig. 8 show the data
obtained during the explosion of tungsten wires in vac-
uum. The parameters Ebr and τbr were found experimen-
tally and the density of the desorbed gas n was calcu-
lated by the method described in Section 3.1. The data
presented in the figure refer to all of the twelve regimes
of wire explosion under study: the upper group of sym-
bols refers to 30.48-µm wires, and the lower group
refers to 6.35-µm wires.

The above experimental dependences can be fitted
by the function

(7)

where Ebr is in V/cm, n is in cm–3, and τbr is in seconds.
For breakdown in hydrogen, the coefficients in for-

Ebr/n α nτbr( )β,=

InsulatorWire

Fig. 11. Schematic of the wire holder with the insulation of
electrodes.
mula (7) are α = 5.6 × 10–4 and β = –1.0274. For break-
down along a wire, they are α = 28.13 and β = –1.5523.

A comparison of the curves shown in Fig. 8 shows
that the parameters of breakdown along a wire are close
to those of gas breakdown. The difference in the slopes
of the curves is presumably related to the different ini-
tial conditions and to a rather simplified description of
the processes of desorption, heating and gas break-
down.

It is likely that the instant of breakdown and, hence,
the energy deposited in the wire is determined by the
dynamics of the thermal expansion of the desorbed gas.
This explains an increase in the deposited energy with
increasing input power. The faster the wire is heated,
the smaller the distance to which the desorbed gas has
time to expand and the stronger the electric field
required for the breakdown of this gas. As a result, the
energy deposited in the wire increases.

The experimental data on the breakdown of fine
tungsten wires (see Fig. 8) make it possible to deter-
mine the instant at which the energy deposited in the
wire should be calculated when simulating an electric
explosion of a wire in vacuum. If the simulation of elec-
tric explosion is performed with allowance for the ther-
mal expansion of the desorbed gas, then the instant of
breakdown is determined by expression (7).

To check the efficiency of the model, we performed
magnetohydrodynamic (MHD) simulations of a wire
explosion with allowance for the thermal expansion of
the desorbed gas into a vacuum by the method
described in Section 3.1. In simulations, we used the
one-dimensional MHD code developed in [19]. In par-
allel with hydrodynamic equations, Maxwell’s equa-
tions and heat conduction equations were solved. For
tungsten, we used wide-range semiempirical equations
of state [20], in which the effects of high-temperature
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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melting and evaporation of a wire material were taken
into account.

In simulations of an electric explosion of a wire in
vacuum, it was assumed that, when the voltage reached
its breakdown value (this value is determined by for-
mula (7)), a resistor with a resistance depending on
time as

(8)

was introduced in the circuit in parallel to the wire.
The parameters R0 and ∆τ were chosen such that,

5 ns after the introduction of the resistor, its resistance
was 0.1 Ω.

In MHD simulations, the coefficients α and β in
expression (7) were chosen such that the results of cal-
culations agreed well with the above experimental data
on electric explosions of wires in vacuum. The best
agreement was achieved at α = 1.5 × 10–3 and β =
−1.05; these values are quite close to those for the ana-
lytic approximation of the breakdown curve in hydro-
gen (Fig. 8). The difference in the values of the coeffi-
cient α for these two cases shows that the breakdown
voltage along a wire is higher than the breakdown volt-
age in pure hydrogen.

Figures 9 and 10 show the experimental and calcu-
lated curves for the explosion of tungsten wires in vac-
uum in two regimes with different times of energy dep-
osition in the wire. It can be seen from these figures that
the calculated curves are similar in shape to the experi-
mental ones. In spite of a certain quantitative differ-
ence, this testifies that the method proposed is applica-
ble for calculating the instant of breakdown and esti-
mating the energy deposited in a wire during its electric
explosion in vacuum.

3.3. Suppression of Breakdown during the Explosion
of Wires in Vacuum

Taking into account that the parameters of break-
down along a wire are mainly determined by the param-
eters of the gas desorbed from the wire surface (rather
than the parameters of the wire itself), we attempted to
suppress this breakdown. For this purpose, the region of
the electrode–wire contact was covered with an insula-
tor; this made it possible to both eliminate the effect of
the plasma arriving from the region of the wire–elec-
trode contact and suppress electron emission from the
cathode surface. The experiments were performed with
different insulators. The insulator covered both the
region of the wire–electrode contact and the electrode
itself. The use of silicon hermetic adhesive as an insu-
lator gave the best results. The results obtained are pre-
sented in Fig. 12, which shows the waveforms of the
current and voltage for two regimes of the explosion of
a fine tungsten wire: without and with insulating the
electrode surface by hermetic adhesive. One can see
that, with insulation, breakdown is absent; as a result,

R R0
t τbr–( )

∆τ
------------------– 

 exp=
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the duration of the high-voltage pulse applied to the
wire and, hence, the energy deposited in the wire
increase substantially. This makes it possible to
increase the deposited energy to values sufficient for
the wire sublimation.

4. CONCLUSIONS

In this paper, we have presented results from the
studies of the electric explosion of a fine tungsten wire
in vacuum and the shunting breakdown accompanying
this explosion.

A comparison of the experimental results on the
explosion of tungsten wires in vacuum with the results
of test experiments on the breakdown of a gas-filled gap
has shown that the breakdown along a wire is similar in
many respects to the gas breakdown. A method has
been proposed that takes into account the thermal
expansion of the desorbed gas and makes it possible to
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Fig. 12. Waveforms of (a) the voltage U across the anode–
cathode gap and the energy Wdep deposited in a 6.35-µm
tungsten wire and (b) the current I through the wire for
(1) uninsulated and (2) insulated electrodes. The wire
length is 2 cm, the charging voltage is 35 kV, and the circuit
inductance is 730 nH. The dashed lines show the sublima-
tion energy Wsub; the melting energy Wm; and the instants t1
and t2 till which the generator energy is deposited in the
uninsulated and insulated wire, respectively.
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quite exactly determine the instant at which the shunt-
ing breakdown along a wire occurs.

The experimental results have shown that the insu-
lation of both the electrodes and the wire surface near
the electrodes makes it possible to avoid breakdown
along the wire and to increase the deposited energy to
values sufficient for the wire sublimation.
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Abstract—The electron energy distribution function and the related plasma parameters in non-self-sustained
discharges in Kr and Ar are studied theoretically. The investigations are carried out by numerically solving the
corresponding Boltzmann equation for the electron energy distribution function with allowance for electron–
electron collisions. The electron energy distribution and electron density are calculated self-consistently as
functions of the intensity q of the source of secondary electrons and the magnitude of the reduced electric field
E/N. The main goal of the investigations was to determine the conditions under which the plasma exhibits
bistable parameters. Calculations show that, for discharges in Kr, there is a certain range of q and E/N values in
which the Boltzmann equation has two different stable solutions. For an Ar plasma, such a bistability effect was
not found: over the parameter range under consideration, the Boltzmann equation has a unique solution. Various
plasma parameters (such as the effective electron temperature, electron drift velocity, and electron current
density) are calculated for different discharge conditions, including those corresponding to the bistability effect.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The possible effect of bistability of the parameters
of a weakly ionized plasma was previously discussed in
[1–10]. This phenomenon was predicted for plasmas of
heavy noble gases in weak electric fields [1–5] and for
afterglow plasmas in an Ar : N2 gas mixture [6, 7] and
in N2 [8–10]. In addition, the bistability effect was
investigated theoretically in [11] for positron swarms in
a He plasma.

Gerasimov et al. [1] analyzed the bistability effect
under the assumption that the electron energy distribu-
tion function (EEDF) is Maxwellian. They showed that,
in a certain range of E/N values, the equation for the
electron temperature has three steady solutions, two of
which are stable. This result is attributed to the specific
shape of the transport cross sections for electron scat-
tering by the atoms of heavy noble gases. Ivanov and
Prikhod’ko [2] studied the bistability of the EEDF by
solving a simplified Boltzmann equation with allow-
ance for electron–electron (e–e) collisions. In our
recent paper [3], the bistability effect was investigated
by numerically solving the Boltzmann equation with
the use of modern data on transport cross sections for
electron scattering by xenon and krypton atoms. It fol-
lows from [2, 3] that, in a certain range of parameters
(namely, the reduced electric field E/N and the degree
of ionization), the Boltzmann equation has two stable
solutions. It should be noted that, in the calculations
carried out in the cited papers, the electron density was
treated as an independent parameter. Since the bistabil-
ity effect persists at low values of the parameter E/N
(for, e.g., a Xe plasma, it is as low as ~0.03 Td), the sit-
1063-780X/04/3011- $26.00 © 20953
uation considered in [1–3] corresponds to the condi-
tions of a decaying plasma.

In our earlier papers [4, 5], we investigated the pos-
sible existence of bistability effect in a Xe plasma under
steady-state conditions. We considered the conditions
corresponding to a non-self-sustained discharge (i.e., a
discharge sustained by a beam of fast electrons) and
numerically solved the relevant Boltzmann equation for
the EEDF with allowance for e–e collisions. The EEDF
and electron density were computed self-consistently
as functions of the intensity of the source of secondary
electrons and the magnitude of the reduced electric
field. It was found that, in a certain range of the param-
eters q and E/N, the Boltzmann equation has two stable
solutions. It should be stressed that the physical condi-
tions considered in [4, 5] are radically different from
those treated earlier in [1–3]: on the one hand, for a
non-self-sustained electroionization discharge, the
electron density is not an independent parameter and,
on the other hand (and more importantly), the heating
of the plasma electrons is governed not only by the
electric field but also by the energy input from the fast
electron beam.

Here, we investigate the possible existence of the
bistability effect in Kr and Ar plasmas under steady-
state conditions. All the simulations are carried out for
a discharge sustained by a fast electron beam. In
essence, the present work is a continuation of [4, 5].

2. MODEL CONDITIONS

We consider a homogeneous plasma created by a
fast electron beam in the presence of an external elec-
004 MAIK “Nauka/Interperiodica”
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tric field. All the simulations were carried out for a gas
temperature of 300 K and at atmospheric pressure
(760 torr). The reduced electric field was varied within
the range E/N = 0–0.04 Td. For these values of the
parameter E/N, the gas atoms are ionized exclusively by
the beam electrons. The process of ionization of a gas
by a steady-state fast electron beam (including cascade
ionization processes) are characterized by the produc-
tion rate of the secondary electrons. For a particular gas
mixture, this rate can be estimated from a given density
and energy of the beam electrons. It is the production
rate of the secondary electrons that was considered as
an independent variable parameter in our investiga-
tions.

The secondary electrons lose their energy in elastic
and inelastic collisions and disappear when recombin-
ing with positive ions. A plasma with a steady ioniza-
tion source relaxes to a steady state with a certain elec-
tron density and electron energy spectrum. If the inten-
sity of the source of secondary electrons is not too high,
then the mean energy of the plasma electrons is sub-
stantially lower than the ionization potential of the gas
atoms. In this case, the plasma electrons can be charac-
terized by the low-energy part of the EEDF in the range
from zero energy to the ionization potential I. In what
follows, the term EEDF will be used precisely for this
part of the electron energy spectrum. In our investiga-
tions, we were interested exclusively in fairly low
intensities of the source of secondary electrons (1013–
1017 cm–3 s–1) and, accordingly, calculated only the low-
energy part of the electron energy spectrum. We also
assumed that the main plasma ions were molecular
ions, the concentration of which was equal to the elec-
tron density.

3. BOLTZMANN EQUATION FOR THE EEDF
IN A NON-SELF-SUSTAINED 

ELECTROIONIZATION DISCHARGE

Since we are considering fairly weak electric fields,
we can assume that the electron velocity distribution in
the plasma is nearly isotropic; this allows us to describe
the distribution function in the so-called two-term
approximation. Under the above conditions, the corre-
sponding time-independent Boltzmann equation for the
symmetric part of the electron distribution function can
be written as

(1)

Here, ne is the electron density, u is the energy of an
electron, f(u) is the symmetric part of the distribution
function, the term IE(ne f ) describes the heating of the
plasma electrons by the electric field, the term qS(u)
accounts for a source that produces electrons with ener-
gies lying within the interval 0 ≤ u ≤ I and has the
energy spectrum S(u) and intensity q, and St(ne f ) is the

IE ne f( ) qS u( ) St ne f( )+ + 0.=
collision integral. The function f(u) is normalized
according to the condition

the normalization condition for the energy spectrum of
the source of secondary electrons being

The collision integral is represented as

(2)

where the terms on the right-hand side describe e–e col-
lisions, elastic electron scattering by atoms, electron
impact excitation of the electronic levels of the atoms,
and dissociative recombination of electrons with
molecular ions, respectively. A detailed description of
the terms IE(nef ) and St(nef ) can be found, e.g., in [12].

The equation for the electron density is obtained by
integrating Eq. (1) over the energy:

(3)

where αr is the recombination rate constant.

4. CHOICE OF THE CROSS SECTIONS 
AND THE ENERGY SPECTRUM

OF THE SOURCE OF SECONDARY ELECTRONS

The transport cross sections for electron scattering
by Kr and Ar atoms are taken from the paper by Pack
et al. [13]. The investigations carried out in [13]
showed a remarkably good agreement between the cal-
culated results and the experimental data on transport
cross sections for electrons in Kr and Ar discharge plas-
mas over a wide range of E/N values. In particular, this
concerns the range of weak electric fields, which is the
subject of our analysis. The transport cross sections
used in our simulations are presented in Fig. 1.

The cross sections for the electronic excitation of Kr
atoms are taken from [14] and those for Ar atoms are
taken from [15]. In the present work, we do not make a
detailed analysis of the ion content of the plasma and,
accordingly, describe the dissociative recombination of
electrons with molecular ions of different species in
terms of a single effective cross section whose energy
dependence was chosen to have the form Au–1. For such
a shape of the cross section, the recombination rate con-
stant depends on the electron temperature Te as αr ~

, which agrees with both theoretical and experi-
mental data [16]. For most of our calculations, the nor-
malizing coefficient A was chosen to correspond to

u f u( ) ud

0

I

∫ 1,=

S u( ) ud

0

I

∫ 1.=

St ne f( )
=  Ste e– ne f( ) Stel ne f( ) Stex ne f( ) Strec ne f( ),+ + +

q ne
2α r– 0,=

Te
1/2–
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αr = 1.2 × 10–6 cm3 s–1 (for a krypton plasma) and αr =
7 × 10−7 cm3 s–1 (for an argon plasma) at Te = 300 K.
These αr values refer to the recombination of electrons

with  and  ions, respectively [16]. In order to
estimate how much the final results depend on the value
of the effective cross section for dissociative recombi-
nation, we carried out additional test computations in
which this cross section was increased by a factor of 1.6
for an argon plasma and 2 for a krypton plasma.

The energy spectrum of the source of secondary
electrons with energies lying in the range 0 ≤ u ≤ I can
be obtained by integrating the expression for the differ-
ential ionization cross section with a known high-
energy (u > I) part of the electron energy spectrum that
forms in a beam plasma (the degradation spectrum). It
is in this way that the energy spectrum S(u) was calcu-
lated in [17] for an argon plasma with the use of the
degradation spectrum obtained in [18]. Following [17],
the energy spectrum of the source of electrons S(u) was
chosen to be triangular in shape,

(4)

where IAr is the ionization potential of an Ar atom. Most
of the calculations were carried out for the energy spec-
trum S(u) given by expression (4) with IAr (or with IKr

for a Kr plasma). In order to estimate how the shape of
S(u) affects the final results, we carried out additional
test computations, in which the secondary electrons
were assumed to be distributed uniformly over the
energy range 0 ≤ u ≤ I.

Kr2
+ Ar2

+

S u( ) 2
IAr
------ 1 u

IAr
------– 

  ,=

100

10–1

u, eV

1

2

100 10110–2

101

10–1

Qm(u), 10–16 Òm2

Fig. 1. Transport cross sections used in simulations of (1) a
krypton and (2) an argon plasma.
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5. RESULTS AND DISCUSSIONS

5.1. Model Approach with the Use
of a Maxwellian EEDF

In order to qualitatively explain how the bistability
arises in a non-self-sustained discharge, let us consider
a simplified model with a Maxwellian EEDF: f(u) ~
exp(u/Te). In this case, the time-dependent equation for
the electron temperature can be written in the form

(5)

where the function H accounts for the heating of plasma
electrons by the electric field and by the beam of fast
electrons and the function L accounts for the electron
energy loss in elastic and inelastic collisions. For given
q and E/N values, the function Φ(Te) can be calculated
by multiplying Eq. (1) by u and by integrating the
resulting equation over energy. Figure 2 shows the
function Φ(Te) calculated for a Kr plasma at E/N =
0.01 Td and at different intensities of the source of sec-
ondary electrons. It can be seen that the function Φ(Te)
is nonmonotonic. Moreover, for q ≤ 1015 cm–3 s–1, the
function Φ(Te) vanishes at three points, T1 < T2 < T3.
This indicates that Eq. (5) has three steady solutions,
two of which, Te = T1 and Te = T3, are stable because, at
these points, we have δΦ/δTe < 0. According to our sim-
ulations, the bistability effect can occur at arbitrarily
low intensities of the source of secondary electrons,
down to q = 0. Note that the limiting case q = 0 corre-
sponds to the situation that was considered in [1].

d neTe( )
dt

------------------- Φ neTe q E/N, ,( )=

=  H neTe q E/N, ,( ) L neTe q E/N, ,( ),–

–0.01
1000

neTe, W/cm3

Te, K

1
2

3

0

0.01

2000 3000 40000

T1 T2 T3

Fig. 2. Model of a Maxwellian EEDF: the function Φ(neTe)
was calculated for a krypton plasma at E/N = 0.01 Td and
q = (1) 1015, (2) 3 × 1015, and (3) 1016 cm–3 s–1.
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A detailed analysis of the terms H(Te) and L(Te)
shows that the existence of two stable solutions in the
range of low electron temperatures (Te = T1 and Te = T2)
is attributed to a sharp decrease in the transport cross
section Qm(u) in the energy range between 0 and 0.5 eV
(see Fig. 1). The rate of loss of the electron energy in
elastic collisions, Lm, is proportional to Qm(u), while the
rate of heating of the electrons by the electric field, HE,
is inversely proportional to Qm(u). Simulations show
that it is the relationship between Lm(Te) and HE(Te) that
gives rise to the bistability effect, which, moreover, can
occur only when the energy input into a plasma with a
low electron temperature Te from the electric field is
higher than or comparable to that from the fast electron
beam. Since the energy input from the electric field is
proportional to ~ne ~ q1/2 and that from the fast electron
beam is proportional to ~q, the bistability effect persists
only at relatively low q values and does not take place
at higher intensities of the source of secondary elec-
trons (Fig. 2; curves 2, 3).

Although the EEDF in an actual plasma is non-Max-
wellian, the results obtained in this section indicate
that, with allowance for e–e collisions, the Boltzmann
equation can have two stable solutions because it is
these collisions that cause the electron energy distribu-
tion to become Maxwellian. When e–e collisions are
taken into account, Eq. (1) is nonlinear and, thus, can
have two or more stable solutions.

5.2. Numerical Solution of the Boltzmann Equation

Boltzmann equation (1) was solved iteratively
together with Eq. (3) for the electron density; in other
words, the EEDF f(u) and electron density ne were cal-

10–8
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Fig. 3. EEDF in a non-self-sustained electroionization dis-
charge in Kr for q = 1015 cm–3 s–1 and E/N = (1) 0.005,
(2, 2') 0.012, and (3) 0.02 Td.
culated self-consistently. The initial approximation to
f(u) was chosen to be a Maxwellian EEDF with a given
electron temperature Te0. In the case of a unique solu-
tion, the iterative procedure converges to it for any rea-
sonable Te0 value. In the case of two solutions (bistabil-
ity), the iterative procedure converges to one of them
for Te0 >  and to the other for Te0 < , where 
is a certain boundary value of the electron temperature.
The Boltzmann equation was solved on an energy inter-
val from zero energy to the ionization potential. In
some cases, however, the mean electron energy was
very low, and, in order to achieve the reasonable accu-
racy of computations, it was necessary to divide the
interval of integration into very many subintervals,
which requires a large amount of computer time. This
difficulty was overcome by using a nonuniform numer-
ical grid on the energy axis, namely, a grid that becomes
progressively finer toward zero energy.

5.2.1. Results for Kr. Figure 3 shows the EEDFs
calculated for a Kr plasma at q = 1015 cm–3 s–1 and at dif-
ferent E/N values. Calculations show that, for E/N =
0.005 and 0.02 Td, the Boltzmann equation has a
unique solution (curves 1, 3). For E/N = 0.012 Td, there
are two different stable solutions (curves 2, 2'). We also
see that, in the range of low energies, the EEDF is close
in shape to a Maxwellian function. In what follows, the
EEDF will be characterized by the effective electron
temperature Te = 2/3um, where um is the mean electron
energy.

Figure 4a shows the effective electron temperature
calculated for different values of q and of E/N. Let us
first consider the results obtained for q = 1013 cm–3 s–1

(Fig. 4a, curve 1). For E/N < 0.01 Td, the effective elec-
tron temperature Te depends slightly on E/N and lies in
the range 340–440 K. As E/N is increased from 0.01 to
0.014 Td, the effective electron temperature increases
gradually to 900 K. As E/N is increased from 0.014 to
0.018 Td, the temperature Te increases sharply from
900 to 3000 K. As E/N is further increased, the effective
electron temperature again increases relatively gradu-
ally. In the range 1016 ≥ q ≥ 1014 cm–3 s–1 of intensities
of the source of secondary electrons, the dependence
Te(E/N) exhibits a different behavior (Fig. 4a; curves 2,
3, 4). In this case, the Boltzmann equation has two sta-
ble solutions in a narrow range of E/N values. Thus, for
q = 1015 cm–3 s–1 (Fig. 4a, curve 3), the bistability occurs
for 0.011 ≤ E/N ≤ 0.0122 Td; moreover, the calculated
Te values are very different: 550 and 2500 K, respec-
tively. For q > 1016 cm–3 s–1, there is no bistability: the
effective electron temperature is seen to increase mono-
tonically with E/N (Fig. 4a, curve 5). Note also that, for
a krypton plasma, the bistability manifests itself at
weaker electric fields (E/N ~ 0.012 Td) than it does for
a xenon plasma (E/N ~ 0.03 Td) [4, 5].

Figures 4b–4d show the calculated electron drift
velocity w, electron density, and electron current den-
sity. Like the effective electron temperature, these

Te* Te* Te*
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Fig. 4. Plasma parameters in a non-self-sustained electroionization discharge in Kr: (a) effective electron temperature, (b) electron
drift velocity, (c) electron density, and (4) electron current density. The calculations were carried out for q = (1) 1013, (2) 1014,
(3) 1015, (4) 1016, and (5) 1017 cm–3 s–1.
parameters also change in a jumplike manner within the
range of electric fields that correspond to bistability.
Thus, for q = 1015 cm–3 s–1, the electron drift velocity
increases by a factor of seven. In this case, however, the
electron density changes by a substantially smaller
amount (by a factor of only about 1.6); this is explained
by the weak dependence of the density ne of the elec-

trons on their temperature, ne ~  ~ . From the
experimental viewpoint, the variation of the discharge
current density is more interesting. Since j ~ new, the
current density changes by a factor of more than 10;
such a large change is easy to measure experimentally.

It is also of interest to compare the energy input to
the plasma from the electric field with that from the fast
electron beam. Fig. 5 shows the ratio of these energy
inputs calculated as a function of E/N and q for the con-
ditions adopted here. From Fig. 5, we can see that, in
the range of weak electric fields, the energy input from
the fast electron beam dominates, whereas the range of
energies above those at which the discharge current
changes in a jumplike manner is dominated by the
energy input from the electric field.

From the standpoint of possible future experiments,
it is important to know how the bistability effect is sen-
sitive to any impurities that may be present in krypton.
One of the most probable impurities is nitrogen. This is
why, in order to estimate the concentrations at which the
bistability ceases to occur, we considered a Kr plasma

α r
0.5– Te

0.25
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with a nitrogen admixture. The effect of the admixture
was taken into account by incorporating the processes of
electron scattering by nitrogen molecules. The cross
sections for these processes were taken from [6]. The
calculations were carried out for q = 1015 cm–3 s–1 and
for different nitrogen concentrations. The calculated
results are illustrated in Fig. 6. We can see that, for a
krypton plasma with a nitrogen admixture, the upper
portions of the plots of the effective electron tempera-
ture are lower than those in the absence of nitrogen,
while the lower portions essentially coincide. As the
nitrogen concentration is increased, the range where the
bistability takes place becomes narrower and is dis-
placed toward higher E/N values. At relative nitrogen
concentrations higher than 0.3%, the effective electron
temperature Te does not exhibit any jumplike behavior.
Such a level of impurities can easily be controlled in
experiments.

We also point out a certain qualitative difference
between the results obtained in this section and the
results calculated for a Maxwellian EEDF. It was
already mentioned above that, in the model of a Max-
wellian EEDF, the bistability takes place in the range
0 ≤ q < q*. On the other hand, an analysis based on
solving the Boltzmann equation shows that the bistabil-
ity effect manifests itself in the range 0 < q1 < q < q2;
i.e., the bistability ceases to occur for q < q1. This is pre-
sumably explained by the fact that, at low electron den-
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sities, e–e collisions (i.e., those that are responsible for
the onset of bistability) have an insignificant effect on
the formation of the EEDF.

5.2.2. Results for Ar. The results calculated for Ar
are demonstrated in Fig. 7. Figure 7a shows the effec-
tive electron temperature calculated for different values
of q and E/N. We first consider the results obtained for
q = 1013 cm–3 s–1 (Fig. 7a, curve 1). For E/N < 0.001 Td,
the temperature Te is almost independent of E/N and is
approximately equal to 320 K. In the range of E/N val-
ues from 0.001 to 0.002 Td, the effective electron tem-
perature increases gradually up to 500 K. For E/N val-
ues between 0.002 and 0.003 Td, the temperature Te

increases sharply from 500 to 1200 K. As E/N is further
increased, the effective electron temperature again
increases relatively gradually. It should be noted that
the dependence Te(E/N) just described agrees qualita-
tively with the dependence Te(E/N) calculated for kryp-
ton at q = 1013 cm–3 s–1 (Fig. 4a, curve 1). The only dif-
ference is that the effective electron temperature Te

increases abruptly in the range of stronger electric
fields. For higher values of the parameter q, the results
obtained for argon differ qualitatively from those
obtained for krypton: in an argon plasma, the effective
electron temperature increases monotonically and con-
tinuously with the electric field. In other words, over
the entire range of the q and E/N values under consid-
eration, the Boltzmann equation has a unique solution.

It is evident that the above difference between the
results obtained for Kr and for Ar is associated prima-
rily with the difference between the corresponding
transport cross sections. As may be seen from Fig. 1,
these cross sections are very different. On the one hand,
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Fig. 5. Ratio of the Joule heating power to the power input
from a fast electron beam in a non-self-sustained electroion-
ization discharge in Kr for q = (1) 1013, (2) 1014, (3) 1015,
(4) 1016, and (5) 1017 cm–3 s–1.
in the range of low energies, the cross section Qm(u, Ar)
is much smaller than Qm(u, Kr). On the other hand, the
energy at which the cross section Qm(u, Ar) has a min-
imum (u ~ 0.25 eV) is lower than that for Qm(u, Kr) (u ~
0.5). In the analysis of the electron temperature in Kr in
terms of a Maxwellian EEDF, it was noted that the
bistability effect is attributed in part to the descending
portion of the transport cross section. For Ar, this por-
tion is less pronounced (the cross section is descending
over a narrower energy range—from 0 to 0.25 eV) than
that for Kr.

5.3. Further Comments

Recall that the energy spectrum of the source of
electrons was chosen to be triangular in shape. In order
to estimate how the shape of S(u) affects the final
results, we carried out additional test computations in
which the energy spectrum of the source of secondary
electrons was assumed to be uniform over the energy
range 0 ≤ u ≤ I. It was found that, even with such differ-
ent shapes of the energy spectrum S(u), the calculated
values of the plasma parameters were nearly the same.

There is also a certain amount of uncertainty in the
choice of the values of rate constants for recombination
of electrons with molecular ions (the recombination
cross sections). Let us recall that the rate constants used
in simulations correspond to the processes of recombi-
nation of electrons with  and  ions. These pro-
cesses have been studied fairly well. In a plasma, how-
ever, not only double ions but also triple  and 
ions are produced. Unfortunately, the literature data on
the rate constants for recombination of electrons with
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Fig. 6. Effective electron temperature in a non-self-sus-
tained electroionization discharge in Kr : N2 mixtures for

q = 1015 cm–3 s–1: (1) pure Kr, (2) Kr + 0.01% N2, (3) Kr +
0.1% N2, (4) Kr + 0.3% N2, and (5) Kr + 1% N2.
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triple ions are very poor. Thus, Elson and Rokni [19]
obtained the following value (with an accuracy of 50%)
of the rate constant for recombination of electrons with

 ions: α3 = 1.6 × 10–7  cm3 s–1, where Te is the
electron temperature in eV; i.e., the rate constant for
recombination with  ions exceeds the rate constant
for recombination with  ions, which was used in
our calculations, by a factor of only 1.6. Simulations
show that the increase in the recombination rate con-
stant in an argon plasma by a factor of 1.6 leads merely
to an insignificant quantitative change in the final
results.

As for the recombination of electrons with  ions,
we note that Eckstrom et al. [20] modeled the ion–
molecular kinetics of a krypton plasma by using the

recombination rate constant α3 = 4.9 × 10–5  cm3 s–1,
where the electron temperature Te is in eV. This value is
250 times (!) greater than the rate constant for recombi-
nation of electrons with  ions and would seem to be
incorrect. We carried out test simulations in which the
rate constant for electron recombination in a krypton
plasma (the recombination cross section) was increased
by a factor of 2 and obtained qualitatively the same
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results: as before, the bistability was found to persist,
but over a somewhat narrower range of E/N values.

In our theoretical model, the processes involving
excited M* atoms were ignored. The excited M* atoms
affect the kinetics of the plasma electrons through the
following processes:

(i) electron heating in superelastic collisions,

M* + e  M + e; (6)

(ii) electron production in chemoionization pro-
cesses,

M* + M*  M + M+ + e,

k(Ar) = 1.2 × 10–9 Òm3 s–1 [21], (7)

k(Kr) = 1.1 × 10–9 Òm3 s–1 [21]; 

(iii) electron-impact ionization of the excited atoms,

M* + e  M+ + e + e. (8)

It is obvious that the role played by these processes
in the formation of the EEDF depends on the concen-
tration of M* atoms. The excited atoms are produced in
the reactions of dissociative recombination of the
plasma electrons with the  ions,

 + e  M* + M

M2
+

M2
+
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and in the excitation of atoms by the beam electrons.
Consequently, under steady-state conditions, the total
production rate of M* atoms is of the same order of
magnitude as q. The excited atoms M* are quenched
mainly in the processes

M* + M + M   + M,

k(Ar) ≈ 10–32 Òm6 s–1 [22],

k(Kr) ≈ 3 × 10–32 Òm6 s–1 [22],

in particular, with allowance for the rapid radiative
decay of dimers. Calculations show that, under the con-
ditions in question, the steady-state concentration of the
excited M* atoms is much lower than the electron den-
sity. For example, for Kr at q = 1015 cm–3 s–1, the electron
density is approximately equal to (3–5) × 1010 cm–3,
while the concentration of M* atoms is only about
108 cm–3. Simple estimates show that, for such concen-
trations of the excited atoms, processes (6)–(8) have
essentially no impact on the formation of the EEDF.
Nevertheless, we carried out additional test calculations
in which we incorporated the above processes into the
Boltzmann equation and regarded the concentration of
M* atoms as an independent parameter. The results of
these calculations support the conclusion drawn from
simple estimates.

As was mentioned above, the rate of production of
the secondary electrons in a gas is determined by the
parameters of the fast electron beam. If these parame-
ters are specified, then the rate q can be estimated, e.g.,
from the approximating formulas presented in [23].
Our estimates show that, in order to reach values of
about q = 1015–1016 cm–3 s–1 in a krypton plasma under
the conditions adopted here, the current density of the
fast electron beam should be about jb ≈ 0.4–4 µA cm–2.
These estimates were made for an initial beam electron
energy of 300 keV under the assumption that the elec-
tron gun was equipped with a 10-µm aluminum foil.

In our calculations and estimates, we fairly reliably
determined the conditions under which the bistability
can persist in krypton (P = 760 torr, T = 300 K, jb ≈ 0.4–
4 µA cm–2, E/N ≈ 0.012 Td). We may expect that it is
quite possible to achieve these conditions in experi-
ments. One such experiment could be aimed at measur-
ing the current–voltage characteristic I(V). The voltage
applied to the discharge gap should ensure the desired
values of the reduced electric fields in the plasma, 0–
0.4 Td. The bistability effect will manifest itself as a
step in the dependence I(V) at a certain voltage V.
Another possible approach is to investigate the effects
associated with transitions between two states of the
system. Thus, if the discharge gap is subject to an alter-
nating electric field with a certain amplitude and fre-
quency, then the current will behave differently in
response to an increase and a decrease in the applied
voltage.

M2*
The range of E/N and q values at which a krypton
plasma exhibits bistability was calculated for a given
atomic number density N, which is determined by the
pressure of the gas and its temperature. It can be shown
that the results obtained are universal in terms of the
two parameters, E/N and q/N2. For a fixed energy of the
beam electrons, the latter parameter can be rewritten as
jb/N. These parameters make it possible to calculate the
E and q values at which the bistability effect takes place
for given values of the gas pressure and gas tempe-
rature.

6. CONCLUSIONS

We have performed a theoretical study of the EEDF
and the related parameters of the plasma of a non-self-
sustained electroionization discharge in krypton and in
argon. The investigations were carried out by numeri-
cally solving the Boltzmann equation for the EEDF
with allowance for e–e collisions. The EEDF and elec-
tron density were calculated self-consistently for a
given production rate of the secondary electrons and for
a given electric field under the assumption that the den-
sity of the electrons is determined by their dissociative
recombination with molecular ions. It was shown that,
for a krypton plasma, the Boltzmann equation has two
different stable solutions in a certain range of the
parameters q and E/N. For an argon plasma, the Boltz-
mann equation has a unique solution over the entire
parameter range under study. We also calculated the rel-
evant plasma parameters—the effective electron tem-
perature, electron drift velocity, and plasma current
density. Our calculations showed that, in a plasma
exhibiting the bistability effect, the difference between
two possible values of the plasma current density is
large enough to be easily measured in experiments. We
have analyzed the sensitivity of the bistability effect to
the presence of a nitrogen admixture in krypton and
have shown that this effect ceases to occur only when
the relative nitrogen concentration is fairly high
(≥0.3%). We have also demonstrated that, under the
conditions adopted, the excited atoms have essentially
no impact on the formation of the EEDF. We have esti-
mated the parameters of a fast electron beam that are
required to create the conditions under which the bista-
bility is predicted to occur in an atmospheric-pressure
krypton plasma at a temperature of 300 K. According to
our estimates, the current density of the fast electron
beam should be about jb ~ 0.4–4 µA cm–2 for a beam
energy of 300 keV and for a 10-µm aluminum foil in
the electron gun.
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Abstract—Results are presented from measurements of the temperature characteristics of subsonic ëé2
plasma flows generated by a 100-kW induction plasmatron at the Institute for Problems of Mechanics, Russian
Academy of Sciences. The atomic excitation temperature Ta and the population temperature Te of the electronic
states of ë2 molecules (both averaged over the jet diameter) were measured from the absolute intensities of the
atomic spectral lines and the spectrum of ë2 molecules in different generation regimes at gas pressures of 25–
140 hPa and anode supply powers of 29–72 kW. The longitudinal and radial profiles of the temperatures were
determined for some of these regimes and compared to those obtained from numerical calculations of equilib-
rium induction plasma flows in the discharge channel. For some generation regimes, the dependences of the
averaged (over the line of sight) rotational and vibrational temperatures (Tr and Tv ) on the discharge parame-
ters, as well as the radial profiles of these temperatures, were determined from the best fit of the measured and
calculated spectra of C2 molecules (Swan bands). The self-absorption of molecular emission was observed at
sufficiently high temperatures and gas pressures, and its influence on the measured values of the molecular tem-
peratures Te , Tv , and Tr was examined. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Our investigations of ëé2 plasma flows were per-
formed with the aim of determining the catalytic prop-
erties of heat-protection coatings and simulating the
processes of heat transfer to the surfaces of space vehi-
cles entering the Martian atmosphere [1, 2].

Inductive methods of plasma generation, which pro-
vide high temporal and spatial stability of the plasma
over a wide range of gas pressures and deposited pow-
ers, conform well to the problem of developing high-
accuracy diagnostics of the plasma jet parameters. An
important factor here is also the spectral purity of the
induction plasma.

This paper presents the results of a detailed study of
the temperature characteristics of CO2 plasma flows by
analyzing their emission spectra.

2. EXPERIMENTAL SETUP

Figure 1 shows the layout of the experimental setup
[1]. The optical system of the setup is arranged as fol-
lows: A 25-mm-diameter spherical mirror (5) with a
focal length of f = 150 mm is placed at a distance of
850 mm from the axis of the discharge channel. The mir-
ror produces a demagnified image of the plasma jet in the
entrance plane of a 50-µm-diameter optical fiber (6)
transmitting radiation to the entrance of an S1000 dif-
fraction spectrograph equipped with a CCD consisting
of 1024 elements and incorporated in a PC. The plasma
emission spectra are recorded in two spectral ranges by
1063-780X/04/3011- $26.00 © 20962
using different color filters (7). The shape of the spec-
trograph instrument function is almost the same
throughout the entire spectral range under study, and its
full width at half-maximum is equal to 3 nm.

To determine the absolute values of the spectral line
intensities, the optical system was calibrated by using a
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8

9

z

x

y

3

2

S1000

Fig. 1. Experimental arrangement of the VGU-4 plasmatron
(fgen = 1.76 MHz): (1) plasma jet, (2) quartz discharge tube
(Dc = 80 mm), (3) five-turn copper inductor, (4) working
chamber, (5) concave mirror, (6) fiber, (7) light filters,
(8) mobile platform, and (9) S1000 spectrometer.
004 MAIK “Nauka/Interperiodica”
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tungsten lamp with the known emission characteristics
in the brightness temperature range of 1000–2000°ë at
a wavelength of 659 nm. Data on the sensitivity of the
optical system and the calculated accuracy of calibra-
tion were used in a program for processing the experi-
mental results.

The radial temperature profiles were determined
from a series of the emission spectra measured at differ-
ent positions of the recording system across the jet. For
this purpose, the spherical mirror, the holder of the light
filters, and the entrance part of the fiber were mounted
on a common mobile platform. The positions of the
platform along the jet (along the z axis) and across it
(along the x axis) were measured with an accuracy of
0.1 mm.

The radial profiles of the emission intensity were
determined from the measured data by the Abel inver-
sion procedure [3]. As was shown in [4], no additional
weighting factors are required to apply this procedure
to the results obtained with the help of the above optical
system.

3. METHODS FOR TEMPERATURE 
MEASUREMENTS

To determine the temperature from the atomic line
emission, we used the method of the absolute spectral
line intensities. For an optically thin medium, assuming
that the plasma is in a partial local thermodynamic
equilibrium, the temperature of the zth plasma compo-
nent is determined from the parameters of the plasma
emission spectrum by the formula [5]

(1)

where Imn, νmn, Amn are the specific emission power, fre-
quency, and probability of spontaneous emission via
the m–n transition, respectively; Em is the energy of the
mth state (counted from the ground level); gz(m) is the
statistical weigh of the level; N(p, Tz) is the density of
the particles of this species; and gz(Tz) is the statistical
sum of the zth radiator.

To solve Eq. (1), the method of successive approxi-
mations with the convergence criterion δT = 1 K was
used in the program for processing the experimental
results.

The relative error in determining the temperature
from Eq. (1) is

(2)

It can be seen from expression (2) that the stability
of the Abel inversion against experimental errors
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k
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depends on the factor kTz/Em, which increases linearly
with temperature. We note that, for a low-temperature
plasma, this factor is no larger than 0.1 because, for vis-
ible spectral lines, we have k/Em < 10–5 ä–1.

The values of the spectroscopic constants Amn and
the relative errors δAmn/Amn for the spectral lines under
study were taken from [6]. The values of Amn for unre-
solved multiplets were calculated with allowance for
the statistical weights and transition probabilities of all
the components.

Taking into account experimental errors in deter-
mining δImn/Imn, we find that δTz/Tz in the temperature
range of 5000–1000 K is 3–6% for CI lines and 1.5–3%
for OI lines.

The radial profiles of the emission intensity Fmn(R)
were determined from the measured radial (along the
x axis) variations in the averaged (over the line of sight)
emission intensity Imn(x) by using the Abel inversion
procedure for an axisymmetric jet [3]:

(3)

Using the Fmn(R) profile and Eq. (1), we calculated
the Tz(R) profile for the spectral line under study. When
calculating Fmn(R) by formula (3), the experimental
data were approximated by a cubic spline; in this case,
the resulting error for the central region of the jet was
on the order of the error in determining the average
temperature. The radial profiles Fmn(R) were separately
determined from Imn(x) for the regions x > 0 and x < 0.
The point x = 0 was first assigned to the midpoint of the
half-width of the Imn(x) profile; its position was then
corrected step-by-step, presuming that Fmn(R) was con-
tinuous at the center.

4. RESULTS OF TEMPERATURE 
MEASUREMENTS FROM ATOMIC LINES

Figure 2 presents an example of the spectrum of a
ëé2 induction plasma with identified molecular bands
and atomic lines. The temperature of the plasma atomic
components was determined by applying the Abel
inversion procedure to the OI 777-, 845-, and 927-nm
spectral lines and the CI 833-, 910-, 940-, 962-, and
966-nm spectral lines. These lines are quite intense and
are well separated from one another and from the
molecular spectrum.

The measured dependences of the plasma atomic
temperature (averaged over the line of sight) on the
anode supply power Nap and gas pressure p are shown
in Fig. 3. It can be seen that the temperature values
coincide (to within the measurement errors) for all of
the lines of each atomic component and agree well for
different components, except for the data on the CI
940-nm line, which gives an overestimated value of the
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Fig. 2. Emission spectrum of ëé2 plasma at Nap = 37 kW, p = 100 hPa, and G = 1.8 g/s: (1) the long-wavelength spectral region
with the identified OI and CI lines used to determine the atomic temperature, (2) the background spectrum, and (3) the sum of the
background spectrum and the calculated molecular spectrum for Tr = Tv  = 6250 K and Te = 5950 K. The measures molecular spec-
trum is shown by the circles. The parameters of the molecular spectrum used to determine Tv  and Tr are also indicated.
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Fig. 3. Averaged (over the line of sight) atomic temperature
of a ëé2 plasma near the end of the discharge channel as a
function of (a) the anode supply power Nap at p = 100 hPa
(black symbols) and p = 25 hPa (gray symbols) and (b) the
gas pressure at Nap = 45 kW. The open circles correspond to
OI lines, the open triangles corresponds to CI lines, and the
inverted open triangles correspond to the CI 940-nm line.
The gas flow rate is G = 1.8 g/s.

(a) (b)
temperature. If the transition probability for this line,
(1.3 ± 0.65) × 107 s–1 [6], is replaced with 2.0 × 107 s–1,
then the data obtained from all of the atomic lines agree
well for all the generation regimes.

Figure 3 shows that the atomic temperature
increases by nearly 1000 K when the anode supply
power increases by a factor of 2.5. It can be seen that
this temperature tends to saturate at high powers and
depends only slightly on the pressure in the range 25–
140 hPa.

The longitudinal and radial profiles of the atomic
temperatures in the plasma jet are presented in Fig. 4.
The atomic temperatures decrease almost linearly
along the jet up to a distance of about the channel diam-
eter Dc. The radial profiles of the atomic temperature
obtained from the most intense OI 777-nm and CI
910-nm spectral lines were compared to the calculated
temperature profiles for an equilibrium induction
plasma flow for the two values of the power deposited
in the plasma: Npl = 19 and 23.5 kW (Fig. 4; curves 1,
2). The parameters of a CO2 plasma flow in the dis-
charge channel of the VGU-4 plasmatron were calcu-
lated based on the method described in [7], assuming
that the plasma is in a local thermodynamic equilib-
rium. The results of these calculations are presented in
[2]. In the major part of the plasma flow (R < 2.0 cm),
the radial temperature profiles for carbon and oxygen
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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Fig. 4. (a) Averaged (over the line of sight) atomic temperature of a ëé2 plasma as a function of the distance from the end of the
discharge channel (the circles correspond to OI lines, the triangles corresponds to CI lines, and the inverted triangles correspond to
the CI 940-nm line) and (b) the radial profiles of the atomic temperature near the end of the discharge channel (the circles correspond
to the OI 777-nm line, and the triangles correspond to the CI 910-nm line) for Nap = 45 kW, p = 100 hPa, and G = 1.8 g/s. The solid
lines show the calculated equilibrium temperature profiles for Npl = (1) 19 and (2) 23.5 kW.

(a) (b)
atoms agree with one another and with the calculated
temperature profile for Npl/Nap ~ 0.52.

Thus, the data obtained show that, at gas pressures
of 25–140 hPa and temperatures of 5800–6700 K, the
atomic components in the central region of a subsonic
ëé2 induction plasma flow are nearly in a local thermal
and chemical equilibrium.

At the same time, a certain discrepancy between the
temperatures of the atomic components was observed
at Ta ≤ 5800 K (which corresponds to the minimal
power required for stable generation: Nap = 29 kW) and
also at z > Dc. At the periphery of the jet (R > 0.2Dc),
we always observed different temperatures of oxygen
and carbon atoms (∆Ta ~ 500 K) and different devia-
tions of these temperatures from their calculated equi-
librium values.

5. METHOD FOR MEASURING 
THE TEMPERATURE CHARACTERISTICS
FROM THE EMISSION SPECTRUM OF ë2 

MOLECULES

In the emission spectrum of a ëé2 plasma (Fig. 2),
we observed an intense emission of ë2 molecules in the
wavelength range of 450–630 nm, including the
sequences ∆v  = v ' – v '' = 1, 0, –1, –2 of the Swan band
system (the d3Πg – a3Πu transition). Note that it is
rather difficult to use these bands to determine the
molecular temperatures. First, the rotational structures
related to different vibrational transitions substantially
overlap one another within each sequence. Second, the
instrument function of the spectrograph is fairly wide
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
(3 nm), the sequence width being 10–15 nm. Neverthe-
less, by comparing the observed and calculated spectra,
we could determine the rotational and vibrational
molecular temperatures with a reasonable accuracy.

The emission spectra of ë2 molecules were calcu-
lated by the scheme described in [8]. It was assumed
that, for each of the three degrees of freedom (elec-
tronic, vibrational, and rotational), a Boltzmann distri-
bution over energy holds, the corresponding tempera-
tures being Te, Tv , and Tr. The spectroscopic constants
for the Swan system of the ë2 molecule were taken
from [9]. The probabilities of the vibrational transitions
were calculated by averaging the dipole-moment func-
tion of the electronic transition over the vibrational
wave functions of the combining states (the RADEN
code [10]). Vibrational transitions with quantum num-
bers in the range 0–15 were taken into account for the
zeroth and first sequences, while those in the range 0–
10 were taken into account for ∆v = –1, –2, and 2. The
limiting energies for the rotational levels were taken
from [11], and the probabilities of the rotational transi-
tions were calculated using the code described in [12].
The final spectra were determined by convoluting the
calculated molecular spectra with the instrument func-
tion of the spectrograph.

The values of Tv and Tr were determined by analyz-
ing the following parameters of the spectrum (Fig. 2):
the ratio M = I1/I0 of the maximum intensities of the first
and zeroth sequences, the half-width X0 of the zeroth
sequence, and the half-width X1 of the first sequence.
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From a series of the calculated emission spectra for
rotational and vibrational temperatures in the range
4000–1000 K, we determined the above parameters and
spectral intensities at wavelengths of 481, 521, 567, and
620 nm as functions of Tv and Tr. These dependences
were then approximated by polynomial distributions of
the two variables with an accuracy of no worse than
0.5% and were used in the program for data processing.
The dependences of the minimal intensities of the
molecular spectrum on Tv and Tr were used to exclude
the background component from the observed spec-
trum in order to determine the molecular spectrum
itself.

Figure 5 illustrates the dependences of M, X0, and X1

on Tv and Tr for an operating regime with  = 25 hPa
and Nap = 64 kW (M = 1.41, X0 = 14.39 nm, and X1 =
11.42 nm) as an example. It can be seen that the value
of M is primarily determined by the vibrational temper-
ature, whereas the half-widths of the sequences depend
largely on the rotational temperature. Taking into
account the errors in measuring M, X0, and X1 (these are
indicated by the dashed lines in the figure), the error in
determining Tv can be estimated at ±300 K. The esti-
mated error for Tr is ±400 K when the temperature is
determined from X0, and it is ±600 K when the temper-
ature is determined from X1. For the discharge parame-
ters corresponding to Fig. 5, the intersection of the
curves M(Tv , Tr) and X0(Tv , Tr) gives Tv = 7200 ±
300 K and Tr = 7300 ± 400 K.

The population temperature Te of the electronic
molecular states was determined from the measured

5 6 7 8 9

6

7

8

9
Tr, 103 K M = 1.41 ± 0.07

X1 = 11.42
 ± 0.3 nm

X0 = 11.39
 ± 0.3 nm

Tv, 103 K

5

Fig. 5. Chart of the calculated dependences of the spectral
parameters on Tv  and Tr.
absolute value of the maximum intensity I0 of the
zeroth sequence by using the relationship

(4)

where (Tv , Tr) is the calculated intensity per mole-
cule (including the statistical weight of the electronic
state), (p, Te) is the equilibrium density of ë2 mol-
ecules, and Eel is the energy of the upper electronic
level. In solving Eq. (4) by the method of successive
approximations, the function g(Te, Tv , Tr) was calcu-
lated by a separate subroutine using the procedure
described in [11].

Calculations of the absolute intensity of the molec-
ular spectrum as a function of Te allow us to conclude
that, in the temperature range of 5000–7000 K, the error
in determining the averaged (over the line of sight)
value of Te is no larger than ±100 K.

The radial profiles of the molecular temperatures
were determined by analyzing a series of spectra mea-
sured across the jet (along the x axis). The program
input was a data array I(λ, x) for wavelengths corre-
sponding to each of the 284 detector elements covering
the entire molecular spectrum and for up to 30 points
along the x coordinate. The program for calculating the
radial temperature profiles included the following pro-
cedures:

(i) For each λ value, the I(λ, x) array was replaced
with a continuous dependence I*(λ, x) obtained by
smoothing with a cubic spline over seven neighboring
points.

(ii) The Abel inversion was applied to I*(λ, x) to
reconstruct the distribution F*(λ, R).

(iii) For a set of the R values, the background com-
ponent was excluded step-by-step from the distribution
F*(λ, R) in order to determine the molecular spectrum
F(λ, R), which was then used to determine the local
molecular temperatures.

The calculations showed that, in our experiments,
the error multiplication factor inherent in the Abel
inversion was close to unity for Te(R), whereas for
Tv (R) and Tr(R), it was 1.5 for the central region of the
jet and increased to 3 at the jet periphery.

6. RESULTS OF MEASUREMENTS
OF THE MOLECULAR TEMPERATURES

Figure 6 shows the measured molecular and atomic
temperatures (averaged over the jet diameter) as func-
tions of the anode supply power and the longitudinal
profiles of these temperatures at a gas pressure of
25 hPa. As the generation power increases from 37 to
72 kW, the values of Tv and Tr are always higher than
Ta by 500–600 K and slightly (within the measurement
errors) differ from one another. We note that Ta and Tr
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PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004



MEASUREMENTS OF THE TEMPERATURE 967
increase linearly with generation power, whereas Tv

begins to decrease starting from Nap > 52 kW. The value
of the electronic molecular temperature at Nap = 37 kW
coincides with Ta.

It can be seen from the longitudinal profiles of the
temperatures that, up to z/Dc ~ 1, all the temperatures
decrease slightly with distance from the end of the dis-
charge channel, the difference between the tempera-
tures changes only slightly, and Te = Ta.

As to the value of Te at Nap > 37 kW, it was impossi-
ble to find it from the calculated dependence (Te).
Indeed, the intensity of the molecular spectrum
increases monotonically with increasing Nap to 72 kW
(Ta = 6750 K), whereas according to the calculated
curve (Te), which has a maximum at ~6250 K, the
spectral intensity should decrease starting from Nap ~
42 kW (Ta ≅ 6250 K). This discrepancy can be elimi-
nated only by correcting the calculated dependence

(Te). Based on the fact that, in the region where
Ta ≤ 6200 K, the atomic temperature almost coincides
with the electronic molecular temperature (Fig. 6), we
corrected the curve (Te) by extending the equality
Te = Ta to the region where Ta > 6200 K. The corre-
sponding result is presented in Fig. 7 (curve 2): the
maximum density of C2 molecules is twice as large as
the calculated value and the maximum itself is shifted
by 400 K toward the higher temperatures. When esti-
mating the change in the density of ë2 molecules, it
should be remembered that the maximum value of 
is three to four orders of magnitude lover than the den-

NC2

NC2

NC2

NC2

NC2

20 40 60 0 0.4 0.8
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6.5
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Nap, kW z/Dc

Fig. 6. (a) Molecular temperatures Tv  (diamonds) Tr (aster-
isks), and Te (crossed circles) near the end of the discharge
channel as functions of the anode supply power at p =
25 hPa and G = 1.8 g/s and (b) the longitudinal profiles of
the molecular temperatures at Nap = 45 kW. The dashed line
shows the same dependences for Ta.

(a) (b)
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sities of OI, CI, and CO, which are the main compo-
nents of a ëé2 plasma.

Let us now consider the results of measurements of
the molecular temperatures at a gas pressure of 100 hPa
(Fig. 8). We note that, in this case, the values of the
plasma temperature measured from the atomic compo-
nents fall into the increasing segment (Ta ≤ 6700 K) of
the calculated dependence (Te) (Fig. 7, curve 3).
This is why, for all of the generation regimes under
study, the value of Te can be determined from the equi-
librium temperature dependence of the density of ë2
molecules.

Figure 8 demonstrates a substantially different
behavior of the temperatures with increasing pressure:
in contrast to Ta, which remains almost constant, and to
Te and Tr, which vary within their measurement errors,
the vibrational temperature decreases monotonically by
1000 K (at p = 140 hPa, it becomes lower by 400 K than
the other temperatures). The vibrational temperature Tv

as a function of the generation power also exhibits spe-
cific behavior: in contrast to Ta, Te, and Tr, which
increase monotonically with increasing generation
power, Tv increases only in the range 29–37 kW and
then decreases well below the other temperatures. As
the generation power increases, the difference between
Ta and Te increases monotonically because of the
weaker effect of the generation power on the measured
value of Te. Specific features of the temperature Tv can
also be observed in its longitudinal profile: in contrast
to Ta, Te, and Tr, which monotonically decrease with
distance from the end of the discharge channel, Tv

begins to decrease at z/Dc ~ 0.5. At shorter distances
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Fig. 7. (1) Equilibrium and (2) corrected densities of ë2 and
ëé2 molecules for p = 25 hPa (the circles correspond to
experimental data) and (3) the equilibrium density for p =
100 hPa as functions of the temperature Te.
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Fig. 8. Molecular temperatures Tv  (diamonds), Tr (asterisks), and Te (crossed circles) near the end of the discharge channel as func-
tions of (a) the gas pressure at Nap = 45 kW and (b) the anode supply power at p = 100 hPa and (c) the longitudinal profiles of the
molecular temperatures at Nap = 45 kW, p = 100 hPa, and G = 1.8 g/s.
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Fig. 9. Radial profiles of the molecular temperatures Tv  (diamonds), Tr (asterisks), and Te (crossed circles) near the end of the dis-
charge channel at Nap = 45 kW, p = (a) 25 and (b) 100 hPa, and G = 1.8 g/s. The gray symbols at the right sides of the panels show
the molecular temperatures averaged over the jet diameter.

(a) (b) (c)
from the end of the discharge channel, the vibrational
temperature varies only slightly. At z/Dc ~ 1, all of the
temperatures relax to a common level, so the plasma in
this region can be characterized by one temperature.

It follows from the experimental data that specific
behavior of Te and Tv correlates with an increase in the
intensity of molecular emission. Therefore, the
observed effects can be explained by an increase in the
self-absorption of molecular emission (SME) with
increasing molecular density and plasma temperature.

Figure 9 shows the calculated radial profiles of the
molecular temperatures for Nap = 45 kW and two values
of the gas pressure.
In both cases, the molecular temperatures in the cen-
tral region of the jet are close to their average values.
All the temperature profiles are flat inside a radius of
15–20 mm. Beyond this radius, the vibrational and
rotational temperatures (in contrast to the electronic
molecular temperature) do not decrease and, at low
pressures, even tend to increase. This easily reproduc-
ible effect allows us to conclude that the deviation of
the plasma from an equilibrium state increases outside
the jet core (R/Rc ~ 3/8), where the gradients of Ta and
Te are relatively large.

At a gas pressure of 100 hPa (Fig. 9b), Tv in the jet
core is significantly lower than Te. This means that, as
the gas pressure increases, the SME more strongly
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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influences the measured temperature, which, in this
case, turns out to be lower than its true value.

In Fig. 10, the measured dependence Te(R) for a gas
pressure of 100 hPa and Nap = 45 kW is shown together
with the profiles of the atomic temperatures and the cal-
culated equilibrium temperature profiles for two values
of Npl. At Npl = 23.5 kW, the atomic temperature profiles
coincide with the calculated profile in the jet core and
differ from the electron temperature profile, which can-
not be brought into coincidence with the equilibrium
profile at any value of Npl. The reason is that the Te(R)
profile contains a flat segment in the central region (R <
10 mm), because the molecular emission from the jet
core is absorbed at the jet periphery. Note that, in a ëé2
plasma, the SME only slightly affects the spatial distri-
bution of the plasma temperature because of the lower
(by a factor of 3–4) density of ë2 molecules in compar-
ison to the main plasma components. In both the air and
oxygen induction plasmas generated in the VGU-4
plasmatron, the self-absorption of emission from the
main plasma components plays an important role and
substantially influences the spatial distribution of the
plasma temperature, resulting in flatter and more
extended temperature profiles [4].

7. CONCLUSIONS

In this study, we have measured the averaged (over
the jet diameter) temperatures of the atomic compo-

3 2 1 1 2
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6.5

T, 103 K

r, cm
0 3

Fig. 10. Radial temperature profiles of atomic oxygen (the
777-nm line, circles) and atomic carbon (the 910-nm line,
triangles) and the radial profile of the electronic temperature
of C2 molecules (crossed circles) in a CO2 plasma near the
end of the discharge channel for Nap = 45 kW, p = 100 hPa,
and G = 1.8 g/s. The solid line shows the calculated profile
of the equilibrium temperature for Npl = 23.5 kW.
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nents and the averaged vibrational, rotational, and elec-
tron temperatures of ë2 molecules in subsonic CO2
induction plasma flows generated in the VGU-4 plas-
matron at gas pressures of 25–140 hPa and anode sup-
ply powers of 29–72 kW. For some regimes, the radial
and longitudinal profiles of the atomic and molecular
temperatures have been determined.

An analysis of the experimental data shows that,
throughout the entire range of the gas pressures under
study and at temperatures of 5800–6700 K, the local
thermodynamic and chemical equilibrium takes place
for the atomic components of the plasma in the central
region of the jet (R/Dc < 0.25). This follows from the
coincidence of the temperature values measured from
all of the OI and CI atomic lines under study, especially
in view of the substantially different behaviors of the
calculated temperature dependences of the equilibrium
densities of oxygen and carbon atoms in the given tem-
perature range. This is also confirmed by the fact that
the measured radial profiles of the atomic temperatures
coincide with the calculated radial profiles of the equi-
librium temperature. Since oxygen and carbon atoms,
along with CO molecules, are most abundant in a low-
temperature ëé2 plasma, it is the atomic temperature
that characterizes the plasma temperature in our case.

By analyzing the spectra of ë2 molecules, it was
found that the SME can influence the measured values
of the molecular temperatures. At a gas pressure of
25 hPa and plasma temperatures of no more than
6700 K, the SME effect is of minor importance and the
measured temperatures are the true values of the molec-
ular temperatures. It follows from the measured radial
profiles of the temperatures that, at Ta = 6300 K, the dif-
ference between the molecular temperatures is small in
the central region of the jet. Consequently, the plasma
in the jet core is nearly in a thermodynamic equilib-
rium. At the same time, the decrease in the atomic tem-
perature and molecular electronic temperature toward
the periphery of the plasma flow is accompanied by an
increase in the difference between these temperatures,
on one hand, and the vibrational and rotational temper-
atures, on the other. This indicates that the closer the jet
periphery, the farther the plasma state from equilib-
rium.

One might expect that, at higher gas pressures, ëé2
plasma would remain in a thermodynamically equilib-
rium state. For p = 100 hPa, this is confirmed by the
coincidence of the averaged temperatures for the gener-
ation regime with Nap = 29 kW (Ta ~ 5700 K), when the
SME only slightly affects the measured molecular tem-
peratures. For larger values of Nap, this cannot be accu-
rately verified because of the increased influence of the
SME on the molecular temperature measurements.
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Abstract—Results are presented from experimental studies of the conversion of a steady-state negative corona
into a spark. It is found that a spark in a negative corona in nitrogen and air is formed in the absence of fast
primary streamers. It is shown that, in atmospheric-pressure nitrogen, the conversion of a corona into a spark
begins with the propagation of a plasma channel (secondary streamer) from the point electrode (cathode) to the
plane electrode (anode). In contrast, the plasma channel in air originates near the plane electrode and then prop-
agates towards the point electrode. The propagation velocity of the secondary streamer is very low, V = 103–
104 cm/s. Two possible scenarios of the formation of the spark channel in a negative corona in nitrogen are
described on the basis of the concept of a contracted volume glow discharge. Results are presented from time-
resolved spectral measurements of plasma emission from different regions of the corona during its transforma-
tion into a spark. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

By spark, we mean a bright flash arising in an inter-
electrode gap when it is bridged by a thin, highly con-
ducting plasma filament (channel). The spark is accom-
panied by a loud click, whose intensity is determined
by the spark current. In many gas-discharge devices,
the spark (also called the gap breakdown) is generally
an undesirable effect because it limits the operating
parameter range and can even destroy a device.

The threshold voltage for the spark formation
depend strongly on the composition, pressure, and tem-
perature of the working gas, as well as on the geometry
of the electrode system (the electrode configuration and
interelectrode distance). When the discharge gap is
asymmetric, the polarity of the electrode with a small
radius of curvature is significant [1–4].

In view of the above, it should be noted that, in this
study, we are dealing with spark formation in a point-
to-plane gap no longer than a few centimeters (i.e., less
than 10 cm). Interelectrode gaps of such lengths will
henceforth be referred to as short. Gaps with lengths of
a few tens of centimeters or more will be referred to as
long. The point-to-plane electrode configuration is
widely used in various applications, e.g., to ignite
corona discharges in electric filters or in devices for
surface treatment [5]. For this reason, studying the
physics of corona breakdown in this electrode configu-
ration is of practical importance.

In a short point-to-plane gap, the spark channel does
not arise immediately after the voltage exceeding the
threshold value is applied. The breakdown proceeds in
several stages, each of which is characterized by its
1063-780X/04/3011- $26.00 © 20971
own spatial structure and specific mechanism for gas
ionization in the current structure produced.

For an initially nonionized gap with a positive point
electrode, the process of breakdown can be divided into
three stages [2, 6]. In the first, whatever the gas species,
so-called primary streamers begin to propagate toward
the opposite electrode at high velocities (on the order of
V ≅  108 cm/s). These primary streamers are the well-
known conventional streamers, i.e., thin (with a thick-
ness of about 100 µm) low-conductivity current fila-
ments (see, e.g., [1, 2, 6]). Because of the low conduc-
tivity of primary streamers, the bridging of the gap by
them does not lead to a sharp decrease in the interelec-
trode voltage.

The second stage is characterized by the propaga-
tion of a slower (with a velocity of V ≅  106 cm/s) sec-
ondary streamer from the point electrode. The second-
ary streamer arises near the point electrode due to the
energy release from the primary streamers. It has a
larger diameter and higher conductivity than the pri-
mary streamers [6]. In short gaps, no primary streamers
are observed during the propagation of the secondary
streamer.

In the final stage, which begins after the secondary
streamer has bridged the interelectrode gap, the
streamer is transformed into a bright spark channel. In
this stage, the voltage across the gap sharply decreases
(it is this decrease in the gap voltage that is usually
called gap breakdown).

We note that, in long gaps with a positive point elec-
trode, events similar to the above develop in space [7].
In this case, all three current structures are observed
004 MAIK “Nauka/Interperiodica”
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simultaneously in the gap: the primary streamers form
a kind of sheaf emerging from the plasma channel (an
analogue of the secondary streamer), which, at a certain
distance, transforms into the so-called leader, whose
parameters are close to the plasma parameters in the
spark channel.

The process of breakdown in an initially nonionized
gap with a negative point electrode is more complicated
and less studied. According to the photograph in [3], the
breakdown in such a gap develops as follows: As in the
previous case, the process begins with the propagation
of fast primary streamers from the point electrode
toward the plane anode. Next, slower secondary
streamers start from the point electrode and pass only a
fraction of the gap length (about one-third). New sec-
ondary streamers then start from the plane electrode
(from the points where the primary streamers have
touched the anode) to meet the previous ones. The
breakdown process is complete when the streamers
propagating from the cathode and anode meet together,
thus forming a spark channel.

Here, we will not concentrate on the variety of non-
steady spatial forms acquired by a discharge during
breakdown (starting from applying the discharge volt-
age up to the spark formation). We only note the follow-
ing general features of the sequence of the ionization
mechanisms dominating in the current structures
formed:

(i) Immediately after applying the voltage to a non-
ionized gap, the gas is not yet heated or excited. It is
mainly ionized via direct electron impacts. Such a situ-
ation corresponds to the conditions in the head of the
primary streamer.

(ii) As time elapses, the energy deposited in the gas
increases, and a progressively higher number of the
excited states of the initial gas particles, as well as
newly born particles produced due to the dissociation
of the initial gas molecules, become involved into the
ionization process. Together with the gas heating,
which decreases the density N of the neutral gas parti-
cles and thus increases the reduced electric field E/N,
the gas excitation leads to an increase in the ionization
rate at a given voltage. Such a nonequilibrium ioniza-
tion occurs, first of all, near the point electrode, from
which the primary streamers start, and near the current
spots on the plane electrode.

(iii) Further gas excitation, which is accompanied
by intense gas heating (up to T > 1500 K), brings the
discharge plasma closer to an equilibrium state and
increases the effect of thermal ionization in the current
channel. Such a situation corresponds to the transfor-
mation of the secondary streamer into a spark channel.

In steady-state corona discharges, a spark arises in a
random and an uncontrolled way as the threshold volt-
age is approached. This circumstance greatly impedes
the study of the fast spark formation. In this case, it is
expedient to carry out experiments in which a voltage
pulse is applied to a gap where a corona discharge has
already been ignited. The process of spark formation in
a short gap against the background of a corona dis-
charge is more complicated than the above scenarios
because this process cannot be considered separately
from the evolution of the corona as the gap voltage
increases.

Although the process of spark formation in a corona
discharge is a well-known phenomenon, it is still
poorly studied. Here, one of the important features of
the breakdown is that both the streamers and the spark
are formed under the conditions such that the Meek–
Raether criterion [3, 4] for streamer breakdown is not
met.

Indeed, a corona discharge can be ignited at a signif-
icantly smaller coefficient ä of electron multiplication
in the gap,

(1)

than that needed to form streamers according to the
Meek–Raether criterion (K ≅ 18–20). In expression (1),
α is the Townsend ionization coefficient, which
depends exponentially on the reduced electric field
E/N, and γ is the total positive feedback coefficient for
electron avalanches due to the surface electron emis-
sion caused by photons, ions, and metastable particles,
as well as due to the volume photoionization.

When the only ionization mechanism within the
generation zone of a corona is direct electron-impact
ionization, the coefficient K is independent of the cur-
rent; i.e., K cannot be increased from 4–6 to the
required value of 18–20 only by increasing the current.
Thus, for a spark to be generated by preionizing a point-
to-plane gap with a corona discharge or by slowly
increasing the voltage applied to the gap, there should
be some other mechanisms for triggering the primary
and secondary streamers. One of the aims of this study
is to determine these mechanisms.

The development of a spark against the background
of a corona discharge proceeds much more slowly than
in a nonionized gap, all the other factors being the
same. For example, it was shown in [8] that, when a
spark arises in a short-gap positive corona in air or
nitrogen, the propagation velocities of the primary and
secondary streamers that started from the point elec-
trode were a few tens of times lower than those in an
nonionized gap at the same voltage. In contrast to the
case of a nonionized gap, the secondary streamer in a
positive corona arises with a great delay (a few hun-
dreds of microseconds) after bridging the gap by pri-
mary streamers, rather than at (or before) the instant of
bridging. Experiments also showed that the velocities
of the primary and secondary streamers depend on the
gas species. Thus, the streamer velocity is lower in
nitrogen than in air; this was attributed in [8] to the fact
that the corona operation voltage is lower in nitrogen
than in air.

K α x( ) xd

0

d

∫ 1
γ
---ln 4–6,≅ ≅=
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004



        

SPATIOTEMPORAL EVOLUTION OF THE CURRENT 973

                                                                                 
Another significant difference between the develop-
ment of a spark against the background of a positive
corona [8] and the breakdown of a nonionized gap [9–
11] is related to the degree of streamer branching in air
and nitrogen. In the case of breakdown against the
background of a positive corona, the primary streamers
in air are more branched than in nitrogen, whereas in
the case of fast breakdown of an unionized gap [9–11],
the situation is the opposite.

The spatiotemporal dynamics of the slow formation
of a spark against the background of a negative corona
(i.e., a corona in which the point electrode is at a nega-
tive potential) is still poorly studied. In this context, we
can note papers [12, 13]. In [12], a photograph of a
corona in air immediately before breakdown demon-
strates the presence of a relatively short current channel
near the plane anode (we consider this channel to be an
analogue of the secondary streamer). In [13], the evolu-
tion of the radial distribution of the current in a negative
corona in air during its transformation into a glow dis-
charge and then into a spark was investigated. It was
found that the spark was formed in the absence of pri-
mary streamers in the gap. However, no detailed studies
of the evolution of the discharge structure during the
transformation of a corona into a spark were performed
in [12, 13].

This study is a continuation of [14], which was
devoted to the phenomenology of a steady-state high-
current negative corona in nitrogen. Here, we present
the results from experimental studies of the evolution of
the spatial structure and current of a corona during its
transformation into a spark. The time evolution of the
plasma emission spectrum from different regions of the
discharge is also investigated. The results obtained pro-
vide new information about the physics of breakdown
in a corona discharge and can be used to create new
sources of nonequilibrium atmospheric-pressure
plasma.

2. EXPERIMENTAL SETUP

As in our previous study [14], the experiments were
performed with a cylindrical organic-glass discharge
chamber with an inner diameter of 120 mm and a height
of 150 mm. To perform optical measurements, four 50-
mm-diameter optical windows were mounted on the
side wall of the discharge chamber. In the point-to-
plane electrode system, a 3-mm-diameter tungsten rod
with a tip radius of rc = 0.1 mm was used as a cathode.
A 110-mm-diameter copper disc was used as a plane
electrode (anode). The interelectrode distance was var-
ied from 10 to 40 mm.

In our experiments, we used very high purity nitro-
gen (with a certified purity of 99.999%) and laboratory
air. Before each experiment, the discharge cell was
pumped out to a pressure of P ≅  10–3 torr and then filled
with nitrogen or air at a pressure slightly exceeding
atmospheric pressure (usually, at P = 770 torr). To
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
remove the products of plasmochemical reactions from
the discharge zone and to maintain the certified purity
of nitrogen, the experiments were carried out in a con-
tinuous gas-flow regime. The gas flow rate was low
enough (≤10–2 l/s) to exclude any gasdynamic effect on
the discharge.

A schematic of the experimental setup is shown in
Fig. 1. A steady-state negative corona was powered
from a stabilized (δU/U ≤ 10–6) high-voltage power
supply. The voltage drop across the interelectrode gap
was measured with an S-196 electrostatic voltmeter and
a calibrated high-voltage divider. The average corona
current was measured with a Ts4311 current meter. The
ballast resistance R1 in the external circuit was varied
from 1 to 2 MΩ. The initial corona current was varied
in the range I0 ≈ 0.1–2.5 mA.

A spark was initiated by applying an overvoltage
pulse with an amplitude of 3–16.5 kV to a high-current
steady-state corona [14]. The rise time of the overvolt-
age pulse was varied from 1 to 700 µs, and the duration
of its plateau was a few milliseconds. The voltage pulse
was applied to the discharge gap trough the resistance
R2 = 78 kΩ, passing by the high resistance R1.

The waveforms of the discharge current and voltage
were recorded with S8-17 and S1-104 oscilloscopes.
An LV-03 electron-optical image tube was used to take
images of the interelectrode gap in different stages of
breakdown. The image tube operated either in a multi-
frame mode with a minimum exposure time of 50 ns for
each frame or in a continuous scanning mode with a
minimum time resolution of 1.5 ns. In parallel with
recording electron-optical images, we performed time-
resolved spectral measurements of the plasma emission
from different regions of the high-current corona (the
cathode and anode regions and the middle of the gap).

R4

I

D

S

R3

R1 R2

C

+

–

U

Fig. 1. Schematic of the experimental setup for studying the
evolution of a negative corona after applying an overvoltage
pulse: R1 = 1–2 MΩ and R2 = 78 kΩ are the ballast resis-
tances, R3 is the variable resistance for varying the rise time
τ of the voltage pulse, R4 is the current shunt, C is the capac-
itance of the circuit for voltage pulse formation, S is the
switch of the circuit for voltage pulse formation, and D is
the voltage divider.
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In preliminary experiments, the most intense emis-
sion lines from the first positive (1+), second positive
(2+), and first negative (1–) nitrogen band systems were
determined. These are the 585.4-nm, 580.4-nm, and
575.5-nm lines of the 1+ system (the v ' = 10  v  = 6,
11  7, and 12  8 transitions, respectively); the
405.94-nm, 375.54-nm, 371.05-nm, 389.46-nm, and
409.5-nm lines of the 2+ system (the 0  3, 1  3,
2  4, 3  6, and 4  8 transitions, respectively);
and the 391.4-nm line of the 1– system (the 0  0
transition). Here, v ' and v  are the numbers of the vibra-
tional levels of the upper and lower electronic states,
respectively. The spectrum of the corona emission was
measured with an MUM-2 monochromator with a
1200 groove/mm diffraction grating and an FEU-100
photomultiplier attached to the output of the monochro-
mator. The spectral and time resolutions of these mea-
surements were 0.8 nm and 1 µs, respectively.

3. EXPERIMENTAL RESULTS
We recall that the main object of our study is a high-

current negative corona in nitrogen. The properties of

I

0

2

3

4

1

Fig. 2. Oscillograms of the corona current in the case of a
stepwise increase in the voltage for d = 40 mm; rc = 0.1 mm;
∆U = 15.5 kV; and I0 = (1) 1, (2) 1.7, (3) 2, and (4) 2.3 mA.
The time scale is 200 µs/division and the current scale is
10 mA/division.

Table 1.  Mean time τs of spark formation in a negative co-
rona (d = 40 mm)

I0, mA 1.5 2.0 2.5

∆U, kV τs, ms

13.5 5 0.9 0.50

14.5 4 0.55 0.35

15.5 3 0.35 0.15
this corona were described in detail in [14]. At a given
duration and amplitude ∆U of the voltage pulse applied
to a steady-state corona discharge, a spark can be initi-
ated only at a certain value of the initial corona current
I0. Clearly, the higher ∆U, the lower the value of I0
required for initiating a spark. The opposite is also true:
the higher I0 (i.e., the closer the corona to the threshold
for spark ignition), the lower the required value of ∆U.

The above is illustrated in Fig. 2, which presents
oscillograms demonstrating the response of a negative
corona on the same overvoltage pulse with a 1-µs rise
time for different initial corona currents. Note that these
oscillograms were recorded using a scheme that cut off
the current at a level of about 50 mA; therefore, the
waveforms thus obtained do not correctly describe the
time behavior of the trailing edge of the current pulse.

It can be seen that, after applying the voltage pulse,
the current jump related to the spark formation is
observed not for all the initial currents I0. At low I0 (in
our case, at I0 = 1 mA), the corona current first rapidly
increases by 12–15 mA and then slowly (over a few
milliseconds) decreases to its quasi-steady value deter-
mined by the sum of U0 (the initial corona voltage) and
∆U. If U0 and ∆U exceed certain critical values, this
stage of a slow decrease in the current after its initial
jump is replaced by a slow increase, which finishes
with a sharp current jump.

In general, the increase in I0 and ∆U leads to a
decrease in the time interval τs between applying the
overvoltage pulse and the spark discharge (see Table 1).
Thus, at I0 = 1.5 mA, U0 = 12.3 kV, and ∆U = 14.5 kV,
this time is τs ≈ 4 ms, whereas for I0 = 2.5 mA, U0 =
13 kV, and ∆U = 15.5 kV, it is τs ≈ 150 µs.

The evolution of the discharge current and voltage is
shown in more detail in Fig. 3. The time evolution of
the current and voltage over a rather long time interval
after applying the overvoltage pulse is shown in Fig. 3a.
The total voltage drop across the discharge does not
exactly follow the applied voltage pulse because of the
presence of the ballast resistance R2 = 78 kΩ between
the discharge and the pulse generator. Indeed, in the ini-
tial stage of the process, a strong overvoltage arises
across the negative corona. Thus, Fig. 3a (which corre-
sponds to d = 40 mm) shows that the voltage first rap-
idly increases from 13.5 to 26 kV and then slowly
decreases in accordance with the current evolution.
After the gap breakdown, the discharge voltage sharply
drops to 4 kV and then slowly (over a time of a few mil-
liseconds) returns to its initial value.

It can be seen from Fig. 3 that, after the initial jump
caused by applying the overvoltage pulse, the discharge
current varies slightly until the gap is bridged by the
spark channel. At the instant of bridging, a short current
spike with an amplitude of ~1 A is observed (the spike
amplitude increases with increasing I0 and ∆U). After
this, the current sharply decreases (over a time less than
0.5 µs) to a value of 120–170 mA, which is determined
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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Fig. 3. Oscillograms of the current and voltage during the formation of a spark in a negative corona in nitrogen for P = 770 torr,
d = 40 mm, rc = 0.1 mm, I0 = 2 mA, U0 = 13.5 kV, and ∆U = 14.5 kV. The current scale is 100 mA/division, the voltage scale is
9.25 kV/division, and the time scale is (a) 0.5 ms/division and (b) 10 µs/division; Ust is the initial corona voltage. Marks 1–5 cor-
respond to the discharge stages shown in the electron-optical photographs in Figs. 5–9.
by the external circuit. This current is approximately
one order of magnitude higher than the corona current
immediately after applying the overvoltage pulse; how-
ever, it is insufficient to maintain the high conductivity
of the spark channel. As a result, the channel decays
over about 2 ms; this is accompanied by a decrease in
the discharge current and a slow increase in the dis-
charge voltage.

Note that the spark current is approximately three
orders of magnitude higher than the initial corona cur-
rent. It is clear that such a high current cannot be con-
tinuously maintained by the external circuit: it can only
be sustained over a short time by the charging of stray
capacitances in the external circuit. This is why the
spark duration is very short.

Let us now describe the visual picture of the trans-
formation of a steady-state negative corona into a spark.
First, for the sake of completeness, we describe the for-
mation of a spark against the background of a point-to-
plane negative corona in air. It turned out that, in con-
trast to the case where the voltage is applied to a non-
ionized gap (see Section 1), applying an overvoltage
pulse with a large rise time to a negative corona in air
does not lead to the formation of a sheaf of primary and
secondary streamers propagating from the point cath-
ode toward the plane anode (Fig. 4).

The increase in the voltage applied to a negative
corona in air leads to an increase in the corona current
and its transformation into a glow discharge [15]. This
transformation is accompanied by the production of a
plasma in the gap and the formation of an anode layer,
which is unstable against contraction into current spots
(see Fig. 4, which shows the oscillograms of the dis-
charge current and voltage and a series of the discharge
photographs, starting from the instant of the anode
layer formation; note that, at earlier times, there was no
glow in the interelectrode gap and at the anode). These
spots provoke the formation of a plasma channel (an
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
analogue of the secondary channel) near the anode
(rather than near the point cathode), which then grows
toward the cathode.

It may be said that, in this case, the formation of the
spark channel does not proceed in accordance with the
scenario described in Section 1 but is caused by the
contraction of a glow discharge that is formed from a
negative corona as the discharge current increases. An
important point is that the discharge is contracted near
the plane electrode, rather than near the point electrode.
This kind of contraction is related to the onset of ion-
ization instabilities and is typical of discharges in dense
gases (see, e.g., [16–19]).

The above feature of the spark formation in a nega-
tive corona in air indicates that the generation of pri-
mary streamers in a short gap in the initial stage of
breakdown is not a necessary condition for the develop-
ment of the secondary streamers and spark. If there are
some other physical factors enabling the formation of a
plasma channel (an analogue of the secondary
streamer) near one of the electrodes, then no primary
streamers are needed. To illustrate, we note the well-
known electric filter phenomenon referred to as a
reverse corona [20]. In this case, the plasma channel
(the secondary streamer) in a negative corona is
induced by a current spot produced at the plane elec-
trode due to the local breakdown of the highly resistive
dust layer accumulated at the anode.

Let us now consider the visual picture of the spark
development in a negative corona in nitrogen using
electron-optical photographs in Figs. 5–8, which show
the different phases of the spark formation. The time
intervals corresponding to these phases are marked in
Fig. 3a. Thus, the time evolution of the visual picture of
discharge is related to the dynamics of the discharge
current and voltage. Note that the photographs and
oscillograms were taken under somewhat different dis-
charge conditions; nevertheless, the waveforms of the
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Fig. 4. (a) Oscillograms of the current and voltage and (b) the electron-optical photographs illustrating the formation of a spark in
a negative corona in air for P = 300 torr, d = 10 mm, rc = 0.1 mm, I0 = 100 µA, U0 = 4.9 kV, and ∆U = 5 kV. The current scale is
2 mA/division, the voltage scale is 1850 V/division, and the time scale is 100 µs/division. The exposure times in panel (a) are τe1 =
5 µs, τe2 = 2 µs, τe3 = 1 µs, and τe4 = 0.5 µs.
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Fig. 5. Electron-optical photographs illustrating the forma-
tion of a spark in a negative corona in nitrogen for P =
770 torr, d = 40 mm, rc = 0.1 mm, I0 = 2.5 mA, U0 =
14.3 kV, and ∆U = 15.5 kV. The exposure time is τe = 1 µs;
the time intervals between the frames are t12 = 10 µs, t23 =
50 µs, and t34 = 10 µs. The photographs were taken between
marks 1 in Fig. 3a.
discharge current and voltage in this cases are qualita-
tively similar. For this reason, the positions of the
marks in Fig. 3a were chosen in accordance with the
relative positions of the illustrated discharge phases in
an actual current waveform.

In the case of a high-current corona in nitrogen,
there is already a short (a few millimeters long) steady-
state plasma channel near the point cathode. This chan-
nel is the source of a bright orange glow (see [14]) and
can be regarded as an analogue of the secondary
streamer. Indeed, after applying the overvoltage pulse
to the gap, this streamer begins to extend toward the
plane anode, as does the secondary streamer (see
Figs. 5–8). In contrast to the case of a nonionized gap
[3], no branching of the secondary streamer was
observed in the corona. The propagation velocity of the
secondary anode streamer in nitrogen is relatively low
and varies in the range of Vc = 103–104 cm/s; i.e., it is
two to three orders of magnitude lower than the veloc-
ity of the secondary streamer in an nonionized gap.
Within this range, the propagation velocity of the sec-
ondary streamer increases with the initial corona cur-
rent I0 and the amplitude of the overvoltage pulse ∆U.
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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Fig. 6. Electron-optical photographs illustrating the formation of a spark in a negative corona in nitrogen for P = 770 torr, d =
40 mm, rc = 0.1 mm, I0 = 1.2 mA, U0 = 13.3 kV, and ∆U = 14.5 kV. The exposure is τe = 1 µs for the first four frames and 0.5 µs
for the last frame; the time intervals between the frames are t12 = 10 µs, t23 = 50 µs, and t34 = 10 µs. Photographs 1–4 were taken
between marks 2 in Fig. 3a, and photograph 5 was taken at the instant indicated by mark 4 in Fig. 3a.
In the initial high-current corona, most of the gap is
dark. There is emission only from the cathode region
and the orange plasma channel adjacent to the point
electrode. Such a situation is also retained after apply-
ing the overvoltage pulse until the plasma channel cov-
ers about 40% of the gap length. Then, a blue glow
arises at the plane anode; i.e., there occurs an anode
layer typical of a glow discharge.

The spatial structure of the anode glow depends on
the length of the interelectrode gap d. At d = 40 mm,
there is a continuous and diffuse anode glow with a
characteristic diameter of about 7 mm (Figs. 6, 7). At
d = 10 mm, the anode glow has the form of several
(three to four) current spots (about 1 mm in diameter
each) spaced a distance of about 1 mm from one
another (Fig. 8). The characteristic current at which the
anode layer is formed after applying the overvoltage
pulse is Iap = 10–15 mA at d = 40 mm, whereas in a
steady-state corona, the anode layer arises at a much
lower current of Ias ≅  2.7 mA. The critical currents Iap

and Ias are nearly proportional to d2.

After the anode layer is formed, the spark develops
much faster; however, it can develop in different ways,
depending on I0 and ∆U. Below, by low and high I0 and
∆U values, we will mean those that are close to the min-
imum and maximum values of these parameters within
the ranges I0 = 0.9–2.5 mA and ∆U = 8.5–16.5 kV
under study.

At low I0 and ∆U, a new plasma channel (a second-
ary anode streamer) begins to propagate from the anode
current spot toward the first (cathode) streamer (Fig. 6).
The velocity of the plasma channel propagating from
the plane anode is approximately ten times higher than
that of the plasma channel propagating from the point
electrode. When these two plasma channels (the cath-
ode and anode secondary streamers) meet, the current
sharply increases and the voltage across the gap
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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Fig. 7. Electron-optical photographs illustrating the forma-
tion of a spark in a negative corona in nitrogen at a high
overvoltage for P = 770 torr, d = 40 mm, rc = 0.3 mm, I0 =
2.5 mA, U0 = 24.5 kV, and ∆U = 15.5 kV. The exposure time
is τe = 0.2 µs. The time intervals between the frames are
t12 = 3 µs, t23 = 10 µs, and t34 = 3 µs, and the time interval
between panels (a) and (b) is 20 µs. All the photographs
were taken between marks 3 in Fig. 3a.
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Fig. 8. Electron-optical photographs illustrating the formation of a spark in a short-gap negative corona in nitrogen for P = 770 torr,
d = 10 mm, rc = 0.1 mm, I0 = 0.2 mA, U0 = 2.5 kV, and ∆U = 9 kV. The exposure time is τe = 0.5 µs, and the time intervals between
the frames are t12 = 3 µs, t23 = 10 µs, and t34 = 3 µs. All the photographs were taken between marks 3 in Fig. 3a.
decreases. Formally speaking, this scenario of the
spark formation is similar to that described in [3] (see
Section 1) for a nonionized gap filled with nitrogen.
However, the mechanisms for the generation of the
anode current spots that induce secondary streamers are
very different. In [3], anode spots arose due to the
bridging of a nonionized gap by primary streamers. In
our case, there are no primary streamers and the anode
spot arises due to the contraction of the anode layer of
the glow discharge that precedes a spark.

At high I0 and ∆U, the voltage drop between the
anode and the head of the plasma channel propagating
from the cathode (the secondary cathode streamer) is
significantly higher than in the previous case. Due to
the presence of the high electric field in this region, the
glow intensity in the gap between the anode and the
head of secondary cathode streamer sharply increases
immediately after the anode layer is formed (Fig. 7).
The glow is first shaped as a cone with the base resting
on the anode layer and the vertex located at the cathode
streamer head. The cone then begins to shrink in the

Anode
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Fig. 9. Electron-optical photographs illustrating the decay
of a spark in a negative corona in nitrogen for P = 770 torr,
d = 40 mm, rc = 0.1 mm, I0 = 2.5 mA, U0 = 14.3 kV, and
∆U = 15.5 kV. The exposure time is τe = 2 µs, and the time
intervals between the frames are t12 = 10 µs, t23 = 50 µs, and
t34 = 10 µs. All the photographs were taken between marks 5
in Fig. 3a.
radial direction (simultaneously along its length, but
more rapidly near the anode) up to the transverse size
of the secondary cathode streamer. As in the previous
case, the bridging of the gap is accompanied by a sharp
jump in the current and a decrease in the gap voltage.

The bridging of the gap by the plasma channel is
also accompanied by an increase in the glow intensity.
It was observed experimentally that the glow intensity
from the spark channel reaches its maximum value with
a some delay with respect to the maximum of the dis-
charge current, which occurs at the instant of bridging.
In the stage in which the current decreases, the glow
intensity from the spark channel is still increasing and
reaches its maximum value 50–100 µs after bridging
the gap (Fig. 6, frame 5), when the current is about
100 mA. The glow intensity from a decaying spark then
begins to decrease with different rates in different
regions of the discharge. The glow intensity from the
plasma channel decreases most rapidly (over about 1–
2 ms). The glow from the anode spots lasts for ~4–5 ms
(see Fig. 9). The glow from the cathode region near the
point electrode lasts for approximately the same time.

Thus, we can note the following significant features
of spark breakdown in a short gap against the back-
ground of a negative corona in nitrogen: First, the sce-
nario of the spark channel formation in a corona corre-
sponds to the development of the nonsimultaneous
(along the gap length) discharge contraction induced by
ionization instabilities. Second, the spark itself (i.e., a
bright flash in the interelectrode gap) does not coincide
with the instant at which the plasma channel bridges the
gap (i.e., with the peak of the discharge current). Third,
the consequences of spark breakdown (such as the glow
from the anode spots, the glow of the plasma channel
between the electrodes, and the increased glow from
the cathode region) persist over quite a long time (a few
milliseconds). Similar features are also characteristic of
spark breakdown against the background of a negative
corona in air (the only quantitative difference is in the
propagation velocities of the secondary streamers and
the spark decay times).

Let us now consider the time evolution of the emis-
sion spectrum from different regions of a corona dis-
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
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charge during the formation of a spark. We note that,
throughout the entire discharge gap, the time behaviors
of the emission intensities of all the spectral lines were
similar; the only quantitative difference was in the
emission intensities.

Cathode region. Here, the line of the 1– band sys-
tem of molecular nitrogen was most intense; next in
intensity were the lines of the 2+ system and, then, the
lines of the 1+ system. Their intensities were approxi-
mately in the ratio of 1 : 0.5 : 0.05 (the line wavelengths
were listed in Section 2). The emission intensities of all
the lines in the cathode region strongly fluctuated with
a characteristic frequency of several kilohertz; in our
opinion, this was related to the unsteady behavior of the
cathode layer because of its transformations into a
prearc cathode spot [21] and back into the regime of a
glow discharge.

After applying the overvoltage pulse, the emission
intensity generally followed the time evolution of the
discharge current; i.e., it increased over time (see
Fig. 10). However, there was no jump in the emission
intensity from the cathode region when the gap was
bridged by the plasma channel. At the instant of the cur-
rent jump, the emission intensity of the lines in question
was often low (lower than before or after the jump).

After the current jump, the intensities of all the
emission lines continued to increase over 100–300 µs
and then slowly (over a few milliseconds) dropped to
their initial values. The above fluctuations of the glow
intensity in the cathode region were also observed in
the stage in which the current decreased. It was also
found that the higher I0 and ∆U, the higher (on the aver-
age) the emission intensity of all the lines both before
and after the current jump.

The middle of the gap. Under our experimental
conditions, the maximum intensity of the emission line
of the 1– band system in the middle of the gap was
approximately half as high as that in the cathode region.
The intensity ratio between this line in the middle of the
gap and the intensities of the lines from the 2+ and 1+

systems was approximately 1 : 0.6 : 0.2.
In the initial negative corona, there was no glow in

the middle of the gap. It arises with a certain delay time
τd after applying the overvoltage pulse. The delay time
τd decreases with increasing I0 and ∆U. Table 2 presents
the τd values for a gap with d = 40 mm.

The glow in the middle of the gap arises and devel-
ops in different ways, depending on I0 and ∆U. At low
I0 and ∆U, the glow arises here due to the arrival of the
plasma channel slowly propagating from the cathode
(the secondary cathode streamer). In this case, the glow
intensity varies nonmonotonically over time and has
two characteristic spikes (Fig. 11). The first spike is
related to the arrival of the head of the secondary
streamer: the glow intensity sharply increases and then
slowly (over a time of approximately 0.5 ms, which is
determined by the velocity of the streamer head propa-
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gating away from the observation zone) decays to a cer-
tain steady level determined by the emission from the
homogeneous body of the streamer. This glow intensity
is retained up to the current jump related to the bridging
of the gap by the streamer. After the gap is bridged, the
emission intensity from the observation zone again
sharply increases over a characteristic time of about
100 µs. The intensity of the second spike is always
higher than the intensity of the first spike, because it
corresponds to the emission from the spark channel.

As the streamer head propagates away from the
observation zone, the emission intensity decreases; this
indicates that the electric field in the head of the sec-
ondary streamer is significantly higher than in its
homogeneous body. The length over which the homo-
geneous streamer body is established is much longer
than the transverse size of the secondary streamer.

At high I0 and ∆U, the spark develops much faster
and the secondary cathode streamer does not reach the
middle of the gap. In this case, the emission from the
observation zone arises due to the formation of an uni-
formly and diffusely glowing channel between the head
of the cathode streamer, which has not reached the mid-
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Fig. 10. Time evolution of the cathode glow (the signal Uph
of the 389.4-nm emission corresponding to the 3  6
transition of the 2+ band system) in the course of spark for-
mation for P = 770 torr, d = 40 mm, rc = 0.1 mm, I0 =
2.5 mA, U0 = 14.3 kV, and ∆U = 15.5 kV. The current scale
is 20 mA/division, the voltage scale is 50 mV/division, and
the time scale is 0.5 ms/division.

Table 2.  Mean delay time τd of the negative corona glow
from the middle of the discharge gap

I0, mA 1.5 2.0 2.5

∆U, kV τd, ms

14.5 2 0.5 0.35

15.5 1 0.35 0.15
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dle of the gap, and the anode. The delay time τd of the
glow is determined by the propagation time of the sec-
ondary streamer from the cathode over a distance of
about 40% of the total gap length. Under these condi-
tions, the emission intensity from the middle of the gap
increases monotonically both before and after bridging
the gap by the plasma channel (Fig. 12).

At high I0 and ∆U, the maximum intensity of all the
emission lines is also observed in the stage in which the
current decreases. The characteristic time interval
between the current jump and the maximum of the
emission intensity from the middle of the gap is 50–
100 µs. The average glow decay time in a decaying
spark channel is 1–2 ms. This time decreases with
increasing I0 and ∆U (probably because of an increased
production of nitrogen atoms, which quench the excited
molecular states). It was also found that the emission
intensity of the 1– band system decreased 1.5 times
faster than that of the 2+ system, which, in turn,
decreased faster than the intensity of the emission lines
of the 1+ system.

Anode region. The anode glow arises a certain time
τ‡ after applying the overvoltage pulse. This time
decreases with increasing I0 and ∆U and lies within the

Uph

I

Current

Emission

Fig. 11. Time evolution of the glow from the middle of the
discharge gap (the signal Uph of the 405.9-nm emission cor-

responding to the 0  3 transition of the 2+ band system)
in the course of spark formation for P = 770 torr, d = 40 mm,
rc = 0.1 mm, I0 = 1.5 mA, U0 = 12.3 kV, and ∆U = 14.5 kV.
The current scale is 20 mA/division, the voltage scale is
20 mV/division, and the time scale is 0.5 ms/division.

Table 3.  Mean delay time τa of the anode glow

I0, mA 1.5 2.0 2.5

∆U, kV τa, ms

14.5 1 0.45 0.25

15.5 0.7 0.2 0.1
range of 0.1–1 ms. Table 3 presents the τ‡ values for a
40-mm-long gap.

It can be seen that, for the same discharge parame-
ters, we have τ‡ < τd; i.e., the anode glow arises earlier
than does the glow in the middle of the gap. The emis-
sion intensity of all the lines gradually increases until
the gap is bridged by the plasma channel (Fig. 13). At
the instant of bridging, a short spike in the emission
intensities of all the lines is observed. For the lines of
the 1+ band system, the amplitude of this increase is
much lower than for the other emission lines.

In the anode region, the emission at the 0  3 tran-
sition of the 2+ band system arises first. The emission at
the other transitions of the 2+ system (1  3, 2  4,
3  6, and 4  8) occurs with a small time delay
with respect to the emission at the 0  3 transition.
The emission from the 1+ and 1– systems arises after the
emission from the 2+ system; most often, it appears
when the plasma channel bridges the gap.

For all of the lines, the intensity of the anode glow
also continues to increase over approximately 100–
200 µs after bridging the gap (the higher I0 and ∆U, the
shorter this time interval) in spite of the decrease in the
current. After reaching its maximum value, the inten-
sity of the anode glow slowly decreases over a time
interval a few times longer than the characteristic decay
time of the emission intensity from the middle of the
gap. However, the ratio of the decay rates of the inten-
sities of the different emission lines from the anode
region is the same as that from the middle of the gap:
the glow intensity of the 1– system decreases one-and-
a-half times faster than the glow intensity of the 2+ sys-
tem, whereas the longest (but the weakest) glow is
observed in the emission lines of the 1+ system.
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Fig. 12. Time evolution of the glow from the middle of the
discharge gap (the signal Uph of the 375.54-nm emission

corresponding to the 1  3 transition of the 2+ band sys-
tem) in the course of spark formation for P = 770 torr, d =
40 mm, rc = 0.1 mm, I0 = 1.5 mA, U0 = 12.3 kV, and ∆U =
15.5 kV. The current scale is 20 mA/division, the voltage
scale is 20 mV/division, and the time scale is 0.5 ms/division.
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4. DISCUSSION

The results obtained show clearly that the formation
of a spark in a negative corona, in which the criterion of
streamer breakdown is definitely not met, proceeds
much more slowly than the breakdown of a nonionized
gap. The scenarios of the spark formation in this cases
are also very different. The presence of a corona pro-
vides conditions for the formation of a plasma channel
(secondary streamer) in the gap due to the evolution of
the corona structure with increasing current, rather than
due to the generation of primary streamers. Thus, in
nitrogen, the plasma channel at the point electrode
exists already in the steady-state regime of a high-cur-
rent (1–2 mA) corona. As the current increases after
applying an overvoltage pulse, the corona transforms
into a volume glow discharge in which a spark is
formed as a result of discharge contraction due to the
development of ionization instabilities both at the
anode and in the gap.

Let us discuss in more detail the mechanism for the
formation of a secondary streamer at the plane elec-
trode (detailed experimental data on the transformation
of a negative corona into a volume glow discharge, as
well as on the origin and subsequent evolution of the
anode layer, are presented in [13]). As was shown in
[22], the transversely homogeneous anode layer of a
volume glow discharge is characterized by a negative
differential resistance; i.e., the current–voltage charac-
teristic of the layer has a segment with a negative slope.
For this reason, in the absence of stabilizing factors
(e.g., turbulent diffusion caused by fast blowing of the
working gas through the gap), this layer is unstable
against the development of perturbations in the direc-
tion perpendicular to the current. As a result, the trans-
versely homogeneous anode region shrinks into current
spots (or a single current spot) with a high (up to
100 A/cm2) “normal” current density [23], which
increases quadratically with the gas pressure. In our
opinion, it is the anode current spots that induce the for-
mation of the plasma channel (secondary streamer) at
the plane anode, because the increased energy release
within and near the current spots provokes the onset of
ionization instabilities and the subsequent increase in
the conductivity in these regions.

An interesting effect that has not yet been noted in
the literature is the time delay (approximately 100 µs)
of the maximum intensity of the channel glow with
respect to the instant at which the plasma channel (sec-
ondary streamer) bridges the gap. This effect is appar-
ently related to gas heating, which leads to a decrease
in the gas density inside the plasma channel and, as a
result, to an increase in the reduced electric field E/N
even at a constant voltage across the gap. Since the rate
constants for the excitation of electronic states grow
exponentially with E/N, the emission intensity from the
plasma channel can increase even when the current
flowing through the channel decreases, as was observed
in our experiments.
PLASMA PHYSICS REPORTS      Vol. 30      No. 11      2004
Intense gas heating in the spark channel is a well-
known phenomenon. This heating also manifests itself
in the sound effects (loud clicks) that accompany a
spark discharge. Estimates show that, under our exper-
imental conditions, the specific energy deposition in the
plasma channel is rather high (about 4–6 kJ/l). How-
ever, calculations of the dynamics of the emission
intensity by a self-consistent model that takes into
account energy deposition in different degrees of free-
dom, the pushing of the gas out of the channel, and the
effect of gas heating on the charge and chemical kinet-
ics, as well as the kinetics of the excited states, is a
rather complicated problem. Self-consistent simula-
tions of the dynamics of high-current channels were
performed in [24, 25], where the parameters of a long
leader were calculated with allowance for its intense
heating.

5. CONCLUSIONS

Our experiments performed in a point-to-plane dis-
charge gap have shown that, in contrast to the case of a
nonionized gap, a spark in a negative corona in air and
nitrogen under conditions such that the criterion for
streamer breakdown is not met is formed in the absence
of fast primary streamers and, hence, the spark devel-
ops very slowly. In this case, the spark precursors (sec-
ondary streamers) arise either near the point electrode,
from the plasma channel that exists in the initial corona
discharge, or near the plane electrode, due to the con-
traction of the anode layer of the glow discharge into
which the corona transforms as the current increases.

During the propagation of the plasma channel (the
secondary streamer), the discharge current changes
only slightly. The discharge current increases sharply

Uph

I

Emission

Current

Fig. 13. Time evolution of the anode glow (the signal Uph of
the 405.9-nm emission corresponding to the 0  3 tran-
sition of the 2+ band system) in the course of spark forma-
tion for P = 770 torr, d = 40 mm, rc = 0.1 mm, I0 = 1.5 mA,
U0 = 12.3 kV, and ∆U = 15.5 kV. The current scale is
20 mA/division, the voltage scale is 50 mV/division, and
the time scale is 1 ms/division.



982 AKISHEV et al.
(nearly a hundredfold) when the streamer bridges the
gap. The high current (about 1 A) at this instant is pro-
vided by a rapid (over a time less than 0.5 µs) charging
of stray capacitances in the external circuit. Thereafter,
the current decreases to a value of 120–170 mA, which
is determined by the external circuit, and then slowly
(over 1–2 ms) decreases to its initial value.

We note two important features of spark breakdown
in a negative corona. First, the spark itself (i.e., a bright
flash in the interelectrode gap) does not coincide in time
with the peak of the discharge current, which occurs
when the plasma channel bridges the gap. Second, the
consequences of spark breakdown (such as intense
optical emission from the anode spots, the plasma
channel glow, and the enhanced cathode glow) persist
over quite a long time (a few milliseconds) after bridg-
ing the gap.
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