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Abstract—The problem of feedback stabilization of the resistive wall modes (RWMs) in a tokamak is dis-
cussed. An equilibrium configuration with the parameters accepted for the stationary ITER scenario 4A is con-
sidered as the main scenario. The effect of the vacuum chamber’s shape on the plasma stability is studied. | deal
MHD stability is analyzed numerically by using the KINX code. It is shown that, in atokamak with the param-
eters of the designed T-15M tokamak, RWMSs can be stabilized by a conventional stabilizing system made of
framelike coils. However, the maximum possible gain in 8 in such atokamak is found to be smaller than that
in ITER. It is shown that, in this case, a reduction in the plasma—wall gap width by 10 cm allows one to sub-
stantially increase the (3 limit, provided that RWMs are stabilized by active feedback. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

A reactor tokamak will be economically justified
only if it will operate stably as a stationary system at
sufficiently high 3 (the ratio of the plasma pressure to
the magnetic pressure); according to some estimates, at
3 < By < 4 [1], adthough somewhat higher By (up to
By =6 and even to By = 8) are usually mentioned [2].
For comparison, the ITER tokamak is planned to oper-
ate at By of about 2-2.5 [3]. Here, B is the so-called

Troyon factor,
_ a[m] B[T]
B = BLY%I = AT

where a is the plasma minor radius, B is the vacuum
magnetic field at the plasma center, and | is the net
plasma current.

One of the factors limiting 3 in stationary tokamak
discharges can be external kink modes that cannot be
completely stabilized by the vacuum vessel wall
because of the finite wall conductivity—the so-called
resistive wall modes (RWMs) [1]. These modes arisein
tokamak discharges at quite moderate values of 3 when
the discharge duration is longer than the skin time of
the wall. RWMs have been observed and thoroughly
investigated in the DIII-D tokamak over the last few
years (see [4-12] and the references therein). At firt,
these experiments showed [4] that RWMs could be
excited in the DI11-D tokamak when (3, was larger than
41;, wherel; istheinternal inductance of the plasmacol-
umn. It wasthen found that strong RWM instability can
alsodevelop in DIII-D at much smaller 3 of about 2.5l;
[11] or even 2.4l; [12]. These limits are rather low for
discharges with broad current density profiles and are
obviousdly lower than those required for reactor-toka-

ey

maks [1, 2]. Therefore, serious consideration is now
being given to the RWM problem in tokamak research.
ITER will probably enter the parameter range corre-
sponding to RWM instability in some regimes; hence,
the problem of RWM stabilization remains one of the
main ITER physicsissues|[1, 3, 13-15].

The RWM stability limits are determined by the
properties of the plasma configuration itself. However,
the growth rates and the possible gain in 3 due to the
active stabilization of RWMs depend substantialy on
the shape and electrical properties of the vacuum ves-
sal. In this paper, the feedback stabilization of RWMs
ismodeled for an ITER-like tokamak, but with another
wall shape—specifically, with that proposed in the
technical project of the T-15M tokamak [16] (for brev-
ity, this system will be referred below to as T-15M). A
version with the ITER’s wall shape is also considered
for comparison. The problem is treated in a standard
formulation as one of suppressing instability by means
of external fields created by the feedback-controlled
correction coils. In many respects, we rely here on the
results of our previous paper [17], where the ideal
MHD limits in the ITER and T-15M tokamaks were
studied, and use the same numerical methods.

The paper is organized as follows: In Section 2, we
discuss the possible gain in 3 due to RWM feedback
stabilization in atokamak. In Section 3, the formulation
of the problem (mainly in regard to the choice of the
stabilizing system) is discussed. In Section 4, the
results of our calculations are presented. A brief sum-
mary of our analysisis given in the Conclusion.
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Fig. 1. Dependence of the n = 1 mode stability limit By on
Opin iN the T-15M tokamak [17]. Two lower curves show the

results for the standard T-15M configuration [16]. The
dashed curves show the results for T-15M with the plasma
column shifted outward by 10 cm (circles) and shifted
simultaneously outward and upward by 10 cm (dots). The
upper curve (squares) is for the T-15M configuration, but
with awall similar to the ITER wall. The lowest curve gives
nowall

the B limit without stabilization by the wall, B ; dl

other curves give thelimitswith an ideally conducting wall,

B‘,’\,\'a” . The modeling is performed for a scenario with a

reversed shear for p,/p = 2.55.

2. POSSIBLE GAIN IN B DUE TO RWM
STABILIZATION

Before considering specific schemes of RWM stabi-
lization, it is useful to discuss whether or not such sta-
bilization isexpedient in principle. For this purpose, we
must answer two key questions: (i) at what 3 the RWMs
become unstable and (ii) what could be gained from
RWM stabilization if an ideal system for RWM sup-
pression could be used?

For the scenarios under consideration, these ques-
tions can be answered using the results from [17],
where the ideal B limits in ITER and T-15M were
numerically calculated by the KINX code [18]. The
results of these calculations are summarized in Fig. 1.
The T-15M geometry, the vacuum chamber shape, and
the other parameters (the wall thickness and conductiv-
ity) used in calculations [17] are taken from the T-15M
technical project [16]. The results shown in Fig. 1 are
obtained for an equilibrium configuration with the pres-
sure and current profiles corresponding to stationary
ITER scenario 4A with noninductive (steady-state) cur-
rent drive and the pressure peaking factor p,/p = 2.55,
where p, isthe plasma pressure at the magnetic axisand

p is the volume-averaged pressure. This scenario is
described in detail in[3, 14] for ITER andin[17] for T-
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15M. In addition to this “basic” scenario, we will also
consider asimilar scenario, but with p,/p = 3.1.

Thelowest curvein Fig. 1, which passes through the
open circles, gives the stability limit for ideal MHD
modesin T-15M in the absence of aconducting wall (in
other words, when the influence of the wall on the
plasma stability is negligible). We will cal this value

By "™ . It isthis value that is the RWM stability limit

when the plasmadoes not rotate or itsrotation isnot too
fast.

The next curve, running through the closed circles,

shows BL>' —the stability limit for ideal MHD modes

in T-15M, assuming that itswall isideally conducting.
This is the stability limit for the fast ideal modes with
growth rates (in the absence of a wall) of y > 1/1,,
where 1,, is the resistive wall time. In the cylindrical
approximation, this time is given by the formulat,, =
Mo0wdurw, Where o, 1, and d, are the conductivity,
minor radius, and wall thickness, respectively.

RWM instability arises a By above B"™': there-
fore, a system for suppressing RWMs is needed for

operating in the range By > B "™ . In the best case,
such a system would allow one to increase the stability

limitto By . For T-15M, thedifference By — B,

which isthe largest possible gain in B due to the active
RWM feedback stabilization, is not large. This follows

from a comparison of BK,V"”' calculated for T-15M
(Fig. 1, closed circles) and BK,“"" (squares) for asimilar
configuration, but with an ITER-like wall (with the
same shapeasin I TER, but with dimensionsreduced by

a factor of 4). We will refer to the latter value as the
ITER limit.

For a given plasma configuration, Bﬁd' is only

determined by the wall position with respect to the
plasma. The narrower the plasma—wall gap, the larger

Bu' . The lower value of By in T-15M, compared to

that in ITER, means that the first wall in T-15M is too
far from the plasma. The dashed linesin Fig. 1 show the

possible increase in BLV""” in T-15M when the plasma

column is shifted outward by 10 cm and when it is
simultaneously displaced outward and upward by
10 cm. The upward (or downward) displacement has a
little effect; thisis evidence of the strong localization of
the perturbation at the outer side of the torus and is
clearly seenin the subsequent figures. Itisvery difficult
to incorporate such a localization into analytical mod-
els; thisisconfirmed by the fact that there hasbeen only
one (to the best of our knowledge) successful attempt at
describing toroidal effects in the analytical theory of
RWMs [19]. The MHD limits in this case can be pre-
PLASMA PHYSICS REPORTS  Vol. 30
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cisely calculated only with the help of reliable numeri-
cal codes.

It can be seen from Fig. 1 that, for the scenario in

question, the width of the zone B> — B depends
strongly on g.,;, (the minimal value of the safety factor
in the plasma), which, at given profiles of the plasma
current and pressure, is determined by the normalized
current

_ _1[MA]
N = AIm] BT )

wherel, a, and B are the same quantities asin Eq. (1).
The numerical results show that, for the same plasma
boundary and a fixed net current, q.;,, iS nearly
inversely proportiona to the normalized current I. In
particular, for the main scenario with a plasma aspect
ratio of A = 3.1, an elongation of Kys = 1.76, and atri-
angularity of &5 = 0.39, we have q,,;,In ~ 2.5 a By =
3.53. The outward displacement of the plasma column
by 10 cm increases the aspect ratio to A = 3.3; in this
case, we have q,,;,I\ ~ 2.3. The quantity 1/q,,;, (for def-
initeness, it was calculated for the pressure profiles cor-
responding to o = 1 [17]) was chosen as an abscissaon
the stability diagram shown in Fig. 1 in order to sim-
plify the comparison of the results for a series of equi-
libria with various aspect ratios because the local min-
imain Fig. 1 are related to q,,;,, approaching the reso-
nant values. Another important characteristic is

B _ Bnowall

BwaII _ I3nowall ’

ay

3)

which determines the extent to which the lower ideal
stability limit is exceeded. This parameter is given in
the figure captions along with the a value [17], which
showsthe deviation of the pressure from that prescribed
by the initial scenario.

Figure 1 showsthat, at q.,;, > 2, thegainin 3 dueto
RWM feedback stabilization in the given configuration
is relatively small. It can be increased by placing the
conducting wall closer to the plasma and/or by choos-
ing aregime with alarger current corresponding to the
right part of Fig. 1 (g, < 2). Both of these possibilities
are considered below. We note that the increase in the
plasma pressure peakedness to p,/p = 3.1 resultsin a

substantial decrease in the difference B> — B> in

T-15M [17].

3. FORMULATION OF THE PROBLEM

Plasma perturbationsinduce wall currentsthat ham-
per perturbation growth but then decay because of the
finite wall resistivity. To stabilize RWMs and increase

the stability limit to Bﬁa" , itis necessary to completely

compensate for the resistive losses in the wall and to
sustain the induced currents at alevel corresponding to
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 2. Typical geometry of the correction coils and mag-
netic probes in the “ conventional” system of RWM stabili-
zation in atokamak [22].

the zero wall resistivity. This can partialy be achieved
with the help of a special stabilizing system.

The stabilizing system must create a helical field;
the best system for this purpose would be helical wind-
ings with the same helicity as that of the main unstable
mode. A stabilizing system that generates a control sig-
nal reproducing exactly the structure of the unstable
mode (without an admixture of extraneous harmonics)
can be called ideal. Such a system would require com-
plicated windings, e.g., such asthe modular coilsin the
Wendelstein 7-X stellarator [20, 21]. However, in mod-
ern tokamaks, ssimpler solutions are preferred. Thisis
explained by the fact that, as was already shown in the
DIl1-D tokamak, RWMs can be reliably stabilized with
the help of a stabilizing system consisting of six saddle
coils[7-12], provided that the error fields (on the order
of afew gauss on the resonant surface) are suppressed.
Such a system, which will be called conventional, is
shown schematically in Fig. 2, taken from [22]. A sSim-
ilar system for RWM stabilization is planned for the
KSTAR tokamak (Korea) [23] and isbeing investigated
as a possible candidate for usein ITER [24-27]. In all
these cases, the correction coils look like simple
frames. The question of the advantages of more com-
plex and (potentially) more efficient coil systems still
remains open. Here, by analogy to DIII-D, KSTAR, or
ITER, we consider a standard simple scheme: a con-
ventional stabilizing system with the number of frame
coils that is large enough to create the necessary field
with n=1. Aswas shown in [17], it isthe n = 1 mode
instability that imposes the strongest limitation on 3 in
T-15M.

In our calculations, the active coil system was simu-
lated, as was done in [22, 24, 28], by a single toroidal
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Fig. 3. Structure of an RWM with n = 1 (contour lines of the normal component of the plasma displacement) and the normal com-
ponent of the perturbed magnetic field bDe'”‘I’ at the T-15M wall (the wall is shown by the heavy solid ling). Without active stabili-
zation, yt,, = 2.7 (whereyisthe RWM growth rate). Two elements of the RWM stabilization system are shown schematically at the
outer side of the torus: the circle shows the position of the probe measuring the poloidal component of the perturbed magnetic field
inside the chamber, and the dashed-and-dotted line shows the active coils. The plasma parametersare py/p = 2.55, By =2.95 (0 =

0.85). Iy = 113, Qi = 2.2, Bhy

no wall

_BN

harmonic of the surface current on the p = p; surface
geometrically similar to the wall:

. f

i° = 3:8(p—pr)Vp x Viexp(ind). “)

Here, J; is the effective amplitude of the current in the
correction coils; p isthe radial coordinate; and 6 and ¢
are the poloidal and toroidal angles, respectively. In
[22, 24, 28], the function f was specified as a finite-
width smooth distribution approximately representing
a finite-width toroidal conductor. In our calculations,
we assumed that

£ _Dl, -0.,<6<86, s
()_Ep, 9.<6<2m— 0, )

which corresponds to an approximation of infinitely
thin stabilizing conductors. For acircular plasmaand a

=32-27=05anda,=0.5.

concentric wall in the cylindrical approximation,
expression (4) under condition (5) isreduced to

d(6—-6,)—-03(6+6,)
[oF

where p isthe minor radius, which, together with 8 and
z = R, forms a usua cylindrical coordinate system
(21R is the torus length). Such a representation of the
current in the stabilizing windings was used in [ 26, 29].

The existing theory of RWM stabilization by afeed-
back system shows that the efficiency of such a system
substantially depends on the orientation and position of
the magnetic probes [8-12, 24-27, 29-31]. On the
other hand, alarge degree of freedom is allowed for the
position of the correction coils. For many years, exper-
iments in the DIII-D tokamak have been performed
with the correction coils located outside the vacuum
chamber. The design of KSTAR showsthat it istechni-
cally possible to insert the correction coils inside the

is = 3:3(p—py) exp(inf), (6)

PLASMA PHYSICS REPORTS Vol. 30 No. 11 2004
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vacuum vessel. From the viewpoint of RWM stabiliza
tion, this is obvioudy the best solution, because it
excludes the problem of the penetration of the control
field through the wall. This definitely gives rise to cer-
tain technical difficulties related to the interaction of
the plasma with these conductors, including mechani-
cal problems associated with the large forces acting on
the conductors during disruptions. Here, we consider a
“standard” version: correction coils outside the cham-
ber. As a control signal, we use the amplitude of the
poloidal component of the total perturbed magnetic
- field inside the vacuum vessel at the outer side of the

0.5 ] ] ] 1 I ] ] torus.
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
O./m 4. RESULTS OF CALCULATIONS
i o ; i P To calculatethe RWM stability, we used aversion of
Fig. 4. Minimal gain factor allowing RWM stabilization as . : !
a function of the width of the active coils. The plasma the KINX code [18] in which the tokamak vacuum
parametersarepy/p =2.55, By =2.95 (0 = 0.85), Iy = 1.13, chamber was represented by a thin shell (henceforth
wal - nowall referred to as the wall). The geometry and characteris-
Omin =22, By — By =32-27=05anda,=05.

tics of the T-15M vacuum vessel were taken from [16,
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Fig. 5. Structure of an RWM with n = 1 near the stability limit (Rey = 0) and the normal component of the perturbed magnetic field
bDei”‘I’ at the T-15M wall. The solid line shows the total field, the dashed line shows the field produced by the active coils, and the
dashed-and-dotted line shows their difference (the sum of the fields produced by the plasma and the wall). The width of the active
coilsis 8. = 0.2t The gain factor necessary for RWM stabilization isK = 0.75. The plasma parametersare py/p = 2.55, By =2.95

wall no wall

(@ =0.85), Iy= 113, Gnin = 2.2, By = Br " =32-27=05,and o, = 0.5.
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Fig. 6. Structure of an RWM with n= 1 near the stability limit (Rey = 0) and the normal component of the perturbed magnetic field
bDe'”¢ at the T-15M wall under the same conditionsasin Fig. 5, but with wider stabilizing coils: 8, = 0.3t Thegain factorisK =0.7.

32]. The simulations were similar to those in [17], but
were performed with allowance for the finite conduc-
tivity of the first wall and the feedback stabilizing sys-
tem. In this case, the eigenvalue problem for perturba-
tions depending on time as expyt is more complicated
than in the case of ideal MHD stability without dissipa-
tion because the eigenvalues can be complex and the
equations depend nonlinearly on them. The code was
tested using the analytical results for a large-aspect-
ratio tokamak [33].

The possibility of active RWM stabilization in a
tokamak with T-15M parameters was analyzed for an
equilibrium state with 3 = 2.95 and 1/q,,;,, = 0.45 (0 =
0.85and Iy =1.13inthetermsof [17]), which is unsta-
blewithout awall but, ascan be seenin Fig. 1, could be
stabilized by anideal wall. Figure 3 showsthe structure
of an unstable RWM without feedback stabilization.
Cadlculations of the growth rate y of this mode yield
YT, = 2.7, wheret,, = 6.35 x 10~ sisthe effectiveresis-
tive wall time obtained by averaging the thickness of
the T-15M wall over the poloidal angle. Since this 1,,
value is small, the RWM growth rate y in the T-15M
tokamak will be fairly large. We can say that this wall
is too thin to efficiently stabilize kink modes. We note

that T, in T-15M isapproximately 50 times smaller than
the effective value of 1, in ITER.

In all the figures, starting with Fig. 3, 8 is the poloi-
dal angle counted counterclockwise from the plane of
thewall symmetry (6 = 0 on the outer side of thetorus).
We analyzed the plasma stability in the framework of a
linear MHD; therefore, the amplitude of the perturbed
magnetic field in Fig. 3 and the subsequent similar fig-
ures are given in arbitrary units.

The structure of the numerically calculated pertur-
bationsis shown in Fig. 3 and the subsequent figures by
the contour lines of the quantity §,,, which is the com-
ponent of the plasma displacement normal to the mag-
netic surfaces. Knowing the number of the &,, extrema,
which look like “idands’ surrounded by closed con-
tours, allows oneto determine the poloidal number mof
the main harmonic. In toroidal geometry, mis a local
characteristic that can be different at different distances
from the magnetic axis. In Fig. 3, one can see six large
“idands” These are the alternate maxima (in our fig-
ures, one of them is aways located at the outer side of
thetorus) and minimaof §, of them= 3 mode. The con-
densation of the contour lines in the radial direction,
which is clearly seen in Fig. 3 and the subsequent fig-
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Fig. 7. Structure of an RWM with n = 1 and the normal component of the perturbed magnetic field bDei”"’ at the T-15M wall for a
larger pressure peaking factor. Without active stabilization, yTt,, = 5.3. The plasma parametersare py/p = 3.1, By =2.2 (a = 0.6),

wall
IN= 113, qmin = 19, BN
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ures as closed contours located near the plasma bound-
ary and closely repeating its shape, corresponds to the
sharp change of the &, structure in the vicinity of the
resonant surfaces.

To model RWM feedback stabilization, we use a
simple control algorithm:
feedb tot

3B® = _KksBY.. )

Here, K isthe gain factor, 53;;‘2‘;b is the radial compo-
nent (the projection onto Vr) of the magnetic field cre-

ated by the stabilizing system, and 3By is the poloi-

dal component of the total perturbed field. The index

“sens’ shows that the values of 3By and 8B, are

taken at the position of the sensor (probe) measuring
the poloidal component of the perturbed magnetic field.
In Fig. 3 and the subsequent similar figures, this posi-
tion is shown by asmall open circle. Asin [22, 24-27],
we assume that the probes are placed inside the vacuum
chamber in the equatorial plane on the outer side of the
torus.

PLASMA PHYSICS REPORTS  Vol. 30
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=2.32-199=0.33, and oy, = 0.62.

Prescribing the current in the stabilizing coils by
Egs. (4) and (5), we varied 6, (the half-width of the cor-
rection coils in the poloidal direction) and calculated
theminimal gain K, in Eq. (7) that was necessary for
RWM stabilization at different 6, (Fig. 4). The quantity
Knin iSusually called the“critical gain” [22, 24, 25, 27].
In those papers, curves similar to that shown in Fig. 4
were calculated for different “advanced” equilibria.
The absolute values of K,,;, depend on the parameters
of a given equilibrium configuration; however, the
dependence of K ;, on the poloidal width of the correc-
tion coilsin [22, 24, 25, 27] was always similar to that
shown in Fig. 4. We note that, in [22, 24], the minimal
value of K, was achieved at 28./mt= 0.55. Our calcu-
lations give approximately the same value.

Our calculations show that, for the equilibrium con-
figuration under study, the minimal value of the neces-
sary gain factor, K = 0.7, isachieved at 6, = 0.21-0.37L
We note that the distance between the two main max-
ima of |bg| in the right top panel of Fig. 3 is approxi-
mately equal to AB = 0.351t It follows from Fig. 4 that
it is AB that determines the necessary width of the cor-
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rection coils: K< 1 at 0.5A8 < 8 < A@. If 6, liesoutside
thisrange, the efficiency of RWM stabilization with the
help of frame coails is sharply reduced and larger gains
are required. Therefore, the question of the dimensions
of the correction coils should be discussed on the basis
of the forecasts of MHD theory for the possible operat-
ing scenarios of atokamak. However, the presence of a
wide zonein 6, where K, < 1 (see Fig. 4) means that
the restrictions imposed on the choice of the correction
coils are not too severe.

The presence of a pronounced minimum in Fig. 4is
also explained by the fact that the correction coils with
the current prescribed by Eq. (4) and the perturbations
produced by the plasma have different symmetry: the
perturbation is helical, while the coils are axially sym-
metric.

The equilibrium state with By = 3, the results for
which are shownin Figs. 3 and 4, would be stableif the
wall wereideal (in other words, if the condition b; =0
would be satisfied on thewall). With the help of anideal
stabilizing system, this condition could also be satisfied
on areal wall with afinite conductivity. The difference

=3.06—-1.98=1.08, and o, = 0.54.

between the conventional system, which is considered
here, and the ideal one manifests itself in the fact that
b, # 0 at the wall even when the unstable mode is suc-
cessfully suppressed by the stabilizing system (Fig. 5).
In Fig. 6, the same is shown for the case of wider cor-
rection coils; here, 8, = 0.311, whilein Fig. 5, 8, = 0.21T

Figures 3, 5, and 6 show that the mode structure in
the plasma changes only slightly under the action of the
stabilizing field. Thiswas noted earlier in many numer-
ical calculations[8, 11, 22, 24, 25, 28]. We explain this
effect (sometimes called “made rigidity”) by the fact
that the weak stahilizing field cannot strongly affect the
profiles of the plasma current and pressure, which
determine the behavior of perturbations in the plasma.

Thus, in a configuration with p,/p =2.55and I =
1.13, RWMs become unstable at By > 2.7. At By = 3,
when yt,, = 2.7, the gain factor K = 0.70-0.75 is suffi-
cient for RWM stabilization. If weincreasep,/p t03.1,
keeping Iy unchanged, the RWM stahility threshold

no wall

decreasesto 3 =2.0[17] and the open-loop-mode
growth rate (without active stabilization) increases to

PLASMA PHYSICS REPORTS Vol. 30 No. 11 2004
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upward by 10 cm. The Z axisis displaced upward by 10 cm, following the plasma shift. The plasma parameters are py,/p = 2.55,

all
Bu=3 (0 =1.0), Iy=1.03, Guin = 2.2, By

no wall

_BN

y1, = 5.3 at By = 2.2. These adverse changes are rel ated

to the appreciable reductionintheideal limit By* from
3.2 inthefirst case (p,/p = 2.55) to 2.3 in the second

case (py/p =3.1). Itisworth noting that it is practically
impossible to observe the change in the mode structure
outside the plasma: the perturbation in Fig. 7 amost
repeats that shown in Fig. 3. Nevertheless, alarger gain
factor is required for RWM feedback stabilization in
the latter case: K= 1.1at By = 2.2

The results presented in Figs. 3—7 apply to the case
Iy= 1.13, which corresponds to the middle of the
parameter range on the horizontal axis in Fig. 1. We
also performed calculations for a configuration with
In=1.53 (Qmin = 1.7); inFig. 1, thisconfigurationisrep-
resented by the rightmost points with a larger value of

B\l,uva” 3 B,r\llowan =3.06—1.98 = 1.08 (dueto an apprecia-
no wall

bledecreasein B~ ) ascompared to thefirst version
with Iy = 1.13 (Q,,;, = 2.2). The mode structure in the
plasma and the dependence of b, at the wall on the
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poloidal anglefor thiscaseare showninFig. 8. Thecal-
culations were performed for 3y = 2.56, when K = 1.1
is required for RWM stabilization. In this case, the
growth rate y was again larger than that in the previous
case: y1, =4.9.

In Fig. 1, the dashed lines show that the narrowing
of the plasma—wall gap at the outer side of the torus
increases the stabilizing effect of the wall onthen =1
mode. Thisis also true for other modes. Let us recall

that the By limits given in Fig. 1 were calculated

assuming the wall to be ideal. The results presented in
Fig. 9 are obtained with allowance for thefinite conduc-
tivity of the vacuum chamber. This figure may be com-
pared with Fig. 3 because the profiles of the plasma
pressure and current and the values of 3y and q,,;,, are
the same in these two cases. Placing the conducting
wall closer to the plasma alows one to suppress the
RWMs and achieve a higher 3 than those in the stan-
dard case at the same requirements to the stabilizing
system. Placing the wall closer to the plasma aso
reduces the RWM growth rate. For the case illustrated
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Fig. 10. Growth rate of an RWM with n = 1 asafunction of (a) By and (b) a, = (B — M Waly/(Wal — growaly for the three equilib-
rium configurations: Iy = 1.13 (solid line) and |y = 1.53 (dashed-and-dotted line) for the standard plasma position relative to the T-
15M wall and Iy = 1.03 for a plasma column displaced outward and upward by 10 cm (dashed line). The vertical asymptotes shown

by the dotted linesin plot (a) correspond to theideal stability limits By = B‘,(lva” equal t0 3.06, 3.2, and 3.6. In all cases, py/p = 2.55.

by Fig. 9, we obtain yt,, = 2.3, whereas in thefirst case,
V1, = 2.7 a the same 3 = 3.

Figure 10 demonstrates the stabilizing effect of the
conducting wall on an unstable kink mode for the three
cases discussed above. Without awall, the growth rate
isonthe order of the Alfvén frequency. With awall, the
instability growth rate is determined by the resistive
wall timert,, In al these cases, the plasmaisunstable at
B > prowall The instability growth rate is small at a
small excess over the 37 & [imit and then very rapidly
increases with increasing 3, reaching a value on the
Order Of 10/TW at B _ Bno wall ~ 0.75(Bwall _ Bno wall).

The dependences of yt,, on By in Fig. 10a have dif-
ferent thresholds and different asymptotes for different
equilibrium configurations. However, being regarded
asfunctions of ay, defined by Eq. (3), they turned out to
be close to one another, especialy at a, < 0.5 (see
Fig. 10b).

4. CONCLUSIONS

All the theoretical works on RWM feedback stabili-
zation (see, e.g., [11, 12, 15, 22-31, 33-38]) make opti-
mistic conclusions about the efficiency of the above sta-

bilization methods with a simple geometry of the cor-
rection coils and simple operation algorithms.
Successful experiments in the DIlI-D tokamak [7-12]
have proven that these theoretical predictions are quite
reliable. One of the greatest achievements in DIII-D

all .
was an amost double excess over By during

approximately 1 s[9]. The possibility of such an excess

over B" in ITER due to active RWM stabilization

was earlier predicted in [25]. Our calculations show
that the larger the distance between the plasma and the
wall, the smaller the gain in B. In particular, in the
T-15M tokamak, RWM stabilization would allow oper-

no wall

ation at By = 3; however, a double excess over By
in T-15M cannot be obtained because the calculated

vaue of By — B for T-15M is smaller than that

for ITER (seeFig. 1). It isexplained by the fact that the
T-15M vacuum chamber is not so closeto the plasmaas
the first wall in ITER. This difference between T-15M
and ITER isillustrated by Fig. 11. The dashed curvesin

Fig. 1 show that the value of B — B in T-15M
could be increased approximately to the ITER level by

PLASMA PHYSICS REPORTS Vol. 30 No. 11 2004
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1.0 12 14 1.6 1.8 20 2.2
R, m

Fig. 11. Plasmaboundary (light solid line) and the position
of the T-15M wall (heavy line). The dashed and dotted lines
show the plasma boundary shifted outward by 10 cm and
therescaled ITER wall, respectively.

placing the wall closer to the plasma by 10 cm at the
outer side of the torus.

An important parameter of the problemist,, In our
case, this parameter determines the absolute time scale.
It can be seen from Fig. 10 that the RWM growth rate
is afew units of 1/t,, this growth rate determines the
necessary operation speed of the stabilizing system.
The smaller theresistivewall timet,, the more difficult
it isto stabilize the RWM mode. Let usrecall that 1, =
6.35 x 10~ sfor the parameters accepted in the T-15M
technical project [16], whereasin ITER, we have T, =
0.3 sfor each of itstwo walls[26, 15]. ToincreaseT,, in
T-15M, it is necessary to increase the thickness of the
vessel wall.

The narrowing of the plasma—wall gap at the outer
side of the torus and the increase in 1,, can be consid-
ered as natural measures for making T-15M more sim-
ilar to ITER. On the other hand, these measures are
absolutely necessary if operation with 3y = 3 isdesired
in T-15M. For comparison, the JT-60SC project consid-
ersthe possihility of stationary operation with 3= 3.5~
5.5[39].
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The problem of RWM stahilization in a tokamak
with T-15M parameters has been analyzed here as a
purely theoretical task without linking it to any specific
engineering solutions. The choice of the scheme of the
stabilizing system is a separate important problem.
Experiments carried out in the DIII-D tokamak [7, 9—
12, 40] showed that RWMs can be successfully stabi-
lized only when the static resonant fields (the so-called
error fields) are suppressed. Such fields with an ampli-
tude of afew gauss at the resonant surface can lead to
instability even with the “proper” operation of the
dynamic stabilizing system [4, 6-9, 12, 40, 41]. Hence,
the stabilizing system must suppress not only RWMs
but also small static helical harmonics, thus providing a
high “purity” of the magnetic field. The necessity of
such a suppression, proved by DIII-D experiments,
confirms the validity of the “Precision Tokamak” con-
cept proposed many years ago [42].

Theresults of calculations presented in Fig. 10 show
that the dependence of the RWM growth rate on 3 for
different profiles of the safety factor follows approxi-
mately the same scaling,

40,
l-ay

VA 8)
where a,, is the parameter defined by Eqg. (3). The veri-
fication of the validity of this scaling over a wider
parameter range is a subject for further study. We note
that Eq. (8) corresponds to the functional dependence
givenin [43] for the so-called stability constants.
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Abstract—Helical perturbations of the tokamak magnetic field can give rise to magnetic islandsin the vicinity
of the rational magnetic surfaces at which the pitch of the magnetic field lines coincides with that of the pertur-
bation. The widely known relationship between the magnetic island width and the perturbation amplitude is
valid under the assumptionsthat theisland width issmall in comparison to the radius of the rational surface and
that the perturbation amplitude is constant in theradial direction. The latter assumption indicates that theisland
width is small in comparison to the radial size of the region where the perturbation current is localized. The
calculations carried out for four model magnetic field configurations show that the geometry of the magnetic
islands depends on the extent to which the perturbation current is localize and that the width of the magnetic
islandsis smaller than that calculated from the familiar relationship. The larger the perturbation amplitude, the
greater this difference: it may be as large as 25% for the strong perturbations arising during disruptions. The
calculations are based on the solution of the geometric problem of constructing the lines of the magnetic field
determined by the given distributions of theinitial current and perturbation current; the equilibrium equationis
not considered. The question of the direction of the perturbation current within the island relative to the direc-
tion of the initial unperturbed current is discussed. The perturbation current flowing in an island is directed
oppositeto theinitia current with aradially decreasing density; for this reason, such an island can naturally be
called a“negative’ island. Together with the formation of negative islands, the formation of “ positive” onesis
also considered. The latter are shown to form under the following conditions: the perturbation current density
should be higher than the density of the current that produces the unperturbed field and the perturbation current
itself should be localized in a sufficiently narrow radia layer. The positive islands are smaller in size than neg-

ative ones. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The onset of tearing instability [1] is accompanied
by the formation of magnetic islands about the rational
magnetic surfaces at which the pitch of the magnetic
field lines coincides with that of the perturbation. The
formation of magnetic islands inside the plasma col-
umn indicates the enhancement of radial transport in
their vicinity [2]. The width of the magnetic idand is
traditionally estimated from the following well-known
relationship [3-7]:

W = 4r B,

ey

I's

Here, B,, isthe amplitude of the perturbed radial field,
By istheinitial unperturbed poloida field of the toroi-

rB; . . .
dal current, q= R_BT isthe safety factor, By isthetoroi-
0

dal magnetic field, r is the radius of the rational mag-
netic surfaceat whichq= % and mand n are the poloi-

dal and toroida mode numbers of the perturbation.
Relationship (1), which contains the local values of the
parameters at the rational magnetic surfaces, isvalid for
magnetic islands whose width is quite small in compar-
ison to the radius of the rational surface, W < r,, and

under the assumption that the perturbation amplitudeis

constant in the radial direction, B, (r) O B (ry) [8, 9].
The approximate character of relationship (1) is
emphasized, e.g., in the book by Bateman [10] by using
the approximate equality sign in it. The assumption
B: (r) O B, (ry) implies that the width of the islands is
small in comparison to the radial size of the region
where the perturbation current is localized. In order to
estimate how the extent to which the perturbation cur-
rent is localized affects the geometry of the magnetic
islands, the magnetic field lines were analyzed for four
model magnetic field configurations. The magnetic
configuration was specified by the initial current and
perturbation current; the equilibrium equation was not
considered. Analytic solutions to the equations for the
magnetic field lines were obtained. These expressions
determine, in particular, the magnetic island width. One
such magnetic field configuration was used by Ruther-
ford [11] to study the nonlinear growth of a tearing
mode in plane geometry. The use of plane geometry
simplifies the analysis and provides an adequate
approximation for sufficiently narrow islands (W < ry)
in cylindrical geometry. Rutherford [11] derived arela
tionship between the magnetic island width and the
amplitude of the perturbed magnetic field and showed
the way in which thisrelationship can be generalized to

1063-780X/04/3011-0907$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Schematic representation of Kadomtsev's auxiliary
field: (a) radial profilesof (1) thefield Bg of thetoroidal cur-

rent jo, (2) the field of the uniform current j,, (3) Kadomt-
sev'sauxiliary field By , and (4) the linear approximation to
Kadomtsev'sfield; (b) radia profiles of (/) the toroidal cur-
rent density j, and (2) the uniform current density j,,. The

vertical dashed line shows the position of the rational sur-
face of radiusrg,

the case of cylindrical geometry and which leads to
relationship (1).

Besides studying the dependence of the magnetic
island width on the perturbed magnetic field, we will
also discuss the question about the rel ative directions of
the perturbation current within the isand and the cur-
rent producing the initial field. It is well known (see,
e.g., [12]) that, when the plasma current density is radi-
ally decreasing, the perturbation current flowing in the
island is negative, so that such an island can naturally
be called anegativeisland. In recent years, the question
of the formation of not only negative but also positive
magnetic islands has been discussed [12]. In the present
study, the widths of both negative and positive islands
are calculated. The conditions for the onset of positive
islands are shown to be close to that determinedin [12].

The paper is organized as follows. Section 2 con-
tains a detailed anaysis of the structure of magnetic
islands in plane geometry in the magnetic field config-
uration considered in [11]. For this field configuration,
the solution to the equation for the magnetic field lines

CHUDNOVSK1Y

can be represented in the form of an explicit depen-
dence of the radia coordinate of the field line on its
poloidal coordinate; this substantially simplifies the
analysis of the structure of magnetic isands. In [11],
the perturbation field was specified to be independent
of theradial coordinate; this corresponds to a magnetic
island whose width is much smaller than the size of the
region where the perturbation current is localized. Sec-
tion 3 is devoted to studying the opposite situation, in
which the magnetic island width ismuch larger than the
size of the localization region of the perturbation cur-
rent. Thissituation, whichisalso treated in plane geom-
etry, corresponds to the limiting case of a surface per-
turbation current. The magnetic islands produced by a
perturbation current that is localized in a finite-width
layer are described in plane geometry in Section 4. The
magnetic islands produced by a surface perturbation
current are considered in cylindrical geometry in Sec-
tion 5. Finally, Section 6 summarizes the main results
of this study.

2. MAGNETIC ISLAND IN PLANE GEOMETRY.
THE MODEL OF A WIDE DISTRIBUTION
OF THE PERTURBATION CURRENT

Before considering magnetic islandsin plane geom-
etry, we discuss a correspondence between the parame-
ters of the magnetic field modelsin plane and in cylin-
drical geometry. In cylindrical geometry, it is conve-
nient to study the magnetic islands in a cross section
that isorthogonal to the magnetic field line on the ratio-
nal magnetic surface of radius rs. However, instead of
describing the magnetic islands in such a cross section,
Kadomtsev [13] proposed using an auxiliary magnetic
field By . The field B} is defined as the difference
between theinitial field, which is produced by the cur-
rent of density j,(r), and afield that increaseslinearly in
theradial direction in such away that the auxiliary field
vanishes at the rationa surfacer (Fig. 1a):

r
B = Bo— Be(rs)r_-
S

This linearly increasing field can be created by a uni-
form current whose density j,, is equal to the mean den-
sity of theinitial current j,(r) inside the rational surface
(Fig. 1b). In atypical case of aradially decreasing ini-
tial current density, the density of the resulting current
in the vicinity of therational surfacer,is negative. The
auxiliary field in anarrow layer around the rational sur-
faceisusually described by the linear approximation to
Kadomtsev’'sfield,

q(rs)
q(rs)

where j5 = jo(rs)—j,. It should be stressed that
Kadomtsev'sfield changessignatr =r.,

B =—Bo(rs) (r=ry = Wojo(r=ry), (@

PLASMA PHYSICS REPORTS Vol. 30 No. 11 2004
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In plane geometry, the problem is treated in a rect-
angular coordinate system in which x = r — r is the
radial coordinate and y = Or, is related to the poloidal
angle. The initial unperturbed magnetic field, which
changes sign at x = 0, is created by a uniform current
flowing in alayer that is infinite in the y direction but
finite in the x direction and is symmetric about the x =
0 plane. The initia field is related to the density j, of
this current by the relationship

B, = ByX = HgjoX. 3)

The perturbation current density istakento be j =

j;cosmB. This corresponds to the magnetic field pertur-
Mol

bation B, = B,,sinm@ (with B, = e and k = nyry),

which is constant in the direction of the radia coordi-
nate x (the case that is usually considered in the litera-
ture; see, e.g., [8, 9]). Theamplitudej, isassumed to be
positive. Thismodel of a“wide” distribution of the per-
turbation current density describes magnetic islands
whose radial width is substantially smaller than the size
of the region where the current is localized. A similar
magnetic field configuration was considered by Ruther-
ford [11] in analyzing the nonlinear growth of atearing
mode. The solution to the equation for the magnetic

. dx _rgde
field lines, Bsnmd ~ B;,x’

has the form

X2
cosmb = C+ 2=,
h

2r i ,
mr B,

and the signis chosen in accordance with the sign of B, .

“4)
where

h = )

We first consider the case in which B), < 0 and the
initial current j, is directed opposite to the z axis. This
direction of the current j, agrees with that of the result-
ing current j& , which produces Kadomtsev's auxiliary

fieldin the case of aradially decreasing current density.
In this case, the explicit expression for the radial coor-
dinate x of the magnetic field line has the form x =

+h ,CL;sme_ The constant of integration C = 1

determines the separatrix X = +h sinm—ze‘ , which sepa-

rates the closed magnetic field lines from the lines
extending from —oo to +c along the coordinatey = r 8
and that do not cross the x axis. The centers of the
closed magnetic field lines are at the so-called o-points
of the magnetic islands with the coordinates x = 0 and
mO = (2| + 1)1t The separatrix is self-intersecting at the
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so-caled x-points with the coordinates x = 0 and
mO = 2ITt In this case, the negative and the positive
phases of the perturbation current correspond to the
o- and x-points of the island, respectively. Hence, the
direction of the perturbation current at the o-point of
the island coincides with the direction of the current j,,
which produces the field B, or, in other words, the
island forms around the perturbation current flowing in
the direction of the current j,. Note that the o- and
X-points constitute a family of singular points of the
equation for the magnetic field lines: at these points,
both field components vanish. The parameter h, which
characterizesthe perturbation amplitude, isequal to the
half-width of the magnetic island. Figure 2 shows the
pattern of the magnetic field lines that form an m= 2
island and correspond to solution (4) with B, < 0 and
h = r,. The characteristic parameter h of the perturba
tion is chosen to be sufficiently large in order to illus-
trate how the field line patterns differ from one another

in different model magnetic field configurations (see
Figs. 2, 3, 7).

For B, > 0, when the current j, flows along the
zaxis, the explicit expression for x takes the form x =

+h /7—(—:—4'—2(:—95@9 . The constant C = —1 determinesthe

Separatrix X = +h cos%e‘ . In this case, the pattern of

the magnetic islandsis shifted by AmB = ttwith respect
to that shown in Fig. 2. The closed magnetic field lines
are centered at the points with the coordinatesx = 0 and
mO = 2I1t, and the separatrix is self-intersecting at the
points with the coordinates x = 0 and m@ = (2l + 1)1t
Accordingly, the positive and the negative phases of the
perturbation current correspond to the o- and x-points
of the island, respectively. Therefore, when the current
Jo 1s directed along the z axis, the islands also form
around the perturbation current flowing in the direction
of the current j,.

Hence, regardless of the relative magnitudes and rel -
ative directions of theinitial current j, (which produces
thefield By) and the perturbation current j,, theisland in
the plane model configuration in question alwaysforms
only around the perturbation current whose direction
coincides with that of the current j,. In this model, the
closed magnetic field lines cannot form around the per-
turbation current j, flowing in the direction opposite to
that of the current j,.

Notethat, in atypical case in which the current den-
sity j, is radialy decreasing (see below), the island in
cylindrical geometry forms around the perturbation
current j, whose direction coincides with that of the

current j§ (which produces Kadomtsev's field) but is

opposite to that of the current j,. By virtue of the fact
that the perturbation current flowing through the
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Fig. 2. Pattern of the magnetic field lines of an m= 2 mag-
netic isand in plane geometry for a perturbation with the
amplitude h = rg and for awide distribution of the perturba-

tion current density. The solid curve is the separatrix.

o-point of the idand is negative, such an island is usu-
ally called a negative island.

The total width of a magnetic island is expressed as

W = 4rg Ba . According to [11], this expression
mr B,
can be generalized to cylindrica geometry by the

dBa

replacement B, — oo and B,, — B,,. This
somewhat implicit procedure leads to relationship (1)
for the width of the magnetic island. It is this relation-
ship that is widely used [3—7] to estimate the isand
width from agiven perturbation and agiven initial mag-
netic field configuration. Relationship (1) is derived
under the assumption that the perturbation current is
distributed over the entire space; this corresponds to a
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2Mr

3172

72

1 x/rg

Fig. 3. Pattern of the magnetic field lines of an m= 2 mag-
netic isand in plane geometry for a perturbation with the
amplitude h = rgand for a surface perturbation current. The

solid curve is the separatrix.

magnetic island whose width is much smaller than the
radial size of the region where the perturbation current
flows. We now turn to adiscussion of the opposite case,
inwhich the radial size of the localization region of the
perturbation current is much smaller than the island
width—the case of a surface perturbation current.

3. MAGNETIC ISLAND IN PLANE GEOMETRY.
THE MODEL OF A SURFACE PERTURBATION
CURRENT

Asinthe previous section, the initial magnetic field
is specified by expression (3). Let us consider the case
in which the magnetic perturbation is created by a sur-

face current that is directed along the z axisand is dis-
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 4. Relative half-width of (a) alarge and (b) asmall mag-
netic idand vs. perturbation amplitude in plane geometry.

tributed inthex = 0 planeas 1 = 1,cosmB. The compo-
nents of the magnetic field perturbation have the form

By = B, exp(—k|x/)sinmé,
I§y = —sgn(x) By, exp(—k[x|) cosm8,

l
wherek=mrsand B, = By, = —u%l .
In contrast to the magnetic field of a current distrib-

uted over the entire space, the magnetic field produced
by a surface current has a nonzero component éy. In
this case, the singular points of the equation for the
magnetic field lines (the points where both of the com-
ponents B, and B, + éy of the total magnetic field van-

ish) lienot at the x = 0 axis but at a certain distancefrom
it. The distance xg, from the singular pointsto thex =10
axis is determined by the relationship

Xspl Xsp[] _ M
ls exp%n rs[|

= , 6
200 ©)
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Fig. 5. Elongation of (1) alarge and (2) a small magnetic
island vs. perturbation amplitude.

where the parameter his given by formula (5). The fact
that the singular points do not lie at the x = 0 axisleads
to a field line pattern differing from that considered
above.

The solution to the equation for the magnetic field
lines

d r.de
== ™
By Byx+By
has the form
2
X
cosme = thzﬁ-gexp(klxl), (8)

where, as in solution (4), the sign is also chosen in
accordance with the sign of B, . Again, the perturbation

is characterized by the parameter h; however, this
parameter is not now the half-width of the magnetic
island. In contrast to solution (4), solution (8) contains
the factor exp(k[x]), which substantially changes the
behavior of the field lines. The pattern of the magnetic
field lines for the m = 2 perturbation corresponding to

solution (8) with B, <0 and h=rgisshowninFig. 3.

Let usrecall that, in the case of a wide distribution
of the perturbation current density, the islands form
around the perturbation current only when its direction
coincides with that of the initia current j,. In the case
of a surface perturbation current, additional islands
form around the previous positions of the x-points (x =
0, mB = 2I11), wherethe perturbation current flowsin the
direction opposite to the initial current j,. In this case,
the x-point splits into two points (X = Xy, M6 = 2IT),
where X, is determined by relationship (6). In the
vicinity of the o-points (x =0, m0 = (21 + 1)1), the per-
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Fig. 6. Relative half-width of an m= 2 magnetic island vs.
perturbation amplitude for d = (1) rg, (2) 0.5rg, and (3) 0.2rg.
Curve 4 refers to the case of a surface perturbation current.

turbation current 1 = 1,cosm® is negative; i.e., it flows
in the direction of the initial current. In the case of the
reversal initial current, the field line pattern is phase
shifted in such away that the direction of the perturba-
tion current at the o-points, as before, coincides with
the direction of theinitial current. Hence, the model of
a surface perturbation current implies that, regardiess
of the relative directions of theinitial current j, (which

produces the field By) and the perturbation current 1,a
large island forms around the perturbation current
whose direction coincides with that of the current j,,
while asmall island forms around the perturbation cur-
rent flowing in the opposite direction. The magnetic
field line that passes through the two split points is the
separatrix (Fig. 3). From Fig. 3, we can see that the
maximum distance x,,,, between the separatrix and the
x =0 axisislessthan h =rg. It isthe distance x,,,, that
is the half-width of the large magnetic idand, and it is
the distance X, that is the half-width of the small
island.

Figure 4 shows how the haf-width x,,, of alarge
magnetic island and the half-width x,,, of asmall island
depend on the characteristic parameter h of the pertur-
bation. The parameter h and the half-width xg, of a
small island are normalized to the characteristic period
r¢/m of the perturbation in order for the curvesin Fig. 4
to be universa for perturbation modes with arbitrary
poloidal numbersm. The half-width of alarge magnetic
island is normalized to the characteristic parameter of
the perturbation, h, which is equal to the idand half-
width (5) in the case of a wide distribution of the per-
turbation current density. Hence, Fig. 4a shows the
amount by which the half-width of amagneticisland in
the model of a surface perturbation current differsfrom
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Fig. 7. Pattern of the magnetic field lines of an m= 2 mag-
netic island in cylindrical geometry for a perturbation with
the amplitude h = rg and for a surface perturbation current.

The solid curves are the separatrices.

that in the model of awide distribution of the perturba-
tion current density. This difference increases approxi-
mately linearly with the perturbation amplitude.
For weak perturbations such that h < rg, and Xg < 1,
the half-width xg, of a small magnetic island is qua-
draticinh,

Xspl

I's

mpr

400" ©)

while the half-width x,,, under the same conditions
increases linearly with the perturbation amplitude,
Xmax = h. FOr weak perturbations, we have Xg < Xyux-
For any finite value of the characteristic parameter h of
the perturbation, the half-width Xy, islessthan the half-
width X.,... As h increases without bound (e.g., due to
PLASMA PHYSICS REPORTS  Vol. 30
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an increase in By), the half-width Xy, approaches the
half-width x,,, from below.

In Section 5, in discussing the magnetic islands in
cylindrical geometry, it will be explained why, for a
radially decreasing current density, the large island is
called negative and the small island is called positive.
Aswas pointed out in [12], the elongation of the posi-
tive islands is greater than that of the negative islands,
which should lead to an asymmetry in the distribution

of the magnetic field perturbation Be outside the
plasma column. The dependence of the elongation of
the magnetic islands on the perturbation amplitude is
shown in Fig. 5, in which the elongation is defined as
the ratio of the width of the magnetic island (2x.,,, or
2X4y) toitslength Ay along the x = 0 line. It can be seen
that, in accordance with [12], the elongation of a posi-
tive (small) island isin fact greater than that of a nega-
tive (large) island. Nevertheless, when thereisonly one
perturbation mode with the poloidal number m, the
greater elongation of the positiveisland does not lead to

any asymmetry of the distribution of Be outside the
plasma column.

In this section and in Section 2, we have considered
two limiting cases of the distribution of the perturbation
current density: infinitely wide and infinitely narrow
distributions. In the next section, we will analyze the
case of aperturbation current density distributed over a
layer of finite radial width.

4. MAGNETIC ISLAND IN PLANE GEOMETRY.
THE MODEL OF A PERTURBATION CURRENT
DISTRIBUTED OVER A FINITE-WIDTH LAYER

As in the previous two cases, the initial magnetic
field is given by expression (3). We consider the casein
which the perturbation is driven by a current that flows
along the zaxis and whose density is distributed accord-

ing to the law | = j,cosmB over the layer -d < x < d.

The distribution of the field components within the
layer has the form

k
~ _ Hols :
By = Texp(—kd)smhkxcosme,
where, as before, k = myr.. Asin the case of a surface
perturbation current, the magnetic field components
outside the layer decrease exponentially,

Bx = B,qexp(—k|x|)sinm®,

By (exp(—kd) coshkx — 1) sinm@,

éy = —sgn(x) B, exp(—k|x|) cosme,

where Bxd=—u°lesinhkd.
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The condition for the formation of magnetic islands
around the perturbation current flowing in the direction
oppositeto that of theinitial current j, isthat both of the
components of the total magnetic field should vanish at
the points lying off the x = 0 axis. This condition is sat-

isfied if the perturbation field éy exceed in absolute

value the initia field. The maximum vaue of |I§y| is
reached at the boundary of the current layer. Conse-
guently, the condition for the formation of such magnetic

islands has the form |I~3y (x=d, mé =2Im)| > [B«(d)| or

kdexpkd

sinhkd ° (10)

j1>1id
. kdexpkd
SN = nhkd
be satisfied. If we introduce the characteristic parame-
ter of the perturbation,

> 1, theinequality j, > j, must at least

h=or, || Bal (11)
mr¢B,,
— B v _ _ Hois
whereB,, = Bx(x=0,m8=2Im) = e (1 —exp(—kd)),

then condition (10) for the perturbation current magni-
tude can be rewritten as the following restriction on the
radial size d of the region where the perturbation cur-
rent islocalized:

2

ro 44 or d<r,

d_mhp (12
RIPSILELN s

rS< jiye for d>r..

Hence, at afixed perturbation amplitude h, a necessary
condition for the formation of magnetic islands around
the perturbation current directed opposite to the initial
current j, is that the perturbation current should be
localized in a sufficiently narrow layer. Condition (12)
implies, in particular, that the half-width of the current
layer should be less than the haf-width xg, (9) of a
small magnetic island in the case of a surface perturba-
tion current.

Let us consider the structure of the magnetic field
lines in the case where the magnetic field perturbation
isno stronger than theinitial field and anisland islocal-
ized inside the current layer. The solution to field line
equation (7) within the layer has the form

X expkd—1

cosme = B:izhﬂexpkd—coshkx’

(13)
where the parameter his given by relationship (11) and
the sign is chosen in accordance with the sign of B,.

The structure of solution (13) iswell known: the right-
hand side of an expression like (4) is multiplied, asin
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solution (8), by afunction that increases with distance
from the x = 0 axis. Because of the presence of such a
factor in solution (13), the width of a magnetic island
differs from the value of the parameter h calculated for
awide current layer. Figure 6 showsthat this difference
increases with perturbation amplitude more gradually
than it does for a surface perturbation current. Recall
that, in Fig. 4, the parameter hisnormalized to r¢/m. In
the case at hand, however, this normalization does not
ensure that the corresponding dependences are univer-
sal for perturbation modes with different poloidal num-
bers m because the model now contains a new scale
length—the half-width d of the current layer. This is
why Fig. 6 illustrates the cal culated results only for the
m = 2 mode and why the parameter h was normalized
to r.. The calculations for current layers with the half-
widthsd = 0.2r, and d = 0.5r, were restricted to such h
values for which the island lay entirely within the cur-
rent layer; i.e., the haf-width x,,, was|essthan the cor-
responding d value. It can be seen from Fig. 6 that the
difference between the half-width of them=2 magnetic
island and the h value calculated using formula (11)
does not exceed 10%.

5. MAGNETIC ISLAND IN CYLINDRICAL
GEOMETRY

In analyzing the magnetic islands in cylindrical
geometry, it is convenient to use Kadomtsev's auxiliary
field (2) as an unperturbed magnetic field. Let us con-
sider the case in which the perturbation is produced by
a surface current that flows along the zaxis and is dis-
tributed over arational surface with the radiusr =ras

| = 1,cosmB, where the amplitude 1, is assumed to be
positive. The components of the perturbing field are
given by the expressions

~ m—1 ~ m-1
B = Brl%% sinmo and Be = Bel%% cosme,
for O<r<r,,

B =B 1D£D_m_1sinm9 Be = BelDLD_m_lcosme

r 1 1
[ 0
[
for r>r, where By = B, = —“%1

The solution to the equation for the magnetic field

lines, % = q,(:o;e - , hasthe form
" —By(r——=(r-ry)+B
e( )q(rs)( ) 6

2
cosm@ = B:tZi—E(l+x/rs)_m for 0<r<rg, (14)

CHUDNOVSK1Y

2
cosm@ = B:tzﬁ—g(l+x/rs)m for r>ry, (15)

wherex=r-—rg, h=2r
Bo

;and the signis

Is

chosen in accordance with the sign of the current j5 =
_ Be(rs) ql(rs)
Mo q(rs)

Solutions (14) and (15) areclosein structure to solu-
tion (8), which was obtained for a surface perturbation
current in plane geometry. In cylindrical geometry,
however, the field is not symmetric with respect to the
rational surface; as a result, the field line pattern
changes qualitatively (Fig. 7). The magnetic field lines
that originate on both sides of the rational surface from
the two split points do not coincide at this surface.
Accordingly, there are two separatrices that bound a
layer of magnetic field lines that do not belong to any
of the islands but, instead, make excursions from the
inner region of the rational surface to its outer region
and vice versa.

, Which generates Kadomtsev's field.

When the current density j; is negative (Fig. 7), a
large idand forms around the o-point with the coordi-
natesx =0 and mB = (2| + 1)1, at which the perturbation
current density 1 = 1, cosmrtis also negative. For a pos-
itive current density j3 , the field line pattern is shifted

in such away that the perturbation current density 1 =
I,cosmit at the o-point of the large island is positive.
Consequently, alarge magnetic island formsaround the
perturbation current flowing in the same direction as

thecurrent j§ , which generates Kadomtsev'sfield. The

current j3 isdirected oppositeto theinitial current j, if

the density of the latter is radialy decreasing. In this
case, alarge island forms around the perturbation cur-
rent flowing in the direction opposite to that of theini-
tial current. In other words, the perturbation current that
flows within the large island is negative. The perturba-
tion current that flows within the small idand is posi-
tive. Hence, in accordance with the relative directions
of the perturbation current 1 and the initia current j,,
the large islands can be called negative and the small
islands can be called positive [12]. Outside the rational
surface, the poloidal component of the perturbation
field is in phase with the perturbation current. Conse-
guently, the experimentally determined position of a

minimum in the perturbation Be corresponds to the
position of the o-point of the large island. The current
j5 hasthe same direction as the initial current j, if the
density of the latter isincreasing radially. In this case,

the perturbation current flowing through the o-point of
the large island is positive and the poloidal position of
PLASMA PHYSICS REPORTS  Vol. 30

No. 11 2004
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Fig. 8. Dependences of (a) the maximum relative distances

Xy and x%uatx of the separatrices from the rational surface
and (b) the distances xisg| and xg';‘lt of the split points from

the rational surface on the amplitude of an m = 2 perturba-
tion in cylindrical geometry. Curves I and 2 refer to the
inner and outer regions of therational surface, respectively.

the o-point corresponds to the position of a maximum
in the perturbation Bg .

Sincethefieldin cylindrical geometry does not pos-
sess symmetry about the rational surface, the distance

from the rational surface to the split point x's',ll lyingin
the inner region of this surface turns out to be larger
than the distance to the split point xg,‘jf lying in the outer
region. For definiteness, let the separatrix that passes
through the inner split point Xxq, be called the inner
separatrix, and let the separatrix that passes through the

outer split point x:;;f be caled the outer separatrix.
Note that the maximum distance xin?ax between the
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Fig. 9. Dependence of the relative half-width of (a) alarge
and (b) a small magnetic island on the perturbation ampli-
tude in cylindrical geometry. The curves referring to differ-
ent perturbation modes are denoted by the corresponding
poloidal mode numbers.

inner separatrix and the rational surface is smaller than

out

the maximum distance X, between the outer separa-
trix and this surface. Figure 8 shows how the parame-

out in out

ters xi;;,I » Xspl » Xmax » @Nd Xp depend on the amplitude

of the m= 2 perturbation mode. In order to estimate the
half-widths of large and small islands, we introduce the

Mean Parameters X, = (X + X )/2 ad Xy =

out

(xis?JI + Xspi )/2. The dependence of the parameters x,,,,

and xg, on the perturbation amplitudeisshowninFig. 9
for the modes with m = 1, 2, and 4. The curves in this
figure are seen to differ only dightly from one another.
It is also seen that, as functions of the perturbation
amplitude, the parameters X,,, and Xg, in cylindrical
geometry differ insignificantly from those in plane
geometry (Fig. 4).
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The parameters of the magnetic islands in plane
geometry remain formally valid for perturbations with
arbitrarily large amplitudes. For sufficiently strong per-
turbations, the magnetic islandsin cylindrical geometry
are radically different in structure from those in plane
geometry. The reason for this is that, in cylindrical
geometry, the space inside the rationa surface where
the islands can develop is limited. Thus, for them =1
perturbation mode, the formula for the position of the

m=1
split point in the inner region of the surface, §r£L =
S

1

42 ’
on the possible values of h by the deviation of the linear
approximation from Kadomtsev’'s auxiliary field
(Fig. 1) are even more stringent.

failsto hold for h = 2rg. Therestrictionsimposed

Formulas (14) and (15) imply that, for weak pertur-
bations such that h < r, the width of amagnetic island

B, rgq
Be/m r

with relationship (1). In order to clarify the possible
effect of the nonuniformity of the distribution of the
perturbation current density on the width of the mag-
netic islands, we estimate the typical h values from
experimental data. According to direct measurements
of the perturbation field and initial field in aplasmacol-

umn [14], theratio Bu is about 1% for quasi-steady
0 |rg

perturbations and about 6% for perturbations arising

during disruption. In most experiments, the value of the

ratio ée/Be is measured near the tokamak chamber
wall. For quasi-steady perturbations, the ratio Be /Bgis

about 1% [3, 5]. The perturbations Bg that occur during
disruption are the strongest: their relative amplitudes
are about 10% [15-18] and, in some cases, may be even
as large as 20% [19]. These values can be used to esti-

mate the ratio B_fl

BG rs
bation field B increases from the wall toward the ratio-
nal surface is greater than that for the current field Bs,.

For quasi-steady perturbations, the rational surface lies
deeper inside the plasma than for perturbations arising

during disruption; consequently, the ratio B, /By for
guasi-steady perturbations should be expected to
increase by a greater amount. The value of the charac-
teristic parameter rq/q is about 0.5-1.5. For quasi-

is equal to W = 2h = 4r

, which agrees

. The amount by which the pertur-

. . B '
steady perturbations, the quantity E'l/mﬂ can be
8 Qr
estimated at 0.02 and, for perturbations arising during
disruption, it can be estimated at 0.15. Accordingly, the
ratio h/r is estimated to be 0.3 and 0.8, respectively.

CHUDNOVSK1Y

The numerical results presented in Fig. 8 show that the
width of an m = 2 magnetic island can differ from that
calculated from relationship (1) by more than 10% for
guasi-steady perturbations and by about 25% for per-
turbations arising during disruption. In this case, the
width of a small island for quasi-steady perturbations
and for perturbations arising during disruption is equal
to about 1/5 and 1/3 of the width of a large island,
respectively.

6. CONCLUSIONS

In this paper, the structure of the magneticfield lines
of magnetic islands has been analyzed for four model
configurations of the magnetic field by using analytic
expressions for the solutions to the equations for the
lines of the magnetic field produced by the initial cur-
rent and the perturbation current. The simplest and
most illustrative results have been obtained for afamil-
iar plane model configuration [11] of a magnetic field
in the case of a perturbation current with a wide radial
density distribution. Such adistribution ensuresthat the
perturbation field is constant in the radial direction
across the magnetic islands; this is a necessary condi-
tion for the validity of relationship (1) between the
width of the island and the amplitude of the magnetic
field perturbation [8, 9]. In the case of awide distribu-
tion of the perturbation current density, the islands can
form around the perturbation current only when it flows
in the direction of the current that produces the initial
magnetic field. These are the so-called negative mag-
netic islands. In the region of the perturbation current
flowing in the opposite direction, there are the x-points
of themagneticislands. An analysisof aninfinitely nar-
row distribution of the perturbation current density in
plane geometry (the model of a surface perturbation
current) allowed us to clarify the effect of the nonuni-
formity of the distribution of the perturbation current
density on the structure of the magnetic field lines of a
magnetic island. In the case of a surface perturbation
current, positive islands can also form around the per-
turbation current flowing in the direction opposite to
that of the current producing the initial magnetic field.
An analysis of a perturbation current whose density is
distributed over afinite-width layer made it possible to
estimate the conditions for the formation of positive
magnetic islands. The geometric parameters of the
islands have been considered in cylindrical geometry
for the case of a surface perturbation current and have
been found to be close to those of the islands in the
model of a surface perturbation current in plane geom-
etry.

An analysis of the structure of magnetic islands in
the case of a nonuniform radial distribution of the per-
turbation current density has shown that the relation-
ship between the width of the magnetic islands and the
amplitude of the magnetic field perturbation differs
from the well-known relationship (1). For a perturba-
tion current whose density is distributed over a finite-
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width layer (as well asin the limiting case of a surface
perturbation current), the magnetic isand width turns
out to be smaller than that calculated from relationship
(1). The larger the perturbation amplitude, the greater
this difference: it does not exceed 10% for quasi-steady
perturbations and it may amount to 25% for the strong
perturbations arising during disruptions. In order for
the positive magnetic islands to form, the perturbation
current density should be greater than the initial current
density and the perturbation current should be localized
in a sufficiently narrow layer. The positive idands are
smaller in size than the negative islands. For quasi-
steady perturbations, the width of a positive island can
amount to about one-fifth of the width of a negative
island. For the strong perturbations arising during dis-
ruption, the width of a positive island can be aslarge as
one-third of the width of a negative island. Under con-
ditions corresponding to the formation of positive mag-
netic islands in cylindrical geometry, two separatrices
appear that bound alayer of the magneticfield linesthat
do not belong to any of the islands but, instead, make
excursions from the inner region of the rational surface
to its outer region and vice versa.
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Abstract—A generalized anaytical model of instabilities in a dusty plasmawith a nonzero grain charge gra-
dient in afield of nonelectrostatic forcesis considered. A review isgiven of different experimental observations
of the dust self-oscillations that occur in the plasmas of an rf capacitive discharge and a dc glow discharge and
whose appearance can be explained in terms of the proposed model. It is shown that the change in the grain
charge gives rise to dynamic dust structures in laboratory gas-discharge plasmas. Attention is focused on the

analysis of the onset of vortex motion of the dust grains. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In the physics of dusty plasmas, there is now
increased interest in problems associated with the onset
and development of various instabilities. Papers
devoted to analyzing the conditions for the self-excita-
tion of dust oscillations in plasma are constantly
appearing [1-19]. Some of them are aimed at experi-
mental observation of the vortex dust motion in differ-
ent plasmas, such as the plasma of a dc gas discharge
[5, 12, 14], the plasma of an rf capacitive discharge [1,
8], and nuclear excited plasmas|6]. It isworth mention-
ing here the first attempt to crystallize a dust system
under microgravity conditions (onboard the Mir space
station) [7] and recent experiments [13] that were car-
ried out onboard the Alpha international space station
and in which the formation of dust vorticesin an rf dis-
charge chamber was observed.

Dynamic dust structures (such as waves or vortices)
are stable distributions of the densities of moving dust
grainswhose directed velocity isnonzero, in contrast to
liquid- and solidlike quasi-steady structures, in which
the mean directed velocity of thermal motion is zero.

In aviscous medium (e.g., awesakly ionized labora-
tory plasma), dynamic dust structures can arise only in
the presence of potential sources that compensate for
energy dissipation. Since the dust is observed to exe-
cute vortex motion in different plasmas, it is natural to
suppose that this motion is driven by electric forces.
One possible mechanism for converting the potential
energy of an external electrostatic field into the energy
of dust motion is associated with spatial or temporal
variations in the grain charge ez, [4, 9, 15-20]. The
grain charge gradient in dusty plasma, p = VZ,, is gov-
erned by the nonuniform conditions under which dust
grains become charged (namely, by the gradients of the

temperatures and densities of the components of the
surrounding plasma, the spatial variationsin theillumi-
nation of the surfaces of the emitting grains, variations
in the grain surface temperature, etc.). The nonequilib-
rium nature of such dust systems may stem from the
collective effects associated with the stochastic spatia
variations 8Z, in the grain charges. These variations, in
turn, give rise to fluctuations in the intergrain interac-

tion forces 02,02,/ I§ that are exerted on an individual
grain by the remaining grainsin the dust cloud (here, |4
is the mean distance between the grains) [4, 9, 19, 20].
Although these fluctuations can lead to anomal ous dust
heating (i.e., can set the grains into a stochastic motion
whose kinetic energy is far higher than the temperature
of the surrounding gas), they alone cannot explain the
excitation of regular motions of the dust grains and the
formation of dynamic dust structures; therefore, addi-
tional sources compensating for energy dissipation
need to be invoked.

In a system with a nonzero grain charge gradient [,
regular dust self-oscillations can beinduced in the pres-
ence of nonelectrostatic forcesF,,,,, (such asthe gravity
force, the thermophoretic force, and the ion drag force)
that act on the dust grains in plasma [12, 15-19]. The
role of the nonelectrostatic forces in exciting oscilla-
tionsinasystem of likely charged grainsisgoverned by
their ability to confine a dust cloud within the region of
an uncompensated electric field E = F,,,/(eZ,). When
the curl of the forces acting in the system is nonzero
(B xE #0, thiselectric field can perform positive work
A O (F,../(eZy))*, which compensates for the dissipa-
tive energy losses of a particle moving along a closed
path. Under the condition (eZy/ly)?> < F,,,, this mecha-
nism for the excitation of dust oscillations is more effi-
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cient than the effects associated with collective dust
fluctuations.

To conclude the introduction, let us note that the
rotation of dust with a nonzero grain charge gradient
along the axis of acylindrical systemin thefield of the
radial ion drag force was first revealed in numerical
experiments conducted by Zhakhovskii et al. [10]. At
that time, however, an analytic model capable of pre-
dicting the conditions for the onset of such a rotation,
as well as its direction and angular velocity, was lack-
ing. A theory for the excitation of vortices in an inho-
mogeneous dusty plasma was proposed by Boushoule
et al. [15], who considered for the first time the self-
consistent problem of the development of convective
(dispersive) instability in the field of theion drag force
with allowance for the distributions of the dust and
plasma densities and determined the threshold for the
onset of this instability with allowance for dissipation
by neutral particles. The effect of the ion drag force on
the formation of vortex dust motion under the condi-
tions of experiments carried out onboard the Alpha
international space station was also mentioned by For-
tov et al. [13], who analyzed the dynamics of dust rota-
tion using amodel that was constructed to describe the
dynamics of an absolute (dissipative) instability in a
dust system with anonzero grain charge gradient in the
gravity field [11]. The mechanism for the onset of vari-
ous dust oscillations in inhomogeneous plasmas of adc
glow discharge and an rf discharge under the Earth’s
gravity conditions was investigated qualitatively in [1,
12, 14]. In the present paper, an analytic model is
described that generalizesthe analysis of instabilitiesin
adusty plasmawith a nonzero grain charge gradient to
arbitrary nonelectrostatic forces. Attention is focused
on analyzing of the dissipative instability, which drives
alarge-scalerotation of the dust and leads to the forma-
tion of dust vortices regardless of the magnitude of the
frictional forces present in the system (in contrast to the
dispersiveinstability, which iscritical to the dissipation
of the energy of dust grains by neutrals [11, 15]). A
review is given of different experimental observations
of the dust self-oscillations that occur in the plasmas of
an rf capacitive discharge and a dc glow discharge and
whose appearance can be explained in terms of the pro-
posed model.

2. THEORY

2.1. Conditions for the Formation of Dust
Salf-Oscillations in an Inhomogeneous Plasma

Existing mathematical models for investigating the
conditionsfor the onset of self-oscillationsin nonlinear
nonequilibrium systems are based on solving differen-
tid wave eguations. These models are capable of
describing two main types of instability: (i) the dissipa-
tive instability in systems with energy dissipation and
(ii) the dispersive instability in systems in which dissi-
pation is weak or absent [21]. Note that, in the litera-
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ture, these instabilities are sometimes called absolute
and convective, respectively [22]. We are using the
terms dissipative and dispersive because they better
reflect the physical picture of the development of these
instabilities. This classification of instabilities is based
on the following analysis: Let us consider the response
of a stable system G to a small perturbation ¢ in the
form of aharmonic wave with wave vector k, frequency
w, and amplitude b,

@ = bexp(ikx —iwt), €))

wherex isthe spatial coordinateandtisthetime. Inthis
case, the differential wave equations can be written in

operator form as G (ik; —iw)b, and the dispersion rela-

tion L(w, k) = detG = 0 shows whether or not the
model under consideration contain terms describing
dissipation. For a system with dissipation, the function
L(w, k) and the roots of the equation L(w, k) = 0 are
complex, w = wg + iw,. In case (i), i.e., for w, > 0, the
solution increases in time and thus is unstable. In case
(i), the function L(w, K) is rea and the roots of the
equation L(w, k) = 0 can appear in aconjugate pair, w=
Wr  iw,. Conseguently, the solution increases exponen-
tially for any w, # 0. Note that, in many physical prob-
lems concerning simulations of hydrodynamic systems,
introduction of even a low viscosity can substantially
distort the dispersive solutions in case (ii) and, more-
over, can make them impossible [21, 23].

Let usanalyze the stability of adiscrete system of Ny
charged grains in a two-dimensional cylindrical elec-
trostatic trap, assuming that the spatial variation of the
grain charge is given by the expression Z(r, y) = Z, +
AZ(r, y), where Zy = Z(0, 0) and r = (x* + 22)'? isthe
radial coordinate of the grain. We write the equation of
motion for each grain with allowance for such factors

as the external electric field E_(r, y) = iEL, + jEoq
(wherei and j are unit vectorsin they and r directions,
respectively); the force of the pair interactions between
thegrains, eZ(r, y)E,,(r, y); thefrictiona force; theran-
dom force in Brownian motion F,, that is induced by
collisions of the molecules of the surrounding gas with
the grains, and the net nonelectrostatic force F,,, =

FY.i + Froj , which acts on the grainsin adust cloud
in the plasma:
d’l,

dl
dt2 = —mdvfrd_tk + eZ(Ik)EZ + I:non+ Fbr' @)

Here I(r,y) =iy +jr,Es=E,, + E., = EJi + E5j is

I A

the et electric field, E,, = 0 h=lm _

|:\|k—|m\||k_|m|

. r . eZ(r, Im .
El. (r, Y)i + Ei (r, Y)j, ¢ = ——(—I—y—)exp E—XB is the

screened Coulomb potential, and | isthe intergrain dis-
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tance. In asystem in which the curl of the forces acting
on the dust grains is nonzero, the electric field can per-
form positive work that compensates for dissipative
energy losses of a grain moving along a closed path.
Thisindicatesthat infinitely small perturbations excited
in the system by thermal or other fluctuations can grow.
The system described by Egs. (2) is nonconservative
because, on the one hand, the energy in it is dissipated
by friction and, on the other, the energy can be pumped
into it due to the combined action of the electric field
forceand anonelectrostatic forceF,, (e.g., thethermo-
phoretic force, the gravity force, the ion drag force, or
asuperposition of these forces). Werecall that the mod-
eling of the grain dynamics by means of Egs. (2) is cor-
rect only when the dust motion does not perturb the
external electric field E.,, induced by the distributions
of the electron and ion densities (n, and n) in the sur-
rounding plasma. The condition for the perturbations of
the surrounding plasmato be wesk is satisfied for dust
clustersin which the number of dust grains at the clus-
ter boundary is comparable to the total number of
grainsinthe cloud. For extended dust systems, this con-
dition can be represented as Z,ny < n,. In such asitua-
tion, the analysis of the instability conditions for a sys-
tem described by Egs. (2) remains qualitatively the
same if we assume that, by the time of the onset of
instability, a small displacement of an individual grain
in an initialy stable dust cloud has a correspondingly
dight effect on the electron and ion density distribu-
tionsin the plasma.

We analyze linearized equations of motion (2) under
the assumption that the random force in Brownian
motion F,, and the collective effects associated with the
spatia fluctuations of the grain chargesin a dust cloud
play only a minor role at the time when the instability
occurs. We consider agrain with acharge Z, that isin a
stable position at a point (r,, y,) and determine how it
responds to certain displacements (or =r, dy =y) from
this equilibrium position:

d’r/dt? = —v.dr/dt + a,,r + a,,Y, (3a)
d2y/dt2 = —Vﬁ.dy/dt + azzy + azlr, (3b)
where a,, = (€°Z 0EL /or eB,Froy  +
eZOa I:rrlon /ar)/(ezornd)’ a12 = (ez ZS yO - eByFrrmn +
62,0 Fron I0Y)(€Z,My), @y, = (€°Zg0EY /0y — eB,Fl, +
eZOa F?]/on /ay)/(ezomd)’ a21 = (ezzcz) yO - eBr I:r):on +

€240 Foon /ON/(€Z0My), Fron = Fron (fo, Yo)s Foon
Fron (Fo o), Br = 0Z(r, y)/0r, B, = 0Z(r, y)/dy.

The first derivatives in Egs. (3a) and (3b) are taken
at the point (r,, y,). The parameter y, determines the
response of the system to longitudinal perturbations
and, by virtue of the potential nature of the electric
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field, V x E(r, y) = 0O, satisfies the relationship y, =
oE) _ 0E;
or "o Yo ay To Yo

grainsbut also for Z(r, y) —» const. Note again that, in
the absence of nonelectrostatic forces (F,,, = 0), the
systemisstable (a,, = a,,) and thus cannot perform any
positive work, provided that the collective effects asso-
ciated with the spatial fluctuations of the grain charge
inthe dust cloud, which lead to random variationsin the
net electric field of the grains, are ignored.

Linearized Egs. (3a) and (3b) do not contain spatial
derivatives and can be used to examine the conditions
for the onset of the instability [21]. An analysis of the
response of the system to a small perturbation ¢ =
bexp(—iwt) in the r or y direction yields the dispersion
relations L(w) = detG = 0, which determine the range
of existence of nontrivial unstable solutions for a sys-

tem G (~iw; Kb described by Egs. (3a) and (3b):

not only for immobile charged

4 2\ 2
W + (A +ay— Vi)W + (8385 —a128y) @

. 2
+ivew(2w” +a,, +ay,) = 0.

An analysis of Eq. (4) shows that, when the dis-
placements of the grains are functionally independent
of one another (y # f(r), a,,a,, = 0), the system under
investigation is stable, provided that a,, and a,, are red
and negative. For v;, # 0, the solution to Egs. (3a) and
(3b) dsoisstable; i.e., it impliesthat any small pertur-
bation is asymptotically damped (w, < 0) under the
conditions

a3y, — 158y 20, (5a)

vfzr 2 la;, + ay|/2. (5b)
The equality sign in condition (5a) determines the neu-
tral dispersion curve of dissipative instability (wg = 0,
wy = 0), the condition for the onset of this instability
being

)18 — 8p8y; < 0.

(6)

The characteristic difference between dispersive insta-
bility in case (ii) and dissipative bifurcation in case (i)
is that the former is especially sensitive to the value of
thefriction coefficient v,,. The motion can be dispersive
(wr %0, Wy = 0) near acertain resonant frequency given

by the relationship ooc2 = |a;; + ay|/2, when friction in
the system is balanced by the incoming potential
energy. With alowance for the appearance of complex
self-conjugate roots (w = wy  iw,), the necessary con-
dition for the existence of growing oscillating solutions
has the form

003 < |43-12321 +(ay - a22)2|/(4Vf2r)-

)
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The motion that is established as a result of the devel-
opment of aninstability of thistypein the case of strong
dispersion consists of harmonic oscillations at a fre-
guency close to the bifurcation point of the system,
[21]. Generally, oscillations at a certain frequency
will grow when the damping does not destroy the struc-
ture of the dispersive solution (v, <€ wy), i.e.,, whenitis
sufficiently weak and does not lead to a substantial shift
of the neutral dispersion curve, at which wy = 0. The
neutral curve, given by the equality sign in condition
(7), determinesasingular solution to Egs. (3a) and (3b).

From the physical point of view, small perturbations
in the system will grow in the two cases considered
above, namely, (i) when the perturbations are not sub-
ject to any restoring force (see condition (6)) and (ii)
when the frequency of the perturbations is close to a
certain resonant frequency that is characteristic of the
system and at which the oscillations are not suppressed
by the frictional forces (see condition (7)). If we draw
an analogy with the familiar equations for the ampli-
tudes of the perturbations, then, in case (i), we will
arrive at a diffusion-like equation, and, in case (ii), we
will see that the mation of a particle is described by an
equation of the second order in time and that the insta-
bility arising in the system is of a dispersive nature.

In order to represent conditions (6) and (7) inaform
convenient for analyzing the results of numerical and
laboratory experiments, we assume that F, .. (r, y) =
const and a|AZ(r, y)| < |Z,| = Ey4|- Taking into account
the values of the parameters g; in the problem given by
Egs. (3a) and (3b), we obtain the following condition
for the onset of dissipative instability:

W, —(ezdvo/mdf <y

=—Yo€ Zd(By non T Banon)/md
+ (B BanonFnon)/(ded) ’

where we have introduced the notation

(®)

+ € Zy9E: 06

Wee = mczi Oar ay|:|

o Yo

Since wfc > (eZ4Y,/My)?, theleft-hand side of condition
(8) is positive and the system is stable for B, = 3, = 0.
Thus, the condition for the onset of dissipative instabil-
ity does not involve the friction coefficient vy and is
determined by the parameters that govern the electric
fieldsin the system: the grain charge Z,, its gradients 3,
and [3,, the dust density ny, and the density of the sur-
rounding plasma. Since, in this case, the second time
derivative can beignored, and sincethecurl Q =V xV
of the grain velocity V is nonzero, condition (8)
describes the onset of vortex motion along a certain
closed curve. For monotonic spatial distributions of the
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electric field and grain charge, E(r, y) and Z(r, y), the
direction of thisrotational motion in aplane paralel to
theforceF,, is determined by the sign of Q:

Q= (BrF:on _ByFr:on)/(deder)i (9)

The necessary condition for the development of a
dispersive instability in case (ii) (F,, = const,
[AZ(p, y)| < |Z,| = Z4]) and, accordingly, for the growth
of the oscillating solutions has the form

Vi <0 <|W|IvE, (10)

where

€ Zd[@Ez
2m,Jor

0E)
ay D

2 __
c ~

Condition (10) determines the region where regular
dust oscillations can be excited provided that the grains
in the dust cloud execute synchronized motion [23].
Simpler relationships for the analysis of the condi-
tions under which theinstabilitiesin question occur can
be derived under the assumptions that the nonelectro-
static force F, ., acts in the chosen direction (ther or y
direction) and that the dust cloud is extended and iso-
tropic (w, [ ). Under these assumptions, the condi-
tion for the onset of dissipative instability has the form

(11)

where y = eZyy,/my and the condition for the onset of
dispersive instability can be written as

(‘oj < |yQVfr| )

Vo< u)f <|yQ/vgl. (12)

For an extended cloud of the dust grainsinteracting via
the Coulomb potential, the parameters y and wf are

proportional to Dezzjnd /my. Under conditions (11)

and (12), the modulus sign indicates that, in any case,
thereis an unstable position for each of the dust grains.
For example, let us consider adust cloud in the field of

a constant force such as the gravity force F),, =-myg

(Fron = 0). In this case, for B, > 0, the grains that are

subject to the instabilities in question are in the lower
region of the cloud (i.e., the region that is below the
plane passing through the cloud center and in which
y<0), and, for B, < 0, the instabilities occur in the
upper region of the cloud (where y > 0). Moreover, in

thefield of theforceF,, suchthat F.,, =0and F,, =

const, the grains that are in the region where their
charges are minimal will move in the direction of this
force and the grains that are in the region where their
charges are maximal will move in the opposite direc-
tion.
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Fig. 1. lllustration of the motion of agrain with avariable charge Q in the field of a nonelectrostatic force F .

A physical picture of how the nonelectrostatic force
and the direction of the grain charge gradient influence
the development of the above instahilities isillustrated
inFig. 1. We canreadily seethat, if agrainisin astable
statein thefield of apotential electric force (QE = QE',
where Q = eZ), then the curl of the force experienced
by it when it is displaced from its equilibrium position
equals zero, regardless of whether the grain charge var-
iesin space, p ~ VQ = eVZ,, or not. If the stable posi-
tion of the grainis governed by the balance between the
electric and nonelectrostatic forces (F,,, = QE)), then
the field E, can perform work on the grain displaced
from its equilibrium position (A # 0) only when the
grain charge gradient is nonzero and is orthogona to
theforce F,,,. Moreover, this work is positive and can
compensate for dissipative energy losses only when the
grain moves along the direction of the forceF,, in the
region where its charge is minimum and along the
opposite direction in the region where its charge is
maximum (see Fig. 1).

Hence, the above two types of instabilities can occur
only when the grain charge gradient is nonzero and is
orthogonal to the nonelectrostatic force, in which case
the conditions for the onset and development of dissi-
pative instability are independent of frictiona forces
(i.e., they do not contain the friction coefficient vy,).
Taking into account the tendency of the system to
evolve through a preferential instability mode whose
dispersion curveis close to the neutral dispersion curve
[21-23], the frequency wy of the large-scale rotation
established under condition (11) for the development of

dissipative instability can be estimated by setting wf =

[YQV;, |. Assuming that wq O ooc2 ;. (see above), we can
estimate the angular vel ocity of thecircular (wg = |Q})2)

motion by y O oof O e22§ ng/my. We thus see that the

frequency of thisrotational motion depends on the fric-
tional force, in contrast to the frequency of the regular
oscillationsthat can be excited under condition (12) for
the development of dispersive instability. Because of
the dust inertia, these regular oscillations are excited at
a frequency of about the resonant frequency w, of the

system and their dispersion curve is close the neutra
curve, the critical value of the friction coefficient, v, =
v, for the formation of the dispersive motions being
determined by condition (12). The nascent harmonic
oscillation whose dispersion curve is close to the neu-
tral curve can be described by the equations dy/dt =

—oyr and dr/dt = w,y (wf = W, w,) and, instead of con-
dition (12), the criterion for the onset of instability can
be represented in the form [11, 23]
Vi, < W, < |Q)2. (13)
To conclude this section, note that the above analy-
sis yields an incomplete picture of the development of
the instabilities in question, because it was performed
with many simplifying assumptions and without allow-
ancefor the stochastic motion of the dust grainsand the
collective effects associated with the fluctuations in the
intergrain interaction forces. It should also be noted that
the model considered here provides merely a qualita-
tive description of the conditions for the generation of
the above two types of instabilities in an inhomoge-
neous plasma. A guantitative description of the thresh-
olds for the onset of these instabilities (i.e., of condi-
tions (11) and (12)) requires the data on the parameters
of the plasma (the electric fields), the dust grains (the
grain charge and the friction coefficients), and the non-
electrostatic forces acting in an actual physical system.
The required information can be obtained in experi-
ments (see Section 2.2 below) or by solving a self-con-
sistent problem in a way similar to what Boushoule
et al. [15] did when analyzing the conditions for the
development of dispersive instability in the field of the
ion drag force in the case of a dusty plasmain alow-
pressure gas discharge. In order to quantitatively esti-
mate the applicability of the model proposed here to
actual laboratory experiments, in subsequent sections
of this paper, we give an analysis of the possible grain
charge gradients and possible nonelectrostatic forces
acting on the grains under the conditions typical of gas
discharge plasmas and present the results from numer-
ical simulations of inhomogeneous dust systems
involving numerous charged particles.
PLASMA PHYSICS REPORTS  Vol. 30
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2.2. Grain Charge Gradients

Because of high electron mobility, nonemitting dust
grains acquire a negative equilibrium charge [Z,con-
sistent with the parameters of the surrounding plasma.
Due to the temporal and spatial variations in plasma
parameters, this charge can depend on time and also on
the position of the grain. Spatial variationsin the grain
charge can be caused by theinhomogeneity of the back-
ground plasma surrounding the dust cloud, e.g., by the
gradients of the electron and ion densitiesn, ; and elec-
tron and ion temperatures T, ;. Such conditions are
often encountered in the plasmas of inductive rf dis-
charges and dc glow discharges[9-12, 24]. Thus, in the
plasma of a discharge dominated by ambipolar diffu-
sion, the grain charge gradient p can grow as large as
B =0.3[Z40cm ! due merely to asmall violation of the
electroneutrality of the surrounding plasma, |on| = |n; -
N <€ n=n.[12].

When the directed velocities of the electrons and
ions are ignored, the charging of a solitary nonemitting
dust grain is described by the equation [(Z (= —za,T./€,
where z= 2—4 for most experiments with gas-discharge
plasmas[ 20, 25]. Using thisequation, we can obtain the
amount ArZy = (Zy — [Z40 by which the grain charge
varies when the electron temperature over the plasma
volume changes by an amount AT,,

AZJZO=0TJT,, (14)

and, accordingly, can determine the grain charge gradi-
ent [3; = 0Z4/dy in the direction in which the electron

temperature is nonuniform (e.g., in the y direction),

B,/ (2= @TJoy)T, (15)

Using the formulas of the orbit motion limited
(OML) approximation, we can estimate aslight change
A Zyinthe equilibrium charge [Z,[of agrain dueto the
violation of the electroneutrality of the surrounding
plasma, on = n; — N, [12]:

Anzd VIE
[(Z 1~ 4meny(1+2)°

(16)

where E is the electric field strength and n, is the den-
sity of a neutral plasma (n, = n, = n,). Obvioudly, the
condition &n < n, automatically satisfies the require-
ment that the grain charge variation be small, |AZ,] <
[Z [JAs aresult, for Maxwellian velocity distributions
of the ions and electrons, and for |ep/T,;| < 1, we find
that the change in the grain charge Z is proportional to
the potential ¢ of the surrounding plasma. This approx-
imation is sometimes used to estimate the spatial varia-
tion in the grain charge [9, 10].

An analogous estimate for the amount by which the
grain charge changes over aplasmalayer, |AZy| = [Z4—
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Fig. 2. Relative variations in (1) the field E(y)/E?, (2) elec-
tron density ne/ ng , and (3) electron temperature 10Te/T2

along the discharge tube (in the y/A, direction) for a dis-
chargein neon at PR = 2.7 cmtorr and A, = 7 cm [23].

Z, < |[Z4 can be obtained under the assumption
led/T,| < 1 and under the condition that the directed
velocity of the ions, u;, is much higher than their ther-
mal velocity vq;:

AZy
Z L

(2zdn/ny—ed(z—s)/T,)
Z(1+s+2)

, (17)

where [Z,[lis the equilibrium grain charge in a plasma

layer of density n (dn < n) and s= miuiz/(ZTQ. Rela-
tionship (17) can be used to estimate how much the
grain charge changes near the upper boundary of the
electrode sheath, i.e., in the region where levitating dust
grains are usually observed. Taking into account the
fact that the ions enter the sheath with the Bohm veloc-
ity vg = (Te/m)!'2 and that n = ng = ny/2.7 (Where n, is
the unperturbed plasma density), we obtain s = 0.5. It
should be noted that this approach isvalid only for very
low pressures such that the mean free path |, of theions
with respect to their collisionswith neutral gas particles
is much greater than the electron Debye radius A .. For
moderate pressures (0.05-1 torr), which are the work-
ing pressures in most experiments with dusty plasmas,
we have |; ~ Ape. In this case, the ion velocity at the
sheath boundary, u; (0), islower than the Bohm velocity
vy by afactor of approximately(mh,./21;)? [26]. Note
that relationship (17) was derived under the assumption
that ionization processes in plasma can be ignored
(nu; = const).

L et us estimate the grain charge gradient by analyz-
ing, as an example, conditions typical of experiments
with gas-discharge plasmas, such as the plasmas of a
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stratified dc glow discharge and of the electrode sheath
in an rf capacitive discharge[1, 5-8, 12-14].

2.2.1. DC glow discharge. Figure 2 shows repre-
sentative profiles of the plasma parameters along the
positive column of a stratified glow discharge in neon
for PR = 2.7 cm torr and A, = 7 cm, where R is the
radius of the gas discharge tube and A, is the wave-
length of the striation [27, 29]. The variations in the
parameters n,, T, and E(y) in Fig. 2 are qualitatively
similar to those observed in numerous experiments
with stratified discharges in noble gases [29]. Under
laboratory conditions, negatively charged dust grains
are usually observed to levitate in the region of the
strong electric fields of the head of the stratum (see
Fig. 2, zone [A, B]). Over thisregion, which is close to
the narrow brightest region of the discharge, the degree
to which the plasma deviates from quasineutrality is

proportional to dn(y)/n, ~ Ao /(A'L,), where n, is the
plasma density in the postive column, Ap, =
(T/(4TE?n))' 2, A is the electron energy relaxation

length (for neon, itisequal to /\:We [cm] O10/P [torr]),
and L, ~ 1-3 cm is the length of the region where the
electric field varies most abruptly [29]. Hence, within
the region where the dust grains are suspended, the
quantity |AZy/Z41<< 1 isnegligibly small in compari-
son to the quantity |AZy/[Zy[l= AT(y)/Te~ 0.5-1. Con-
sequently, the variation in the grain charge along the
tube axis (in the y direction) is determined by the elec-
tron temperature gradients and can be substantially
reduced when the grains are displaced into the region of

the strong electric field: B,/(Zy0= (AT,/dy)To" ~ 0.5—
1 cmr! (seeFig. 2). Intheradial direction, the derivative
dT./dr, in contrast, is close to zero; hence, the grain
charge variation in this direction, AZy(r, y)/[Z40) is
determined by the gradient dn = n, — n..

For a discharge dominated by ambipolar diffusion
(R> Ape), theradial electric field can be represented as
[29]

_ Teon, T,
E(r)~_éﬁ_ear TeN

(18)
where A is the characteristic diffusion length, which is
determined by the boundary conditions of the problem
to within a numerical factor of about 2 [29] and, for a
cylinder of radius R, is approximately equal to A ~
R/2.4. For distancesr > Ap. from the axis of atube with
the radius R = 3 cm and for the electron Debye radii in
the range Ap. < 1000 um (which istypical of glow dis-
charges), we find from estimate (16) (with z = 2.5 for

neon) that the ratio |AZy(r, Y)/ZyJ = 0.62A3. /(Rr) is

smaller than 0.03. This indicates that the condition for
the grain charge variations to be small, [AZy(r, V)| <
|[Z4[} which was used to derive estimate (16), is satis-
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fied. For distances from the tube axis such that r/Ap. ~
1-10 and for A = R/2.4, the grain charge gradient 3, =
0Z4/0r intheradial direction isestimated to be 3, /[Z4[1]

0.26A2. /(r?A) ~ 0.002-0.22 cmr'. Hence, the radial
gradient (3, is positive (the grain charge increases
toward the tube wall) and decreases with increasing
radius . It should be noted that a decrease in the radial
gradient 3, with distance r from the tube axis agrees
with the other known experimental approximations for
the potential ¢(r) ~ r® (1 < b < 2) of the radial electric
field of a stratified glow discharge [9, 10].

2.2.2. RF capacitive discharge. In laboratory
experiments on dusty plasmasin rf discharges, the dust
grains are observed to be suspended near the upper
boundary of the electrode sheath. In experiments with
noble gases at pressures of P = 0.01-3 torr, the sheath
thickness d,,, varies from about 0.5 to 1.5 cm. An ana-
lytic theory developed for the electrode sheath of an rf
dischargein the absence of ionization in the sheath was
described in [26]. In this theory, it was assumed that
thereisacertain narrow region (preshesth) of aweakly
perturbed plasma (dn/n, << 1) between the sheath and an
unperturbed electroneutral plasma (dn =0). Ananalysis
of the proposed set of equations [26] in the case of low
pressures (Ape << |;) showsthat, near the upper boundary
of the electrode sheath, the profile of the averaged elec-
tric field E(y) isamost linear,

E(y) =Cyy. (19)

Solving the equations of the analytic theory [26] in the
range of moderate pressures (Ap, ~ |;) leads to alinear
approximation for the gradient of the electric field E(y):

E(y)=Cy (20)

Let us estimate the grain charge gradients dZ,/dy =
d(A,Zy)/dy that are associated with variations in the
plasma parameters n., n;, and u;, i.e., in the conditions
for the charging of grains with aradius of a4 = 1-2 um
and a density of p; = 1.5-2 g cm=. To do this, we
assume that the electric field E suspending the grainsin
the Earth’s gravity field is about 14 V/cm, the plasma
density at the sheath boundary is about n, = 10%-
10° cm3, the electron temperatureis T, = 2 €V, and the
working gas is argon (z = 3-4 [20, 25]). In the field
described by linear field profile (19) with C, =
12V/cm?, the grains will be suspended at heights of
about y =y, = 0.1-0.33 cm above the upper boundary
of the sheath, i.e., those at which the gravity force is
balanced by the electric force, myg + [Z [eE(y,) = 0.
According to relationship (17) and profile (19), which
together represent a solution to the problem under
study, the relative amount by which the grain charge
gradient B,/[Zy[1changes across this region is from
B,/ZyF —0.1 cm™ to B,/(Z4F -0.3 cm'. Hence, in the
model proposed here, the grain charge decreases
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toward the electrode; moreover, the smaller the height
above the electrode, the higher the rate of decrease in
the grain charge. For nonlinear field profile (20), the sit-
uation remains qualitatively the same: in this case, the
grain charge gradient in a dust suspended at heights of
about y, = 0.25-0.5 cm above the upper boundary of the
sheath (C, = 12 V/cm?®) changes by arelative amount of
B,/[Zy0= -0.15 cm! to —0.39 cm' with increasing
height v,,.

Although the grain charge gradients are large,
|B,/(Z41~ 0.1-0.4 cm!, the relative change in its value
[Zyin al the cases under analysis did not exceed 7%
(152412411 < 0.07), the degree to which the plasma
ceases to be electrically neutral was |&n/n,| < 0.09, and
the potential was such that |ed/T,| < 0.35. These results
provide afairly good basisfor linearizing the equations
of the theory of an electrode sheath and the formulas of
the OML model and, accordingly, for estimating the
variations in the grain charge in the sheath from rela-
tionships (17), (19), and (20).

The results from measuring the variationsin the rel -
ative potentia ¢(r)/$p(0) of the radial electric field
above the lower electrode (in the region where the dust
grains are suspended) in the cylindrical chamber for
initiating rf capacitive discharges [1] are illustrated in
Fig. 3, which aso shows the approximations of these
changes by the functions

O(N/B(0) = 1 — 0.6(r/R)> r/IR<0.6, (2la)
o(N/$p0) =1-(r/R* r/R>06,  (21b)

where $(0) =50V and R= 5.5 cm. We can readily see
that, at the chamber axis, V - E = const (dn = 3 x
10° cm3); i.e., the plasmaisinhomogeneous and 3, = 0.
Near the electrode edges, the potential ¢(r) deviates
substantially from being parabolic, which can give rise
to radial gradients of the charge of the dust grains levi-
tating in these edge regions. For n, = 103-10° cm= and
z=2-4, formula (16) gives the following estimate for
theradia gradients: 3,/(Z4[11—<0.02-0.5) cn'.

Hence, in gas discharges, the grain charge gradient
B can amount to |B/[Zy[)= 0.1-0.5 cm. In this case, the
grain charge can increase (in an rf discharge) or
decrease (in a dc discharge) in the radia direction
toward the wall of the discharge chamber. This result
allows one to make predictions concerning the direc-
tion of rotation of the dust grainsin the gravity field in
these two types of discharges, provided that other non-
electrostatic forces are weaker than myg.

for

for

2.3. Nonelectrostatic Forces
in a Gas-Discharge Plasma

Theresults of analytic investigations (see Section 2.1)
show that regular self-oscillations of the dust grains can
be generated when there is anonzero grain charge gra-
dient p = VZ, in thefield of the nonelectrostatic forces
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Fig. 3. Results from measurements of how the relative
potential ¢(r)/$(0) of theradia electricfield variesfromthe
center of an electrode of radius R = 5.5 cm [1] toward its
edges and approximations of the measured results by for-
mula (21a) (curve 1) and formula (21b) (curve 2).

F,,, that are orthogonal to the gradient. In order to esti-
mate how these forces affect the development of the
dust oscillations, we compare the thermophoretic force
F; and ion drag force F, that act on the grains in the
plasmas of an rf discharge and a dc glow discharge, on
the one hand, with the gravity force myg, on the other.
Thiscomparison isconvenient for estimating therole of
these forces in terrestrial experiments.

First, note that, for typical experimental parameters
(z=3,T,=2¢eV, ay/ly~ 102, and my > 5 x 107! g,
(6Zy/19)*/Myg ~ [(ZTag/el g?/(Myg) < 1), the intergrain
interaction force, which is proportional to ~(eZy/ly)?
and whose effect wasignored in analyzing the devel op-
ment of the instability of dust grains (see Section 2.1),
is much weaker than the gravity force myg.

In order to analyze the thermophoretic force, which
is driven by the gradient of the neutral gas temperature
T,, we use the relationship [30]

16 |im, 2
154 o7 2ol VT,

where m, is the mass of a gas atom or a gas molecule.
In the hydrodynamic approximation, the thermal con-
ductivity A, = A, of the gasisindependent of its pres-
sure P. For noble gases such as neon and argon, we have
Ap, =1.5-2 x10° em g/(K &%) [29]. In this case, rela-
tionship (22) gives an upper estimate for the force F,,
provided that the radius a, of the dust grainsislessthan
or comparable to the mean free path I, of the gas mole-
cules [27]. Accordingly, for dust grains of density

Fin =

(22)
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pg=3 glcm?, we obtain F,/(myg) < 107%/(ag [um]),
where we took into account the fact that the gastemper-
ature gradients in the above two types of dischargesare
such that —|VT,,| < 1 K/cm [31, 34]. Consequently, for
dust grains with radii greater than 1 um, the thermo-
phoretic force is negligibly weak in comparison to the
gravity force. Nonethel ess, the thermophoretic force F,;,
can play animportant rolein experiments with the plas-
mas of an inductive rf discharge and an anomalous dc
glow discharge, in which the gas temperature gradients
VT, can be stronger, and also in experiments under
microgravity conditions such that other nonelectro-
static forces (e.g., the ion drag force F)) are insignifi-
cant in comparison to the thermophoretic force F,.

We assume that the sought nonelectrostatic force
F.., needed for the self-excitation of dust motions is
driven by the directional motion of plasmaionswiththe
velocity u; relative to a dust grain, i.e., that the sought
force is the ion drag force F, [30]. It is of interest to
examine two limiting cases: u; < v (where v4; =

/T:/my), which can occur in the electric field of the
striations of adc glow discharge, and u, > v, whichis
possible in the electrode sheath of an rf capacitive dis-
charge. The latter inequality permits us to use the cold

ion model [30] to calculate the force acting on a dust
gran:

F = nagminiuiz(xﬁxz),

ZZde2 U Zde2 uj (23)
where x; = 1+ >— X2 = 20— InA,
miu; a4 Cmyu;ad]
172
A2+ b2 7,6 0 27,60
/\: = 2 bO: d2’bcol]:adE'l]'-}-_dezEI 5and
bcoll b0 m;u; O muU

Ape iSthe electron Debyeradius (recall that cold ionsdo
not take part in the screening).

On the other hand, in a quasineutral plasma, the
directed ion velocity can often be much lower than the
ion thermal velocity, u, <€ v4;. Aswas shown by Khra-
pak et al. [31], the momentum transfer in elastic scat-
tering isthe dominant transfer process; i.e., theion drag
force can be estimated by

ﬁr 2

——ajnm, vTi(zr)Z/\Ku. (24)

Here, T = T /T;; A ~ (4/z1)(\p/a) is a modified Cou-
lomb logarithm; and the Debye radius is determined
from the relationship Ay> = Ag: + Ags, where Ap; and
Ape are the ion and electron Debye radii, respectively.
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Formulas (23) and (24) yield the following esti-
mates for the ratio of the force F, to the gravity force:

F 8J21

m—d'gz 3. enApl;, for U < vy, (25a)
F
Lo 8 a2 por ys vy @5b)

H1+20

Here, for u < vy, we set u; = WE, where E =
myg/(elZ 0. It should be noted that, for discharges in
noble gases (such as neon and argon) at a pressure of
P =1 torr, these estimates are valid only for light grains
having masses in the range my < 1071° g, because it is
only in this case that the regular velocity u; of the ions
is lower than their thermal velocity vy;. In the second
case, U; > vq;, the regular ion velocity u; was set to be
equal to the Bohm velocity, u; = v = (To/my) 2.

myg a4Pq9

Thus, for dust grains of density py = 2.5 g/cm® in a
plasmawith an ion density of n; = 10° cm™, an electron
temperature of T, = 2 €V, and ion mobilities of ; =
1250 cm?/(s V) and 3200 cm?/(s V), at z= 3 in adis-
charge in argon (or neon) at a pressure of P = 1 torr, we
obtain the following estimates for the ratio of the ion
drag force F, to the gravity force myg: F,/(myg) = 0.1-
0.3 for u; < vy and F,/(myg) = 0.35/a4[um] for u, > v-;.

In concluding this section, we estimate the ion drag
force F, from relationship (24) for dust grains of radius
a4 = 2 pum and for regular ion velocities u; = (0.12—
0.25)v+;, which correspond to directed ion motion in
electric fields of strengths E ~ 1-2 V/cm. Such electric
fields can be induced by the plasma polarization in dis-
charges dominated by the ambipolar diffusion of
plasma particles toward the wall of the working cham-
ber. Inthis case, theion drag force acting on grainswith
masses my = 3 x 107! gis—F, = (0.6-1.25) x 108 dyn,
or F, = (0.2-0.4)myg. Note that, for |VT,|< 1 K/cm, the
thermophoretic force acting on such grains is weaker
than theion drag force by more than one order of mag-
nitude.

Hence, under the conditions typical of terrestrial
experiments, the most important force is the gravity
force; next in importance is the ion drag force,
F,/(myg) < 0.5, and third in importance is the thermo-
phoretic force, Fy,/(myg) < 0.1. Thisiswhy theion drag
force may be important both in experiments under
microgravity conditions and in terrestrial experiments.
Since, under terrestrial experimental conditions, theion
drag force has a component in the direction of the grav-
ity force, it may lead to a substantial shift of the neutral
dispersion curves determined by conditions (11) and
(12) toward higher values of the frequency w, and,
thereby, to an increase in the frequency of the forming
dust oscillations.
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2.4. Kinetic Energy of the Dust Grains

One of the most important issues in investigating
any kind of motion in nonconservative systems con-
cerns the amount of energy transferred between the
background plasma and the established oscillations.
Since all stable motions of the charged dust grainsin an
electric device arefinite, their kinetic energy K, in some
direction (e.g., the x direction) is determined by the
amplitude of their motion, A ~ (30" (where X*Cisthe
time-averaged displacement of the grain) and a certain
characteristic frequency w: [K,[= myA2w?/2.

Generally, an increase in the potential energy (i.e.,
in the amplitude A and/or the frequency w) of the dust
system should be governed by dissipative processes.
The amplitude A of the established oscillations cannot
be estimated from a linear analysis because it applies
only to theinitial stages of the process, i.e., those dur-
ing which the perturbations remain small: in the linear
approximation, perturbations with frequencies w, > 0
grow in amplitude without bound. The amplitude of the
regular vortex oscillations that develop in case (i) can
be estimated by taking into account the spatial scale on
which the motion is established: 214 < A < L/2, where

lg= n;m isthe mean distance between the grainsand L

is the characteristic size of the dust cloud. In case (ii),
as the oscillating motions of the individual grainsin a
dust cloud that is nearly crystalline in structure evolve
to asteady state, the displacement of the grain from its
equilibrium position should not exceed the radius of the
Wigner—Seitz cell, ~A < 14/2.

During the development of instability, the dissipa-
tive effects influence the frequency w of the nascent
motions differently in different situations. After the
development of dissipative bifurcation, the regular dust
motion should obey the diffusion equation; conse-
guently, the angular rotation velocity should be limited

by thefrictiona forcesin such away that oof2 = Q%40

1/vf2r . Inthe case of dispersive instahility, regular oscil-
lations can be established only at a certain frequency,
W= W, Which is determined by the parameters of the
system. As the frictional forces decrease further, an
increase in the frequency w is limited by progressive
dissipative losses.

Let us estimate the kinetic energy K, that can be
acquired by a dust grain along its path in the Earth’s
gravitational force field after the development of dissi-
pative instability in a plasmain which the grain charge
varies according to alinear law, Z(r) ~ Z, + 3,r. In this

case, the squared frequency w? can be set equal to wé =
Q?/4 = (9B, )*/(2Zyvy,)* and thekinetic energy K, can be

written as

Ko = mdgzxz/(Sszr), (26)
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where the parameter X = (AB,/Z,) determines the rela-
tive variationsin the grain charge Z(r) along the path of
the grain. Let us find the values of the parameter x for
which the energy K, is higher than the thermal energy
corresponding to the room temperature (T, = 0.027 €V)
and to dust grains with the radius a; = 5 pm, the mass
density of the grain material being py = 2 g/cm?® (my O
1072 kg). We assume that the friction rate is equal to
Vi, = 20 s7!, which, in the free molecul e approximation
[27], corresponds approximately to the pressure P =
0.5 torr in a discharge in neon at room temperature. As
a result, we find that, already at x 103, the kinetic
energy K;, exceeds Ty by almost one order of magni-
tude. For ahigher buffer gas pressure (P = 5torr) and a
smaller grain radius (a4 = 2 um), we have K, /Ty > 10
at X > 1072, We thus see that even dight spatial varia-
tions in the parameter X (i.e., in the grain charge) can
result in efficient transfer of the potential energy from
the background sources to the dust grains.

In the case of dispersive instability, the kinetic
energy K, of adust grain can be estimated assuming
that, when the variations in the grain charge are small,
the frequency w,, which characterizes the motion of a
grainin apreferred direction, is close to the character-
istic frequency of vibrations of the particlesin a crystal
structure, e.g., in a body-centered cubic (bcc) lattice

[32, 33]: Wy O[22 ZeNgexp(—K)(1 + K + K2/2)/(TImy)] 2,
where Kk = I4/A. In accordance with the conditions of
experiments with gas-discharge plasmas, the grain
charge Z, can be set equa to the equilibrium charge
[ZyCk 2 x 103 a4 [um] T, [eV] acquired by adust grain
as a result of charging by the fluxes of electrons and
ions of the surrounding plasma. In this case, the kinetic
energy K; can be written in the form

K(ii) [eV]

3 2.2 (27)

=5.76 x 10" (ayq [um] T, [eV]) Y c /Iy [um],
where ¢, = exp(—K)(1 + K + K¥/2) and = A/l3< 05is
acertain parameter determining the ratio of the ampli-
tude A of the grain motion to the mean intergrain dis-
tance 4. Taking into account the conditions for the
observation of dust structures in laboratory gas-dis-
charge plasmas, we set Kk = 1-2, |4 =500 um, and T, =
1 eV in order to determine the energy that can be
acquired by agrain of radiusay = 5 um when the ampli-
tude of its established motion corresponds to the value
Y = 0.1. According to formula (27), this energy consid-
erably exceeds T, and is as high as about K ;) = 3 eV.
When dispersive instability develops without destroy-
ing the crystalline structure of the cloud, the kinetic
energy of thegrainsismaximum at Y = 0.5 and isequal
to K i = c,&°Z5/(4ly). For k —= 0, thisgives K i) /Ty=
/4, where I isthe coupling parameter.
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Formulas (26) and (27) can overestimate the kinetic
energy of the grains because of inaccuracies in deter-
mining the frequency w of the established motion. The
factorsthat can restrict the value of the frequency w are
associated with various collective effects that originate
from the intergrain interaction forces and, phenomeno-
logically, play the role of dissipative effects. It should
be stressed that the processes by which the dust motion
is established as a result of the development of the
instabilities considered above are described by a partic-
ular solution to the set of nonlinear differentia equa
tions of our model. The spatial fluctuations of the
charges of the neighboring grains can either change the
frequency of the established oscillations of an individ-
ual grain, or they can set it into stochastic motion [4]. If
the action of the nascent random forces F,,, does not
correlate with the random force in Brownian motion
F.,, then the kinetic temperature T4 of the system will
increase and the increment in it will be determined by

the formula AT, ~ D:rzan UV (Ve + N)1, Where n is the

characteristic frequency of the random forces F,,,
[4, 20].

2.5. Numerical Smulations of a System
with a Grain Charge Gradient

Three-dimensional problem (2) was solved by the
molecular dynamics method. The external electric
fieldswere assumed to belinear, E.,(r, y) = i(Eg + a,y) +
Jja.r, where Eg, ay, and a, are certain coordinate-inde-
pendent parameters. The grain charge function was set

tobeZ(r,y) = Zy(1 + B*r’ + By y3)or Z(r, y) = Z,(1 +

B.r + Byy), where the coefficients B} , By , B;, and B,
were chosen so that the grain charge variations within
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the dust cloud were not greater than 30%. Unless other-
wise indicated, the dust temperature T, in al caseswas
assumed to be equal to the room temperature
(~0.03 eV), the screening radiuswas A (11000 pm, and
the radial gradient of the electric field was a, O

3 N;”?’ V/cm? (where Ny is the number of grainsin the
system). The varied parameters were as follows: the
friction rate v,; the coefficients 37 , By , B, and B,; the
ratio of the electric field gradient ay in the direction of
the gravity force to the radial gradient a,; and the ratio
of the grain charge Z, to the grain mass m,.

Under the conditions chosen, the system was found
to relax to different dynamic equilibrium states, such as
those with vortex, oscillating, or stochastic motions. In
these states, the mean intergrain distance |4, which was
determined from the maximum in the correlation func-
tion, ranged from 300 to 2300 um, depending on the
values of the remaining parameters of the problem. The
numerical results illustrated below were obtained for
systems that consisted of 15 to 3000 dust grainsand in
which the grain charge and €electric field varied mono-
tonically. The constant nonelectrostatic force F,,, was
assumed to act along the system axis (the y axis); in
most calculations, it was set equal to the gravity force
myg. Thevalues of the parameters of the relevant partic-
ular problems are given in the figure captions.

Under conditions closeto condition (11), the system
of dust grainswas found to relax to an equilibrium state
with vortex motion. The character of the established
oscillations did not depend on theinitial conditionsand
on some particular spatial ordering of the positions of
the grains. In simulations with the linear charge func-
tion Z(r, y), the character of the grain motion and its
sensitivity to the viscosity of the buffer gas were found

(b)

. e

FPRAGL)
Qunes? Ftokias © —
o G,
& 2,

RN

Fig. 4. Trajectory of agrain over thetimet = 100/v, in a system with the parameters vy, 0115 s, ay/op=1,2Zy=8 x 103, B; =
B’f 05.5 cm2, Ny = 25, IK,[= [K,[110.85 eV, and (K, [112 eV: (a) side view and (b) top view.
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to be qualitatively the same as those computed with the
guadratic charge function.

It wasreveal ed that the system lost its stability asthe
asymmetry of the dust cloud decreased (a,/a, — 1) or

the radial gradients (determined by the coefficients 3}

and [3,) increased. The system also became unstable as
the number of grainsin small clusters increased (up to
Ny = 100). For larger values of Ny, the dynamic param-
eters of the dust cloud remained essentially unchanged.
The conditions for the excitation of oscillations were
found to be independent of both the friction coefficient

and the coefficients B and (B,). The direction of rota-
tion of the dust was determined by thevalue of B} (B,):
for BF > 0, the grains “sink downward” to the system

axis, while in the opposite case, B} < 0, they “rise
upward.” The quasi-harmonic synchronized motion of
25 grainsisillustrated in Figs. 4a and 4b, which show
how eight triples of grains move along eight closed tra-
jectories and how one grain executes “ high-frequency”
oscillations at the center of the system.

The mean kinetic energy of the grainsin their regu-

lar motion is K, Ch- (K, O+ (K, (KCT 1/vy, . When the

friction rate v, fals below a certain threshold value,
Viim = 0.1y, the dust motion becomes stochastic and
the grain velocity distribution becomes uniform in all
directions (K, [K,[}= [K,[)) and approaches a Max-
wellian distribution with the temperature T, = 2K[B O
1. A further decrease in vy, (at w = [Q)2 — W)
leads to the resonant growth of oscillations in the dust
cloud. The time dependence of the amplitude of the
oscillations of an individual grain in they direction for
different friction rates is presented in Fig. 5, and the
dependence of the kinetic energy IK[bf the dust system
on thefriction coefficient isgivenin Fig. 6. It should be
noted that stochastization of the motion of the dust
grains when the frictional forces are below the thresh-
old can be attributed to their collective motion under
spatialy nonuniform conditions. This stochastization
mechanism was described in detail in [4].

To conclude this section, we consider two humerical
examples that illustrate the conditions for the observa-
tion of dust structuresin terrestrial experiments with dc
glow discharges[5] and in rf dischargesin microgravity
experiments [13]. In both cases, variationsin the grain
charge were described by the linear functions Z(r, y) =
Zy(1 + B,r + B,y) and the gradients of the external elec-
tric fields E(y) and E(r) in the r and y directions were
also assumed to be linear and were set equal to one
another, a, = a,.

In the first case (i.e., in terrestrial experiments with
glow discharges), the radius of the grainswas chosen to
be a;= 5 um, the mass density of the grain material was
pg = 3.1 g cm?3, the friction coefficient was vy, 11 s7!
(for neon at the pressure P = 0.25 torr), the grain charge
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A, arb. units

DA WANH

Fig. 5. lllustration of how the amplitude A of oscillations of
anindividual grain along they axis depends on timet asthe

friction rate decreases: (a) v, 077 57, (b) vg/2, (C) Vi /6,
and (d) vg, /10 for t<9sand vy /20 fort>9s.

(K C3(1.5T,)
107k

10%E
103k

107k

101 1 1
0 50 100 vy, s~!

Fig. 6. Dependence of [K[A(1.5Ty) on vy, in asystem with the
parameters oy /o, = 2, Zy = 4 104, B; O0-12.5 Nd_ZI3 cm 2,

and B; = O for different numbers of dust grains: Ng = 15

(squares), 60 (circles), and 500 (triangles). The solid curves
show the approximation of the numerical data by f,,(vg) O

-2

V¢, , and the dashed curves show the approximation by

-1
fan(Ve) O vy,

was Z, = 1.5 x 10*, the grain charge gradients were 3, =
B, = 0.03 cm?, and the screening radius was A =

580 pum. The results from simulations of the motion of
3000 grains are displayed in Fig. 7. Under the condi-
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Fig. 7. Displacements of the dust grains at the end of the
timeinterval At = 1/vy, in the cross section of asystem with

the parameters vy, 0 11.25 57, ay/op = 1, Z = 1.5 x 10%,

By = By 00.03 cm2, Ny = 3000, (K,= K,(112.1 eV, and
K, I6.5 eV.

Fig. 8. lllustration of the resultsfrom numerical simulations
of the rotation of dust grains and the formation of avoid in
the field of the mutually orthogonal nonelectrostatic force
Fnon @1d grain charge gradient B, (in the cross section of a

cylindrical system).

[e]

(a) (b)

Fig. 9. Positions of thegrainsfor v;, > v, 01 s inasystem
with the parameters a, /a, = 0.4, Zy =4 x 10%, By 0-2cm?,

B; =0, and Ny = 15: (a) side view and (b) top view.

tions of dynamic equilibrium, the mean intergrain dis-
tanceisabout |4~ 580 um (k 1) and the mean kinetic
energy [(KOof the rotating dust grains is two orders of
magnitude higher than their thermal energy T, corre-
sponding to 300 K. In this case, the grain charge in the
cloud varies by no more than 1% of its maximum value.
The direction of dust rotation corresponds to that
observed in the striations of adc glow discharge[5, 12].

The results of numerically solving problem (2) for
the conditions of experiments carried out with rf dis-
charges onboard the Alpha international space station
areillustrated in Fig. 8. The model experimental param-
eterswere as follows: Ny = 1000, B,/(elZy0 =-0.3 cm?,
my=3x 107" g, v, =200s", and [Z,3= 6000l4 ~ 220 pm
(k O3). The nonelectrostatic force, which was set equal
to F,.,, = 0.3myg and was assumed to be directed out-
ward from the axis of the cylindrical system, wasfound
to lead to the formation of avoid (i.e., aregion free of
dust grains) similar to those observed experimentally in
[7, 13]. The magnitude of the force F,,, was chosen to
suit the estimates of the ion drag force in Section 2.3.
The mean kinetic energy of the rotating grains was
(K[~ 0.2 eV, which was close to the experimentaly
observed values [13]. The results of our simulations
demonstrate that, in an inhomogeneous plasma, both a
void and vortex motions can form simultaneously
under the action of the ion drag force. It should be
noted, however, that these simplified model simulations
can neither describe the mechanism for void formation
nor quantitatively analyze the picture of vortex motion.
This can be done only by self-consistent computation
of both theion drag forces and the electric forces acting
in the system of moving grains. Note that these forces
can significantly perturb the density distributionsin the
surrounding plasma, provided that their charges and
density are high (see Section 2.1). A detailed discussion
of the mechanisms and conditions for the formation of
voids and of their dynamicsin acollisional and a colli-
sionless plasma can be found in [34-39].

The dispersive dust motion can be described as fol-
low. Let us analyze two different possible motions of
the grains during the development of dispersive insta-
bility in a dust cloud in case (ii). This analysis may be
useful for a qualitative explanation of some effects
observed in experiments with dusty plasmas, namely,
the onset of regular oscillations of individual grainsand
their anomalous heating. Recall that the self-consistent
problem about the devel opment of the convective (dis-
persive) instability in a plasma subsystem of numerous
dust grainsin thefield of theion drag force was consid-
ered in detail by Boushoule et al. [15]. The numerical
results illustrated in the present paper were computed
for dust systems consisting of arelatively small number
of grains (from 15 to 60). Since dispersive bifurcation
develops under condition (12) and cannot occur under
condition (11), the requirement that there be a small
number of dust grains is important in the sense that it
readily satisfies condition (12) in situations that are
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closeto the devel opment of dissipativeinstability but in
which vortex motionisimpossible. Since anincreasein
the grain charge gradient (3, can bring it within the
scope of condition (11), we areleft with asingle control
parameter—the friction coefficient vy,.

The development of the dispersive instability in the
systems being modeled was found to lead to the forma-
tion of various types of regular oscillations and also to
the onset of stochastic dust motion. The conditions for
the development of the instability and the mean veloc-
ity of the chaotically moving grains depended on the
friction coefficient v,. When the coefficient v, was
decreased to acertain critical value v, = v, the systems
lost their stability, in which case the grains oscillated at
afrequency of w =(0.5-1)Wy-

Regular dust motions occurred at a fixed frequency
w = w, and were observed only when the initial spatial
positions of the grains were precisely symmetric. Fig-
ure 9 shows a steady-state cloud of 15 grains before the
onset of the instability (vi, > v, 01 s7'). The picture of
the grain motion after the onset of dispersiveinstability
ispresented in Fig. 10.

The trajectories of the grains differ markedly from
those in large-scale vortex motion. The frequency w,
and the amplitude of the established oscillations are
essentially independent of the friction rate v, in the
range of its values above a certain threshold v,,,,. A
decrease in the friction rate vy, to v, results in an
appreciable phase mixing of the trajectories of individ-
ual grains. A further decrease in the friction rate (v, <
V) leadsto arapid heating of the dust, followed by the
parametric growth of oscillations (in analogy to obser-
vations of vortex dust motions). The time dependence
of the amplitude of the oscillations of an individual
graininthey directionisgivenin Fig. 11.

An asymmetry in the spatia positions of the grains
was found to disrupt the synchronization of their
motions; this, in turn, resulted in a stochastization of
the grain velocities. For illustration, Fig. 12 depicts a
steady-state cloud of 15 dust grains before the onset of
dispersive instability (v, >V, 04 s, . =55s7"). The
calculated grain trajectories after bifurcation (v < Vo)
for v, 01.5 s7! are shown in Fig. 13. The motion of the
grainsisirregular and their velocity distribution isiso-
tropic and close to Maxwellian with a temperature of
T4 =2[K[3. The kinetic energy of the grains, IKL]is not
inversely proportional to vy, (KO~ 1/vg,). Thus, when
the friction rate v;, was decreased from 4 to 2 s, the
kinetic energy K ncreased from about 2.5 T4t0 20 T
This dependence of K[bn vy, on the one hand, can pro-
vide evidence that there are correlations between the
nascent random forces and the Brownian motion of the
grains and, on the other hand, can reflect a sequence of
developing bifurcationsthat occur asthefriction rate vy,
decreases.
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Fig. 10. (a) Displacements of dust grains at the end of the
time interval At = T./6 (where T, is the oscillation period)

and (b) trajectories of two individual grains/ and2 inasys-
tem with the parameters a /o, = 0.4, Zy = 4 x 104 By O

=2 cm?, By =0, Ng =15, v, 0096 s™'. K, 0= K,0D
0.15 eV, and [K,[1]2.5 eV.

WA

Fig. 11. lllustration of how the amplitude A of the oscilla-
tions (along the y axis) of an individual grain marked by 2
in Fig. 10 depends on the time't for (1) 0.38 57! < Vi < Ve
and (2) v;, < 0.38 5.

It should be noted that one of the most widely used
models of the stochastic grain motion is based on the
Lorentz set of equations, whose solutions are irregular
functionsof time over awiderangeof parameters[21, 23].
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(b)

[¢]

Fig. 12. Positions of the grains for vy < v, 04 slinasys
tem with the parameters a, /a, = 0.41, Zy =4 x 10%, By O
=2 cm?, By =0, and Ny = 15: (a) side view and (b) top
view.

(a) =y

(b)

Fig. 13. (a) lllustration of the motion of dust grains over the
timet =2/vg, and (b) trajectory of an individua grainin a
system with the parameters vy, 015 57!, ay/a, = 041, Zy =
4x10% By O-2cm?, [3; =0, Ng = 15, and (K= (K, (=
K,[110.5 eV.

Even a dlight variation in the parameters changes the
solution to the Lorentz equations so substantially and,
accordingly, disturbs the relevant physical system so
strongly that the dust motion becomes chaotic. Such
“few-mode”’ chaos is caused by a cascade of bifurca-
tions, which lead to solutions in the form of compli-
cated limiting cycles. In a computer analysis of the
mean velocities of a system of dust grains, this effect
manifestsitself asanincreasein thekinetic temperature

VAULINA et al.

of thegrains. It ispossibly this effect that was observed
in experiments on the melting of dust crystals at a pro-
gressively decreasing gas pressure [41, 42]. To con-
clude this section, we emphasize that the above model
of the behavior of dust systems allows one to success-
fully simulate both the anomalous heating effect and
the formation of different types of dynamic structures.

3. EXPERIMENTAL OBSERVATIONS
OF THE DUST SELF-OSCILLATIONS
IN GAS-DISCHARGE PLASMAS

Theoretical analyses and numerical simulations
show that, in order for regular dust self-oscillations to
form in the field of the gravity force or some of the
other nonelectrostatic forcesF,,, acting onthegrainsin
the dust cloud, there should be a nonzero grain charge
gradient § = VZ, orthogonal to these forces. Using the
model proposed here, we now analyze the dynamics of
the dust oscillations observed in the striations of a dc
glow discharge and in the plasmaof an rf capacitivedis-
charge.

3.1. Dust Self-Oscillations
in a Glow Discharge Plasma

A schematic of the experimental device for investi-
gating the dynamics of the formation of dust self-oscil-
lations in the striations of a glow dischargeis shownin
Fig. 14. The experiments were carried out with iron
grains with a mean radius of a; (03.5 pm in argon at
different discharge currents | = 0.5-15 mA and differ-
ent pressures P = 0.1-1 torr. For these experimental
conditions, the friction coefficient and equilibrium
grain charge can be estimated by v, [s™] 0 30P [torr]
and [Z (= 7 x 10°T, [eV], respectively.

The convection of dust grains is illustrated in
Fig. 15, which shows the positions of the grainsin the
cloud and the trajectories of three moving grains (the
exposure time being t.,, = 4 s) obtained by computer
processing of video recordings. The direction of the
dust rotation indicates that, in experiments, the grain
charge increases toward the wall of the gas-discharge
tube (B, > 0), in agreement with the theoretical esti-
mates madein Section 2.2. Theradial gradient [3, can be
estimated from the measured velocities V = AQ/2 of the
grains and from the measured amplitude A of their rota-
tion. In this way, we obtain B,/[Z,0= 2W/(Ag) =
0.012 cm! (where vy, 0124 s7! for P = 0.8 torr).

Combined motion consisting of the rotation of the
grainsin the upper region of the cloud and their vertical
oscillations in the base region of the dust structureis a
phenomenon that is fairly typical of the striations of a
glow discharge [5, 12]. In terms of the mechanism pro-
posed here, it is easy to explain such combined motions
by assuming that the grain charge varies differently in
different regions of the gas discharge. Thus, the
observed combined mation (Fig. 16) can be viewed as
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Fig. 14. Schematic of the device for experiments with dc
discharges.

resulting from the simultaneous development of the
two instabilities—dissipative and dispersive—in two
different regions of the dust cloud.

Setting 2meZyexp(—K)/1; = E, where E O
2.4T,/(eR), we can exclude the unknown T(Z, 0 Ty
from consideration and thereby estimate the screening
parameter K = I4/A for different regions of the cloud.
For the base region of the cloud (k = 0.8, |4 = 800 pum),
we have A = 1000 pum. The observed oscillation fre-
quency was w ~ 3040 s~!. Asaresult, we arrive at the
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following estimate for the grain charge gradient:
B, /[ZCE 2v,w/g ~ 0.27-0.37 cm (! (vq, 04.5s71, P =
0.15 torr). In the upper region of thecloud (k = 2, |4 =
450 um), the screening length A isless than that in the
base region and is equal to 225 um. Note that these val-
ues of A agree well those in the case where the electron
density n, increases toward the top of the cloud from
103t02 x 10°cm3 at T,=2¢eV (seeFig. 2) [24]. Inthis
case, for different amplitudes of rotation of the grains,
the measured ratio V/A = 0.25 s!' yidds B,/Z 0=
2W,,/(Ag) = 0.002 cm!. Hence, the ratio of B, values
for different regions of the dust cloud is not propor-
tional to A2, as follows from the estimates made in Sec-
tion 2.2. There are anumber of reasons for this, one of
which is the development of dissipative instability of
the grains at the edge of the dust structure in its upper
part, where the displacement parameter y, isfairly large
and satisfies condition (11). In contrast, as was shown
above, the development of dispersive instability (in the
lower part of the structure) is governed by the grains
inside the dust cloud, where the gradient 3, is substan-
tially larger. On the other hand, under the experimental
conditionsin question, the ion drag force can be strong
enough to have a significant effect on the rotation fre-
guency of the grains (see Section 2.3).

It should be noted that all of the types of dust self-
oscillations considered above are also observed in the
chambers for investigating inductive rf discharges with
nonuniform parameters, as is the case with plasmas of
stratified dc glow discharges.

3.2. Formation of the Dust Self-Oscillations
in an RF Discharge Plasma

There are two main factors that hinder the devel op-
ment of the above instabilities of the dust in a plasma of
an rf capacitive discharge: the first is associated with

Fig. 15. Convection of dust grains in a striation of a glow
discharge.

PLASMA PHYSICS REPORTS Vol. 30 No. 11 2004

Fig. 16. Combined self-oscillations of dust grainsin astria-
tion of aglow discharge.
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Fig. 17. Schematic of experiments for observing dust self-
oscillationsin an rf discharge.

Fig. 18. Video recording of the dust self-oscillationsin an rf
discharge.
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Fig. 19. Schematic of experiments aimed at forming dust
clouds.
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the plasmahomogeneity, and the second, with the small
number of dust layers (as is usually observed in such
discharges) and, accordingly, with the small value of
the displacement parameter v, (see Section 2.1). The
latter can explain why vortex dust motions are never
observed under ordinary terrestrial experimental condi-
tions. However, the formation of extended dust clouds
under microgravity conditions [7, 13] or when the
working chamber for experiments with rf dischargesis
equipped with additional electrodes [1, 8] can, under
certain conditions, lead to the onset of dissipativeinsta-
bility, which, in turn, gives rise to the vortex dust
motion. The development of dispersiveinstability inthe
electrode sheath of an rf capacitive discharge can be
exemplified by the formation of regular vertical oscilla-
tions of the dust grains [42]. Other mechanisms that
have been proposed to explain the onset of such oscil-
lations do not provide reasonable quantitative esti-
mates.

Here, we consider as an example several experi-
ments in which the onset of regular dust motions can be
attributed to the development of dissipative or disper-
sive instability in dust structures that form in a plasma
of an rf capacitive discharge. A schematic of such an
experiment is shown in Fig. 17. The experiments were
carried out with melamine-formaldehyde grains with a
radius of ay [0 1.4 um, the mass density of the grain
material being py = 1.5 g/cm?, in argon at pressures of
P = 0.08-0.2 torr. The working electrode was a 10-cm-
diameter aluminum disk, and the grounded electrode
was an 11.5-cm-diameter steel ring. The discharge
power was about 65 W.

In these experiments, both stochastic and regular
dust oscillations (see Fig. 18) were observed to occur
in clouds composed of several layers of thedust grains.
Such oscillations were generated near the radial cloud
boundary, where the grain charge gradient 3, was the
strongest. The increase in the grain charge gradient 3,
away from the center of the device can be attributed to
the behavior of the potential ¢(r) of the radial electric
field near the edges of the working el ectrode. The mea-
sured shape of the profile ¢(r) isshownin Fig. 3. The
grain charge decreases toward the electrode edges
(B, < 0), because the potential ¢(r) is not truly para-
bolic (see Section 2.2).

The presence of an additional electrode at the center
of the working volume of an rf discharge can act to dis-
place the dust grains toward the edges of the main elec-
trodes. A smplified schematic of experiments on the
formation of volume dust clouds by means of an addi-
tional electrode is shown in Fig. 19. A video recording
of vortex dust oscillations formed under such condi-
tionsisshown in Fig. 20. The direction of the observed
dust rotation correspondsto 3, < O (i.e., the dust rotates
in a direction opposite to the rotation that is routinely
observed in glow discharges). The measured depen-
dence of the rotation frequency w on the pressure P is
displayed in Fig. 21. By assuming that w =

No. 11 2004
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Fig. 21. Experimental dependence of the frequency wonthe
pressure P (closed squares) and its approximation at

B,/ZyC= 0.1 cmi! (solid curve).

0B, /(2[Z N )|, where vy, [s~'] O200P [torr], and by pro-
viding the best fit to the experimental data, we can esti-
mate the grain charge gradient by |B/Z = 0.1 cm!
(seeFig. 21).

4. CONCLUSIONS

We have considered two main types of instabilities
in adusty plasmawith a nonzero grain charge gradient
in the field of nonelectrostatic forces. We have pro-
posed a model that describes the conditions for the
onset of these instabilities and the dynamics of the for-
mation of various self-oscillations associated with
them. The results of our analytical study can readily be
adapted to any nonconservative system that can be
described by linearized equations similar in formto the
equations considered above.
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We have examined the effect of the density and
velocity of the plasmaions and electrons on the charg-
ing of dust grains in gas discharges. We have derived
simple relationships for estimating the grain charge
gradients caused by variations in the conditions for
grain charging.

We have presented the results from numerical inves-
tigations of the formation of dust self-oscillations in
systems whose parameters are close to those in experi-
ments with gas discharges. Numerical simulations
show that the development of the instabilities in ques-
tion can lead to the onset of variousregular and stochas-
tic oscillations in a dusty plasma. Moreover, it was
found that these oscillations can be generated even by
dlight variations in the grain charge: thus, even a small
grain charge gradient (about 1-2%) in the dust cloud
can drive the grains into significant rotation. Neverthe-
less, it should again be emphasized that the qualitative
picture of the vortex dust motion (namely, the spatial
and velocity distributions of the grains) can only be
obtained through self-consistent calculations of the
forces that act in a system of moving grains and can
seriously perturb the distributions of the particle densi-
tiesin the surrounding plasma.

Based on the proposed model, we have analyzed the
dynamics of the formation of dust vortices and various
dust self-oscillations observed in experiments with gas-
discharge plasmas. The experiments were carried out
with dust grains of different sizes over a wide range of
plasma parameters. It was shown that, under the Earth’s
gravity conditions, even adight spatial variation in the
grain charge can set the dust into vortex motion. In al
the cases under analysis, the observed directions of dust
rotation and the experimental estimates of the grain
charge gradients were found to agree with theoretical
predictions concerning the magnitude and direction of
these gradients.

Hence, we have considered a possible mechanism
for the onset and development of instabilitiesin a dusty
plasma with a nonzero grain charge gradient and have
constructed an analytic model capable of describing the
formation and evolution of the instability-generated
dust oscillations. An attractive feature of this mecha-
nismisthat it can provide insight into a wide scope of
phenomena (such as anomalous dust heating and the
onset of vortices and various regular motions of indi-
vidual grains) observed in laboratory experiments with
dusty plasmas. There may be some other factors
responsible for the nonequilibrium nature of a dust sys-
tem, e.g., fluctuations of the externa electric fields or
stochastic fluctuations in the grain charge. However, in
terms of these factors alone, it isimpossible to explain
the onset of regular collective dust mations; hence,
additional sources compensating for the energy scatter-
ing need to be invoked.

The question of the existence of asingle mechanism
and a single driving source for some of the regular and
stochastic oscillations observed in laboratory experi-
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ments with dusty plasmas remains open, although the
results of theoretical studies are in good qualitative
agreement with the experimental data on the dynamics
of observed dust oscillations [12-14]. Whether thereis
a relation between the instability of the actual dust—
plasma systems and the presence of a nonzero grain
charge gradient can be established, first of al, in exper-
iments aimed at demonstrating quantitative agreement
among the magnitude of the grain charge gradient, the
nonelectrostatic force, and the energy acquired by the
dust grains as a result of the development of the insta-
bilities considered above. Such experiments will not
only show that the proposed mechanism is directly
related to the observed dust self-oscillations, but will
also makeit possible to control the devel opment of self-
oscillations in adusty plasma.
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Abstract—The quasi-steady ion distribution in a plasma with a single ion species and with low-intensity ion
acoustic turbulence is found. Conditions are determined under which the stimulated scattering of ion acoustic
waves by ions leads to the formation of a superthermal ion distribution function that decreases with increasing
velocity more gradually than does a Maxwellian distribution function. It is found that the plasma conductivity
increases as aresult of a decrease in the turbulence level due to an enhancement of the Cherenkov damping of
ion acoustic waves by resonant ions, whose number increases because of the formation of a gradually decreas-
ing distribution of superthermal ions. © 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

The phenomenon of anomalousion heating in high-
current discharges was first discovered in the 1960s.
During these years, it was also found that this phenom-
enon originates from the interaction of ions with ion
acoustic turbulence (IAT), which arises in current-car-
rying plasmas because of the Cherenkov emission of
ion acoustic waves by electrons [1, 2]. In the IAT the-
ory, rapid heating of the so-called resonant ions (i.e.,
those whose vel ocities exceed the ion acoustic velocity
vy is attributed to the quasilinear interaction of ion
acoustic waves with the ions [3, 4], whereas the bulk
thermal ions are heated due to the stimulated scattering
of ion-acoustic waves by them [1]. However, although
the cause of the efficient heating of thermal ions can be
understood in terms of stimulated scattering, an analytic
theory of turbulent ion heating has not yet been com-
pletely developed. Some progress in this direction has
been achieved only for two limiting cases. First, turbu-
lent ion heating was described for the case of a suffi-
ciently dense plasma, when frequent ion-ion collisions
force the distribution of ions with velocities below the
ion acoustic velocity v, to become nearly Maxwellian
[5]. Second, an analytic description of turbulent ion
heating was given for the limiting casein whichion-on
collisions can be ignored [6]. This description is, how-
ever, valid for the comparatively short time scales on
which the formation of a gradually decreasing velocity
distribution of the thermal ions with velocities v < vy
can till beignored (see[7, 8] for details).

In the present paper, a nonequilibrium ion distribu-
tion in aplasmawith IAT is studied for another impor-
tant limiting case. Specifically, we consider the condi-
tions under which, on the one hand, the distribution of
the bulk ions with velocities v < v remains closeto a
Maxwellian distribution because of frequent ion—ion
collisions, but, on the other hand, as the ion velocity

increases from the ion therma velocity to velocities
lower than or on the order of the ion acoustic velocity,
theion distribution is formed under the influence of ion
scattering by the low-frequency fields that are driven by
the beating of ion acoustic wavesinvolved in stimulated
scattering. Under such conditions, the distribution func-
tion of superthermal ions decreases more gradually than
doesthe Maxwellian distribution functionand, at v = v,
changes smoothly to the Maxwellian distribution func-
tion of the hot resonant ions. The quasi-steady ion dis-
tribution obtained is used to calculate the rate at which
the ion acoustic waves are damped by resonant ions and
thereby to determine the explicit dependence of the
anomalous current density on the plasma parameters.

2. |AT SPECTRUM

We consider the interaction of ions with IAT under
conditions such that the turbulence level islow and the
distribution of thermal ionsis mainly governed by ion—
ion collisions. Under these conditions, the distribution
function of the thermal ions is nearly Maxwellian and
the number density of the ion acoustic waves, N(k), is
given by the expression (see, e.g., [9])

N(k) = N(K)®(cos8,). 1)

Here, k is the wavenumber and 6, is the angle between
the wave vector k and the direction of the force driving
theinstability. Inthis case, the distribution of ion acous-
tic waves over the wavenumbers has the form

2
N(k) = J2renmy 2u0et(1 4 k32,
Lel Di

2
05 0.25

1/2
n(L+Kroe) _ _
1+Krpe (L+Kr2)°

Krpe

1063-780X/04/3011-0937$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Here, rp. isthe electron Debye radius; w, . isthe elec-
tron gyrofrequency; rp;, wy;, and n;, are the ion Debye
radius, ion gyrofrequency, and ion density, respec-
tively; m; is the mass of an ion; and v, = rp.y;. The
angular distribution function of the ion acoustic
waves, ®(cosB,), is determined by the turbulent
Knudsen number

6TIeE|r3;

Ky = -
nkokjvere

3)

where e and m, are the charge and mass of an electron
and E isthe electric field strength in the plasma. In what
follows, we will be interested in the limit of small
Knudsen numbers,

Ky < (1+8)° “4)

Here, the parameter 8, which characterizesthe damping
of ion acoustic waves by ions with velocities higher
than v, isequal to

3
e|mVv
(A}

_ 32
o = (2m) = mn

)

where vy, is the electron thermal velocity, g is the
charge of anion, and f,(v) = [dQ f(v)/4mtisthe isotro-

pic part of theion distribution function. Under inequal-
ity (4), the angular distribution of the number density of
the ion acoustic waves has the form [5, 9]

4KN d X4

D (x) D3T[(1+5)X6)_((1+8—x)1'“5' (6)
n2 <1, 0
IN[3(L + 3)°IN2/4K ]
4K
g0—N — <1, (8)
3m(1+9d)°a,

IAT spectrum (2) with angular distribution (6) is valid
under the following two conditions. First, the thermal
ions should obey a Maxwellian distribution. For thisto
be possible, it is necessary that the ion-ion collision

frequency v;, = 4TtAn e /mP > (KT)¥? (where T, is the
ion temperature, A is the Coulomb logarithm, and K is
Boltzmann’'s constant) exceed the reciprocal of the

characteristic time between collisions of ions with the
turbulent pulsations of the charge density,

1
01 NL g
O—(d&D,, (v, ¢

DZVZ_-[ ( E

-1
T =

)

V=V

Here, £ =cos®, =—(v - E)/VE, Dy, = Dgg VoVg/V2 Dog
is the tensor describing the nonlinear diffusion due to
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the stimulated scattering of waves by ions[10],

2m)°

DM = (
o 2mi2wii
x 3( o —k" V) |A(K, k', v)|?,

(w, k) and (w), k') are the frequencies and wave vectors
of the incident and scattered waves, respectively;
(w", k") = (0w - W, k - k') are the beat frequency and
wave vector of the interacting waves; and the intensity
A(K, K', v) of the stimulated scattering is described by
the approximate expression

e KKk . kO
@ma K T i (0

J’dkdk'wcdsk;k'[;N(k)N(k')

Ak, k', v) O

Hence, the first condition for the applicability of the
I AT spectrum given by relationships (2) and (6) hasthe
form

vT > 1. (12)
Second, if theion distribution in the range of superther-
mal velocities is non-Maxwellian, then it is necessary
to require that numerical differences between the inte-
grals in the velocity moments determining the IAT
spectrum and the same integrals corresponding to a
Maxwellian ion distribution be small. The requirement
of smallness of the differences between the velocity
moments and their values corresponding to a Max-
wellian ion distribution makes it possible to ignore the
reverse effect of perturbationsin the momentsof theion
distribution on the AT spectrum. Among the moments
that determine the IAT spectrum, the second velocity
moment is of the highest order and, consequently, isthe
slowest converging. Hence, we require that the root-
mean-square velocity

/20 = é-eriJ’dvvzf(v)

differ only dlightly from v% =KT;/m, i.e, that thefol-
lowing inequality be satisfied:

V- v3,

2
Vi

<1 (13)

Inequalities (12) and (13) are sufficient conditions for
the applicability of the analysis that follows.

3. KINETIC EQUATION FOR THE IONS

Theoretical investigation of the ion distribution is
based on the time-independent kinetic equation for the
ion distribution function f(v),

o

] f_ 0 naL NL
ZE LS, = SU(T) + 5-[DS (W) + Oy
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Equation (14) for the distribution function f takes into
account the effects of (i) a constant electric field E;
(i) ion—on collisions, which are described by the Lan-
dau collision integral St(f); and (iii) quasilinear and
nonlinear ion—-wave interactions which are described

by the diffusion tensors D B - (v) and DOIB (v), respec-

tively. Since the distribution of thermal ionsis assumed
to be Maxwellian, we seek a solution to Eq. (14) in the
velocity range v > vq. In spherical coordinates,
Eq. (14) hasthe form

VII\/TI

362( _E)

ViV 9 |:VTI of + f}
v2 ovL v ov

10 2p /
¥ V26v[ Wa Dviaz
(15)
107 i gp, O L 1-E
*Va E[ €Dz, + 15 Ducgy |
_ af EZ?iD =0
v v ol

where Dyg(v) = Dan (v) + Dgg (v). Following [4], we
describe the elements of the quasilinear diffusion tensor
by the expression

{DS,, D%, DS}

4 2
Ve Vg Lvg

l+6VVTeE/_2 Fu (v, &), SFVE(V €), Fee(v, EE

Here, v = /9T1U8 |eE|/m.v,, the parameter & isgiven by
expression (5),

Fas(V. £) D2(1+ 6)Idx(1+ X3
| @ 05 __025_ an
X 1+x (1+x2)
1 2 2 2 2
XIdth(t)daBn[(l_t J1—E%) = (vJval+X —th)ﬂ]z’
[A-t)1-&%) — (v vl + X —tE)]

n isthe Heaviside step function,
dy, = (14307,
dye = t—EvJ(vi1+x)] (1+x3) (183"
2 _
der = [t—EvJ(v1+x)] (1-8) .
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For v = v, the quasilinear tensor given by expres-
sions (16) and (17) determines the diffusion tensor in
Eq. (15).

For v < v, dl elements of quasilinear tensor (16)
decrease rapidly with decreasing velocity; as a resullt,
for v < v, we have Dg; 0 (v/vg)'". At the same time,
for v < v, expressions (10) and (11) yield the follow-
ing formulafor the elements of the nonlinear diffusion
tensor:

v?  _dkdk'

] o

[h
k')zwwg( o -+

{D}y, Dye, Dt} = N(k)N(k)

k' Chy?
=5 g

x 8( ' —k" Ov)(n, Ch

« B )2 (ke K ne =80 (K" ne—&n) B
0

(1-83)" (1-8% O

whereng, n,, and n, are unit vectorsin the directions of
eE, k, and v, respectively. All three of the tensor ele-
ments in (18) are on the order of v2/t, where the char-
acteristictimet is given by formula (9):

dk dk’

T 30m| Ij(z - “N(K)N(K')

x 3( 00— o8)[Kk Tk73(n, Chy)2.

(19)

Taking into account explicit expressions (2) and (6) for
the IAT spectrum, we obtain from expression (19) the
relationship

4 3

- _ Kn Mpe®y _
7 2
9OT[rDiwLe

eEvs
15K T,

(20)

Equation (15) with explicit expressions (16) and (17)
for the quasilinear diffusion tensor and explicit expres-
sion (18) for the nonlinear diffusion tensor serves as a
basis for further analysis of the ion velocity distribu-
tion.

4. APPROXIMATE SOLUTION
TO THE KINETIC EQUATION

We consider theisotropic part f,(v) of theion distri-
bution function. To do this, we represent f(v) in the
form

f(v) = fo(v)+ fa(v, &), fo(v) = Id—zaf(v,ﬁ)-

We assume that the anisotropic part f,(v, &) issmall in
comparison to f(v). Integrating Eq. (15) over thedirec-
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tions of the velocity vector, we arrive at the following
equation for f,(v):

19 .0 LW%df, f
L2 g -2 jda(l o
(21)
2
(o, S 450, B

The equation for the anisotropic part f,(v, &) of theion

distribution function is obtained by subtracting Eq. (21)

from Eq. (15). Time-independent equation (21) isvalid

over the entire range of ion velocities except for those

of runaway ions. Assuming that there is no source of

ions with the velocity v = 0, we rewrite Eq. (21) as
2VII VTI

VTI
%4
2 1! 2
__V Sj.da{_«/l—i
2ViiVTi_l v

Following [4], we first consider Eq. (22) in the
velocity range v = v, In this case, the diffusion tensor
is determined by the quasilinear contribution given by
expressions (16) and (17). For velacities lying in this
range, but only up to those of runaway ions, v < vg =
(my/Zm,)'v, the equation for the anisotropic part of
the distribution function yields (see [4] for details)

Id&Dw}df(’ fo

£22)

(1 E)}af 0
D

of, ___v_Diedf
P /—DQLdv

We substitute this expression for df,/0¢ into Eq. (22)
and, on the right-hand side of this equation, ignore the
electric field contribution, which is insignificant for
V< V < Vg Asaresult, we obtain the following equa-
tion for f,(v):

vidf,

v dv 23)

2+ f, =0,

where v, is the effective thermal velocity, defined by
the relationship

3
2 %4

Vh =
3
2V, Vi

[ v > ve 10

1
x IdzEDS&(v >V E) -
J7o v > vy E) 0
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Using expressions (16), (17), and (20), wetransform
thisrelationship into

2 _ 4.2

Vi = (1+6) VT|( ii ) 1V2

(24)

Note that the model used here to describe ions with
velocities v > v isvalid only for v > v2 [4]. In this
case, sinceionswith velocities vg < v < vginteract with
waves in a quasilinear fashion, the solution to Eqg. (23)
is close to a Maxwellian distribution function with the
effective temperature higher than the el ectron tempera-
ture. lons with such velocities are called hot resonant
ions. Their distribution over velocities differs markedly
from that of cold thermal ions, whose temperatureisfar
lower. However, under the conditions considered
below, the density of the resonant ions is so low that
their contribution to the total ion density and total ion
thermal energy isnegligible.

We now examine Eq. (22) in the velocity range v+; <
V < Vv, in which the diffusion tensor is determined by
the nonlinear contribution given by expression (18).
For simplicity, we restrict ourselves to conditions for
which there is no need to consider the solution to the
integrodifferential equation that describes f (v, &) in
this velocity range. In other words, we are interested in
conditions under which the contribution of f,(v, ) to
Eqg. (22) can be ignored. Specifically, we are operating
under the inequality

3

VS
ViiT > —3-
Vi

(25)

Note that condition (12) holds automatically provided
that condition (25) is satisfied. Under condition (25),
we obtain from Egs. (15) and (22) the following esti-
mate for the anisotropic correction to the ion distribu-
tion function:

@,E v,V dfo
faOg - TDV“ g dv (26)
With allowance for relationship (20) between the field
E and the time 1, estimate (26) becomes

2
5V
fa DDT + VD(

We thus arrive at the following estimate for the contri-
bution of the anisotropic part of the ion distribution
function to the right-hand side of Eq. (22):

5v2, 2 2V df
PV, Ry o 27
S
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At the same time, the contributions to the |eft-hand side
of Eq. (22) that do not contain f, are on the order of

4 V4 ﬁ%df
v, tvy  vodv'

which considerably exceeds contribution (27) over the
entire velocity range v < v < v, provided that the fol-
lowing condition is satisfied:

v
v, T > max[ X %LS T'D}

Condition (28) includes condition (25) and the condition
for the effect of the electric field to be weak. The latter

condition is more difficult to satisfy for vZ/v3 < 22.
Hence, under condition (28), the anisotropic correction
to Eq. (22) for the isotropic part of the ion distribution
function in the velocity range vy < v < v, can be
ignored.

(28)

Note that, for velocities on the order of, but lower
than, the ion acoustic velocity v, the nonlinear diffu-
sion tensor does not reduce to v 2/t because, for v ~ v,
the expression for the intensity of stimulated scattering
ismoreinvolved than expression (11). Since, for v > v,
the elements of the nonlinear diffusion tensor decrease
with decreasing velocity and since, for v < v, they al
increase in proportion to v?2, the dependence v ~ vq

should have a maximum at D\ (v). Strictly speaking,

the maximum value of the averaged (over the angles)
diffusion coefficient at v = v, should be determined
with allowance for the broadening of resonances corre-
sponding to the Cherenkov interaction of ion acoustic
waves with ions. Since we do not pretend here to
develop such adetailed | AT theory, wewill restrict our-
selves to simple modd representations. Namely, the
correction that takes into account the non-quadratic
dependence of the nonlinear diffusion tensor on veloc-
ity is described by the model expression

1 v20 gyt
S[EDW(v.8) = TO+350 , (29)
2 o ved

where a and b are numerical coefficients. Note that the
results presented below remain essentially unchanged
for b values lying in the range in which we are inter-
ested here, namely, for 2 < b < 5. Thisiswhy, for defi-
niteness, we will assumein our calculationsthat b = 2.
This is not, however, the case for the coefficient a,

which characterizes the value of the element D)y of

the diffusion tensor at v = v.. Below, wewill show how
changesin a affect the final theoretical results.
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Relationships (23) and (29) put Eq. (22) in a com-
paratively ssimple form that makes it possible to deter-
mine f,(v) over the entire velocity range v < vg:

2. 4 q:'—l
{ﬁ+ v 3DL+—D n(vse-v)

v (VIIT)VTI Vs
(30)

2
+ g v - vs)}OIf +fo = 0.

This equation has the approximate solution

n; dv v
fo(v) = ——— 1+
0( ) (2_’_[)3/2\/_1'3_' p J. VTI |: (VIIT)VTI
i , L 6D
><l+aLD nvs— v')+V—2hr](v'—vS)} E;v<vR.
s VTi O

In deriving solution (31), we used the relationships
dv fo(v) = n, and 2Lk v, , which follow from one of

the basic assumptions of our model, namely, from ine-
quality (13). In accordance with conditions (28), solu-
tion (31) in the range v < vy; is nearly Maxwellian,
which agrees with another basic assumption. However,
under conditions (28), the distribution function f,(v) in
therange v > vy; differsfrom aMaxwellian function. In
order to analyze this difference, it is necessary to deter-
mine the thermal velocity of the hot ions, v, = v,(9),
given by expression (24) and dependent on the param-
eter 0 (5), which is uniquely related to the value of the
functionf, (31) at v = v,

5. EFFECT OF RESONANT IONS
ON ANOMALOUS TRANSPORT

Using distribution function (31), we obtain the fol-
lowing expression for the parameter o (5):

VS
Ove _cdvv
EQVH

5 0O ]t
X |1+ 4 3 1+ av U
(viT)vyO

—5d
v, O
where 3, = Z,/m/m,(T/T;)*?exp(-ZT,/2T,) is the &
value corresponding to a Maxwellian distribution of
ions with velocities v < v and Z = |e/e]. Note that the
value of d is sensitive to the absolute value of the coef-
ficient a. Let us consider how the parameter 6 depends
on v;;T. To do this, we assume that a ~ 1, keeping in
mind, however, that this assumption may lead to a
guantitative error in determining &. Figure 1 shows the
dependence of the parameter 6 (32) on v;T in asingly

0 = §, [eXp—~= >
o Vi
(32)
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Fig. 1. Parameter 6 (32), which characterizesthe Cherenkov
damping of ion acoustic waves by resonant ions, as a func-

. . . o 2,2 _
tion of v;;T inasingly ionized argon plasmafor v /vy =
(1) 20, (2) 25, (3) 30, and (4) 50.
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Fig. 2. Isotropic part of the ion distribution function,
@2 v 30 fy(v), vs. normalized velocity v/v+ in asin-
gly ionized argon plasma with Ty/T; = 40 for a = (1) 1,

(2) 1.5, and (3) 2. Curve 4 correspondsto aMaxwellian dis-
tribution.

ionized argon plasmafor b= 2, a= 1, and different val-
ues of theratio v2/v3 = TJT:: (1) 20, (2) 25, (3) 30,
and (4) 50. The threshold for IAT corresponds to the
valuev;T=7.7 x 10% /T JT,, whichisbeyond therange

URYUPIN

presented in Fig. 1. In the range of v, T values given in
Fig. 1, inequalities (4), (13), and (28), which are
required to justify our approach, are also satisfied. For
sufficiently large values of the parameter v;;T, we have
0 = §,, which corresponds to aMaxwellian distribution
of ionswith v < v, It can be seen from Fig. 1 that, as
the parameter v;;T decreases, the parameter & increases,
i.e., resonant ions enhance the damping of ion acoustic
waves. This phenomenon, which has been known for a
considerable time [4], can now be described in a self-
consistent manner for the case in which the nonlinear
interaction of superthermal ions with IAT isimportant.
For small values of the turbulent Knudsen number, the
plasma current density depends on the parameter o as
(see[3])

j = (21+0.9%)en,.v..

We can seethat, for > 2, resonant ions have adecisive
effect on the current density in a turbulent plasma,
whereas, for & < 2, this effect can beignored. It can be
seen from Fig. 1 that, if the extent to which the plasma
is nonisothermal is sufficiently high (T¢/T, > 25), then
therelationship d = §,, < 2 holdsfor large values of the
parameter v;T, whereas, for smaller values of v, T, we
have d > 2.

Finally, we analyze solution (31). Figure 2 shows
how thissolution, i.e., theisotropic part f, of theion dis-
tribution function, depends on the normalized velocity
v/vy for a singly ionized argon plasma and for

v2/v =40, v;T1 =750, and b= 2. Curves, 2, and 3
in this figure were calculated for a = 1, 1.5, and 2,
respectively. For these curves, formula (32) givesd = 5,
3, and 2, respectively. In this case, expression (24)
yields vi =2v2,2.5v2, and3v:;i.e, thetemperature
of hot resonant ions is higher than the el ectron temper-
ature. Curve 4 in Fig. 2 corresponds to a Maxwellian
distribution of the ions. A comparison of curves I, 2,
and 3, on the one hand, with curve 4, on the other,
shows that, in the velocity range v4; < v < v, distribu-
tions 1, 2, and 3 are very non-Maxwellian. Curves ], 2,
and 3 show that, a velocities of about v/vy = 6.3
(which corresponds to the ion acoustic velocity), the
behavior of the distribution function changes radicaly:
in the range v < v, the distribution of the ions is gov-
erned by their nonlinear interaction with the waves,
whereas, in the range v > v, the ion distribution is
dominated by the quasilinear interaction. In turn, a
comparison between curves I, 2, and 3 shows that,
when the parameter a (which is afree parameter in our
theory) is varied from 1 to 2, the distribution function
of the superthermal ions changes comparatively little.
The amount by which the distribution function changes
intherange v > v, asthe coefficient aisvaried is com-
parable to the above changes in the parameter d.

Hence, we have derived a solution to the kinetic
equation for the isotropic part of the ion distribution
PLASMA PHYSICS REPORTS  Vol. 30
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function for a plasmawith low-intensity AT, such that
condition (28) is satisfied. In this case, the effect of the
AT on the distribution of thermal ions can be ignored
and it ispossible to use the AT spectrum calculated for
a Maxwellian distribution of the bulk ions. We have
obtained ion distribution (31) and have used it to
describe the damping of ion acoustic waves by resonant
ions with velocities higher than the ion acoustic veloc-
ity. In doing this, we have determined the parameter o
(32), which characterizes the effect of resonant ions on
the AT spectrum and on the current density in a turbu-
lent plasma at small values of the turbulent Knudsen
number. We have shown that the formation of a non-
Maxwellian distribution of superthermal ions leads to
an increase in the number of resonant ions; as a conse-
guence, resonant ions enhance the damping of ion
acoustic waves, the turbulence level reduces, and the
plasma conductivity increases.
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Abstract—A study is made of the breakdown of afine wire during its electric explosion in vacuum. The prob-
lem of how the wire diameter, the rate of energy deposition in the wire, and the insulation of the electrode sur-
face near the electrode—wire contact influence the wire explosion and the accompanying breakdown is investi-
gated experimentally. The wire explosion was Performed at a positive polarity of the high-voltage electrode. A

current density growth rate of 6 x 10''—5 x 10

6 A/(s cm?) is achieved. It is shown that the breakdown along a

wire is similar in many respects to the gas breakdown. The insulation of the wire surface makes it possible to
avoid breakdown and to increase the deposited energy to values sufficient for the wire sublimation. © 2004

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Although electric explosions of wires at both micro-
second and nanosecond current-rise times have been
studied in many papers, the processes accompanying
the wire explosion till attract great interest. Thisinter-
est is motivated by both the fundamental character of
the processes occurring in wire explosions and their
possible applications. Thus, metal (particularly tung-
sten) multiwire arrays are widely used to generate high-
power soft X-ray (SXR) pulses [1-6]. To increase the
efficiency of SXR generation in multiwire arrays, it is
necessary to minimize the influence of the azimuthal
inhomogeneity in the material distribution during the
wire explosion and decrease the effect of a precursor on
the implosion process.

One possible way of solving this problem is to
ensure the rapid conversion of the wire material into a
gaseous plasma. As was shown in [7], it is possible to
substantialy improve the uniformity of the expanding
wire material and to increase the fraction of the wire
material converted into a gaseous state by increasing
the energy deposited in the wire. One of the factors
inhibiting the increase in the deposited energy to values
sufficient for the wire sublimation is an early break-
down of the interelectrode gap along the wire surface
and the subsequent switching of the current from the
wire to the conducting medium surrounding the wire.
In [8], it was shown that the shunting breakdown is
caused by the gas desorption from the wire surface. In
this case, the breakdown of the interel ectrode gap along
the desorbed gas shunts the wire, thereby impeding the
increase in the deposited energy to values sufficient for
its compl ete evaporation.

Insulation of the wire surface with a thin varnish
layer makes it possible to substantially increase the
time interva before breakdown and, hence, to increase

the deposited energy [7, 9]. As was pointed out in [10]
and was also proved by our studies, the energy depos-
ited before breakdown increases with increasing energy
deposition rate. However, a complete understanding of
these processesis still lacking. The energy deposited in
the wire material can be limited by the specific proper-
ties of the gas breakdown and by the influence of other
factors inhibiting or promoting breakdown of the gas
desorbed from the wire surface.

The aim of this study is to investigate the mecha-
nism for the development of the shunting breakdown
along an exploding wire and to find ways of preventing
this breakdown. We performed a number of experi-
ments on the explosion of fine tungsten wires in vac-
uum. In these experiments, we studied how the wire
diameter, the rate of energy deposition in the wire, and
the insulation of the electrode surface near the elec-
trode-wire contact influence the wire explosion and the
accompanying breakdown. The assumption of the ther-
mal expansion of the desorbed gas allowed us to repre-
sent the experimental data on the breakdown along a
wirein different operating regimes as a dependence on
the similarity parameters E,/n and nt,, i.e., in aform
conventionally used in gas-discharge physics.

2. EXPERIMENT
2.1. Experimental Facility and Diagnostics

To study electric explosions of wires, a specia LC
generator was designed and created [11]. The design of
the generator (see Fig. 1) allowed us to change the rate
of energy deposition in the wire by varying the induc-
tance and capacitance of the electric circuit and the
charging voltage of the capacitor. In our experiments,
the high-voltage electrode was charged positively rela-
tive to the return current posts; in this case, breakdown

1063-780X/04/3011-0944%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Electric circuit of the LC generator.
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Fig. 2. Schematic of the vacuum chamber with the load unit.

along the wire occurred substantially later than in the
case of a negatively charged high-voltage electrode
[13]. This alowed us to substantially increase the
energy deposited in the wire.

We performed experiments with 6.35- and 30.48-um
tungsten wires of length 20 = 0.5 mm (six series of
experiments for each diameter). The charging voltage
U, of the capacitor was 10, 22, and 35 kV. The circuit
inductance L, was 730 and 2250 nH; in this case, the
circuit resistance R, (not including the resistance of the
shunt and wire) was 0.234 and 0.354 Q, respectively.
The circuit capacitance C, was 66.9 nFin all the exper-
iments. As capacitive storages, we used commercial
IKCh-50-0.035 capacitors. As a switch, we used a gas
spark gap. Each series of the experiments consisted of
ten shots.

2004
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The load unit was installed in the working chamber
of the generator (Fig. 2). The working chamber had six
diagnostic windows. As return current posts, we used
six 1-cm-diameter rods equally spaced round a circle
10 cm in diameter. The return current posts were cho-
sen such that the stray capacitance of the load unit was
minimal. All the components of the chamber were
made of nonmagnetic materials. In al the experiments,
the vacuum chamber was pumped-out by an oil-free
pump to aresidual pressure of (3-5) x 107 torr.

In our experiments, we used the following electrical
diagnostics: an active high-resistance divider, an induc-
tive loop located on the side of the high-voltage elec-
trode (anode), and a shunt located on the side of the
ground electrode.
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Fig. 3. Schematic of the wire holder.

The parameters of the active high-resistance divider
were chosen such that, on the one hand, they ensured
the required accuracy of the voltage measurements and,
on the other, the effect of the divider on the operation of
the main circuit of the generator was minimal. Never-
theless, asin amost any diagnostics, the divider could
influence the processes occurring in the circuit. In sub-
nanosecond wire explosions, we observed significant
inductive jumps in the voltage and current. At the
instants of these jumps, the power deposited in the wire
could be close to the maximum power of the generator.
As aresult, due to the power loss in the active divider,
the current and voltage in the main circuit decreased by
10-12% and the energy deposited in the wire decreased
by 3-3.5%. This effect manifested itself only in the
early stage of wire heating, when the power deposited
in the wire was comparable to the generator power. In
our calculations, knowledge of the circuit parameters
allowed usto accurately take into account the influence
of the active divider. Since the aim of our experiments
was to study the parameters of the exploding wire for
the known characteristics of the electric circuit, the
influence of the divider on the parameters of the electric
explosion was insignificant. In all the experiments, the
maximum decrease in the current and voltage because
of the finite resistance of the divider was no larger
than 5%.

2.2. Preparation of the Wire

Test experiments on wire explosions showed that,
when the contacts of the el ectrodes with awire were not
guite good, both the gap voltage and the resistance of
theentire circuit could change abruptly at the beginning
of the current pulse; such changes were practicaly
impossible to take into account. Moreover, a plasma
was produced at the site where the wire contacted the

ROUSSKIKH et al.

electrode; this could substantially influence the pro-
cesses of wire heating and el ectric breakdown along the
wire. To exclude the influence of contacts on the results
of experiments, the wire was mounted in a specia
caprolan holder (Fig. 3) and the wire contacts with the
electrodes were soldered. As aresult, areliable contact
of the electrodes with the wire was ensured. After sol-
dering, the holder was washed with water and ethanol.

2.3. Test Experiments on the Breakdown
of a Gas-Filled Gap

To compare the parameters of breakdown along a
wire to those of the breakdown of a gas-filled gap, we
performed a series of test experiments. In these experi-
ments, we studied the breakdown of a gap filled with
hydrogen at different pressures. The holder with the
wire (Fig. 3) was replaced with 3-cm-diameter plane
electrodes, the interelectrode gap length being equal to
6 mm. When the generator (L = 730 nH) was switched
on, a voltage pulse with a rise time of =10 ns was
applied to the gap. We measured the time interval from
the beginning of the voltage pulse to the instant of
breakdown and the gap voltage at thisinstant for differ-
ent gas pressures within the range from 3.6 to 736 torr.
The measurements were performed in two regimes:
with and without UV preionization. As a source of UV
radiation, we used a spark discharge along a dielectric
surface. The UV sourcewaslocated inthe middle of the
gap at a distance of 5.5 cm from the symmetry axis of
the system. The period of current oscillationsin the cir-
cuit of the UV source was 6 ps. The time interval
between the beginning of the preionization pulse and
the instant at which the generator was switched on was
15ps.

3. RESULTS AND DISCUSSION
3.1. Explosion of Wiresin Vacuum

The main results of our experiments on the explo-
sion of tungsten wires are presented in Figs. 4 and 5.
Figure 4 shows the breakdown time t,, (the time inter-
val between the beginning of the current pulse and the
instant of breakdown), the breakdown electric field E,,
(the breakdown voltage divided by thewirelength), and
the energy W deposited in a wire as functions of the
charging voltage U, and the circuit inductance L, for a
6.35-um wire. Figure 5 shows similar dependences for
a30.48-umwire. Inthesefigures, the symbols show the
average values of the measured parameters (the averag-
ing was performed over 10 shots) and the error bars
show the maximum scatter in the measured parameters.
The dotted lines show the energy range within which
the wire was melted.

We cdlculated the energy deposited in a wire before
theinstant of breakdown Ty, Thisinstant was determined
from the beginning of the sharp drop in the voltage and
sharp rise in the current (Fig. 6). After the onset of the
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Fig. 4. Parameters of the electric explosion of a 6.35-um
tungsten wire with a length of 2 cm as functions of the
capacitor charging voltage U, for L, = (1) 2250 and
(2) 730 nH: (a) the time interval Ty, from the beginning of
the current pulse to the instant of breakdown, (b) the break-
down electric field Ey,, and (c) the energy W, deposited in
the wire by the instant of breakdown.

shunting breakdown, the generator energy was primarily
deposited in the gas desorbed from the wire surface and
practically no energy was deposited in the wire.

Figure 7 showsthe energy W depositedinawireand
the breakdown el ectric field E,, asfunctions of the aver-
age input power P,, and the circuit inductance L, for a
6.35-um wire (plots (a), (b)) and 30.48-um wire
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(2) 730 nH: (a) the time interval Ty, from the beginning of
the current pulse to the instant of breakdown, (b) the break-
down electric field Ey,, and (c) the energy W, deposited in
the wire by the instant of breakdown.

(plots (c), (d)). It can be seen that both the breakdown
electric field and the energy deposited in the wire
increase with increasing input power.

Asthewireis heated by the current flowing through
it, the adsorbed gas begins to be evolved from the wire
surface. When the wire temperature reaches about
600°C, almost all the gasis desorbed from the wire sur-
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face and a thin dense gas layer is produced around the
wire. In[8], it was suggested that it isthis desorbed gas
that plays akey rolein the breakdown along the wire.

In [14], it was shown that the surface density of
hydrogen atoms adsorbed by a tungsten surface is on
the order of 10" cm2; moreover, there are aso such
elements as nitrogen, carbon, and oxygen on this sur-
face. Since hydrogen is the lightest element, it is this
gasthat should determine the boundary of the gaslayer.
The number of hydrogen atoms adsorbed by the surface
of atungsten wire with adiameter d,, and length |, is

N, = 10"md,|.,. (1)

As the wire is heated, the surrounded gas is aso
heated. The expansion velocity of the gas shell depends
on the gas temperature. Taking into account that the gas
density isfairly high and the distance from the wire sur-
face is small, we will assume that the gas temperature
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Fig. 7. Breakdown electric field Ey,, and the energy W, deposited in the wire as functions of the average input power Py, for Ly =
(1) 2250 and (2) 730 nH and for wire diameters of (g, b) 6.35 and (c, d) 30.48 um.
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observed in experiments on the breakdown of a gap filled
with hydrogen (1) with and (2) without UV preionization
and in experiments on the electric explosion of a
(3) 6.35-um and (4) 30.48-um tungsten wire in vacuum.
The solid lines show the power-law approximations of the
data on the breakdown in hydrogen without UV preioniza-
tion and on the electric explosion of awire in vacuum.

T(t) is equal to the wire temperature, which can be esti-
mated from the energy deposited in the wire:

T(1) = [meW(T(t))]_J’l(t)U(t)dL 2)

where m,, is the wire mass and C,,(T(t)) is the tungsten
heat capacity [15, 16]. Expression (2) is, in fact, an
upper estimate of the gas temperature.

The average vel ocity of thethermal expansion of the
atomic-hydrogen shell can be estimated as

12
v (t) = [KT(t)/m,]™", 3)
I, kA U, kV
1.0~ 20
0.8} 16
0.6 12
04} 8
0.2} —H4
/\u/\/\/‘ 0
0 20 40 60 80 100 120
t, ns

949

where k = 1.38 x 102* JK and m,, is the mass of a
hydrogen atom.

By numericaly integrating the expansion velocity
of the gas shell from the beginning of the current pulse
to the instant of breakdown, we find the radius of the
gasshdll Ry,

Ry, = O.5dW+Iv(t)dt. 4)
The volume of the gas shell is
V(1) = IR0 -1l )
and the gas density n(t) is
n(t) = No/V(t). ()

Using the measured values of the breakdown volt-
age U, and thetime interval between the time at which
the generator is switched on and the instant of break-
down 1,,,, we can plot the reduced electric field E,,/n as
a function of the parameter nt,,. The resulting func-
tional dependence of E,/n on nt,, will allow usto com-
pare the parameters of breakdown along awire in vac-
uum to those of gas breakdown.

3.2. Breakdown of a Gas-Filled Gap

We studied breakdown in hydrogen at different gas
densities n by the method described in [17, 18]. Figure 8
shows the results of experiments on breakdown in
hydrogen with and without UV preionization. As was
expected, the curve E, /n = f(nt,,) in the absence of UV
preionization lies somewhat higher than that in the
presence of preionization and is somewhat different in
shape.

U, kV I, kA
20 ~11.0
16 - H0.8
12+ 40.6
8 0.4
4 H0.2

L 0

0 20 40 60 80 100 120

t, ns

Fig. 9. (a) Measured and (b) calculated dependences of (1) the current | through the wire and (2) the voltage U across the anode—
cathode gap during the explosion of a 30.48-um tungsten wire. The wire length is 20 mm, the circuit inductance is 730 nH, the

circuit capacitance is 66.9 nF, and the charging voltage is 10 kV.
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Fig. 10. (a) Measured and (b) calculated dependences of (1) the current | through the wire and (2) the voltage U across the anode—
cathode gap during the explosion of a 30.48-um tungsten wire. The wire length is 20 mm, the circuit inductance is 2251 nH, the

circuit capacitance is 66.9 nF, and the charging voltage is 10 kV.

The closed and open circles in Fig. 8 show the data
obtained during the explosion of tungsten wiresin vac-
uum. The parameters E,, and 1, were found experimen-
tally and the density of the desorbed gas n was calcu-
lated by the method described in Section 3.1. The data
presented in the figure refer to all of the twelve regimes
of wire explosion under study: the upper group of sym-
bols refers to 30.48-um wires, and the lower group
refersto 6.35-pum wires.

The above experimental dependences can be fitted
by the function
E./n = a(nTy,)", )

whereE,, isinV/cm, nisincm, and 1, isin seconds.
For breakdown in hydrogen, the coefficients in for-
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Fig. 11. Schematic of the wire holder with the insulation of
electrodes.
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mula(7) area =5.6 x 10~ and 3 =-1.0274. For break-
down along awire, they area = 28.13 and 3 =-1.5523.

A comparison of the curves shown in Fig. 8 shows
that the parameters of breakdown along awire are close
to those of gas breakdown. The difference in the slopes
of the curvesis presumably related to the different ini-
tial conditions and to a rather simplified description of
the processes of desorption, heating and gas break-
down.

Itislikely that the instant of breakdown and, hence,
the energy deposited in the wire is determined by the
dynamics of the thermal expansion of the desorbed gas.
This explains an increase in the deposited energy with
increasing input power. The faster the wire is heated,
the smaller the distance to which the desorbed gas has
time to expand and the stronger the electric field
required for the breakdown of this gas. As aresult, the
energy deposited in the wire increases.

The experimental data on the breakdown of fine
tungsten wires (see Fig. 8) make it possible to deter-
mine the instant at which the energy deposited in the
wire should be calculated when simulating an electric
explosion of awirein vacuum. If the simulation of elec-
tric explosion is performed with allowance for the ther-
mal expansion of the desorbed gas, then the instant of
breakdown is determined by expression (7).

To check the efficiency of the model, we performed
magnetohydrodynamic (MHD) simulations of a wire
explosion with allowance for the thermal expansion of
the desorbed gas into a vacuum by the method
described in Section 3.1. In simulations, we used the
one-dimensional MHD code developed in [19]. In par-
alel with hydrodynamic equations, Maxwell’s equa-
tions and heat conduction equations were solved. For
tungsten, we used wide-range semiempirical equations
of state [20], in which the effects of high-temperature
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melting and evaporation of a wire material were taken
into account.

In simulations of an electric explosion of awire in
vacuum, it was assumed that, when the voltage reached
its breakdown value (this value is determined by for-
mula (7)), a resistor with a resistance depending on
timeas

t—
R = Ryexp %—(A%E ®)

was introduced in the circuit in parallel to the wire.
The parameters R, and At were chosen such that,

5 ns after the introduction of the resistor, its resistance
was 0.1 Q.

In MHD simulations, the coefficients a and 3 in
expression (7) were chosen such that the results of cal-
culations agreed well with the above experimental data
on electric explosions of wires in vacuum. The best
agreement was achieved at o = 1.5 x 102 and B =
-1.05; these values are quite close to those for the ana-
Iytic approximation of the breakdown curve in hydro-
gen (Fig. 8). The difference in the values of the coeffi-
cient a for these two cases shows that the breakdown
voltage along awireis higher than the breakdown volt-
age in pure hydrogen.

Figures 9 and 10 show the experimental and calcu-
lated curves for the explosion of tungsten wiresin vac-
uum in two regimes with different times of energy dep-
ositionin thewire. It can be seen from these figuresthat
the calculated curves are similar in shape to the experi-
mental ones. In spite of a certain quantitative differ-
ence, this testifies that the method proposed is applica-
ble for calculating the instant of breakdown and esti-
mating the energy deposited in awireduring itselectric
explosion in vacuum.

3.3. Suppression of Breakdown during the Explosion
of Wiresin Vacuum

Taking into account that the parameters of break-
down along awireare mainly determined by the param-
eters of the gas desorbed from the wire surface (rather
than the parameters of the wire itself), we attempted to
suppress this breakdown. For this purpose, the region of
the electrode—wire contact was covered with an insula-
tor; this made it possible to both eliminate the effect of
the plasma arriving from the region of the wire—elec-
trode contact and suppress electron emission from the
cathode surface. The experiments were performed with
different insulators. The insulator covered both the
region of the wire—electrode contact and the electrode
itself. The use of silicon hermetic adhesive as an insu-
lator gave the best results. The results obtained are pre-
sented in Fig. 12, which shows the waveforms of the
current and voltage for two regimes of the explosion of
a fine tungsten wire: without and with insulating the
electrode surface by hermetic adhesive. One can see
that, with insulation, breakdown is absent; as a result,
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Fig. 12. Waveforms of (&) the voltage U across the anode—
cathode gap and the energy W, deposited in a 6.35-pum

tungsten wire and (b) the current | through the wire for
(1) uninsulated and (2) insulated electrodes. The wire
length is 2 cm, the charging voltage is 35 kV, and the circuit
inductance is 730 nH. The dashed lines show the sublima-
tion energy Wy 1,; the melting energy W,,,; and theinstantst;

and t, till which the generator energy is deposited in the
uninsulated and insulated wire, respectively.

the duration of the high-voltage pulse applied to the
wire and, hence, the energy deposited in the wire
increase substantially. This makes it possible to
increase the deposited energy to values sufficient for
the wire sublimation.

4. CONCLUSIONS

In this paper, we have presented results from the
studies of the electric explosion of afine tungsten wire
in vacuum and the shunting breakdown accompanying
this explosion.

A comparison of the experimental results on the
explosion of tungsten wires in vacuum with the results
of test experiments on the breakdown of agas-filled gap
has shown that the breakdown along awireissimilar in
many respects to the gas breakdown. A method has
been proposed that takes into account the thermal
expansion of the desorbed gas and makes it possible to
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guite exactly determine the instant at which the shunt-
ing breakdown along a wire occurs.

The experimental results have shown that the insu-
lation of both the electrodes and the wire surface near
the electrodes makes it possible to avoid breakdown
along the wire and to increase the deposited energy to
values sufficient for the wire sublimation.
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Abstract—The electron energy distribution function and the related plasma parameters in non-self-sustained
dischargesin Kr and Ar are studied theoretically. The investigations are carried out by numerically solving the
corresponding Boltzmann equation for the electron energy distribution function with allowance for electron—
electron collisions. The electron energy distribution and electron density are calculated self-consistently as
functions of the intensity g of the source of secondary electrons and the magnitude of the reduced electric field
E/N. The main goa of the investigations was to determine the conditions under which the plasma exhibits
bistable parameters. Cal culations show that, for dischargesin Kr, there isa certain range of g and E/N valuesin
which the Boltzmann equation has two different stable solutions. For an Ar plasma, such abistability effect was
not found: over the parameter range under consideration, the Boltzmann equation has aunique solution. Various
plasma parameters (such as the effective electron temperature, electron drift velocity, and electron current
density) are calculated for different discharge conditions, including those corresponding to the bistability effect.

© 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The possible effect of bistability of the parameters
of aweakly ionized plasmawas previously discussed in
[1-10]. This phenomenon was predicted for plasmas of
heavy noble gases in weak electric fields [1-5] and for
afterglow plasmasin an Ar : N, gas mixture [6, 7] and
in N, [8-10]. In addition, the bistability effect was
investigated theoretically in [11] for positron swarmsin
aHe plasma.

Gerasimov et al. [1] analyzed the bistability effect
under the assumption that the electron energy distribu-
tion function (EEDF) isMaxwellian. They showed that,
in a certain range of E/N values, the equation for the
electron temperature has three steady solutions, two of
which are stable. This result is attributed to the specific
shape of the transport cross sections for electron scat-
tering by the atoms of heavy noble gases. Ivanov and
Prikhod' ko [2] studied the bistability of the EEDF by
solving a simplified Boltzmann equation with allow-
ance for electron—electron (e-€) collisions. In our
recent paper [3], the bistability effect was investigated
by numerically solving the Boltzmann equation with
the use of modern data on transport cross sections for
electron scattering by xenon and krypton atoms. It fol-
lows from [2, 3] that, in a certain range of parameters
(namely, the reduced electric field E/N and the degree
of ionization), the Boltzmann equation has two stable
solutions. It should be noted that, in the calculations
carried out in the cited papers, the electron density was
treated as an independent parameter. Since the bistabil-
ity effect persists at low values of the parameter E/N
(for, e.g., aXeplasma, itisaslow as~0.03 Td), the sit-

uation considered in [1-3] corresponds to the condi-
tions of a decaying plasma.

In our earlier papers[4, 5], we investigated the pos-
sible existence of bistability effect in aXe plasmaunder
steady-state conditions. We considered the conditions
corresponding to a non-self-sustained discharge (i.e., a
discharge sustained by a beam of fast electrons) and
numerically solved the relevant Boltzmann equation for
the EEDF with allowance for e-e collisions. The EEDF
and electron density were computed self-consistently
as functions of the intensity of the source of secondary
electrons and the magnitude of the reduced electric
field. It was found that, in a certain range of the param-
eters g and E/N, the Boltzmann equation has two stable
solutions. It should be stressed that the physical condi-
tions considered in [4, 5] are radically different from
those treated earlier in [1-3]: on the one hand, for a
non-self-sustained electroionization discharge, the
electron density is not an independent parameter and,
on the other hand (and more importantly), the heating
of the plasma electrons is governed not only by the
electric field but also by the energy input from the fast
electron beam.

Here, we investigate the possible existence of the
bistability effect in Kr and Ar plasmas under steady-
state conditions. All the simulations are carried out for
a discharge sustained by a fast electron beam. In
essence, the present work is a continuation of [4, 5].

2. MODEL CONDITIONS

We consider a homogeneous plasma created by a
fast electron beam in the presence of an external elec-
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tric field. All the simulations were carried out for agas
temperature of 300 K and at atmospheric pressure
(760 torr). The reduced electric field was varied within
the range E/N = 0-0.04 Td. For these values of the
parameter E/N, the gasatomsareionized exclusively by
the beam electrons. The process of ionization of a gas
by a steady-state fast electron beam (including cascade
ionization processes) are characterized by the produc-
tion rate of the secondary electrons. For aparticular gas
mixture, thisrate can be estimated from a given density
and energy of the beam electrons. It is the production
rate of the secondary electrons that was considered as
an independent variable parameter in our investiga
tions.

The secondary electrons lose their energy in elastic
and inelastic collisions and disappear when recombin-
ing with positive ions. A plasma with a steady ioniza-
tion source relaxes to a steady state with a certain elec-
tron density and electron energy spectrum. If the inten-
sity of the source of secondary electronsis not too high,
then the mean energy of the plasma electrons is sub-
stantialy lower than the ionization potential of the gas
atoms. In this case, the plasma electrons can be charac-
terized by the low-energy part of the EEDF in the range
from zero energy to the ionization potential |. In what
follows, the term EEDF will be used precisely for this
part of the electron energy spectrum. In our investiga-
tions, we were interested exclusively in fairly low
intensities of the source of secondary electrons (10'3—
10'7 cm™3 s1) and, accordingly, calculated only the low-
energy part of the electron energy spectrum. We also
assumed that the main plasma ions were molecular
ions, the concentration of which was equal to the elec-
tron density.

3. BOLTZMANN EQUATION FOR THE EEDF
IN A NON-SELF-SUSTAINED
ELECTROIONIZATION DISCHARGE

Since we are considering fairly weak electric fields,
we can assume that the electron velocity distribution in
the plasmais nearly isotropic; thisallows usto describe
the distribution function in the so-called two-term
approximation. Under the above conditions, the corre-
sponding time-independent Boltzmann equation for the
symmetric part of the electron distribution function can
be written as

le(nef) +qS(u) + St(n.f) = 0. D
Here, n, is the electron density, u is the energy of an
electron, f(u) is the symmetric part of the distribution
function, the term Ic(n,f) describes the heating of the
plasma electrons by the electric field, the term qS(u)
accountsfor asourcethat produces el ectrons with ener-
gies lying within the interval 0 < u < | and has the
energy spectrum S(u) and intensity g, and St(n.f) isthe
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collision integral. The function f(u) is normalized
according to the condition

Iﬁ;f(u)du =1,
0

the normalization condition for the energy spectrum of
the source of secondary electrons being

IS(u)du = 1.

The collision integral is represented as
Stn.f) )
= Steo(Nef) + St ) + Ste(Mef) + Syee(ne ),

where the terms on the right-hand side describe e—e col-
lisons, elastic electron scattering by atoms, electron
impact excitation of the electronic levels of the atoms,
and dissociative recombination of electrons with
molecular ions, respectively. A detailed description of
the terms 1(n.f) and St(n.f) can be found, e.g., in [12].

The equation for the electron density is obtained by
integrating Eq. (1) over the energy:

)

q-nga, = 0, 3)

where a, is the recombination rate constant.

4. CHOICE OF THE CROSS SECTIONS
AND THE ENERGY SPECTRUM
OF THE SOURCE OF SECONDARY ELECTRONS

The transport cross sections for electron scattering
by Kr and Ar atoms are taken from the paper by Pack
etal. [13]. The investigations carried out in [13]
showed aremarkably good agreement between the cal-
culated results and the experimental data on transport
cross sectionsfor electronsin Kr and Ar discharge plas-
mas over awide range of E/N values. In particular, this
concerns the range of weak electric fields, which isthe
subject of our analysis. The transport cross sections
used in our simulations are presented in Fig. 1.

The cross sectionsfor the el ectronic excitation of Kr
atoms are taken from [14] and those for Ar atoms are
taken from [15]. In the present work, we do not make a
detailed analysis of the ion content of the plasma and,
accordingly, describe the dissociative recombination of
electrons with molecular ions of different species in
terms of a single effective cross section whaose energy
dependence was chosen to have the form Au~'. For such
ashape of the cross section, the recombination rate con-
stant depends on the electron temperature T, as o, ~

T."?, which agrees with both theoretical and experi-

mental data[16]. For most of our calculations, the nor-
malizing coefficient A was chosen to correspond to
PLASMA PHYSICS REPORTS  Vol. 30
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Fig. 1. Transport cross sections used in simulations of (1) a
krypton and (2) an argon plasma.

a, = 1.2 x 10 cm®s™! (for akrypton plasma) and a, =
7 x 1077 cm® s™! (for an argon plasma) at T, = 300 K.
These a, values refer to the recombination of electrons

with Kr, and Ar; ions, respectively [16]. In order to

estimate how much the final results depend on the value
of the effective cross section for dissociative recombi-
nation, we carried out additional test computations in
which this cross section wasincreased by afactor of 1.6
for an argon plasma and 2 for a krypton plasma.

The energy spectrum of the source of secondary
electrons with energies lying intherange0 < u< 1 can
be obtained by integrating the expression for the differ-
ential ionization cross section with a known high-
energy (u> 1) part of the electron energy spectrum that
forms in a beam plasma (the degradation spectrum). It
isin thisway that the energy spectrum S(u) was calcu-
lated in [17] for an argon plasma with the use of the
degradation spectrum obtained in [18]. Following [17],
the energy spectrum of the source of electrons S(u) was
chosen to be triangular in shape,

sw = =H-15 @)

wherel ., istheionization potential of an Ar atom. Most
of the calculations were carried out for the energy spec-
trum Su) given by expression (4) with 1, (or with I,
for aKr plasma). In order to estimate how the shape of
Su) affects the final results, we carried out additional
test computations, in which the secondary electrons
were assumed to be distributed uniformly over the
energy range0 <u<l.
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Fig. 2. Model of aMaxwellian EEDF: the function ®(neTe)
was calculated for a krypton plasma at E/N = 0.01 Td and
q=(1) 10%, (2) 3 x 105, and (3) 10" ecm3 57!

5. RESULTS AND DISCUSSIONS

5.1. Model Approach with the Use
of a Maxwellian EEDF

In order to qualitatively explain how the bistability
arises in a non-self-sustained discharge, let us consider
a simplified model with a Maxwellian EEDF: f(u) ~
exp(u/Ty). In this case, the time-dependent equation for
the electron temperature can be written in the form

d(neTe) _
T d(n. T, g, E/N) )

= H(n.T, g, E/N) -L(n.T,, q, E/N),

wherethefunction H accountsfor the heating of plasma
electrons by the electric field and by the beam of fast
electrons and the function L accounts for the electron
energy lossin elastic and inelastic collisions. For given
g and E/N values, the function ®(T,) can be calculated
by multiplying Eq. (1) by u and by integrating the
resulting equation over energy. Figure 2 shows the
function ®(T,) calculated for a Kr plasma a E/N =
0.01 Td and at different intensities of the source of sec-
ondary electrons. It can be seen that the function d(T,)
is nonmonotonic. Moreover, for g < 101 cm= s, the
function ®(T,) vanishes at three points, T, < T, < T,.
This indicates that Eq. (5) has three steady solutions,
two of which, T,=T, and T, = T;, are stable because, at
these points, we have d®/6T, < 0. According to our sim-
ulations, the bistability effect can occur at arbitrarily
low intensities of the source of secondary electrons,
down to g = 0. Note that the limiting case q = 0 corre-
sponds to the situation that was considered in [1].
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Fig. 3. EEDF in a non-self-sustained electroionization dis-
charge in Kr for g = 10> cm= s1 and E/N = (1) 0.005,
(2,2)0.012, and (3) 0.02 Td.

A detailed anaysis of the terms H(T,) and L(Ty)
shows that the existence of two stable solutions in the
range of low electron temperatures (T,=T, and T,=T,)
is attributed to a sharp decrease in the transport cross
section Q,(u) inthe energy range between 0 and 0.5 eV
(see Fig. 1). The rate of loss of the electron energy in
elagtic collisions, L, isproportional to Q,(u), whilethe
rate of heating of the electrons by the electric field, H,
is inversely proportional to Q,(u). Simulations show
that it isthe relationship between L (T,) and Hg(T,) that
givesriseto the bistability effect, which, moreover, can
occur only when the energy input into a plasmawith a
low electron temperature T, from the electric field is
higher than or comparable to that from the fast electron
beam. Since the energy input from the electric field is
proportional to ~n, ~ q'/> and that from the fast electron
beam is proportional to ~q, the bistability effect persists
only at relatively low q values and does not take place
at higher intensities of the source of secondary elec-
trons (Fig. 2; curves 2, 3).

Although the EEDF in an actual plasmaisnon-Max-
wellian, the results obtained in this section indicate
that, with allowance for e—e collisions, the Boltzmann
equation can have two stable solutions because it is
these collisions that cause the electron energy distribu-
tion to become Maxwellian. When e—e collisions are
taken into account, Eg. (1) is nonlinear and, thus, can
have two or more stable solutions.

5.2. Numerical Solution of the Boltzmann Equation

Boltzmann eguation (1) was solved iteratively
together with Eq. (3) for the electron density; in other
words, the EEDF f(u) and electron density n, were cal-
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culated self-consistently. The initial approximation to
f(u) was chosen to be aMaxwellian EEDF with a given
electron temperature T,. In the case of a unique solu-
tion, the iterative procedure convergesto it for any rea-
sonable T, value. In the case of two solutions (bi stabil-
ity), the iterative procedure converges to one of them

for T, > T2 and to the other for Ty, < Ti , where Tj

isa certain boundary value of the electron temperature.
The Boltzmann equation was solved on an energy inter-
val from zero energy to the ionization potential. In
some cases, however, the mean electron energy was
very low, and, in order to achieve the reasonable accu-
racy of computations, it was necessary to divide the
interval of integration into very many subintervals,
which requires a large amount of computer time. This
difficulty was overcome by using a nonuniform numer-
ical grid onthe energy axis, namely, agrid that becomes
progressively finer toward zero energy.

5.2.1. Results for Kr. Figure 3 shows the EEDFs
calculated for aKr plasmaat g=10' cm= s and at dif-
ferent E/N values. Calculations show that, for E/N =
0.005 and 0.02 Td, the Boltzmann equation has a
unique solution (curves 1, 3). For E/N = 0.012 Td, there
are two different stable solutions (curves 2, 2"). We also
seethat, in therange of low energies, the EEDF isclose
in shape to aMaxwellian function. In what follows, the
EEDF will be characterized by the effective electron
temperature T, = 2/3u,, Where u,,, is the mean electron
energy.

Figure 4a shows the effective electron temperature
calculated for different values of q and of E/N. Let us
first consider the results obtained for g = 10'* cm s!
(Fig. 4a, curve ). For E/N < 0.01 Td, the effective elec-
tron temperature T, depends slightly on E/N and liesin
the range 340440 K. AsE/N isincreased from 0.01 to
0.014 Td, the effective electron temperature increases
gradually to 900 K. As E/N isincreased from 0.014 to
0.018 Td, the temperature T, increases sharply from
900to 3000 K. AsE/N isfurther increased, the effective
electron temperature again increases relatively gradu-
aly. Intherange 10'* = g = 10 cm s'! of intensities
of the source of secondary electrons, the dependence
T(E/N) exhibits adifferent behavior (Fig. 4a; curves 2,
3, 4). Inthis case, the Boltzmann equation has two sta-
ble solutions in anarrow range of E/N values. Thus, for
g=10"cm= s (Fig. 4a, curve 3), the bistahility occurs
for0.011 < E/N < 0.0122 Td; moreover, the calculated
T, values are very different: 550 and 2500 K, respec-
tively. For g > 10! cm™ s!, there is no bistability: the
effective electron temperature is seen to increase mono-
tonically with E/N (Fig. 4a, curve 5). Note al so that, for
a krypton plasma, the bistability manifests itself at
weaker electric fields (E/N ~ 0.012 Td) than it does for
axenon plasma (E/N ~ 0.03 Td) [4, 5].

Figures 4b—4d show the calculated electron drift
velocity w, electron density, and electron current den-
sity. Like the effective electron temperature, these
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Fig. 4. Plasma parameters in a non-self-sustained electroionization discharge in Kr: (@) effective electron temperature, (b) electron
drift velocity, (c) electron density, and (4) electron current density. The calculations were carried out for g = (1) 1013, (2) 1014,

(3) 10%, (4) 106, and (5) 10%" cm3sL.

parameters al so changein ajumplike manner within the
range of electric fields that correspond to bistability.
Thus, for g = 10" cm s, the electron drift velocity
increases by afactor of seven. Inthis case, however, the
electron density changes by a substantialy smaller
amount (by afactor of only about 1.6); thisis explained
by the weak dependence of the density n, of the elec-

trons on their temperature, n, ~ a,%> ~ To® . From the

experimental viewpoint, the variation of the discharge
current density is more interesting. Since j ~ ngw, the
current density changes by a factor of more than 10;
such alarge changeis easy to measure experimentally.

It is also of interest to compare the energy input to
the plasmafrom the electric field with that from the fast
electron beam. Fig. 5 shows the ratio of these energy
inputs cal culated as afunction of E/N and g for the con-
ditions adopted here. From Fig. 5, we can see that, in
the range of weak €electric fields, the energy input from
the fast electron beam dominates, whereas the range of
energies above those at which the discharge current
changes in a jumplike manner is dominated by the
energy input from the electric field.

From the standpoint of possible future experiments,
it isimportant to know how the bistability effect is sen-
sitive to any impurities that may be present in krypton.
One of the most probable impuritiesis nitrogen. Thisis
why, in order to estimate the concentrations at which the
bistability ceases to occur, we considered a Kr plasma
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with a nitrogen admixture. The effect of the admixture
wastaken into account by incorporating the processes of
electron scattering by nitrogen molecules. The cross
sections for these processes were taken from [6]. The
caculations were carried out for g = 10" cm= s!' and
for different nitrogen concentrations. The calculated
results are illustrated in Fig. 6. We can see that, for a
krypton plasma with a nitrogen admixture, the upper
portions of the plots of the effective electron tempera-
ture are lower than those in the absence of nitrogen,
while the lower portions essentially coincide. As the
nitrogen concentration isincreased, therangewherethe
bistability takes place becomes narrower and is dis-
placed toward higher E/N values. At relative nitrogen
concentrations higher than 0.3%, the effective electron
temperature T, does not exhibit any jumplike behavior.
Such a level of impurities can easily be controlled in
experiments.

We aso point out a certain qualitative difference
between the results obtained in this section and the
results calculated for a Maxwellian EEDF. It was
already mentioned above that, in the model of a Max-
wellian EEDF, the bistability takes place in the range
0 < g < g*. On the other hand, an analysis based on
solving the Boltzmann equation shows that the bistabil-
ity effect manifestsitself intherange 0 < g, < g < qy;
i.e., thebistability ceasesto occur for g< q,. Thisispre-
sumably explained by the fact that, at low el ectron den-
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Fig. 5. Ratio of the Joule heating power to the power input
from afast el ectron beam in anon-self-sustained electroion-

ization discharge in Kr for g = (1) 103, (2) 101, (3) 10'°,
(4) 10%, and (5) 10t cm3 s,

sities, e—e collisions (i.e., those that are responsible for
the onset of bistability) have an insignificant effect on
the formation of the EEDF.

5.2.2. Results for Ar. The results calculated for Ar
are demonstrated in Fig. 7. Figure 7a shows the effec-
tive el ectron temperature calcul ated for different values
of q and E/N. We first consider the results obtained for
g=10"cm= s (Fig. 7a, curve 7). For E/N < 0.001 Td,
the temperature T, is amost independent of E/N and is
approximately equal to 320 K. In the range of E/N val-
ues from 0.001 to 0.002 Td, the effective electron tem-
perature increases gradually up to 500 K. For E/N val-
ues between 0.002 and 0.003 Td, the temperature T,
increases sharply from 500 to 1200 K. AsE/N isfurther
increased, the effective electron temperature again
increases relatively gradually. It should be noted that
the dependence T(E/N) just described agrees qualita-
tively with the dependence T(E/N) cal culated for kryp-
tonat g=10" cm> s! (Fig. 4a, curve /). The only dif-
ference is that the effective electron temperature T,
increases abruptly in the range of stronger electric
fields. For higher values of the parameter q, the results
obtained for argon differ qualitatively from those
obtained for krypton: in an argon plasma, the effective
electron temperature increases monotonically and con-
tinuously with the electric field. In other words, over
the entire range of the g and E/N values under consid-
eration, the Boltzmann equation has a unique solution.

It is evident that the above difference between the
results obtained for Kr and for Ar is associated prima:
rily with the difference between the corresponding
transport cross sections. As may be seen from Fig. 1,
these cross sections are very different. On the one hand,
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Fig. 6. Effective electron temperature in a non-self-sus-
tained electroionization discharge in Kr : N, mixtures for
q=10%cm s (1) pureKr, (2) Kr +0.01% N, (3) Kr +
0.1% N, (4) Kr + 0.3% N, and (5) Kr + 1% N,.

intherange of low energies, the cross section Q,(u, Ar)
is much smaller than Q,(u, Kr). On the other hand, the
energy at which the cross section Q,(u, Ar) hasamin-
imum (u~ 0.25 eV) islower than that for Q,(u, Kr) (u~
0.5). Inthe analysis of the electron temperaturein Kr in
terms of a Maxwellian EEDF, it was noted that the
bistability effect is attributed in part to the descending
portion of the transport cross section. For Ar, this por-
tion isless pronounced (the cross section is descending
over anarrower energy range—from 0to 0.25 eV) than
that for K.

5.3. Further Comments

Recall that the energy spectrum of the source of
electrons was chosen to be triangular in shape. In order
to estimate how the shape of Su) affects the final
results, we carried out additional test computations in
which the energy spectrum of the source of secondary
electrons was assumed to be uniform over the energy
range0 <u<|. It wasfound that, even with such differ-
ent shapes of the energy spectrum Su), the calculated
values of the plasma parameters were nearly the same.

There is aso a certain amount of uncertainty in the
choice of the values of rate constantsfor recombination
of electrons with molecular ions (the recombination
cross sections). Let usrecall that the rate constants used
in simulations correspond to the processes of recombi-

nation of electronswith Ar, and Kr,, ions. These pro-
cesses have been studied fairly well. In a plasma, how-

ever, not only double ions but also triple Ar; and Krj
ions are produced. Unfortunately, the literature data on
the rate constants for recombination of electrons with
PLASMA PHYSICS REPORTS  Vol. 30

No. 11 2004
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Fig. 7. Plasma parameters in a non-self-sustained electroionization discharge in Ar: (a) effective electron temperature, (b) electron
drift velocity, (c) electron density, and (4) electron current density. The calculations were carried out for g = (1) 1013, (2) 104,

(3) 10%, (4) 106, and (5) 10%" cm3sL.

triple ions are very poor. Thus, Elson and Rokni [19]
obtained the following value (with an accuracy of 50%)
of the rate constant for recombination of electrons with

Arj ions; o3 = 1.6 x 107T.>* cm? s, where T, isthe
electron temperature in €V; i.e., the rate constant for
recombination with Ar; ions exceeds the rate constant

for recombination with Ar, ions, which was used in
our calculations, by a factor of only 1.6. Simulations
show that the increase in the recombination rate con-
stant in an argon plasma by afactor of 1.6 leads merely
to an insignificant quantitative change in the final
results.

Asfor the recombination of €ectronswith Krg ions,
we note that Eckstrom et al. [20] modeled the ion—
molecular kinetics of a krypton plasma by using the

recombination rate constant o; = 4.9 x 10-° T.>° cm? s,
where the electron temperature T.isin eV. Thisvalueis
250 times (!) greater than the rate constant for recombi-
nation of electronswith Kr;, ionsand would seemto be
incorrect. We carried out test simulations in which the
rate constant for electron recombination in a krypton
plasma (the recombination cross section) wasincreased
by a factor of 2 and obtained qualitatively the same
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results: as before, the bistability was found to persist,
but over a somewhat narrower range of E/N values.

In our theoretical model, the processes involving
excited M* atomswereignored. The excited M* atoms
affect the kinetics of the plasma electrons through the
following processes:

(i) electron heating in superelastic callisions,
M*+e—>M+eg (6)

(ii) electron production in chemoionization pro-
Cesses,

M* + M* —> M + M* + g,
K(Ar)=1.2 x 10° cm? s7! [21],
k(Kr)=1.1 x 10 cm? s7! [21];
(i) electron-impact ionization of the excited atoms,

®)

It is obvious that the role played by these processes
in the formation of the EEDF depends on the concen-
tration of M* atoms. The excited atoms are produced in
the reactions of dissociative recombination of the

plasma el ectrons with the M ions,

(N

M*+e— Mt+e+e

M, +e— M*+M
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and in the excitation of atoms by the beam electrons.
Consequently, under steady-state conditions, the total
production rate of M* atoms is of the same order of
magnitude as g. The excited atoms M* are quenched
mainly in the processes

M*¥+M+M — M +M,
K(Ar) = 10732 cm® s [22],
k(Kr) =3 x 10 cm® s7! [22],

in particular, with alowance for the rapid radiative
decay of dimers. Calculations show that, under the con-
ditionsin question, the steady-state concentration of the
excited M* atoms is much lower than the electron den-
sity. For example, for Kr at g= 10" cm~ s!, the electron
density is approximately equal to (3-5) x 10' cm,
while the concentration of M* atoms is only about
108 cm. Simple estimates show that, for such concen-
trations of the excited atoms, processes (6)—(8) have
essentially no impact on the formation of the EEDF.
Neverthel ess, we carried out additional test calculations
in which we incorporated the above processes into the
Boltzmann equation and regarded the concentration of
M* atoms as an independent parameter. The results of
these calculations support the conclusion drawn from
simple estimates.

As was mentioned above, the rate of production of
the secondary electrons in a gas is determined by the
parameters of the fast electron beam. If these parame-
ters are specified, then the rate q can be estimated, e.g.,
from the approximating formulas presented in [23].
Our estimates show that, in order to reach values of
about q=10""-10' cm= s! in akrypton plasma under
the conditions adopted here, the current density of the
fast electron beam should be about j, = 0.4—4 pA cm.
These estimates were made for an initial beam electron
energy of 300 keV under the assumption that the elec-
tron gun was equipped with a 10-pum aluminum foil.

In our calculations and estimates, we fairly reliably
determined the conditions under which the bistability
can persistinkrypton (P =760torr, T=300K, j, = 0.4—
4 uA cm?, E/N = 0.012 Td). We may expect that it is
guite possible to achieve these conditions in experi-
ments. One such experiment could be aimed at measur-
ing the current—voltage characteristic /(V). The voltage
applied to the discharge gap should ensure the desired
values of the reduced electric fields in the plasma, 0—
0.4 Td. The bistability effect will manifest itself as a
step in the dependence (V) at a certain voltage V.
Another possible approach is to investigate the effects
associated with transitions between two states of the
system. Thus, if the discharge gap is subject to an alter-
nating electric field with a certain amplitude and fre-
guency, then the current will behave differently in
response to an increase and a decrease in the applied
voltage.

DYATKO, NAPARTOVICH

The range of E/N and g values at which a krypton
plasma exhibits bistability was calculated for a given
atomic number density N, which is determined by the
pressure of the gas and its temperature. It can be shown
that the results obtained are universal in terms of the
two parameters, E/N and g/N?. For afixed energy of the
beam el ectrons, the latter parameter can be rewritten as
Jjo/N. These parameters make it possible to calculate the
E and g values at which the bistability effect takes place
for given values of the gas pressure and gas tempe-
rature.

6. CONCLUSIONS

We have performed atheoretical study of the EEDF
and the related parameters of the plasma of a non-self-
sustained el ectroionization discharge in krypton and in
argon. The investigations were carried out by numeri-
cally solving the Boltzmann equation for the EEDF
with allowance for e-e collisions. The EEDF and elec-
tron density were calculated self-consistently for a
given production rate of the secondary electronsand for
agiven electric field under the assumption that the den-
sity of the electrons is determined by their dissociative
recombination with molecular ions. It was shown that,
for a krypton plasma, the Boltzmann equation has two
different stable solutions in a certain range of the
parameters g and E/N. For an argon plasma, the Boltz-
mann equation has a unique solution over the entire
parameter range under study. We also calculated therel-
evant plasma parameters—the effective electron tem-
perature, electron drift velocity, and plasma current
density. Our calculations showed that, in a plasma
exhibiting the bistability effect, the difference between
two possible values of the plasma current density is
large enough to be easily measured in experiments. We
have analyzed the sensitivity of the bistability effect to
the presence of a nitrogen admixture in krypton and
have shown that this effect ceases to occur only when
the relative nitrogen concentration is fairly high
(20.3%). We have aso demonstrated that, under the
conditions adopted, the excited atoms have essentialy
no impact on the formation of the EEDF. We have esti-
mated the parameters of a fast electron beam that are
required to create the conditions under which the bista-
bility is predicted to occur in an atmospheric-pressure
krypton plasmaat atemperature of 300 K. According to
our estimates, the current density of the fast electron
beam should be about j, ~ 0.4-4 pA cm for a beam
energy of 300 keV and for a 10-pum aluminum foil in
the electron gun.
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Abstract—Results are presented from measurements of the temperature characteristics of subsonic CO,
plasma flows generated by a 100-kW induction plasmatron at the Institute for Problems of Mechanics, Russian
Academy of Sciences. The atomic excitation temperature T, and the popul ation temperature T, of the electronic
states of C, molecules (both averaged over the jet diameter) were measured from the absolute intensities of the
atomic spectral lines and the spectrum of C, moleculesin different generation regimes at gas pressures of 25—
140 hPa and anode supply powers of 29-72 kW. The longitudinal and radial profiles of the temperatures were
determined for some of these regimes and compared to those obtained from numerical cal culations of equilib-
rium induction plasma flows in the discharge channel. For some generation regimes, the dependences of the
averaged (over the line of sight) rotational and vibrational temperatures (T, and T, ) on the discharge parame-
ters, aswell astheradia profiles of these temperatures, were determined from the best fit of the measured and
calculated spectra of C, molecules (Swan bands). The self-absorption of molecular emission was observed at
sufficiently high temperatures and gas pressures, and itsinfluence on the measured val ues of the molecular tem-

peratures T, T,, and T, was examined. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Our investigations of CO, plasma flows were per-
formed with the aim of determining the catalytic prop-
erties of heat-protection coatings and simulating the
processes of heat transfer to the surfaces of space vehi-
cles entering the Martian atmosphere[1, 2].

Inductive methods of plasmageneration, which pro-
vide high temporal and spatial stability of the plasma
over awide range of gas pressures and deposited pow-
ers, conform well to the problem of developing high-
accuracy diagnostics of the plasma jet parameters. An
important factor here is also the spectral purity of the
induction plasma.

This paper presents the results of a detailed study of
the temperature characteristics of CO, plasma flows by
analyzing their emission spectra.

2. EXPERIMENTAL SETUP

Figure 1 shows the layout of the experimental setup
[1]. The optical system of the setup is arranged as fol-
lows: A 25-mm-diameter spherical mirror (5) with a
focal length of f = 150 mm is placed at a distance of
850 mm from the axis of the discharge channel. The mir-
ror produces ademagnified image of the plasmajet inthe
entrance plane of a 50-um-diameter optical fiber (6)
transmitting radiation to the entrance of an S1000 dif-
fraction spectrograph equipped with a CCD consisting
of 1024 elements and incorporated in a PC. The plasma
emission spectra are recorded in two spectral ranges by

using different color filters (7). The shape of the spec-
trograph instrument function is almost the same
throughout the entire spectral range under study, and its
full width at half-maximum is equal to 3 nm.

To determine the absol ute val ues of the spectral line
intensities, the optical system was calibrated by using a

Q0000

S1000 ?

2
H
Fig. 1. Experimental arrangement of theV GU-4 plasmatron
(fgen = 1.76 MH2): (1) plasmajet, (2) quartz discharge tube
(D¢ = 80 mm), (3) five-turn copper inductor, (4) working

chamber, (5) concave mirror, (6) fiber, (7) light filters,
(8) mabile platform, and (9) S1000 spectrometer.

1063-780X/04/3011-0962$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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tungsten lamp with the known emission characteristics
in the brightness temperature range of 1000-2000°C at
awavelength of 659 nm. Data on the sensitivity of the
optical system and the calculated accuracy of calibra
tion were used in a program for processing the experi-
mental results.

The radia temperature profiles were determined
from a series of the emission spectrameasured at differ-
ent positions of the recording system acrossthe jet. For
this purpose, the spherical mirror, the holder of thelight
filters, and the entrance part of the fiber were mounted
on a common mobile platform. The positions of the
platform along the jet (along the z axis) and across it
(along the x axis) were measured with an accuracy of
0.1 mm.

The radia profiles of the emission intensity were
determined from the measured data by the Abel inver-
sion procedure [3]. As was shown in [4], ho additional
weighting factors are required to apply this procedure
to the results obtained with the help of the above optical
system.

3. METHODS FOR TEMPERATURE
MEASUREMENTS

To determine the temperature from the atomic line
emission, we used the method of the absolute spectral
lineintensities. For an optically thin medium, assuming
that the plasma is in a partial local thermodynamic
equilibrium, the temperature of the zth plasma compo-
nent is determined from the parameters of the plasma
emission spectrum by the formula[5]

T _ mI |j1vmnAmnNz(pi z) gz(m)|:|
K I on gz(Tz)E| ,

ey

gz(Tz) = zgz(i)exp(_Ei/sz)-

wherel . Vi A, are the specific emission power, fre-
guency, and probability of spontaneous emission via
the m-n transition, respectively; E,, isthe energy of the
mth state (counted from the ground level); g,y is the
statistical weigh of the level; N(p, T, is the density of
the particles of this species; and g,T,) is the statistical
sum of the zth radiator.

To solve Eq. (1), the method of successive approxi-
mations with the convergence criterion T = 1 K was
used in the program for processing the experimental
results.

The relative error in determining the temperature
fromEqg. (1) is

6_ @Am,ﬂ @Im@kT
T, DA 20 D| DE'

m

2)

It can be seen from expression (2) that the stability
of the Abel inversion against experimenta errors
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depends on the factor KT,/E,, which increases linearly
with temperature. We note that, for a low-temperature
plasma, thisfactor isno larger than 0.1 because, for vis-
ible spectral lines, we have k/E, < 1075 K.

The values of the spectroscopic constants A,,, and
the relative errors oA /A for the spectral lines under
study were taken from [6]. The values of A,,, for unre-
solved multiplets were calculated with allowance for
the statistical weights and transition probabilities of all
the components.

Taking into account experimental errors in deter-
mining &l /I, We find that &T,/T, in the temperature
range of 5000-1000 K is3-6% for CI linesand 1.5-3%
for Ol lines.

The radial profiles of the emission intensity F,(R)
were determined from the measured radia (along the
X axis) variationsin the averaged (over theline of sight)
emission intensity 1,,,(X) by using the Abel inversion
procedure for an axisymmetricjet [3]:

1 ] mn/ax
o fem
Using the F,,,(R) profile and Eg. (1), we calculated

the T(R) profile for the spectral line under study. When
caculating F,(R) by formula (3), the experimental
data were approximated by a cubic spline; in this case,
the resulting error for the central region of the jet was
on the order of the error in determining the average
temperature. Theradial profiles F,(R) were separately
determined from 1,,,,(X) for the regions x > 0 and x < 0.
The point x = 0 wasfirst assigned to the midpoint of the
half-width of the I,,,(x) profile; its position was then
corrected step-by-step, presuming that F,,,(R) was con-
tinuous at the center.

Fon(R) = (3)

4. RESULTS OF TEMPERATURE
MEASUREMENTS FROM ATOMIC LINES

Figure 2 presents an example of the spectrum of a
CO, induction plasma with identified molecular bands
and atomic lines. The temperature of the plasmaatomic
components was determined by applying the Abel
inversion procedure to the Ol 777-, 845-, and 927-nm
spectral lines and the CI 833-, 910-, 940-, 962-, and
966-nm spectra lines. Theselines are quite intense and
are well separated from one another and from the
molecular spectrum.

The measured dependences of the plasma atomic
temperature (averaged over the line of sight) on the
anode supply power N, and gas pressure p are shown
in Fig. 3. It can be seen that the temperature values
coincide (to within the measurement errors) for all of
the lines of each atomic component and agree well for
different components, except for the data on the Cl
940-nm line, which gives an overestimated val ue of the
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Fig. 2. Emission spectrum of CO, plasmaat N,, = 37 kW, p = 100 hPa, and G = 1.8 g/s: (1) the long-wavelength spectral region

with the identified Ol and Cl lines used to determine the atomic temperature, (2) the background spectrum, and (3) the sum of the
background spectrum and the cal culated molecular spectrum for T, = T,, = 6250 K and T, = 5950 K. The measures molecular spec-

trum is shown by the circles. The parameters of the molecular spectrum used to determine T,, and T, are a so indicated.
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Fig. 3. Averaged (over theline of sight) atomic temperature
of aCO, plasma near the end of the discharge channel as a
function of (a) the anode supply power N, at p = 100 hPa
(black symbals) and p = 25 hPa (gray symbols) and (b) the
gas pressure at N,, = 45 kW. The open circles correspond to
Ol lines, the open triangles corresponds to Cl lines, and the
inverted open triangles correspond to the CI 940-nm line.
Thegasflow rateisG = 1.8 g/s.

temperature. If the transition probability for this line,
(1.3 £0.65) x 107 s7' [6], isreplaced with 2.0 x 107 s7!,
then the data obtained from all of the atomic lines agree
well for all the generation regimes.

Figure 3 shows that the atomic temperature
increases by nearly 1000 K when the anode supply
power increases by a factor of 2.5. It can be seen that
this temperature tends to saturate at high powers and
depends only dightly on the pressure in the range 25—
140 hPa.

The longitudinal and radial profiles of the atomic
temperatures in the plasma jet are presented in Fig. 4.
The atomic temperatures decrease almost linearly
along thejet up to adistance of about the channel diam-
eter D.. The radia profiles of the atomic temperature
obtained from the most intense Ol 777-nm and ClI
910-nm spectral lines were compared to the calculated
temperature profiles for an equilibrium induction
plasma flow for the two values of the power deposited
in the plasma: N, = 19 and 23.5 kW (Fig. 4; curves /,
2). The parameters of a CO, plasma flow in the dis-
charge channel of the VGU-4 plasmatron were calcu-
lated based on the method described in [7], assuming
that the plasma is in a loca thermodynamic equilib-
rium. The results of these calculations are presented in
[2]. In the mgjor part of the plasma flow (R < 2.0 cm),
the radial temperature profiles for carbon and oxygen

PLASMA PHYSICS REPORTS Vol. 30 No. 11 2004
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Fig. 4. (8) Averaged (over the line of sight) atomic temperature of a CO, plasma as a function of the distance from the end of the

discharge channel (the circles correspond to Ol lines, the triangles corresponds to CI lines, and the inverted triangles correspond to
the Cl 940-nmline) and (b) theradial profiles of the atomic temperature near the end of the discharge channel (the circles correspond
to the Ol 777-nm line, and the triangles correspond to the CI 910-nm ling) for N, = 45 kW, p = 100 hPa, and G = 1.8 g/s. The solid
lines show the calculated equilibrium temperature profiles for Ny = (1) 19 and (2) 23.5 kW.

atoms agree with one another and with the calcul ated
temperature profile for N,;/N,, ~ 0.52.

Thus, the data obtained show that, at gas pressures
of 25-140 hPa and temperatures of 5800-6700 K, the
atomic components in the central region of a subsonic
CO, induction plasmaflow are nearly in alocal thermal
and chemical equilibrium.

At the same time, a certain discrepancy between the
temperatures of the atomic components was observed
at T, < 5800 K (which corresponds to the minimal
power required for stable generation: N,,, = 29 kW) and
aso at z> D.. At the periphery of the jet (R> 0.2D,),
we aways observed different temperatures of oxygen
and carbon atoms (AT, ~ 500 K) and different devia-
tions of these temperatures from their calculated equi-
librium values.

5. METHOD FOR MEASURING
THE TEMPERATURE CHARACTERISTICS
FROM THE EMISSION SPECTRUM OF C,
MOLECULES

In the emission spectrum of a CO, plasma (Fig. 2),
we observed an intense emission of C, moleculesinthe
wavelength range of 450-630 nm, including the
sequencesAv =v'-v"=1,0,-1, -2 of the Swan band
system (the d°ly — &’ transition). Note that it is
rather difficult to use these bands to determine the
molecular temperatures. First, the rotational structures
related to different vibrational transitions substantially
overlap one another within each sequence. Second, the
instrument function of the spectrograph is fairly wide
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(3 nm), the sequence width being 10-15 nm. Neverthe-
less, by comparing the observed and cal cul ated spectra,
we could determine the rotational and vibrational
molecular temperatures with a reasonable accuracy.

The emission spectra of C, molecules were calcu-
lated by the scheme described in [8]. It was assumed
that, for each of the three degrees of freedom (elec-
tronic, vibrational, and rotational), a Boltzmann distri-
bution over energy holds, the corresponding tempera-
turesbeing T,, T,, and T,. The spectroscopic constants
for the Swan system of the C, molecule were taken
from[9]. The probabilities of the vibrational transitions
were calculated by averaging the dipole-moment func-
tion of the electronic transition over the vibrational
wave functions of the combining states (the RADEN
code [10Q]). Vibrational transitions with quantum num-
bers in the range 0-15 were taken into account for the
zeroth and first sequences, while those in the range 0—
10 were taken into account for A, = -1, -2, and 2. The
limiting energies for the rotational levels were taken
from [11], and the probabilities of the rotational transi-
tions were calculated using the code described in [12].
The final spectra were determined by convoluting the
calculated molecular spectra with the instrument func-
tion of the spectrograph.

Thevaues of T, and T, were determined by analyz-
ing the following parameters of the spectrum (Fig. 2):
theratio M =1,/1, of the maximum intensities of thefirst
and zeroth sequences, the half-width X, of the zeroth
sequence, and the half-width X, of the first sequence.
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Fig. 5. Chart of the calculated dependences of the spectral
parameterson T, and T,.

From a series of the calculated emission spectrafor
rotational and vibrational temperatures in the range
40001000 K, we determined the above parameters and
spectral intensities at wavelengths of 481, 521, 567, and
620 nm as functions of T, and T,. These dependences
were then approximated by polynomial distributions of
the two variables with an accuracy of no worse than
0.5% and were used in the program for data processing.
The dependences of the minimal intensities of the
molecular spectrum on T, and T, were used to exclude
the background component from the observed spec-
trum in order to determine the molecular spectrum
itself.

Figure5illustratesthe dependences of M, X,, and X
on T, and T, for an operating regime with p = 25 hPa
and N,, = 64 kW (M = 1.41, X, = 14.39 nm, and X, =
11.42 nm) as an example. It can be seen that the value
of M isprimarily determined by the vibrational temper-
ature, whereas the half-widths of the sequences depend
largely on the rotational temperature. Taking into
account the errorsin measuring M, X, and X, (theseare
indicated by the dashed linesin the figure), the error in
determining T, can be estimated at £300 K. The esti-
mated error for T, is 400 K when the temperature is
determined from X, and it is 600 K when the temper-
ature is determined from X,. For the discharge parame-
ters corresponding to Fig. 5, the intersection of the
curves M(T,, T, and X(T,, T,) gives T, = 7200 %
300 K and T, = 7300 + 400 K.

The population temperature T, of the electronic
molecular states was determined from the measured

BYKOVA, KUZNETSOVA

absolute value of the maximum intensity 1, of the
zeroth sequence by using the relationship

N, (P, Te)

0o_ 0 =
I Icalc(Tw Tr)g(-l-e“ TV1 Tr)

] kTeD’

“)

where |§dc (T,, T,) isthe calculated intensity per mole-
cule (including the statistical weight of the electronic
state), N, (p, Te) isthe equilibrium density of C, mol-
ecules, and E, is the energy of the upper electronic
level. In solving Eq. (4) by the method of successive
approximations, the function g(T,, T,, T,) was calcu-
lated by a separate subroutine using the procedure
described in [11].

Calculations of the absolute intensity of the molec-
ular spectrum as a function of T, allow us to conclude
that, in the temperature range of 5000—7000 K, the error
in determining the averaged (over the line of sight)
value of T, isno larger than £100 K.

The radial profiles of the molecular temperatures
were determined by analyzing a series of spectra mea-
sured across the jet (along the x axis). The program
input was a data array I(A, x) for wavelengths corre-
sponding to each of the 284 detector elements covering
the entire molecular spectrum and for up to 30 points
along the x coordinate. The program for calculating the
radial temperature profiles included the following pro-
cedures:

(i) For each A value, the I(A, x) array was replaced
with a continuous dependence 1*(A, X) obtained by
smoothing with a cubic spline over seven neighboring
points.

(ii) The Abel inversion was applied to |*(A, X) to
reconstruct the distribution F*(A, R).

(iii) For a set of the R values, the background com-
ponent was excluded step-by-step from the distribution
F*(A, R) in order to determine the molecular spectrum
F(A, R), which was then used to determine the local
molecular temperatures.

The calculations showed that, in our experiments,
the error multiplication factor inherent in the Abel
inversion was close to unity for T(R), whereas for
T,(R) and T,(R), it was 1.5 for the central region of the
jet and increased to 3 at the jet periphery.

6. RESULTS OF MEASUREMENTS
OF THE MOLECULAR TEMPERATURES

Figure 6 shows the measured molecular and atomic
temperatures (averaged over the jet diameter) as func-
tions of the anode supply power and the longitudinal
profiles of these temperatures at a gas pressure of
25 hPa. As the generation power increases from 37 to
72 kW, the values of T, and T, are always higher than
T, by 500-600 K and dightly (within the measurement
errors) differ from one another. We note that T, and T,
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Fig. 6. (@) Molecular temperatures T,, (diamonds) T, (aster-
isks), and T, (crossed circles) near the end of the discharge

channel as functions of the anode supply power at p =
25hPaand G = 1.8 g/s and (b) the longitudinal profiles of
the molecular temperatures at N,, = 45 kW. The dashed line
shows the same dependences for T,.

increase linearly with generation power, whereas T,
beginsto decrease starting from N,, > 52 kW. The value
of the electronic molecular temperature at N,, = 37 kW
coincideswith T.

It can be seen from the longitudinal profiles of the
temperatures that, up to z/D, ~ 1, all the temperatures
decrease dlightly with distance from the end of the dis-
charge channel, the difference between the tempera-
tures changes only dightly, and T, = T,.

Astothevaueof Toat N,, > 37 KW, it wasimpossi-
ble to find it from the calculated dependence N, (To).
Indeed, the intensity of the molecular spectrum
increases monotonically with increasing N,, to 72 kW
(T, = 6750 K), whereas according to the calculated

curve N¢, (To), which has a maximum at ~6250 K, the
spectral intensity should decrease starting from N,, ~
42 kW (T, 06250 K). This discrepancy can be elimi-
nated only by correcting the calculated dependence
Nc, (Te). Based on the fact that, in the region where
T, < 6200 K, the atomic temperature almost coincides
with the electronic molecular temperature (Fig. 6), we
corrected the curve N¢ (T,) by extending the equality
T, = T, to the region where T, > 6200 K. The corre-
sponding result is presented in Fig. 7 (curve 2): the
maximum density of C, moleculesistwice as large as
the calculated value and the maximum itself is shifted
by 400 K toward the higher temperatures. When esti-
mating the change in the density of C, molecules, it
should be remembered that the maximum value of N¢,
isthreeto four orders of magnitude lover than the den-
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Fig. 7. (1) Equilibrium and (2) corrected densities of C, and
CO, molecules for p = 25 hPa (the circles correspond to
experimental data) and (3) the equilibrium density for p =
100 hPaas functions of the temperature T,

sities of Ol, CI, and CO, which are the main compo-
nents of a CO, plasma.

Let us now consider the results of measurements of
the molecular temperatures at agas pressure of 100 hPa
(Fig. 8). We note that, in this case, the values of the
plasma temperature measured from the atomic compo-
nents fall into the increasing segment (T, < 6700 K) of

the calculated dependence N, (Te) (Fig. 7, curve 3).

This is why, for all of the generation regimes under
study, the value of T, can be determined from the equi-
librium temperature dependence of the density of C,
molecules.

Figure 8 demonstrates a substantially different
behavior of the temperatures with increasing pressure:
in contrast to T,, which remains almost constant, and to
T. and T,, which vary within their measurement errors,
the vibrational temperature decreases monatonically by
1000 K (at p =140 hPa, it becomes|ower by 400 K than
the other temperatures). The vibrational temperature T,
as afunction of the generation power also exhibits spe-
cific behavior: in contrast to T,, T, and T,, which
increase monotonically with increasing generation
power, T, increases only in the range 29-37 kW and
then decreases well below the other temperatures. As
the generation power increases, the difference between
T, and T, increases monotonically because of the
weaker effect of the generation power on the measured
value of T,. Specific features of the temperature T, can
also be observed in its longitudinal profile: in contrast
to T, T, and T,, which monotonically decrease with
distance from the end of the discharge channel, T,
begins to decrease at z/D, ~ 0.5. At shorter distances
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Fig. 8. Molecular temperatures T,, (diamonds), T, (asterisks), and T, (crossed circles) near the end of the discharge channel as func-
tions of (a) the gas pressure at N, = 45 kW and () the anode supply power at p = 100 hPa.and (c) the longitudinal profiles of the
molecular temperatures at N, = 45 kW, p=100 hPa, and G =18 g/s.
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Fig. 9. Radial profiles of the molecular temperatures T,, (diamonds), T, (asterisks), and T, (crossed circles) near the end of the dis-
charge channel at N,,, = 45 kW, p = (a) 25 and (b) 100 hPa, and G = 1.8 g/s. The gray symbols at the right sides of the panels show

the molecular temperatures averaged over the jet diameter.

from the end of the discharge channel, the vibrational
temperature varies only dightly. At z/D. ~ 1, al of the
temperatures relax to acommon level, so the plasmain
this region can be characterized by one temperature.

It follows from the experimental data that specific
behavior of T, and T, correlates with an increase in the
intensity of molecular emission. Therefore, the
observed effects can be explained by an increase in the
self-absorption of molecular emission (SME) with
increasing molecular density and plasma temperature.

Figure 9 shows the calculated radial profiles of the
molecular temperaturesfor N,, = 45 kW and two values
of the gas pressure.

In both cases, the molecul ar temperaturesin the cen-
tral region of the jet are close to their average values.
All the temperature profiles are flat inside a radius of
15-20 mm. Beyond this radius, the vibrational and
rotational temperatures (in contrast to the electronic
molecular temperature) do not decrease and, at low
pressures, even tend to increase. This easily reproduc-
ible effect allows us to conclude that the deviation of
the plasma from an equilibrium state increases outside
the jet core (R/R; ~ 3/8), where the gradients of T, and
T. arereatively large.

At agas pressure of 100 hPa (Fig. 9b), T, in the jet
core is significantly lower than T,. This means that, as
the gas pressure increases, the SME more strongly
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Fig. 10. Radial temperature profiles of atomic oxygen (the
777-nm line, circles) and atomic carbon (the 910-nm line,
triangles) and theradial profile of the electronic temperature
of C, molecules (crossed circles) in a CO, plasma near the
end of the discharge channel for Nap =45kW, p = 100 hPa,

and G = 1.8 g/s. The solid line shows the calculated profile
of the equilibrium temperature for Ny = 23.5 kW.

influences the measured temperature, which, in this
case, turns out to be lower than its true value.

In Fig. 10, the measured dependence T(R) for agas
pressure of 100 hPaand N,, = 45 kW is shown together
with the profiles of the atomic temperatures and the cal-
culated equilibrium temperature profiles for two values
of N,;. At N, = 23.5 kW, the atomi c temperature profiles
coincide with the calculated profile in the jet core and
differ from the electron temperature profile, which can-
not be brought into coincidence with the equilibrium
profile at any value of N,,. The reason is that the T(R)
profile contains aflat segment in the central region (R<
10 mm), because the molecular emission from the jet
core isabsorbed at the jet periphery. Notethat, inaCO,
plasma, the SME only dightly affects the spatial distri-
bution of the plasma temperature because of the lower
(by afactor of 3—4) density of C, moleculesin compar-
ison to the main plasmacomponents. In both theair and
oxygen induction plasmas generated in the VGU-4
plasmatron, the self-absorption of emission from the
main plasma components plays an important role and
substantialy influences the spatia distribution of the
plasma temperature, resulting in flatter and more
extended temperature profiles [4].

7. CONCLUSIONS

In this study, we have measured the averaged (over
the jet diameter) temperatures of the atomic compo-
PLASMA PHYSICS REPORTS  Vol. 30
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nents and the averaged vibrational, rotational, and el ec-
tron temperatures of C, molecules in subsonic CO,
induction plasma flows generated in the VGU-4 plas-
matron at gas pressures of 25-140 hPa and anode sup-
ply powers of 29-72 kW. For some regimes, the radial
and longitudinal profiles of the atomic and molecular
temperatures have been determined.

An analysis of the experimental data shows that,
throughout the entire range of the gas pressures under
study and at temperatures of 58006700 K, the local
thermodynamic and chemical equilibrium takes place
for the atomic components of the plasmain the central
region of the jet (R/D. < 0.25). This follows from the
coincidence of the temperature values measured from
all of the Ol and CI atomic lines under study, especialy
in view of the substantially different behaviors of the
calculated temperature dependences of the equilibrium
densities of oxygen and carbon atomsin the given tem-
perature range. This is also confirmed by the fact that
the measured radial profiles of the atomic temperatures
coincide with the calculated radial profiles of the equi-
librium temperature. Since oxygen and carbon atoms,
along with CO molecules, are most abundant in a low-
temperature CO, plasma, it is the atomic temperature
that characterizes the plasmatemperature in our case.

By analyzing the spectra of C, molecules, it was
found that the SME can influence the measured values
of the molecular temperatures. At a gas pressure of
25hPa and plasma temperatures of no more than
6700 K, the SME effect is of minor importance and the
measured temperatures are the true val ues of the molec-
ular temperatures. It follows from the measured radial
profiles of thetemperaturesthat, at T, = 6300 K, the dif-
ference between the molecular temperaturesis small in
the central region of the jet. Consequently, the plasma
in the jet core is nearly in a thermodynamic equilib-
rium. At the same time, the decrease in the atomic tem-
perature and molecular electronic temperature toward
the periphery of the plasma flow is accompanied by an
increase in the difference between these temperatures,
on one hand, and the vibrational and rotational temper-
atures, on the other. Thisindicates that the closer thejet
periphery, the farther the plasma state from equilib-
rium.

One might expect that, at higher gas pressures, CO,
plasma would remain in a thermodynamically equilib-
rium state. For p = 100 hPa, this is confirmed by the
coincidence of the averaged temperatures for the gener-
ation regime with N,, = 29 kW (T, ~ 5700 K), when the
SME only dlightly affects the measured molecular tem-
peratures. For larger values of N, this cannot be accu-
rately verified because of the increased influence of the
SME on the molecular temperature measurements.
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Abstract—Results are presented from experimental studies of the conversion of a steady-state negative corona
into a spark. It is found that a spark in a negative corona in nitrogen and air is formed in the absence of fast
primary streamers. It is shown that, in atmospheric-pressure nitrogen, the conversion of a corona into a spark
begins with the propagation of a plasma channel (secondary streamer) from the point electrode (cathode) to the
plane electrode (anode). In contrast, the plasmachannel in air originates near the plane electrode and then prop-
agates towards the point electrode. The propagation velocity of the secondary streamer is very low, V = 10°-
10* cm/s. Two possible scenarios of the formation of the spark channel in a negative corona in nitrogen are
described on the basis of the concept of a contracted volume glow discharge. Results are presented from time-
resolved spectral measurements of plasma emission from different regions of the corona during its transforma-
tion into a spark. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

By spark, we mean a bright flash arising in an inter-
electrode gap when it is bridged by athin, highly con-
ducting plasmafilament (channel). The spark is accom-
panied by aloud click, whose intensity is determined
by the spark current. In many gas-discharge devices,
the spark (also called the gap breakdown) is generaly
an undesirable effect because it limits the operating
parameter range and can even destroy a device.

The threshold voltage for the spark formation
depend strongly on the composition, pressure, and tem-
perature of the working gas, aswell as on the geometry
of the el ectrode system (the el ectrode configuration and
interelectrode distance). When the discharge gap is
asymmetric, the polarity of the electrode with a small
radius of curvatureis significant [1-4].

In view of the above, it should be noted that, in this
study, we are dealing with spark formation in a point-
to-plane gap no longer than afew centimeters(i.e., less
than 10 cm). Interelectrode gaps of such lengths will
henceforth be referred to as short. Gaps with lengths of
afew tens of centimeters or more will be referred to as
long. The point-to-plane electrode configuration is
widely used in various applications, e.g., to ignite
corona discharges in eectric filters or in devices for
surface treatment [5]. For this reason, studying the
physics of corona breakdown in this electrode configu-
ration is of practical importance.

In ashort point-to-plane gap, the spark channel does
not arise immediately after the voltage exceeding the
threshold value is applied. The breakdown proceedsin
severa stages, each of which is characterized by its

own spatia structure and specific mechanism for gas
ionization in the current structure produced.

For an initially nonionized gap with a positive point
electrode, the process of breakdown can be divided into
three stages|2, 6]. In thefirst, whatever the gas species,
so-called primary streamers begin to propagate toward
the opposite el ectrode at high vel ocities (on the order of
V 0108 cm/s). These primary streamers are the well-
known conventional streamers, i.e., thin (with a thick-
ness of about 100 um) low-conductivity current fila-
ments (see, e.g., [1, 2, 6]). Because of the low conduc-
tivity of primary streamers, the bridging of the gap by
them does not lead to a sharp decrease in the interel ec-
trode voltage.

The second stage is characterized by the propaga-
tion of a slower (with a velocity of V 0010° cm/s) sec-
ondary streamer from the point electrode. The second-
ary streamer arises near the point electrode due to the
energy release from the primary streamers. It has a
larger diameter and higher conductivity than the pri-
mary streamers|[6]. In short gaps, no primary streamers
are observed during the propagation of the secondary
streamer.

In the final stage, which begins after the secondary
streamer has bridged the interelectrode gap, the
streamer is transformed into a bright spark channel. In
this stage, the voltage across the gap sharply decreases
(it is this decrease in the gap voltage that is usually
called gap breakdown).

We note that, in long gaps with a positive point el ec-
trode, events similar to the above develop in space [7].
In this case, all three current structures are observed

1063-780X/04/3011-0971$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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simultaneously in the gap: the primary streamers form
akind of sheaf emerging from the plasma channel (an
anal ogue of the secondary streamer), which, at acertain
distance, transforms into the so-called |eader, whose
parameters are close to the plasma parameters in the
spark channel.

The process of breakdown in aninitially nonionized
gap with anegative point electrode is more complicated
and less studied. According to the photographin [3], the
breakdown in such a gap develops asfollows: Asin the
previous case, the process begins with the propagation
of fast primary streamers from the point electrode
toward the plane anode. Next, slower secondary
streamers start from the point electrode and passonly a
fraction of the gap length (about one-third). New sec-
ondary streamers then start from the plane electrode
(from the points where the primary streamers have
touched the anode) to meet the previous ones. The
breakdown process is complete when the streamers
propagating from the cathode and anode meet together,
thus forming a spark channel.

Here, we will not concentrate on the variety of non-
steady spatial forms acquired by a discharge during
breakdown (starting from applying the discharge volt-
age up to the spark formation). We only note the follow-
ing general features of the sequence of the ionization
mechanisms dominating in the current structures
formed:

(i) Immediately after applying the voltage to a non-
ionized gap, the gas is not yet heated or excited. It is
mainly ionized via direct electron impacts. Such asitu-
ation corresponds to the conditions in the head of the
primary streamer.

(i) Astime elapses, the energy deposited in the gas
increases, and a progressively higher number of the
excited states of the initial gas particles, as well as
newly born particles produced due to the dissociation
of the initial gas molecules, become involved into the
ionization process. Together with the gas heating,
which decreases the density N of the neutral gas parti-
cles and thus increases the reduced electric field E/N,
the gas excitation leads to an increase in the ionization
rate at a given voltage. Such a nonequilibrium ioniza-
tion occurs, first of al, near the point electrode, from
which the primary streamers start, and near the current
spots on the plane electrode.

(i) Further gas excitation, which is accompanied
by intense gas heating (up to T > 1500 K), brings the
discharge plasma closer to an equilibrium state and
increases the effect of thermal ionization in the current
channel. Such a situation corresponds to the transfor-
mation of the secondary streamer into a spark channel.

In steady-state corona discharges, aspark arisesin a
random and an uncontrolled way as the threshold volt-
age is approached. This circumstance greatly impedes
the study of the fast spark formation. In this case, it is
expedient to carry out experiments in which a voltage
pulse is applied to a gap where a corona discharge has
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already been ignited. The process of spark formation in
a short gap against the background of a corona dis-
charge is more complicated than the above scenarios
because this process cannot be considered separately
from the evolution of the corona as the gap voltage
increases.

Although the process of spark formation in acorona
discharge is a well-known phenomenon, it is still
poorly studied. Here, one of the important features of
the breakdown is that both the streamers and the spark
are formed under the conditions such that the Meek—
Raether criterion [3, 4] for streamer breakdown is not
met.

Indeed, acoronadischarge can beignited at asignif-
icantly smaller coefficient K of electron multiplication
in the gap,

d

_ 1
K = Jo’a(x)deInyD 4-6, (1)

than that needed to form streamers according to the
Meek—Raether criterion (K [118-20). In expression (1),
o is the Townsend ionization coefficient, which
depends exponentially on the reduced electric field
E/N, and y is the total positive feedback coefficient for
electron avalanches due to the surface electron emis-
sion caused by photons, ions, and metastable particles,
aswell as due to the volume photoionization.

When the only ionization mechanism within the
generation zone of a corona is direct electron-impact
ionization, the coefficient K is independent of the cur-
rent; i.e.,, K cannot be increased from 4-6 to the
required value of 18-20 only by increasing the current.
Thus, for aspark to be generated by preionizing apoint-
to-plane gap with a corona discharge or by slowly
increasing the voltage applied to the gap, there should
be some other mechanisms for triggering the primary
and secondary streamers. One of the aims of this study
is to determine these mechanisms.

The devel opment of a spark against the background
of acorona discharge proceeds much more slowly than
in a nonionized gap, al the other factors being the
same. For example, it was shown in [8] that, when a
spark arises in a short-gap positive corona in air or
nitrogen, the propagation velocities of the primary and
secondary streamers that started from the point elec-
trode were a few tens of times lower than those in an
nonionized gap at the same voltage. In contrast to the
case of a honionized gap, the secondary streamer in a
positive corona arises with a great delay (a few hun-
dreds of microseconds) after bridging the gap by pri-
mary streamers, rather than at (or before) the instant of
bridging. Experiments also showed that the velocities
of the primary and secondary streamers depend on the
gas species. Thus, the streamer velocity is lower in
nitrogen than in air; thiswas attributed in [8] to the fact
that the corona operation voltage is lower in nitrogen
thanin air.
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Another significant difference between the devel op-
ment of a spark against the background of a positive
corona [8] and the breakdown of a nonionized gap [9—
11] isrelated to the degree of streamer branching in air
and nitrogen. In the case of breakdown against the
background of a positive corona, the primary streamers
in air are more branched than in nitrogen, whereas in
the case of fast breakdown of an unionized gap [9-11],
the situation is the opposite.

The spatiotemporal dynamics of the slow formation
of a spark against the background of a negative corona
(i.e., acoronain which the point electrode is at a nega-
tive potential) is still poorly studied. In this context, we
can note papers [12, 13]. In [12], a photograph of a
corona in air immediately before breakdown demon-
strates the presence of arelatively short current channel
near the plane anode (we consider this channel to be an
analogue of the secondary streamer). In[13], the evolu-
tion of theradial distribution of the current in anegative
coronain air during its transformation into a glow dis-
charge and then into a spark was investigated. It was
found that the spark was formed in the absence of pri-
mary streamersin the gap. However, no detailed studies
of the evolution of the discharge structure during the
transformation of acoronainto aspark were performed
in[12, 13].

This study is a continuation of [14], which was
devoted to the phenomenology of a steady-state high-
current negative corona in nitrogen. Here, we present
the resultsfrom experimental studies of the evolution of
the spatial structure and current of a corona during its
transformation into a spark. The time evolution of the
plasma emission spectrum from different regions of the
dischargeisalso investigated. The results obtained pro-
vide new information about the physics of breakdown
in a corona discharge and can be used to create new
sources of nonequilibrium  atmospheric-pressure
plasma.

2. EXPERIMENTAL SETUP

Asin our previous study [14], the experiments were
performed with a cylindrical organic-glass discharge
chamber with aninner diameter of 120 mm and aheight
of 150 mm. To perform optical measurements, four 50-
mm-diameter optical windows were mounted on the
side wall of the discharge chamber. In the point-to-
plane electrode system, a 3-mm-diameter tungsten rod
with atip radius of r, = 0.1 mm was used as a cathode.
A 110-mm-diameter copper disc was used as a plane
electrode (anode). The interel ectrode distance was var-
ied from 10 to 40 mm.

In our experiments, we used very high purity nitro-
gen (with acertified purity of 99.999%) and laboratory
air. Before each experiment, the discharge cell was
pumped out to apressure of P 11073 torr and then filled
with nitrogen or air at a pressure slightly exceeding
atmospheric pressure (usualy, at P = 770 torr). To
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Fig. 1. Schematic of the experimental setup for studying the
evolution of anegative coronaafter applying an overvoltage
pulse: Ry = 1-2 MQ and R, = 78 kQ are the ballast resis-

tances, R; isthe variableresistance for varying therise time
1 of the voltage pulse, R, isthe current shunt, C isthe capac-

itance of the circuit for voltage pulse formation, Sis the
switch of the circuit for voltage pulse formation, and D is
the voltage divider.

remove the products of plasmochemical reactionsfrom
the discharge zone and to maintain the certified purity
of nitrogen, the experiments were carried out in a con-
tinuous gas-flow regime. The gas flow rate was low
enough (<102 1/s) to exclude any gasdynamic effect on
the discharge.

A schematic of the experimental setup is shown in
Fig. 1. A steady-state negative corona was powered
from a stabilized (6U/U < 107%) high-voltage power
supply. The voltage drop across the interelectrode gap
was measured with an S-196 el ectrostatic voltmeter and
a calibrated high-voltage divider. The average corona
current was measured with aTs4311 current meter. The
ballast resistance R, in the external circuit was varied
from 1 to 2 MQ. The initial corona current was varied
intherangel,=0.1-2.5 mA.

A spark was initiated by applying an overvoltage
pulse with an amplitude of 3-16.5 kV to a high-current
steady-state corona [14]. The rise time of the overvolt-
age pulsewasvaried from 1 to 700 ps, and the duration
of its plateau was afew milliseconds. The voltage pulse
was applied to the discharge gap trough the resistance
R, = 78 kQ, passing by the high resistance R,.

The waveforms of the discharge current and voltage
were recorded with S8-17 and S1-104 oscilloscopes.
An LV-03 electron-optical image tube was used to take
images of the interelectrode gap in different stages of
breakdown. The image tube operated either in a multi-
frame mode with a minimum exposuretime of 50 nsfor
each frame or in a continuous scanning mode with a
minimum time resolution of 1.5 ns. In paralel with
recording electron-optical images, we performed time-
resolved spectral measurements of the plasmaemission
from different regions of the high-current corona (the
cathode and anode regions and the middle of the gap).



Fig. 2. Oscillograms of the corona current in the case of a
stepwiseincreasein thevoltagefor d =40 mm; r, = 0.1 mm;
AU=155kV;andly=(1) 1, (2) 1.7, (3) 2, and (4) 2.3 mA.
The time scale is 200 pg/division and the current scale is
10 mA/division.

In preliminary experiments, the most intense emis-
sion lines from the first positive (1*), second positive
(2%), and first negative (1) nitrogen band systems were
determined. These are the 585.4-nm, 580.4-nm, and
575.5-nmlines of the 1* system (thev'=10 — v =6,
11 — 7, and 12 — 8 transitions, respectively); the
405.94-nm, 375.54-nm, 371.05-nm, 389.46-nm, and
409.5-nm lines of the 2+ system (the0 — 3,1 — 3,
2—»4,3— 6,and4 — 8transitions, respectively);
and the 391.4-nm line of the 1~ system (the 0 — 0
transition). Here, v' and v are the numbers of the vibra-
tiona levels of the upper and lower electronic states,
respectively. The spectrum of the corona emission was
measured with an MUM-2 monochromator with a
1200 groove/mm diffraction grating and an FEU-100
photomultiplier attached to the output of the monochro-
mator. The spectral and time resolutions of these mea-
surements were 0.8 nm and 1 ps, respectively.

3. EXPERIMENTAL RESULTS

We recall that the main object of our study isahigh-
current negative corona in nitrogen. The properties of

Table 1. Mean time 1, of spark formation in a negative co-
rona (d = 40 mm)

lo, MA 15 2.0 25
AU, kV T, Ms
135 5 0.9 0.50
145 0.55 0.35
155 3 0.35 0.15

AKISHEYV et al.

this corona were described in detail in [14]. At agiven
duration and amplitude AU of the voltage pulse applied
to asteady-state corona discharge, a spark can be initi-
ated only at a certain value of theinitial corona current
l,. Clearly, the higher AU, the lower the value of |,
required for initiating aspark. The oppositeisalso true:
the higher |, (i.e., the closer the coronato the threshold
for spark ignition), the lower the required value of AU.

The above is illustrated in Fig. 2, which presents
oscillograms demonstrating the response of a negative
corona on the same overvoltage pulse with a 1-ps rise
timefor different initial coronacurrents. Notethat these
oscillograms were recorded using a scheme that cut off
the current at a level of about 50 mA; therefore, the
waveforms thus obtained do not correctly describe the
time behavior of the trailing edge of the current pulse.

It can be seen that, after applying the voltage pulse,
the current jump related to the spark formation is
observed not for al theinitia currents|,. At low I (in
our case, a |, = 1 mA), the corona current first rapidly
increases by 12-15 mA and then slowly (over a few
milliseconds) decreases to its quasi-steady value deter-
mined by the sum of U, (theinitial corona voltage) and
AU. If U, and AU exceed certain critical values, this
stage of a slow decrease in the current after its initia
jump is replaced by a slow increase, which finishes
with a sharp current jump.

In general, the increase in |, and AU leads to a
decrease in the time interval T, between applying the
overvoltage pulse and the spark discharge (see Table 1).
Thus, at 1, =1.5mA, U, = 12.3kV, and AU = 14.5 kV,
this time is 1, = 4 ms, whereas for 1, = 25 mA, U, =
13kV,and AU = 15.5kV, itisT, = 150 ps.

The evolution of the discharge current and voltageis
shown in more detail in Fig. 3. The time evolution of
the current and voltage over arather long time interval
after applying the overvoltage pulseisshownin Fig. 3a.
The total voltage drop across the discharge does not
exactly follow the applied voltage pulse because of the
presence of the ballast resistance R, = 78 kQ between
the discharge and the pulse generator. Indeed, in theini-
tial stage of the process, a strong overvoltage arises
across the negative corona. Thus, Fig. 3a (which corre-
sponds to d = 40 mm) shows that the voltage first rap-
idly increases from 13.5 to 26 kV and then slowly
decreases in accordance with the current evolution.
After the gap breakdown, the discharge voltage sharply
dropsto 4 kV and then slowly (over atime of afew mil-
liseconds) returnsto itsinitial value.

It can be seen from Fig. 3 that, after theinitial jump
caused by applying the overvoltage pul se, the discharge
current varies dlightly until the gap is bridged by the
spark channel. At theinstant of bridging, ashort current
spike with an amplitude of ~1 A is observed (the spike
amplitude increases with increasing |, and AU). After
this, the current sharply decreases (over atimelessthan
0.5 ps) to avalue of 120-170 mA, which is determined
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(b)

Fig. 3. Oscillograms of the current and voltage during the formation of a spark in a negative corona in nitrogen for P = 770 torr,
d=40mm, r, = 0.1 mm, I =2mA, Uy = 13.5kV, and AU = 14.5 kV. The current scale is 100 mA/division, the voltage scale is

9.25 kV/division, and the time scale is (a) 0.5 ms/division and (b) 10 ps/division; U, is the initial corona voltage. Marks /-5 cor-
respond to the discharge stages shown in the electron-optical photographsin Figs. 5-9.

by the externa circuit. This current is approximately
one order of magnitude higher than the corona current
immediately after applying the overvoltage pul se; how-
ever, it isinsufficient to maintain the high conductivity
of the spark channel. As a result, the channel decays
over about 2 ms; this is accompanied by a decrease in
the discharge current and a dow increase in the dis-
charge voltage.

Note that the spark current is approximately three
orders of magnitude higher than the initial corona cur-
rent. It is clear that such a high current cannot be con-
tinuously maintained by the externa circuit: it can only
be sustained over a short time by the charging of stray
capacitances in the external circuit. This is why the
spark duration is very short.

Let us now describe the visual picture of the trans-
formation of asteady-state negative coronainto aspark.
First, for the sake of completeness, we describe the for-
mation of a spark against the background of a point-to-
plane negative coronain air. It turned out that, in con-
trast to the case where the voltage is applied to a non-
ionized gap (see Section 1), applying an overvoltage
pulse with a large rise time to a negative coronain air
does not lead to the formation of asheaf of primary and
secondary streamers propagating from the point cath-
ode toward the plane anode (Fig. 4).

The increase in the voltage applied to a negative
coronain air leads to an increase in the corona current
and its transformation into a glow discharge [15]. This
transformation is accompanied by the production of a
plasmain the gap and the formation of an anode layer,
which is unstable against contraction into current spots
(see Fig. 4, which shows the oscillograms of the dis-
charge current and voltage and a series of the discharge
photographs, starting from the instant of the anode
layer formation; note that, at earlier times, there was no
glow in the interelectrode gap and at the anode). These
spots provoke the formation of a plasma channel (an
2004
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analogue of the secondary channel) near the anode
(rather than near the point cathode), which then grows
toward the cathode.

It may be said that, in this case, the formation of the
spark channel does not proceed in accordance with the
scenario described in Section 1 but is caused by the
contraction of a glow discharge that is formed from a
negative corona as the discharge current increases. An
important point is that the discharge is contracted near
the plane electrode, rather than near the point electrode.
This kind of contraction is related to the onset of ion-
ization instabilitiesand istypical of dischargesin dense
gases (see, e.g., [16-19)]).

The above feature of the spark formation in a nega-
tive corona in air indicates that the generation of pri-
mary streamers in a short gap in the initial stage of
breakdown is not a necessary condition for the devel op-
ment of the secondary streamers and spark. If there are
some other physical factors enabling the formation of a
plasma channel (an analogue of the secondary
streamer) near one of the electrodes, then no primary
streamers are needed. To illustrate, we note the well-
known electric filter phenomenon referred to as a
reverse corona [20]. In this case, the plasma channel
(the secondary streamer) in a negative corona is
induced by a current spot produced at the plane elec-
trode due to the local breakdown of the highly resistive
dust layer accumulated at the anode.

Let us now consider the visual picture of the spark
development in a negative corona in nitrogen using
electron-optical photographs in Figs. 5-8, which show
the different phases of the spark formation. The time
intervals corresponding to these phases are marked in
Fig. 3a. Thus, the time evolution of the visual picture of
discharge is related to the dynamics of the discharge
current and voltage. Note that the photographs and
oscillograms were taken under somewhat different dis-
charge conditions; nevertheless, the waveforms of the
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Fig. 4. (a) Oscillograms of the current and voltage and (b) the electron-optical photographs illustrating the formation of a spark in
anegative coronain air for P = 300 torr, d = 10 mm, r, = 0.1 mm, I = 100 pA, Uy = 4.9 kV, and AU = 5 kV. The current scale is

2 mA/division, the voltage scaleis 1850 V/division, and the time scale is 100 pg/division. The exposure timesin panel (a) aret,; =

S5US, Tep =2 S, Tz =1 ps, and 1,4 = 0.5 ps.

Anode

Cathode ' ‘ .

Fig. 5. Electron-optical photographs illustrating the forma-
tion of a spark in a negative corona in nitrogen for P =
770torr, d = 40 mm, r, = 0.1 mm, Iy = 25 mA, U, =
14.3 kV, and AU = 15.5kV. The exposure timeist, = 1 ys;
the time intervals between the frames are t;, = 10 ps, ty3 =
50 ps, and t34 = 10 ps. The photographs were taken between
marks / in Fig. 3a

discharge current and voltage in this cases are qualita-
tively similar. For this reason, the positions of the
marks in Fig. 3a were chosen in accordance with the
relative positions of the illustrated discharge phasesin
an actual current waveform.

In the case of a high-current corona in nitrogen,
thereis already ashort (afew millimeterslong) steady-
state plasma channel near the point cathode. This chan-
nel is the source of a bright orange glow (see[14]) and
can be regarded as an analogue of the secondary
streamer. Indeed, after applying the overvoltage pulse
to the gap, this streamer begins to extend toward the
plane anode, as does the secondary streamer (see
Figs. 5-8). In contrast to the case of a honionized gap
[3], no branching of the secondary streamer was
observed in the corona. The propagation velocity of the
secondary anode streamer in nitrogen is relatively low
and varies in the range of V, = 10°~10* cm/s; i.e, it is
two to three orders of magnitude lower than the veloc-
ity of the secondary streamer in an nonionized gap.
Within this range, the propagation velocity of the sec-
ondary streamer increases with the initial corona cur-
rent |, and the amplitude of the overvoltage pulse AU.

PLASMA PHYSICS REPORTS  Vol. 30

No. 11 2004



SPATIOTEMPORAL EVOLUTION OF THE CURRENT

Cathode

[\;q

977

Fig. 6. Electron-optical photographs illustrating the formation of a spark in a negative corona in nitrogen for P = 770 torr, d =
40 mm, r, =0.1mm, Iy =1.2mA, U, =13.3kV, and AU = 14.5kV. The exposure is T, = 1 psfor thefirst four framesand 0.5 us
for the last frame; the time intervals between the frames are t;, = 10 ps, ty3 = 50 ps, and t34 = 10 ps. Photographs /—4 were taken
between marks 2 in Fig. 3a, and photograph 5 was taken at the instant indicated by mark 4 in Fig. 3a

In theinitial high-current corona, most of thegap is
dark. There is emission only from the cathode region
and the orange plasma channel adjacent to the point
electrode. Such a situation is also retained after apply-
ing the overvoltage pulse until the plasma channel cov-
ers about 40% of the gap length. Then, a blue glow
arises at the plane anode; i.e., there occurs an anode
layer typical of aglow discharge.

The gpatial structure of the anode glow depends on
the length of the interelectrode gap d. At d = 40 mm,
there is a continuous and diffuse anode glow with a
characteristic diameter of about 7 mm (Figs. 6, 7). At
d = 10 mm, the anode glow has the form of severa
(three to four) current spots (about 1 mm in diameter
each) spaced a distance of about 1 mm from one
another (Fig. 8). The characteristic current at which the
anode layer is formed after applying the overvoltage
pulse is l,, = 10-15 mA at d = 40 mm, whereas in a
steady-state corona, the anode layer arises at a much
lower current of I, [12.7 mA. The critical currents |,

and | are nearly proportional to d?.

After the anode layer is formed, the spark develops
much faster; however, it can develop in different ways,
depending on |, and AU. Below, by low and high I, and
AU values, we will mean those that are closeto the min-
imum and maximum values of these parameters within
the ranges 1, = 0.9-2.5 mA and AU = 8.5-16.5 kV
under study.

Atlow |, and AU, a new plasma channel (a second-
ary anode streamer) beginsto propagate from the anode
current spot toward thefirst (cathode) streamer (Fig. 6).
The velocity of the plasma channel propagating from
the plane anode is approximately ten times higher than
that of the plasma channel propagating from the point
electrode. When these two plasma channels (the cath-
ode and anode secondary streamers) meet, the current
sharply increases and the voltage across the gap

PLASMA PHYSICS REPORTS Vol. 30 No. 11
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Fig. 7. Electron-optical photographs illustrating the forma-
tion of a spark in a negative corona in nitrogen at a high
overvoltage for P =770 torr,d =40 mm, r, = 0.3 mm, | =
25mA, Uy =24.5kV, and AU = 15.5kV. The exposuretime
is T, = 0.2 ps. The time intervals between the frames are
tjp =3 s, th3 = 10 ps, and t34 = 3 pis, and the time interval
between panels (a) and (b) is 20 us. All the photographs
were taken between marks 3 in Fig. 3a.
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Fig. 8. Electron-optical photographsillustrating the formation of a spark in a short-gap negative coronain nitrogen for P = 770 torr,
d=10mm,r.=0.1mm, l;=0.2mA, U, =25KkV, and AU = 9kV. The exposuretimeist, = 0.5 s, and the time interval s between

theframesaret;, = 3 ys, ty3 = 10 ps, and t34 = 3 ps. All the photographs were taken between marks 3 in Fig. 3a

decreases. Formally speaking, this scenario of the
spark formation is similar to that described in [3] (see
Section 1) for a nonionized gap filled with nitrogen.
However, the mechanisms for the generation of the
anode current spotsthat induce secondary streamersare
very different. In [3], anode spots arose due to the
bridging of a nonionized gap by primary streamers. In
our case, there are no primary streamers and the anode
spot arises due to the contraction of the anode layer of
the glow discharge that precedes a spark.

At high |, and AU, the voltage drop between the
anode and the head of the plasma channel propagating
from the cathode (the secondary cathode streamer) is
significantly higher than in the previous case. Due to
the presence of the high electric field in thisregion, the
glow intensity in the gap between the anode and the
head of secondary cathode streamer sharply increases
immediately after the anode layer is formed (Fig. 7).
The glow isfirst shaped as a cone with the base resting
on the anode layer and the vertex located at the cathode
streamer head. The cone then begins to shrink in the

Anode ' T ] 7
Cathode s ' } R
1 2 3 4

Fig. 9. Electron-optical photographs illustrating the decay
of aspark in anegative coronain nitrogen for P = 770 torr,
d=40 mm, r, = 0.1 mm, Iy =25 mA, Uy = 143 kV, and
AU = 15.5kV. The exposure time ist, = 2 s, and the time
intervals between theframesaret;, = 10 s, t3 = 50 ps, and
t34 = 10 ps. All the photographs were taken between marks 5
inFig. 3a

radial direction (ssmultaneously aong its length, but
more rapidly near the anode) up to the transverse size
of the secondary cathode streamer. As in the previous
case, the bridging of the gap is accompanied by a sharp
jump in the current and a decrease in the gap voltage.
The bridging of the gap by the plasma channel is
also accompanied by an increase in the glow intensity.
It was observed experimentally that the glow intensity
from the spark channel reachesits maximum valuewith
a some delay with respect to the maximum of the dis-
charge current, which occurs at the instant of bridging.
In the stage in which the current decreases, the glow
intensity from the spark channel is still increasing and
reaches its maximum value 50-100 us after bridging
the gap (Fig. 6, frame 5), when the current is about
100 mA. Theglow intensity from a decaying spark then
begins to decrease with different rates in different
regions of the discharge. The glow intensity from the
plasma channel decreases most rapidly (over about 1—
2 ms). The glow from the anode spotslastsfor ~4-5 ms
(see Fig. 9). The glow from the cathode region near the
point electrode lasts for approximately the same time.

Thus, we can note the following significant features
of spark breakdown in a short gap against the back-
ground of a negative coronain nitrogen: First, the sce-
nario of the spark channel formation in a corona corre-
sponds to the development of the nonsimultaneous
(along the gap length) discharge contraction induced by
ionization instabilities. Second, the spark itself (i.e., a
bright flash in the interel ectrode gap) does not coincide
with theinstant at which the plasma channel bridgesthe
gap (i.e., with the peak of the discharge current). Third,
the consequences of spark breakdown (such asthe glow
from the anode spots, the glow of the plasma channel
between the electrodes, and the increased glow from
the cathode region) persist over quite along time (afew
milliseconds). Similar features are also characteristic of
spark breakdown against the background of a negative
coronain air (the only quantitative difference isin the
propagation velocities of the secondary streamers and
the spark decay times).

Let us now consider the time evolution of the emis-
sion spectrum from different regions of a corona dis-
No. 11
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charge during the formation of a spark. We note that,
throughout the entire discharge gap, the time behaviors
of the emission intensities of all the spectral lines were
similar; the only quantitative difference was in the
emission intensities.

Cathode region. Here, the line of the 1- band sys-
tem of molecular nitrogen was most intense; next in
intensity were the lines of the 2* system and, then, the
lines of the 1* system. Their intensities were approxi-
mately intheratio of 1: 0.5: 0.05 (theline wavelengths
were listed in Section 2). The emission intensities of all
the lines in the cathode region strongly fluctuated with
a characteristic frequency of several kilohertz; in our
opinion, thiswas related to the unsteady behavior of the
cathode layer because of its transformations into a
prearc cathode spot [21] and back into the regime of a
glow discharge.

After applying the overvoltage pulse, the emission
intensity generally followed the time evolution of the
discharge current; i.e., it increased over time (see
Fig. 10). However, there was no jump in the emission
intensity from the cathode region when the gap was
bridged by the plasmachannel. At theinstant of the cur-
rent jump, theemission intensity of thelinesin question
was often low (lower than before or after the jJump).

After the current jump, the intensities of all the
emission lines continued to increase over 100-300 ps
and then slowly (over a few milliseconds) dropped to
their initial values. The above fluctuations of the glow
intensity in the cathode region were also observed in
the stage in which the current decreased. It was also
found that the higher |, and AU, the higher (on the aver-
age) the emission intensity of al the lines both before
and after the current jump.

The middle of the gap. Under our experimental
conditions, the maximum intensity of the emission line
of the 1~ band system in the middle of the gap was
approximately half ashigh asthat in the cathode region.
Theintensity ratio between thislinein the middle of the
gap and the intensities of the lines from the 2+ and 1*
systems was approximately 1 : 0.6 : 0.2.

In the initial negative corona, there was no glow in
themiddle of the gap. It ariseswith acertain delay time
T, after applying the overvoltage pulse. The delay time
T, decreaseswithincreasing |, and AU. Table 2 presents
the 1, values for agap with d = 40 mm.

The glow in the middle of the gap arises and devel-
ops in different ways, depending on |, and AU. At low
I, and AU, the glow arises here due to the arrival of the
plasma channel slowly propagating from the cathode
(the secondary cathode streamer). In this case, the glow
intensity varies nonmonotonically over time and has
two characteristic spikes (Fig. 11). The first spike is
related to the arrival of the head of the secondary
streamer: the glow intensity sharply increases and then
slowly (over atime of approximately 0.5 ms, which is
determined by the velocity of the streamer head propa-
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Fig. 10. Time evolution of the cathode glow (the signal Uy,
of the 389.4-nm emission corresponding to the 3 — 6
transition of the 2* band system) in the course of spark for-
mation for P = 770 torr, d = 40 mm, r, = 0.1 mm, I, =
25mA, Uy =14.3KkV, and AU = 15.5kV. The current scale

is 20 mA/division, the voltage scale is 50 mV/division, and
thetime scale is 0.5 mg/division.

gating away from the observation zone) decaysto acer-
tain steady level determined by the emission from the
homogeneous body of the streamer. Thisglow intensity
isretained up to the current jump related to the bridging
of the gap by the streamer. After the gap is bridged, the
emission intensity from the observation zone again
sharply increases over a characteristic time of about
100 ps. The intensity of the second spike is always
higher than the intensity of the first spike, because it
corresponds to the emission from the spark channel.

As the streamer head propagates away from the
observation zone, the emission intensity decreases; this
indicates that the electric field in the head of the sec-
ondary streamer is significantly higher than in its
homogeneous body. The length over which the homo-
geneous streamer body is established is much longer
than the transverse size of the secondary streamer.

At high I, and AU, the spark develops much faster
and the secondary cathode streamer does not reach the
middle of the gap. In this case, the emission from the
observation zone arises due to the formation of an uni-
formly and diffusely glowing channel between the head
of the cathode streamer, which has not reached the mid-

Table2. Mean delay time t4 of the negative corona glow
from the middle of the discharge gap

lg, MA 15 20 25
AU, kV Tgq, MS
145 2 0.5 0.35
155 0.35 0.15
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Fig. 11. Time evolution of the glow from the middle of the
discharge gap (the signal Uy, of the 405.9-nm emission cor-

responding to the 0 — 3 transition of the2* band system)
inthe course of spark formation for P =770 torr, d = 40 mm,
r.=01mm,ly=15mA, Uy=12.3KkV, and AU = 14.5kV.
The current scale is 20 mA/division, the voltage scale is
20 mV/division, and the time scale is 0.5 ms/division.

dle of the gap, and the anode. The delay time 1, of the
glow is determined by the propagation time of the sec-
ondary streamer from the cathode over a distance of
about 40% of the total gap length. Under these condi-
tions, the emission intensity from the middle of the gap
increases monotonically both before and after bridging
the gap by the plasma channel (Fig. 12).

At high |, and AU, the maximum intensity of all the
emission linesis also observed in the stage in which the
current decreases. The characteristic time interval
between the current jump and the maximum of the
emission intensity from the middle of the gap is 50—
100 ps. The average glow decay time in a decaying
spark channel is 1-2 ms. This time decreases with
increasing |, and AU (probably because of an increased
production of nitrogen atoms, which quench the excited
molecular states). It was also found that the emission
intensity of the 1- band system decreased 1.5 times
faster than that of the 2+ system, which, in turn,
decreased faster than the intensity of the emission lines
of the 1* system.

Anoderegion. The anode glow arises acertain time
T, after applying the overvoltage pulse. This time
decreases with increasing |, and AU and lies within the

Table 3. Mean delay time T, of the anode glow

lg, MA 15 20 25
AU, kV T, MS
14.5 1 0.45 0.25
155 0.7 0.2 0.1

AKISHEYV et al.

Fig. 12. Time evolution of the glow from the middle of the
discharge gap (the signal Uy, of the 375.54-nm emission

corresponding to the 1 — 3 transition of the 2* band sys-
tem) in the course of spark formation for P = 770 torr, d =
40mm, r, =0.1mm, Iy =1.5mA, Uy =123 KV, and AU =
15.5 kV. The current scale is 20 mA/division, the voltage
scaleis20 mV/division, and thetime scaleis 0.5 mg/division.

range of 0.1-1 ms. Table 3 presents the 1, values for a
40-mm-long gap.

It can be seen that, for the same discharge parame-
ters, we have 1, < 1,; i.e., the anode glow arises earlier
than does the glow in the middle of the gap. The emis-
sion intensity of al the lines gradually increases until
the gap is bridged by the plasma channel (Fig. 13). At
the instant of bridging, a short spike in the emission
intensities of all the lines is observed. For the lines of
the 1% band system, the amplitude of this increase is
much lower than for the other emission lines.

Inthe anode region, theemission at the(0 — 3 tran-
sition of the 2+ band system arisesfirst. The emission at
the other transitions of the 2* system (1 — 3,2 — 4,
3 — 6, and 4 — 8) occurs with a small time delay
with respect to the emission at the 0 — 3 transition.
Theemission fromthe 1+ and 1~ systems arises after the
emission from the 2+ system; most often, it appears
when the plasma channel bridges the gap.

For all of the lines, the intensity of the anode glow
also continues to increase over approximately 100—
200 ps after bridging the gap (the higher 1, and AU, the
shorter thistime interval) in spite of the decreasein the
current. After reaching its maximum value, the inten-
sity of the anode glow slowly decreases over a time
interval afew timeslonger than the characteristic decay
time of the emission intensity from the middle of the
gap. However, the ratio of the decay rates of the inten-
sities of the different emission lines from the anode
region is the same as that from the middle of the gap:
the glow intensity of the 1~ system decreases one-and-
a-half times faster than the glow intensity of the 2+ sys-
tem, whereas the longest (but the weakest) glow is
observed in the emission lines of the 1 system.
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4. DISCUSSION

Theresults obtained show clearly that the formation
of aspark in anegative corona, in which the criterion of
streamer breakdown is definitely not met, proceeds
much more slowly than the breakdown of a nonionized
gap. The scenarios of the spark formation in this cases
are also very different. The presence of a corona pro-
vides conditions for the formation of a plasma channel
(secondary streamer) in the gap due to the evolution of
the corona structure with increasing current, rather than
due to the generation of primary streamers. Thus, in
nitrogen, the plasma channel at the point electrode
exists aready in the steady-state regime of a high-cur-
rent (1-2 mA) corona. As the current increases after
applying an overvoltage pulse, the corona transforms
into a volume glow discharge in which a spark is
formed as a result of discharge contraction due to the
development of ionization instabilities both at the
anode and in the gap.

Let us discuss in more detail the mechanism for the
formation of a secondary streamer at the plane elec-
trode (detailed experimental data on the transformation
of a negative corona into a volume glow discharge, as
well as on the origin and subsequent evolution of the
anode layer, are presented in [13]). As was shown in
[22], the transversely homogeneous anode layer of a
volume glow discharge is characterized by a negative
differential resistance; i.e., the current—voltage charac-
teristic of thelayer has a segment with anegative slope.
For this reason, in the absence of stabilizing factors
(e.g., turbulent diffusion caused by fast blowing of the
working gas through the gap), this layer is unstable
againgt the development of perturbations in the direc-
tion perpendicular to the current. As aresult, the trans-
versely homogeneous anode region shrinksinto current
spots (or a single current spot) with a high (up to
100A/cm?) “normal” current density [23], which
increases quadratically with the gas pressure. In our
opinion, it isthe anode current spotsthat induce the for-
mation of the plasma channel (secondary streamer) at
the plane anode, because the increased energy release
within and near the current spots provokes the onset of
ionization instabilities and the subsequent increase in
the conductivity in these regions.

An interesting effect that has not yet been noted in
the literature is the time delay (approximately 100 pis)
of the maximum intensity of the channel glow with
respect to the instant at which the plasma channel (sec-
ondary streamer) bridges the gap. This effect is appar-
ently related to gas heating, which leads to a decrease
in the gas density inside the plasma channel and, as a
result, to an increase in the reduced electric field E/N
even at aconstant voltage acrossthe gap. Sincethe rate
constants for the excitation of electronic states grow
exponentially with E/N, the emission intensity from the
plasma channel can increase even when the current
flowing through the channel decreases, aswas observed
in our experiments.
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Fig. 13. Timeevolution of the anode glow (the signal U, of
the 405.9-nm emission corresponding to the 0 — 3 tran-
sition of the 2* band system) in the course of spark forma-
tionfor P=770torr,d=40mm, r, = 0.1 mm, |5 =1.5mA,
Ug = 12.3 kV, and AU = 15.5 kV. The current scele is

20 mA/division, the voltage scale is 50 mV/division, and
thetime scale is 1 mg/division.

Intense gas heating in the spark channel is a well-
known phenomenon. This heating also manifests itself
in the sound effects (loud clicks) that accompany a
spark discharge. Estimates show that, under our exper-
imental conditions, the specific energy depositioninthe
plasma channel is rather high (about 4-6 kJ/I). How-
ever, calculations of the dynamics of the emission
intensity by a self-consistent model that takes into
account energy deposition in different degrees of free-
dom, the pushing of the gas out of the channel, and the
effect of gas heating on the charge and chemical kinet-
ics, as well as the kinetics of the excited states, is a
rather complicated problem. Self-consistent simula
tions of the dynamics of high-current channels were
performed in [24, 25], where the parameters of along
leader were calculated with alowance for its intense
heating.

5. CONCLUSIONS

Our experiments performed in a point-to-plane dis-
charge gap have shown that, in contrast to the case of a
nonionized gap, a spark in a negative coronain air and
nitrogen under conditions such that the criterion for
streamer breakdown isnot met isformed in the absence
of fast primary streamers and, hence, the spark devel-
ops very slowly. In this case, the spark precursors (sec-
ondary streamers) arise either near the point electrode,
from the plasma channel that existsin theinitial corona
discharge, or near the plane electrode, due to the con-
traction of the anode layer of the glow discharge into
which the corona transforms as the current increases.

During the propagation of the plasma channel (the
secondary streamer), the discharge current changes
only dlightly. The discharge current increases sharply
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(nearly a hundredfold) when the streamer bridges the
gap. The high current (about 1 A) at thisinstant is pro-
vided by arapid (over atime lessthan 0.5 ps) charging
of stray capacitances in the external circuit. Thereafter,
the current decreases to avalue of 120-170 mA, which
is determined by the external circuit, and then slowly
(over 1-2 ms) decreasesto itsinitial value.

We note two important features of spark breakdown
in anegative corona. First, the spark itself (i.e., abright
flashin theinterel ectrode gap) doesnot coincideintime
with the peak of the discharge current, which occurs
when the plasma channel bridges the gap. Second, the
consequences of spark breakdown (such as intense
optical emission from the anode spots, the plasma
channel glow, and the enhanced cathode glow) persist
over quite along time (afew milliseconds) after bridg-

ing the gap.
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