JETP LETTERS VOLUME 70, NUMBER 5 10 SEPT. 1999

Astrophysical limit on the coupling constant of
hypothetical leptonic photons to leptons

B. V. Martemyanov
Institute for Theoretical and Experimental Physics, 117218 Moscow, Russia

(Submitted 23 July 1999
Pis'ma Zh. Esp. Teor. Fiz70, No. 5, 321-32210 September 1999

The hypothetical leptonic photons, namely, those that have coupling to
electrons, can be produced in the Sun and other stellar objects by the
process of photoproduction. Being weakly interacting particles they
could substantially influence the evolution of the star by changing the
process of heat release. In order for this not to happen, the leptonic
coupling constant must be smaller tharl0 2% i.e., much smaller
than the~ 10" *? required for the stability of bodies against the leptonic
Coulomb forces. ©1999 American Institute of Physics.
[S0021-364(©9)00117-9

PACS numbers: 14.70.Bh, 14.8¢, 96.60.Vg, 95.30.Cq

Leptonic charges are conserved to the present experimental knowledge. The elec-
tronic, muonic, and tauonic lepton numbers are separately conserved. This allows one to
couple massless particles to each of these conserved chddgésy so gives rise to new
long-range forces, the most important of which for terrestrial phenomena is the long-
range force between electrons due to the electronic Coulomb interaction. The unscreened
leptonic charge of electrons in bodies is limited to a very high degree yo&dike
experiments, and the electronic coupling constant must be smallerth@n*° in this
case’ Thus the situation with unscreened electronic charge is uninteresting because it
requires an extremely small coupling constantl0™ *%) that cannot be measured in any
other experiments. The electronic charge cannot be screened by antileptonic charge of
antineutrinos, since the outward pressure of antineutrinos will break up any body to
small pieces of a size~a(a/\a)~10"%cm (for a;~10 % Ref. 3. Here a
~10 8cm is the dimension of an atona, is the fine-structure constant, aag is the
electronic charge coupling constant. The number 10 12 is the experimental upper
limit for «,. The electronic charge could be screened by scalar particles with antielec-
tronic charge, e.g., supersymmetric partners of antineutrinos, if they are sufficiently light,
say with a mass of about 1 éMn this case the electronic coupling constant is limited at
the levela, < a®~10 1? (Refs. 4 and bby the requirement of mechanical stability of the
skin layer of bodies. It seems plausible that other terrestrial physical phendifitena
surface tension, for exampleould improve this limit. But there is a well-known extra-
terrestrial phenomenofthe Sun that improves the limit up tay, <10 25, i.e., fourteen
orders of magnitude. In the present note we will discuss this new limit obtained from the
considerations of possible energy losses by the Sun due to emission of leptonic photons.

0021-3640/99/70(5)/2/$15.00 321 © 1999 American Institute of Physics



322 JETP Lett., Vol. 70, No. 5, 10 Sept. 1999 B. V. Martemyanov

The Sun is emitting photons coupled to the electric charge. Photons are produced in
the hot (T;~15x 10° °C) central part of the Sun and diffuse to the outer layers of the Sun
in aboutR?/\c~10's. HereR~6x10Ycm is the radius of the Sum,~1 cm is the
mean free path of the photons in the inner layers of the Suncar@ix 101°cm/s is the
speed of light. The photons that are emitted from the Sun comes from the photosphere of
the Sun and have a blackbody spectrum with a temperatyres x 10° °C. Thus, the
photon luminosity of the Sun is proportionalT@Rz. Leptonic photons can be produced
in the Sun by the procegse— y,e. The mean free path of leptonic photons is determined
by the reverse procesge— ye and can be easily compared to the mean free path of the
photons determined by the Compton scattering on electrpes; ye. Because of the
obvious similarity of the above processes we have for the mean free path of leptonic
photons\, = (a/a)\. If a;~10712 then\,~10*cm~ (1/6)R. Thus leptonic photons
scatter on the order ofR/\)?>~36 times in the Sun and are emitted from a depth
~(1/6)R, where they have a temperature closelte-T,. The luminosity of leptonic
photons~ T{'R? is many orders of magnitude larger than the photon luminesity{R?.
Therefore the case,~10 *? is strongly ruled out.

If \;>R (this requires thaty, <10 %), leptonic photons are emitted from the Sun
without scattering. Let us calculate the luminosity of the Sun in leptonic photons in this
case. The number of leptonic photons emitted from a unit volume per unit time is equal
to

They have the energy~T;. The luminosity considered is then proportional to
~(Ti4/)\|)R3. It must be small compared to the photon IuminosithRz. Therefore we
should have\,> (T}/T2)R~10**cm and consequently, <10~ 2%a~10 2% This is the
desired limit on the leptonic coupling constant imposed by what we know about the
energy losses of the Sun. Other stars like red supergiants certainly improve this limit as
they do for other weakly interacting particle$, but even at the present limit
;<10 28 all terrestrial problems with leptonic photons and leptostatic repulsion seem to
be forgotten. In particular, the critical size of a body with unscreened leptonic charge is
~a(al\ay)~10° cm, while the size of the skin layer isa/3/a;~5 cm (Ref. 4. This
means that bodies are quite stable against leptonic forces.

Thus we conclude that the leptonic coupling constant is limited by the known energy
losses of the Sun at the level10™2%. This limit can be improved by red supergiants.
Terrestrial experiments with leptonic photons are highly questionable.
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The spatial distribution of the electromagnetic field in a two-
dimensional photonic crystal with a lattice defect is investigated. It is
shown that in such a structure the field can be localized in a region
smaller than one wavelength in size. The dependence of the spectrum
of defect modes on the parameters of a two-dimensional photonic crys-
tal is investigated. The light field at the exit of the photonic crystal
possesses properties of a nonradiative mode, making it possible to
achieve spatial resolution in the near-field much higher than the radia-
tion wavelength. The possibilities of using this phenomenon in optical
near-field microscopy to produce optical memory devices and to in-
crease the efficiency of nonlinear optical interactions are discussed.
© 1999 American Institute of Physids$0021-364(109)00217-7

PACS numbers: 42.70.Qs, 42.65.Wi, 61:78.

Localization of an electromagnetic field is one of the important properties of struc-
tures with photonic band gap®BGS.! Such effects in photonic crystals have been
widely investigated previously on the basis of analysis of the dispersion properties of
PBG structured, where the basic properties of the transmission spectrum of a PBG
structure were established, and by various modifications of the slowly varying amplitude
approximatior which made it possible to understand the basic mechanisms of localiza-
tion of the field of a plane wave with a slowly varying envelope in one-dimensional
photonic crystals. Recent experiménisdicate the possibility of obtaining channeling
and rotation(including by large anglgsof light beams in two-dimensional PBG struc-
tures containing defects of the photonic crystal lattice. Such effects cannot be understood
physically by analyzing the dispersion properties of PBG structures or on the basis of the
plane-wave approximation, since such approaches do not permit determining the field in
a photonic crystal. At the same time, the problem of describing the field of light waves
analytically in and at the exit from two- and three-dimensional PBG structures is hardly
solvable. Numerical simulation methods seem to offer the only possibility of investigat-
ing the distribution of the field in such structures.

An approach based on the numerical solution of Maxwell's equations by the finite-
difference time-domairfFDTD)® method appears to hold promise for investigating the
field distribution in PBG structures. This technique has been used successfully to study
optical confinemefitand the formation of extremely short light pulses in one-dimensional
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FIG. 1. Fragment of a two-dimensional PBG structure with a lattice defect.

PBG structured.In the present letter the FDTD method is used to analyze localization
and channeling of an electromagnetic field in a two-dimensional PBG structure with a
lattice defect. The wideband test-pulse method is used to calculate the spectrum of defect
modes in the band gaps of photonic crystals. This approach makes it possible to draw
physically and technically important conclusions about the character of light channeling
in defect modes of PBG structures. The analysis performed in the present work shows
that under these conditions an electromagnetic field can be localized in a region smaller
than one wavelength in size, and the field at the exit of a PBG structure possesses the
properties of a nonradiative mode. It is shown that the spectrum of defect modes can be
controlled by varying the parameters of the PBG structure.

To study the localization and channeling of light in a two-dimensional PBG struc-
ture with a lattice defect we solved Maxwell's equations numerically by the finite-
difference method. The field incident on the boundary of a PBG structure had the form of
a plane wave. The absorbing Neumann boundary condftiose in this method made it
possible to avoid effects due to reflections from artificial boundaries. A structure consist-
ing of a variable number of period$rom 5 to 10 of cylindrical air gaps, forming a
triangular lattice in a silicon matrix, was chosen as the object of investigétion 1).

This choice of the type of photonic crystal is based on the fact that silicon technologies
are very promising for preparing onetwo-,'° and three-dimensionai PBG structures.
Numerical calculations for the defect-free PBG structure described above showed the
existence of a gap for the direction along thexis (Fig. 1), which corresponds to the
minimum gap widtht? for the ratioa/\ (wherea is the period of the PBG structure and

\ is the wavelength of the light beanaarying from 0.35 to 0.52 foH (TE) modes and

from 0.44 to 0.57 folE (TM) modes. Thus, the results of our calculations indicate the
existence of a closed band gap and are in good agreement with calculations performed in
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FIG. 2. Spectrum of defect modes of a two-dimensional PBG structure, a fragment of which is shown in Fig.
1, for various dielectric constants of the matrix materéatd1.7 (dashed ling 9 (solid line), 7 (dotted ling, and
5 (dot-and-dash line

Ref. 12 by the plane-wave method as well as with the results of calculations and experi-
ments reported in Ref. 10.

To introduce a defect into the two-dimensional PBG structure described above, one
row of air pores was removed. Such a lattice defect was introduced, with a pkriod
along theY axis (Fig. 1). The problem of the propagation of a light beam in such a
two-dimensional PBG structure with a defect makes it possible to give a full assessment
of the advantages of the numerical analysis scheme, where the introduction of a defect, in
contrast to the widely used plane-wave method, does not greatly complicate the proce-
dure. Numerical analysis shows that if the intensity of the field in a PBG structure with
no defect decays on a spatial scale of the order of the radiation waveleragil the
PBG structure is characterized by a transmission coefficient of the order éf thn a
light beam can propagate in the PBG structure with a defect only along a narrow channel
formed by the defect. The transmission coefficient BEomodes witha/\ from 0.44 to
0.47 in such a structure increases from 160 0.5, attesting to the appearance of a defect
level in the band gap. The spectrum of defect modes for propagation aloixgatkie for
E modes is shown in Fig. 2. This spectrum was calculated by the wideband test-pulse
method, i.e., the propagation of a short pulse with a wide spectrum, greater than the
spectral range under investigation, through a two-dimensional PBG structure with a lat-
tice defect was simulated. The Fourier transform of the spectrum of such a pulse at the
exit of the PBG structure with a defect made it possible to find the spectrum of the defect
modes. Analysis of the transmission spectrum of the PBG structure with a defect shows
that the spectrum of defect modes can be controlled by varying the parameters of the
photonic crystal. As one can see from Fig. 2, as the ratio of the refractive index of the
matrix material to the refractive index of the material of the cylind@rsour case, ajr
decreases, the defect modes of the PBG structure shift to higher frequencies. This phe-
nomenon can be clearly interpreted on a qualitative level by representing the defect mode
of the PBG structure as a standing wave formed as a result of reflection from the walls of
the channel formed by the defect. Then the wave number of such a standing wave
decreases with increasing ratio of the refractive indices of the materials forming the PBG
structure.

Figure 3 shows the two-dimensional distribution of the mean-square electri€field
in a PBG structure of the type described above, consisting of ten periods alod@iie
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FIG. 3. Two-dimensional plot of the localization of an electric field in a PBG structure with a lattice dafect
fragment of this structure is shown in Fig.. The gray tones represent the mean-square electricEreltbr a
ratio a/A =0.454.

with defect periodA =5a, for a/A=0.454. Analysis of the spatial distribution of the
electromagnetic field shows that light is channeled along the defect in this structure, and
the field is localized at the center of the defect. For certain sections of the channel the
beam diameter is of the order af10 (Fig. 3), which is five times smaller than the
diffraction limit for a light beam focused in air. The light intensity at the center of the
defect is several hundreds of times greater than the intensity at the channe(lidgés

This attests to a high contrast of the beam channeling. The group velocity of the light
decreases substantially, indicating the possibility of using defect modes of PBG structures
to produce controllable optical delay lines, similarly to the optical delay lines based on
one-dimensional PBG structures which were produced in Ref. 13. Light channeling along
a defect was observed independently of the pefodith which the defect was intro-
duced. This shows that the light-localization phenomena described above are not due to
interference of the light reflected from neighboring defects. Beyond the photonic crystal
and far from its surface the field intensity integrated over a pefiacémained constant
independent of the value @. This shows that the light is channeled only along a given
defect.

The distribution of the mean-square electric field at the exit of the PBG structure is
presented in Fig. 4. Under these conditions the field is localized in the transverse direc-
tion on a spatial scale less than the radiation wavelefigit0), decaying exponentially
along theX axis. The properties of this field are similar to those of a nonradiative mode
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FIG. 4. Two-dimensional plot of the distribution of the mean-square electric field at the exit of a PBG structure
with a lattice defecta fragment of the structure is shown in Fig.ftir a/A =0.454.

localized near the surface of a sample in near-field microscopy. This opens up the pos-
sibility of using PBG structures in optical near-field microscdpyas components that
effectively form nonradiative modes. Using the reciprocity principle, we find that PBG
structures with a lattice defect can also be used to analyze the nonradiative field near a
sample, making it possible to implement a data-acquisition mode in near-field micros-
copy.

It is extremely unlikely that an analytical description can be found for the field at the
exit of PBG structures of the type under study. However, on the basis of qualitative
physical considerations it is obvious that a light beam less than one wavelength in diam-
eter in a two-dimensional photonic crystal cannot propagate in free space without a
change in form. Since the diameter of such a beam is much less than the wavelength and
the spectrum of the beam contains spatial harmonics of high orders, such a beam exhibits
properties similar to those of nonradiative modes. Such a beam gives high resolution in
the near field and decays rapidly in the longitudinal directiaiong theX axis). Even
though in this case all of the energy propagates along the exit surface of the PBG
structure, the high density of the light field at the exit of such a structure can lead to
physically observable phenomena in the near zone. This field can be used, specifically,
for local excitation of atoms or molecules. It can also be detected, similarly to the
near-field microscopy scheme, by using a probe located near the surface.

Aside from various near-field microscopy schemes, the light-beam propagation re-
gimes that can be realized with PBG structures hold promise for a variety of applications.
Important applications utilizing the properties of the field at the exit of a PBG structure
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derive from the possibility of increasing the spatial resolution in photolithography, of
increasing the information storage density in optical-memory systems, and of visualizing
the mode composition of radiation in optical waveguides. The possibility of focusing a
light beam in a region smaller than one wavelength in size opens up new possibilities for
increasing the information storage density in three-dimensional optical memory
systems? The fact, established in the present work, that there is no interference of
radiation propagating in neighboring defects in a PBG structure is extremely important.
This circumstance makes it possible to obtain high locality of information writing and
reading without disturbing the information stored in neighboring three-dimensional
memory cells. Finally, the possibility of a local increase in the field over quite extended
spatial scales in the direction of propagation of a light beam holds promise for increasing
the efficiency of nonlinear optical interactions. However, nonlinear propagation regimes
of light beams in two- and three-dimensional photonic crystals require additional study,
the results of which we hope to report in subsequent publications.

In summary, the above analysis of the propagation of electromagnetic fields in
two-dimensional PBG structures with a lattice defect and the investigation of the spec-
trum of defect modes in the gaps of such structures have revealed a number of important
properties of field localization in photonic crystals. Under these conditions a light field
can be localized in a region smaller than one wavelength in size, and the field at the exit
of the PBG structure possesses properties of a nonradiative mode, which makes it pos-
sible to achieve spatial resolution in the near field much higher than one wavelength of
the radiation. The light-beam propagation regimes that can be obtained with PBG struc-
tures hold promise for solving a variety of problems of near-field optical microscopy, for
increasing the density of information storage in optical memory devices, and for increas-
ing the efficiency of nonlinear optical interactions.

We shall always treasure the memory of many discussions with and the invaluable
support of this work by N. I. Koroteev, who passed away suddenly. N. |. Koroteev
initiated our investigations in the field of photonic crystals.
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A. M. Zh. and A. V. T. was supported in part by INTAS Grant 97-0369.
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The spectral dependence of the electron—phonon relaxation rate
Ye-pn(fiw) in metals is studied in pump-supercontinuum-probe
(PSCB experiments with femtosecond time resolution. Investigation of
this spectral dependence, which exhibits a substantial slowing of the
relaxation ratey, pn(fiw) near the Fermi levekg, using the param-
etrization ye_ pn(f0) =\ (Q%)(fiw—Eg)? makes it possible to deter-
mine directly the electron—phonon interaction parama®?). The
parameten\(Q?) for YBa,Cu;O;_, is analyzed using this method.

© 1999 American Institute of Physids$0021-364(109)00317-3

PACS numbers: 78.4%p, 63.20.Kr, 74.25.Jb, 74.25.Kc, 74.72.Bk

It is of interest to study the electron—phonon interaction in metals and superconduc-
tors because it plays the governing role in such fundamental physical phenomena as
superconductivity and transport processes in metde, for example, the reviews in
Refs. 1-3. The principal mechanisms of charge-carrier scattering in metals, semimetals,
and semiconductors and, in particular, the electron—phonon interaction are elucidated in
detail in the monograph by Gantmakher and Levindaipng with a discussion of the
modern advances in the kinetics of current carriers and the basic experiments in which
the effects of this scattering are strongest. In the present letter we consider only the
electron—phonon scattering mechanism.

The many-body theory of the electron—phonon interaction, describing both normal
and superconducting states of a metal, is ultimately expressed in terms of the spectrum
densities of the electron-phonon interaction. One such function — likehiberg func-
tion &?(Q)F(Q), describing the change in the single-particle properties of electrons in
the normal state and the phonon contribution to superconductivity — can be determined
experimentally from data on the dependence of the tunneling current between a normal
metal and a superconductor on the applied voltaimugh it is very difficult to deter-
mine for anisotropic superconductors and superconductors with a short coherence length.
An alternative approach to determining(Q)F(Q) or related functions, specifically, the
electron—phonon interaction parameidi2?), from the rate of change of the effective
temperature T, of the electronic subsystéminvolves the use of femtosecond
spectroscopy.This approach has been used to determine the paramged in high-
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temperature superconductors and métal€u, Au, Nb, and so on

As will be shown below, there is a more accurate method for determining the
parameter A\(Q?), based on femtosecond-resolution pump-supercontinuum-probe
(PSCB spectroscopy; °which makes it possible to determine the spectral dependence of
the electron—phonon relaxation ragg (7 w). A characteristic feature of the spectral
dependence,_,n(fiw) is that the relaxation rate decreases near the Fermi Byvelt™
As will be shown below, neakEg the spectral dependenge_ (% ), describing the
relaxation of electrons after laser pumping, is determined by the expregsign(# o)

N {Q?)(hw—Eg)?, which makes it possible to determine the parametg?).

Let us examine the basic physical processes involved in the excitation of a metal
(superconductgrby an ultrashort laser excitation pulse. The excitation pisth dura-
tion 7,,) is absorbed by free electrons in the conduction band. This creates a nonequi-
librium distribution of the electronic subsystem. The electron—electron interaction deter-
mines the establishment, on a femtosecond time scale, of a quasiequilibrium distribution
of the electronic subsystefwith an effective electron temperatuiig greater than the
lattice temperaturd) with characteristic relaxation ratg... Next (at timest> 7,
ye‘el), the electron—phonon interaction equalizes the electron and the lattice temperatures
with a characteristic relaxation ratg._,,. A probe laser pulse is used to probe the
absorption due to transitions from a deep-lying filled band r&aiin the conduction
band; this gives a sign-alternating difference absorption spebfruith passage through
zero at the point corresponding to interband transitions Egar Measurement of the
kinetics of reflection and transmission by femtosecond spectroscopy methods makes it
possible to determine the cooling rajg of the electronic subsystetwhich is related
with the parametek(Q?), as

&Te/ﬁtzyT(TL_Te)v 'yTZSh)\<QZ>/7TkBTe, (1)

wherekg is Boltzmann’s constant arfdis Planck’s constant. The paramexéi)?) plays

an important role in the theory of superconductivity, and the most direct method for
measuring this parameter can be implemented using femtosecond laser spectroscopy.
This approach was used to determi@2?) from femtosecond spectroscopy data: The
parameter\(Q2?) was determined from the rate of change of the effective electronic
temperaturél, [see Eq(1)] for metal§ (Cu, Au, Nb and a number of high-temperature
superconductofs (YBa,Cu;O,_ 5, BiSL,CaCyOg. ). It should be noted that this ap-
proach neglects the spectral dependence of the electron—phonon relaxatigeesate
below), and it can therefore be regarded only as an estimate of the electron—phonon
interaction parametex(2). We shall show that the parameif2?) can be determined

by investigating the spectral dependence of the electron—phonon relaxation rate using
femtosecond PSCP spectroscdpy.

A many-body electron—phonon interaction theory is presented in a number of
reviews? and we shall not examine this theory in detail here. We shall present only the
basic relations that will be needed below. The electronic self-engtgy) can be calcu-
lated taking account of very simple contributions of first-order in electron—phonon inter-
action. Higher-order terms can be neglected, because they are small in tHe ratio
wp/Eg. Herewp is the characteristic phonon frequency dhdis the Fermi energy. The
self-energys (w) has real and imaginary parts. The imaginary part characterizes the
electron—phonon relaxation rage_ ,,(w, T ,Te):
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Ye-ph(@, T ,Te)=27rj dQa?(Q)F(Q)[2n(Q,T)+1]

sinh(AQ/kgTe)
cosh (hwo—Eg)/kgTe]+coshiQ/kgTe]’

()

wheren(Q,T,) is the Bose distribution functiorT,, is the effective temperature of the
electronic subsysteniT, is the lattice temperature, and’(Q)F(Q) is the spectral
electron—phonon interaction density or th&aghberg function. We note that the ap-
proach of Ref. 4, based on the concept of a test particle, makes it possible to obtain the
same expression foye ,n(w@, T ,Te) Using a simpler mathematical apparatus.

—277[ dQa?(Q)F(Q)

In the low-temperature limit, i.e., for temperaturés<fiw,,, wherefiw,, is the
characteristic phonon energy, the spectral density of the electron—phonon relaxation rate
near the Fermi level is well known and has the férm,ph~(hw—EF)3, where the
proportionality coefficient is not directly related with the electron—phonon interaction
parameter\(Q?). However, under the conditions of a femtosecond PSCP experi-
menf"1°the opposite limiting case of high temperatures obtaiith intense pumping
i.e., the effective temperaturg, of the electronic subsystem is much higher than the
characteristic phonon frequencigs . In this limiting case, i.e., whehQ/kgT <1,
the electron—phonon relaxation rajg_,,(w,T_ ,T¢) is proportional to the electron—
phonon interaction parameti()?):

ThA{Q?)
2kgTocOSK[ (hw—Eg)/2kgTe]

Ye—ph(@, T, Te) = ¥o(TL)— )

vo(TL) = 2’7Tf dQe?(Q)F(Q)[2n(Q,T)+1],

x(92)=2f dQa?(Q)F(Q)Q.

Near the Fermi level fw—Eg)/2kgT,<1 the electron—phonon relaxation rate
Ye—ph(®, T, Te) has the form

Ye-pn(@,TL, Te)=a+b(ho—Eg)?, (4)

wherea= yo(T,) — mAN(Q2)/2kg T, and b= mwhN{Q?)/(2kgT,)>. It follows from ex-
pression(4) that the relaxation rate ,n(w,T,,T¢) should decrease near the Fermi
level, and we can determine the paramdtend therefore the electron—phonon interac-
tion parameteh (Q2)=b(2kgT,)% 7 by studying the spectral dependence of the relax-
ation rateye_pp(w, Ty, Te).

As already mentioned above, the spectral dependence of the relaxation rate
Ye—ph(@, T, Te) can be investigated by femtosecond PSCP spectroscopyhe use of
a supercontinuum prol@ the spectral range 1.6—3.2 gMade it possible to investigate
the spectral dependencg_,,(Zw) in metal films (Au, Cu) and in high-temperature
superconductor filmgYBa,Cu;O,_5). The spectral dependence of the relaxation rate
Ye-pn(fiw) with a substantial decrease near the Fermi level was observed. This made it
possible to determine the position of the Fermi lelggl, i.e., interband transitions from
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a low-lying valence band into the region of the Fermi level, which lies in the conduction
band, were determine@g=2.15¢eV for a Cu film, 2.45 eV for a Au film, and 2.09 eV
for a YBaCuO;_ ;5 film. We approximated the spectral dependenge ,n(%iw)

by the function(4), and we obtained the following values for the paramédteb,
=45pst.eV? by, =15ps ' eV 2, andbygacuo=290ps t-eV 2. We note the in-
teresting fact thab is much greater for YBaCu;0,_ s than for copper and gold.

Now, on the basis of these experimental values, we shall find the electron—phonon
interaction parametex(Q?)=(2kgT,)%/7%. We shall estimate the maximum tempera-
ture T, of the electronic subsystefassuming that the energy of the excitation pulse is
introduced entirely into the electronic subsysjeraT.=(1—-R)E,,/C., whereRis the
reflection coefficientE,, is the energy density of the excitation pulse, &dis the
electronic specific heat. Under the conditions of the experiment of RefkdD, ¢,
~0.08 eV andkgT, o,~0.1€V, which makes it possible to determine the electron—
phonon interaction parameter 86Q?)c,~ 35 meV? and A (Q2),,~28 me\?. We note
that these values are in good agreement with the values of these parameters determined in
previous work from the rate of change of the electron temperéticz.a YBgCu,O;_ 5
film the temperature of the electronic subsystem under the conditions of the experiment
of Ref. 10 iskgT,~0.26eV and the electron—phonon interaction parametgd?)
~840me\. We note that this value is different from the valué)?)~500 me\?
obtained previously from the rate of change of the electron tempefauriaeoretical
estimaté’ of the electron—phonon interaction parameter givég@2)~2200 me\f. As
noted previously, the spectral dependence of the electron—phonon relaxation rate is ne-
glected when the paramete¢Q?) is determined from the rate of change of the electron
temperature.

In closing, we note that the application of femtosecond PSCP laser spectroscopy
makes it possible to determine directly the electron—phonon interaction parameter from
the spectral dependence of the electron—phonon relaxation rate. We note that a supercon-
tinuum probe makes it possible to determine the position of the Fermi level according to
the decrease in the relaxation rate and to determine the possible deviations of the spectral
dependence from the theoretically predicted dependence.

We thank B. F. Gantmakher for a helpful discussion. This work was supported by
the Russian Fund for Fundamental Research.
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A quasiclassical method for calculating shell effects, which has been
used previously in atomic and plasma physics, is used to describe elec-
tronic supershells in metal clusters. An analytical expression is ob-
tained, in the spherical jellium model, for the oscillating part of the
binding energy of electrons of a cluster as a sum of contributions from
supershells with quantum numbers,2-1, 3n,+1, 4n,+1,... This ex-
pression is written in terms of the classical characteristics of the motion
of an electron with the Fermi energy in a self-consistent potential. The
conditions under which a new supershell appears and the relative con-
tribution of this shell are investigated as a function of the cluster size
and form of the potential. Specific calculations are performed for a
“square well” of finite depth. © 1999 American Institute of Physics.
[S0021-364(09)00417-X

PACS numbers: 36.40.Cg, 71.18;, 61.46+w

1. The electronic structure of atomic clusters has been intensively studied experi-
mentally and theoretically in the last few yedsee, for example, the reviews in Refs. 1
and 2. One characteristic feature of the experimental mass spectra of clsterde-
pendence of the number dFatom clusters o) is the existence of “magic” numbers:
Clusters with these numbers of atoms are much more abundant than clusters with the
adjacent numbers of atoms. A$increases, this effect diminishes in amplitude, then
increases once again, and so on, i.e., oscillations with beats occur. It is known that such
effects arise when two or more oscillations are summed. The objective of the present
work is to analyze these oscillations in clusters on the basis of a quasiclassical calculation
of the shell part of the electron binding energy.

N-atom clusters have been described theoretically, for example, in Ref. 3, on the
basis of self-consistent calculations by the density functional method in the jellium
model. One result of these works was that the two types of periodicity described above in
the N dependence of the oscillatory paiE, of the energy of the electrons in a cluster
was obtained: Oscillations with a short period are accompanied by beats whose period is
an order of magnitude larger. Similar results have been obtained in Ref. 4 using the
phenomenological Woods—Saxon potential and in calculations in Ref. 5 for various met-
als with nearly self-consistent potentials.

0021-3640/99/70(5)/6/$15.00 334 © 1999 American Institute of Physics
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For small clusters, the interpretation of the numerical calculations presents no diffi-
culties: The nonmonotonic dependence of the energy of an electron shell of a cluster on
the number of electrons is due to the fact that clusters with completely fiseélls are
more stable. However, this law breaks down o 100.

Calculations(see, for example, Ref.)5show that the energy levels(n,,l) of
electrons in a cluster are grouped in supershedién,,l)=e(n,+1]—K) with
pseudoquantum numbeks, + I, wheren, andl are radial and orbital quantum numbers,
K=2,3,4....ForK=2 the pseudoquantum number is the same as a principal quantum
number and characterizes the arrangement of the single-electron levels in small clusters
with N<<100. As N increases, supershells with=3, followed by K=4, and so on
appear. By analogy with the theory of Ref. 6 of such effects for a spherical cavity with
infinite walls the characteristic oscillatiord# g, with beats can be attributed to interfer-
ence of these supershell8.t is of interest to investigate analytically the origin of
supershells and the mechanisms leading to their appearance for a potential of arbitrary
form.

In the present letter it is shown that this problem can be solved by a classical method
for distinguishing shell effects, previously used successfully in atbtiand plasm&*?
physics, on the basis of the Thomas—FelffiF) model. This model is valid if the
quasiclassicity parameter, which for clusters is proportion ©’%, is small. Although
the TF method itself and its conventional variants with quantum and exchange correc-
tions (for application to clusters, see Refs. 13 and di#e only the average dependences
of all quantities on the number of particles, a refinement of this model makes it possible
to take the shell structure of the electronic spectrum of electron—ion systems into account
in the quasiclassical approximation. This refinement is based on the use of the Bohr—
Sommerfeld quantization conditions and on the possibility of performing the sum over
the quantum numbers analytically, provided that the quasiclassicity parameter is small.

2. The exposition below is based on the expression derived in Ref. 9 for the correc-
tion to the Thomas—Fermi binding energy of electrons in terms of the corredi) to
the electron density which because of other efféeichange, quantum, and so)@oes
beyond the TF model:

y2
8E=J d,u’Jdr&n(r,,u’). (1)
Here u is the chemical potential in the TF model, the integration avextends over the

entire volume occupied by the system, and the correchiofr,u’) to the electronic
density of states is assumed to be small and is calculated on the basis of the TF potential.

We are interested in the contribution of the shell correctiog(r,u’) to the elec-
tronic density of states or to the number of states

5Nsh(#):f drong(r,;u)=N(u) = Nre(u), )

where for a cluster with filled shells

N()=22 (21+1)0(s—en, 1), €)
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and the energy Ievelsnr 1 are determined from the quantization condition

: 4

1
Ss:l:j drpal(r)zﬂ-( n,+ z

Here S, =S, andp,(r)= V2(s—U(r))— (1+1/2)%r2=\p(r) —\¥r2=p,, are, re-
spectively, the classical radial action and momentum of an electron with enesgy
orbital angular momentunh, and the region of integration in the action integral is
bounded by the turning points. Simple calculations using the Poisson formula to replace
the sum over quantum numbersand| by integrals and switching from integration over

n, to integration over energy make it possible to rewrite expressi(d) as

2 * -1 k+s u
N(w)= - k,sg—oc %f: d\\ sin (2mkv,,) cos(2ms\). (5)

Here v, =S, /m, and \, determines the limit of the phase region of the classically
allowed motion of an electron with energy v.\.=0. In expressiorn5) the term with
k=s=0 corresponds to the TF model and, correspondingly, the @mwithout this
term, according to Eg2), determines the desired quanti®iNg,(u).

We note that even though the use of the TF potential is a more consistent procedure
in the quasiclassical approximation, the relati¢hs-(5) can be used to distinguish shell
effects in any potential, simulating a self-consistent one, assuming that the normalization
conditions hold for the term witk=s=0 in Eq. (5).

3. The pointsfof stationary phase make the main contribution to the integral of the
oscillatory function in Eq(5). These points are determined from the relation

v A S
- m’: |"_:E’ O<A<\,. (6)

The functionv ,, decreases monotonically, and for all potentld(s) that are finite at the
origin the slope of the corresponding curveaatO is the same,

&V’u)\ | _ E
on 02

and the maximum value of the derivative obtains\at\ ,. This quantity

aVM)\| E_V'
IN M K

depends strongly on the form of the potential. For an oscillatpq: 1/2, for a “square-
well” V,:’«:O’ and for the Woods—Saxon potential the valuez/’gfvaries with increasing
N, vanishing in the limit of a very large number of atoms.

On this basis it follows that the relatiof®) distinguishes in the sum ovéxr the
leading terms
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v 1

N

k=(2+D)s, =5~ N= 257 @
: : : 1
=01, e Tmac _,_2 .

Vu

The terms withk=2s must be studied separately, since in this case the point of stationary
phase is also the lower limit of integration. As a result, taking the tekas0, s+ 0}
into account, we obtain

“ (—1)%| cos(27S2v )
SNg= > B2\, 20 + cos(2mS\ )
MEL (ms)? 50 “TE 05— "
w45 (~1)e —
— ————————— 0S| 27S((2+ ) v, T N;)— —| . 8
=1 (6 2+))%? mZE ) 4} ®
Here
2
5(1)EM|7
12 a)\z )‘j.

Substituting expressiofB) into Eq. (1) and separating the terms which are of leading
order in the quasiclassicity parameter using integration by parts gives a formula for the
shell correction to the binding energy of electrons in a cluster in the quasiclassical
approximation:

1« (1) sin(27S2v,5)  N,(2v,+(1/0.5~v})) sin (2ms\ )
a7 2 -

51 (ws)® | 8(02v,0/ o) (N o)

max 4.[5.j-(—1)is sin[zws((2+j)vuyj+fj)—w/4]
=182+ a2+ ) vy TNk

9

The terms in the sum ovgrin expression9) are contributions from a set of levels —
supershells, for which the corresponding combination of orbital and radial quantum num-
bers is quantizedh;=(2+j)n,+I, and the quantization at the Fermi energy is substan-
tial. The proposed approach makes it possible to determine for any potential the period
and amplitude of oscillations associated with each supershell and to estimate their relative
role in the appearance of beats. The results of such an analysis for a “square-well”
potential

_28|:,r$R

VD=1 orsr + M= oF

are displayed in Fig. 1. We note that the total sum gvier Eq. (9) for N>100 agrees
very well with the results of an exact calculatidit is evident from the figure that the
first period of the beatsN*3<7) is determined by terms with=0,1,2. The term with
j=3 must be taken into account to produce the second peNdd<t13). Adding a term
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FIG. 1. a — Shell parbEg, of the electron binding energy as a function of the nunbef atoms in a cluster
according to Eq(9). b—e — Analysis of the contributions of various supershells. The unit of measurement is
the Fermi energye .

with j=4 is sufficient to describe the behavior 8Eg, in the entire range under study.
This means that the actual value jgf,, is less than that determined from E@J) and
corresponds to actually filled states, for which
1

Vlufj = E .
According to the theory developed in Ref. 6 for a spherical cavity, supershells with
K=2,3,4 (=0,1,2) correspond to classical “billiard ball” electron trajectories: a linear
trajectory passing through the point& 0, “triangular,” and “square.” The supershells
with K=5 and 6 obtained in our calculations are related with regular pentagons and
hexagon$.

1W. A. de Heer and Rev, Rev. Mod. Phyg5, 612 (1993.

2M. Brack, Rev. Mod. Phys85, 677 (1993.

30. Genzken and M. Brack, Phys. Rev. L&, 3286(1991).

4H. Nishioka, K. Hansen, and B. R. Mottelson, Phys. Re¥Z9377(1990.
5K. Clemenger, Phys. Rev. B4, 12991(1991).

SR. Balian and C. Bloch, Ann. Phy89, 76 (1971).



JETP Lett., Vol. 70, No. 5, 10 Sept. 1999 G. V. Shpatakovskaya 339

’S. Bjornholm, inNuclear Physics Concepts in Atomic Cluster Phy$®&gringer, New York, 1992p. 26.
8E. Koch, Phys. Rev. 558, 2329(1998.

D. A. Kirzhnits, Yu. E. Lozovik, and G. V. Shpatakovskaya, Usp. Fiz. Nalik 3 (1975 [Sov. Phys. Usp.
18, 649(1975].

10B. G. Englert,Semiclassical Theory of Atomgol. 300 of Lecture Notes in PhysidSpringer, New York,
1988.

11G. V. Shpatakovskaya, Teplofiz. Vys. Ten#8, 42 (1985.

12E. A. Kuzmenkov and G. V. Shpatakovskaya, Int. J. Thermoph$s315 (1992.

1By, Kresin, Phys. Rev. B8, 3741(1989.

M. Membrado and A. F. Pacheco, Phys. Rev4B 5643(1990.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 70, NUMBER 5 10 SEPT. 1999

Submillimeter-wave Josephson spectroscopy

M. Tarasov,*) A. Shul'man, O. Polyanski , and A. Vystavkin

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 103907
Moscow, Russia

E. Kosarev

P. L. Kapitsa Institute of Physics Problems, Russian Academy of Sciences, 117973
Moscow, Russia

D. Golubev
P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia

E. Stepantsov
Institute of Crystallography, Russian Academy of Sciences, 117333 Moscow, Russia

M. Darula and O. Harnack
Insitute of Thin Film and lon Technology, Research Center, 52486hJuGermany

Z. lvanov
Chalmers Technical University, S41296 t€lmorg, Sweden

(Submitted 6 July 1999
Pis’'ma Zh. Kksp. Teor. Fiz70, No. 5, 338—34310 September 1999

A Josephson high-temperature supercondud#igSC) submillimeter-

wave spectrometer is designed, built, and experimentally investigated.
The integrated detection structure of the spectrometer includes a YBCO
Josephson junction on a bicrystalline boundary, a double-slot or log-
periodic antenna, and a low-inductance resistive shunt. The selective
detector response and the response at an intermediate frequency of 1.4
GHz are measured under the action of a signal in the frequency range
350-1250 GHz. Three methods of spectroscopy are investigated using
this setup: 1 a method of Hilbert spectroscopy with processing of the
detector response is implementedjtds found that for a wide Joseph-

son line at intermediate frequen¢lfF) the response has the same form

as the detector response, making it possible to obtain a spectrum and
the width of the generation line from IF response measurementsr 3

a narrow Josephson line the IF response corresponds to the regime of
conversion with self-pumping. A new method is proposed for calculat-
ing the emission spectrum. The method consists of simple shift, sum-
mation, and subtraction operations. The advantages of the method are
simplicity, high sensitivity, and high resolution. @999 American
Institute of Physicg.S0021-364(09)00517-4

PACS numbers: 07.57.Pt, 85.25.Cp

Millimeter and submillimeter wave spectrometers based on high-temperature super-
conducting(HTSO Josephson junctions can operate in the temperature range 4-77 K.

0021-3640/99/70(5)/6/$15.00 340 © 1999 American Institute of Physics
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Josephson mixers can have a noise temperature two to three times lower than that of
spectrometers using Schottky diodésThe method of Hilbert spectroscopygmployed

for processing the selective detector response of a Josephson junction, has been widely
used to the present day. Another possible method of spectroscopy with a Josephson
junction could be to employ a mixer mode with an external pump or with self-pumping.

In the mixer with self-pumping, the input signal at frequerigyis mixed with the
characteristic Josephson oscillations. If the input signal is monochromatic, then the lin-
ewidth of the converted signal at the intermediate frequédtt€ywill correspond to the
Josephson line widtAf;, which is a natural measure of the spectral resolution of such
a spectrometer. Shunting of the junction with a low-inductance resistive shunt can be
used to improve the resolution of such a spectral instrument. According to theoretical
estimates, the minimal two-band noise temperature of a Josephson mixer with
self-pumping? corresponds to the physical temperatiirior f<0.2f. and decreases as
8(f/f.)? as the frequency increases abdye A low-inductance shunt improves the
noise temperature of the mixer with an external heterodyne and the resolution of a mixer
with self-pumping.

The integrated detecting structure included a YBaCuO Josephson junction, formed
by a bicrystalline MgO or sapphire substrate, and a gold complementary log-periodic or
double-slot antenna. An 80—100 nm thick YBaCuO film was deposited by laser ablation.
Two-micron wide junctions at 4.2 K possessed a(l@ormal resistance and a 3QMA\
critical current. The current—voltage characteristis&s) of the experimental junctions
possessed a low excess-current fraction, a Fraunhofer dependence of the critical current
on the magnetic field, and oscillatory dependences of the Shapiro steps and critical
current on the microwave power. Either integrated shunts, deposited on one substrate
with a junction, or loops consisting of 5 mm in diameter and /&8 thick gold wire,
welded by ultrasonic welding to the contact pads, were used for the shunting junctions.
Such shunts had a resistance of less than(Ddt 4.2 K and did not shunt substantially
at the intermediate frequency 1.4 GHz.

The substrate with the detecting structure was placed on a flat surface of an elongate
hyperhemispherical MgO lens, placed on the cold plate of a helium cryostat with an
optical window. Backward-wave tubéBWTs) for the ranges 350—650 and 880—1250
GHz were used as signal sources. Radiation from ¢6fdK) and warm(300 K) loads
was used as the source of the wide-band signal. A polyethylene beam splitter was used to
mix the wide-band signal with the BWT radiation. Black polyethylene and Fluorogold
filters were used to eliminate any influence of IR overheating of the sample at the 77 K
and 4 K steps. The IF signal was fed through a matching circuit to an amplifier, cooled to
4.2 K, with a cold circulator at the entrance.

The curves of the selective detector response and IF signal under the action of
external radiation at frequencies up to 1250 GHz were mead#igdl). It was found
that the curves of the IF signal, just as the detector response, can be used to determine the
width of the generation line and the frequency of the perturbing sigtgl 1b), since the
maxima and minima of the detector response and the IF response coincide if the width of
the Josephson line is greater than the intermediate frequency. The calculation of the
signal spectrum from the modified detector response by the Hilbert transform method is
known as Hilbert spectroscopyand the proposed IF response method can be regarded as
a modification of the Hilbert method, making it possible to simplify the measurement
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FIG. 1. 3 Noise (Np,Na) and IVC (1), measured under the action of 0.5 THz irradiatidép) and without
irradiation(Na). b) Selective detector responBeand noiseDN, the latter after subtracting out the autonomous
noise and extracting a square root. The generation linewidth is greater than the IF.

technique and to improve the sensitivity and frequency resolution. At 1000 GHz and
temperature 4.2 K the generation linewidth was 34 GHz for &30nction, 28 GHz for

a 4 junction, and 4.5 GHz for a junction with a O(Y resistive shunt. These values are

six to eight times greater than the simple estimates from calculations based on the resis-
tive model of a Josephson junction with thermal shunts as the main source of fluctuations
Af[MHz]=40(R¥R,) T[K] (see Refs. 1 and)2

A reconstructed spectrum, obtained by the Hilbert transform method from the de-
tector response, with irradiation at 0.5 THz is presented in Fig. 2. The rf response curves
measured for a wide intrinsic generation bamd (>f,-) have maxima and minima at
the same values of the bias voltage as the detector response. For this case, the values of
the generation linewidth and the signal frequency can be obtained just as in the case of a
synchronous detector. If the IF is greater than the Josephson linewifith>f;, the
positions of the maxima of the IF signal correspond to the sum and difference of the
voltages at the signal frequenty=f.d, and at the IFV,c=f cd,. Such a conversion
regime has been investigated in detail in Ref. 4. This case can be easily modeled numeri-
cally using analytical relations. Figure 3 shows the computed dependences of the con-
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FIG. 2. Spectrum obtained from the detector response using a Hilbert transform.
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version gain on the bias voltage for different values of the Q. Qualitatively, these depen-
dences correspond to the measured values in Fig. 1.

We propose a simple numerical processing method to extract a spectrum from these
dependences. The method includes subtraction of the autonomousNa{ug of the
noise without the signal from the valuégp(v) obtained by feeding the signal, for the
same values of the constant biage Fig. 4,

Ne(v)=Np(v)—Na(v). (1)

Next, these dependences are shifted with respect to bias voltagevhyand —v;s,
WhereVif = fiv(I)Ol

Ne(V+Vif) and Ne(V_Vif). (2)
The sum and differences of these dependences are obtained:
Ns(v)=Ne(v+vis) +Ne(v—vj), ()
. | 3 )
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g Iy e
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FIG. 4. Experimental curve of the output IF sigriafjuaresand the reconstructed spectryaircles.
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Nd(v)=Ne(v+vi;) —Ne(v—vis). 4
The desired spectrum is obtained from the last two functions as
S(v)=Ns(v)—[Nd(v)|. (5

Examples of such a calculation are presented in Fig. 3 for a model theoretical curve and
in Fig. 4 for an experimental dependence.

The positions of the maxima of the detector response can be obtained from the
analytical expression for the IVC of a Josephson junction near Shapiro steps in the
presence of thermal noise of a normal resistaRgeThe blurring of the steps is charac-
terized by the dimensionless parameter

y=2ekThlg,, (6)

wherel, is the half-width of a step in the absence of noise. Exact analytical calculations
are quite laborious, but simplified relations can be derived for practical estimates:

AV=1.9R,\2ekTl,/h for y<1, (78
AV=4.\3kTRy/h for y=1, (7b)
AV=2f;:h/2e for 14=0. (70

It is evident from these relations that when the Josephson linewidth is greater than the
intermediate frequency, the positions of the maxima of the detector response and the IF
response are the same. For the opposite case, the position of the detector response re-
mains near the maximum &, , and the maxima of the IF response lie in the region of
the side bands of the self-pumped mixer, i.e., at the voltagges= (f;=f;;)Py. The
sensitivity of these methods is determined, to a first approximation, by the sensitivity of
the amplifiers. For a low-frequency detector response, the sensitivity is limited by noise
with a 1f spectrum and the amplifier noise can be estimated,@s5 nV/HzY2 The

noise temperature of the cooled amplifier at the IF can be less than 10 K. With a 0-10 dB
conversion gain of the self-pumped mixer and a measured noise temperature of the order
of Ty~1000 K, and taking the sensitivity of the detector tose 10° V/W,® the spectral
density of the noise for detector and mixer spectrometers can be estimated as

Ster= Vn/7=5X10"9/10P=5x10"*° W/Hz"? ®
Sepn= k- Ty=1.4xX 10" 23X 1000=1.4x 10~ 2% W/HZ"2 ©

The frequency resolution of both methods corresponds to the Josephson linewidth, which
can be greatly improved by using a low-inductance shunt. Such shunting something will
not change the IF response much, but it will greatly decrease the selective detector signal,
this indicates that the rf response method is preferable for improving the resolution and
sensitivity of the spectrometer. Another advantage of the rf method is its insensitivity to
the step size, making it possible to increase substantially the dynamic range of the
apparatus.

In summary, a submillimeter-range HTSC Josephson spectrometer has been devel-
oped, built, and experimentally investigated. A new method of spectroscopy based on a
self-pumped mixer mode was proposed and a method for extracting the spectrum of the
experimental signal from the measured rf response was proposed. The spectroscopy
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method proposed using a Josephson self-pumped mixer at a high intermediate frequency
makes it possible to improve substantially the sensitivity, spectral resolution, and dy-
namic range of the Josephson spectrometer.
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The spin-lattice relaxation time$, in Ba, _,K,BiO; (x=0.3, 0.4,

0.5) were measured in the normal temperature rg@e-300 K. A
substantial contribution to the spin—lattice relaxation rate from dynamic
local distortions of the crystal lattice near potassium atoms is found.
The activation energy of this process increases with decreasing potas-
sium concentration, and the frequency of lattice excitations decreases.
The nature of the low-frequency lattice dynamics is discussed.
© 1999 American Institute of Physics.

[S0021-364(09)00617-9

PACS numbers: 76.60.Es, 63.20.Kr, 74.25.Kc

The cubic perovskite Ba ,K,BiO5 exhibits the highest superconducting transition
temperature Tc~ 28 K, x~0.4) among oxides without coppkf.A characteristic feature
of this system is the absence of local magnetic moments and metal—oxygen planes, which
largely determine the high superconducting transition temperaliges copper oxides.

Indeed, it has been shown in a number of wdfkihat the observed values @f
can be explained on the basis of the Bardeen—Cooper—SchriBi&$) theory in the
strong-coupling approximation. However, in Refs. 3 and 4 the electron—phonon coupling
constant was obtained using data from band calculafievtzere the calculation is based
on an ideal crystal lattice. Estimates of the electronic density of states from the specific
heat were used as a criterion of correctness of the approximation employed. The variance
of these data is very larde. An experimental work on the optical spectroscopy of this
system appeared very recerfllifhe electron—phonon interaction constant in the normal
temperature range was found to be much smé&ler0.2) than previously thought, which
makes it impossible to the strong-coupling approximation to calctlate

Data showing that the real structure of the system under study is substantially dif-
ferent from the ideal structure have recently appeared. In Ref. 9 the compound

0021-3640/99/70(5)/6/$15.00 346 © 1999 American Institute of Physics
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FIG. 1. 3K NMR spectra of the oxide Ba ,K,BiO; studied afT=295 K: § x=0.5; b x=0.4; 9 x=0.3.

Bay K.4BiO5 was investigated by EXAFS, a method sensitive to local lattice distortions.
It was shown that in this compound a finite number of BiGtahedra undergo anhar-
monic vibrations with frequencies much lower than the phonon frequencies.

Nuclear magnetic resonance is the most informative method for studying local static
and dynamic structural distortions in solids. In a previous Wonle showed, specifically,
that the spin lattice relaxation rate t¥Ba in BaPkBi,_,O; at temperatures below 100
K shows exponential behavior, which was attributed to the thermal activation of the local
motion of groups of Bi@ octahedra, whose activation energy increases as the semicon-
ductor composition is approached.

In the present letter we discuss the behavior of the spin—lattice relaxation rates of
3%K in Ba;_,K,BiOj3 in the normal temperature rang€K is an extremely convenient
nucleus for use in NMR. Possessing spin3/2, it is sensitive to local disturbances of the
charge distribution in the lattice. At the same time, the small quadrupole moment implies
the existence of a narrow NMR line, as a result of which the relaxation times can be
measured simply and reliably.

The **K NMR spectra of a series of Ba,K,BiO; samples were recorded in the
temperature range 20—300 K on a pulsed NMR spectrometer with quadratic signal de-
tection, using ar/2— r—m — echo pulse sequence, followed by Fourier transformation of
half of the echo. The spin—lattice relaxation tiffiie¢ was measured using a saturating
sequence.

The room-temperatur®K NMR spectra in Ba_,K,BiO; are displayed in Fig. 1.
The spectrum consists of a single narrow line whose width at half-height is 3 kHz. The
linewidth does not depend on the potassium concentration and increases very little with
decreasing temperature. The line skyfosition of the maximurnis zero and is indepen-
dent of concentration and temperature.

The small line width at half-height for compositions witk- 0.4 and 0.5 and for the
composition withx=0.3 atT>170 K as well as the absence of quadrupole satellites can
be explained by the cubic symmetry of the environment around potassium for these
compositions and temperatures according to the phase didgrEine. concentration and
temperature independence of & NMR line position can be understood by assuming
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FIG. 2. Temperature dependence of the spin—lattice relaxation rat% dh Ba,_,K,BiO;. ® — x=0.3;
O —x=0.4; 8 — x=0.5.

the s electrons of potassium do not participate in the formation of the conduction band, in
agreement with band calculations, at least for thg &g .BiO3; sample. However, it is
known that the conductivity of the system BaK,BiO3; depends strongly on the potas-
sium concentration: fox>0.4 the conductivity is metallic, while fox=0.3 it corre-
sponds to semiconductor behavior of the electric resistance. Thus, the shift was expected
to depend on the concentration. At the same time, as follows from the phase didgram,
for the sample withx= 0.3 a structural transition occurst 170 K from the cubichigh
temperaturesinto the orthorhombic phase. In this case, estimates show that two addi-
tional satellite lines, which correspond to a quadrupole frequenrgy0.2—0.3 MHz,

and additional quadrupole broadening of the central transition line should appear in the
3% NMR spectrum in the orthorhombic phase. This is not observed experimentally. It
can be inferred that either the error in determining the temperature of the structural
transition for this composition in constructing the phase diagram is large or the quadru-
pole interaction is averaged by fast local motion with frequencies higher than the char-
acteristic NMR frequencies.

Figure 2 shows the temperature dependence of the spin—lattice relaxatidf fate
for the three samples investigated. The dependences obtained are nhonmonotonic, and a
characteristic peak in the behavior of this quantity can be extracted for each curve. The
amplitude of the peak increases substantially dscreases. The temperature correspond-
ing to the peak also increases. The similar anomaly in the behavior of the spin—Ilattice
relaxation rate could be due to either structural changes in the sample or motion of the
nucleus itself or the atoms in the nearest-neighbor environment. Since for compositions
with x=0.5 andx=0.4, according to the phase diagram, the structure is cubic and does
not change in the entire temperature range, it must be inferred that the observed maxi-
mum is due to the local motion of atoms in the lattice. We shall express the relaxation
rate in the form of two basic contributions:

Ty =T +T0. (1)

Here T, is the contribution due to the interaction of nuclear spins with the conduction
electrongKorringa contribution andTl‘Ql is the contribution due to the interaction of the
quadrupole moment of potassium with the electric field gradief®G), modulated by
motion in the lattice.
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FIG. 3. The contribution due to motion in the lattice to # spin—lattice relaxation ratTél’Ql in Ba, _,K,BiO3
versus the reciprocal temperatu@®:— x=0.3; O — x=0.4; B — x=0.5.

For potassium, which has only @electron in the outer shell, the Korringa contri-
bution is proportional to the squared densitysaftates:

Tio=2hy?kgHINZ(ER)T, ®)

whereh is Planck’s constankg is Boltzman’s constantl; is the hyperfine field induced

at a potassium atom by the conduction-band electidg& ) is the electronic density of
states at the Fermi level, afdis the temperature. This contribution can be extracted, at
least, for the composition BaK, sBiO3, which according to the phase diagram is close

to a metal. Indeed, as one can see from Fig. 2, the Korringa contribution to the spin—
lattice relaxation rate will predominate for this sample in the temperature rargas K
andT>100 K. Taking a reasonable value for the hyperfine fielge=5.8x 10° Oe}? we
estimate from Eq(2) the electronic density of states at the Fermi IeveIN§$EF)

~0.2 eV 1. This value is at least an order of magnitude lower than the reasonable values
of the density of states for this compound. This confirms the results of band calcufations,
whence follows that the contribution of tiseslectrons of potassium to the total electronic
density of states is close to zero. The smallness of this value and the fact that the
relaxation rates for all experimental samplesTat20 K are essentially the same, sug-
gests that the Korringa contribution is the same for all the samples investigated, and it can
be subtracted from the experimental data.

Figure 3 shows the result of subtracting out the electronic contribution to the relax-
ation rate. It is evident that the maximum in the temperature dependence of the relaxation
rate shifts into the high-temperature range as the potassium concentratesreases,
and at the same time the amplitude of the change in this quantity increases substantially.
Let us assume that fluctuations of the electric field gradient at the location of the nucleus
— probe(potassium give rise to relaxation. We introduce the characteristic correlation
time 7, or the lifetime of a single lattice excitation. In its simplest form the expression for
the relaxation rate of the quadrupole moment can be obtained by assuming an exponen-
tially decaying correlation function of the lattice vibratio8§?(t) = G(@(0)exp(t/7).

Then, in the limit of rapid motion, forc_1> wq, Wherewg is the resonance frequency, we
can writg?

Tio=12v57. (3)
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TABLE I.
Compound Lattice type Lattice Tc, K Ea, K
- (T=295 K) parameter, A - -
Bay K 3BiO3 Cubic a=4.3004) - 1400
(Pm3m)
Bay.¢K0.4BiO3 Cubic a=4.2834) 29 580
(Pm3m)
Bay 5K sBiO3 Cubic a=4.27q4) - 140
(Pm3m)

Herevgo= 3e2qQ/h21(21 + 1) is the quadrupole frequenayg is the principal value
of the EFG tensorQ is the quadrupole moment of the nucleus, arglthe spin nucleus.

We shall also assume an Arrhenius dependence of the correlation time on the tem-
perature and the activation energy of lattice vibrations

Tc=T0 exq EA/kT) (4)

On the basis of the relatiorf8) and(4), the logarithm of the spin—lattice relaxation rate
should be a linear function of the reciprocal of the temperature at high temperatures.
Indeed, the plot presented in Fig. 3 confirms the correctness of the assur@teamd
makes it possible to estimate the activation energy of the lattice vibrations. This data are
presented in Table | in temperature units.

Several types of motion, which could give rise to a similar modulation of the EFG,
are possible in the crystal lattice of the system under study:

— motion of potassium atoms along the potassitmarium sublattice;

— local motion in the oxygen sublattice, oxygen being the nearest-neighbor of
potassium;

— dynamic local structural distortions of the type collective rotations ofBa®-
tahedra; and,

— motion of oxygen holes between nonequivalent Biigtahedra with a different
valence of bismuth.

Motion of potassium atoms appears to us to be least likely, since the potassium-—
oxygen bond is essentially ionic and quite rigid: None of the methods confirms potassium
motion in this systentespecially the existence of a potassium sublattithe motion of
oxygen atoms with characteristic frequencies comparable to NMR frequencies would
give rise to narrowing of thé’O NMR line and undoubtedly would lead to the appear-
ance of an additional contribution to th& relaxation rate, similar to that observed in
the present work. However, this is not observed, at least for the composition
Bag ¢Ko.4Bi03. M

The motion of oxygen holes would influence primarily the interaction of the nuclear
angular momentum with the conduction electrons. As we have already discussed, this
contribution to the spin—lattice relaxation rate is quite small.
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Thus, we consider the moist likely choice to be modulation of the EFG at the
potassium positions as a result of dynamic structural distortions of the lattice of the type
collective rotations of groups of octahedra. Such distortions can give rise to incommen-
surate structural modulation with characteristic lengtks100 A , which is assumed in
Ref. 11. Indeed, analysis of the four nearest coordination spheres of the bismuth
environment® established the presence of local disorder in the form of rotation of hy-
drogen octahedra by an angle e#—5° around the pseudocubic axdsl0] and[111].

Such rotations could give rise to a fluctuating component of the E4g®/h~0.1 MHz,
which is entirely sufficient for such behavior of the relaxation rate. This conjecture is also
supported by analysis of the pair radial distribution function in neutron diffraction
experiments? indicating the dynamic character of the lattice distortions.

The most suitable microscopic model of such dynamic distortions has been proposed
in Ref. 9. These are collective anharmonic rotations of nonequivalerg Botahedra,
leading to vibrations of oxygen atoms in a double-well potential. In addition, the differ-
ence of the energies of the potential wells in model calculati2bé K) is comparable to
the activation energies obtainé@lable ).

In conclusion, we briefly summarize the results of this letter.

1. The nonmonotonic behavior of the spin—lattice relaxation rate>%f in
Ba, K,BiO; as a function of temperature attests to the existence of local dynamic
distortions of the lattice. Low-frequency collective rotations of oxygen octahedra are the
most likely type of distortion. The characteristic frequency of these rotations decreases
with the potassium concentration in this system.

2. The activation energlg, of this local motion increases with decreasing potassium
concentration in the system investigated.

3. The density of electronis states of potassium at the Fermi level is at least an
order of magnitude less than the value obtained from the electronic coefficient in the
specific heat. This confirms the results of band calculations.

This work was performed as part of the State Program of the Russian Fund for
Fundamental Research in Condensed-Matter PhyBicgect No. 99-02-16974
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The magnetoresistance of lightly doped Tm8g;0, single crystals is
investigated in the temperature range 4.2—300 K for magnetic fields up
to 12 T. For the antiferromagnetic sampbe=6.3), when the current
and field lie in theab plane, the magnetoresistance is the sum of an
anisotropic and a background component. The existence of the aniso-
tropic component is attributed to the restructuring of the antiferromag-
netic domain structure in a magnetic field. 99 American Institute

of Physics[S0021-364(®9)00717-3

PACS numbers: 72.20.My, 75.50.Ee, 75.60.Ch, 74.72.Jt, 74.25.Ha

The radical change in the properties of BBa;O, compounds from a normal
antiferromagnetic metal to a superconductor in a narrow range of oxygen concentrations
6.35<x<6.4 is still one of the most intriguing characteristics of lightly doped cuprate
systems. It is known from neutron diffraction analygishat YBaCu;O, in the antifer-
romagnetic phase possesses a collinear spin structure with spins directed parallel to the
[100] or [010] axes. Because of the equivalence of these directions in the tetragonal
phase, the volume of the sample is partitioned into 90-degree antiferromagnetic domains.
A recent neutron diffraction studyof the system YBgCu;Og 5 presented proof of the
existence of antiferromagnetic domain struct(&®S) and a rearrangement of this struc-
ture in a magnetic field. According to Ref. 2, a magnetic field indbeglane tends to
reorient the spin axes of different domains into a position perpendicular to the field. This
result agrees with a theoretical analysisedicting a transition of the magnetic structure
of YBCO into a spin-flop phase, if a field higher than a certain value is applied in the
directions of the spins. For ordinary antiferromagnetic metals, it is kntsee, for
example, Ref. ¥that the restructuring of the ADS strongly affects the transport proper-
ties, specifically, the magnetoresistar(®R). In a recent investigatiGnof the MR of
YBaCuO antiferromagnetic single crystals, hysteresis phenomena were observed at low
temperatures. The results of this work, from our standpoint, could be interpreted on the
basis of a spin-flop transition. The present letter is devoted to a study of the effect of the
reorientation of the magnetic structure on the MR and the resistivity of the system
TmBa,Cu304 5 (Ref. 6).

0021-3640/99/70(5)/6/$15.00 352 © 1999 American Institute of Physics
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FIG. 1. Temperature dependences of #teresistivity of TmBaCu;O, single crystalsO — sample No. 1
(x=6.3); X — sample No. 2 X=6.4). Inset: Derivative of the resistance along thaxis of sample No. 3
(x=6.3) near the Nel point.

Experimental procedure and results

TmBa&Cu;0, single crystals were grown from a fluxed melt in alundum crucibles.
Analysis of samples from a given batch showed that their aluminum content does not
exceed 1%.A 1.5x0.2x0.03 mm(the smallest dimension is along tkeaxis) single-
crystal wafer with oxygen contemt=6.3 served as the object of investigation. Simulta-
neously with the main sampl@o. 1), samples No. 2X=6.4, 1.5<0.2xX0.03 mn) and
No. 3 (x=6.3, 0.5x0.5x1.0 mm), cut out from the same batch, were also investigated.
The working current lay in thab plane in samples Nos. 1 and 2, and alongdlais in
sample No. 3. Samples Nos. 1 and 3 were annealed together in order to obtain the same
oxygen content. The samples were mounted on a turntable in such a way that the mag-
netic field always lay in thab plane for samples Nos. 1 and 2 and in a plane normal to
ab for sample No. 3. Fields up to 12 T were produced by an Oxford Instruments super-
conducting solenoid. The temperature was measured with a TSU-2 resistance thermom-
eter, calibrated in a magnetic field.

Figure 1 shows the temperature dependences of the resistivity for samples Nos. 1
and 2. It is evident that the curves,,(T) for oxygen concentrationx=6.3 and
x=6.4 differ radically at low temperatures, where a superconducting transition
(T.~15K) occurs in sample No. 2. For sample No. 1, the resistivity increases rapidly
with decreasing temperature, which could indicate a nonmetallic ground state. €he Ne
temperature for the oxygen concentration 6.3 (samples Nos. 1 and) 3s Ty~195 K.

At this temperature a characteristic anomaly of the derivative ofcthresistivity is
observed(see inset in Fig. 1 It is noteworthy that no features near théelNpoint are
seen in the dependengg,(T) for sample No. 1. This fact was indicated previously in
Ref. 7.

The typical field dependences of the MR of No. 1 are shown in Figs. 2a—c. The plots
are given for two orientationgrelative to the currentof the magnetic fieldH||lI and
HL 1. Before each curve was obtained, the sample was heated to temperature 240 K,
aboveT)y, to erase the magnetic past history, since pronounced hysteresis phenomena
were present. In sample No. 1 the hysteresis was evidently due to the presence of mag-
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FIG. 2. Separation of the components of the magnetoresistancec a-iypical field dependences of the MR

in theab plane of a TmBaCu;O; 5 Single crystalsample No. 1at low temperatures. The top and bottom parts

of the hysteresis curves refer to the geometkidsc andH. |, respectively d — field dependences of the
background MR at different temperatures; e—h — examples of the field dependences of the anisotropic com-
ponent of the MR.

netic ordering, while no hysteresis was observed in the “nonmagnetic ” sample No. 2.
For the two chosen directions of the field, the hysteresis differed in sign: The difference
of the curvesp(H) obtained with increasing and decreasing field was negativel for

and positive forH||I. These differences were identical in absolute magnitude for these
directions within the limits of experimental accuracy. This observation made it possible
to divide the magnetoresistance into two components: an anisotropic component exhib-
iting hysteresis

(Ap) _(p(HY) = p(HY
pol, 2p(0)
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FIG. 3. Threshold fielH . versus the temperature, as determined from analysis of the field dependences of the
irreversible magnetoresistivity. The symbaleandV refer to the data corresponding to the geometded and
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obtained with the first increase in the field. Inset: Reciprocal of the threshold field versus the temperature.

and a hysteresis-free, background component

g) _(p(H")+p(H)—2p(0))
o/, 2p(0)
In these expressions(H*) andp(H”) are the curves obtained with increasing and

decreasing field, while(0) is the initial (before application of the magnetic figldesis-
tivity of the sample.

The behavior of the anisotropic component of the MR of sample No. 1 at various
temperatures is displayed in Figs. 2e—g. On the basis of the form of the dependences
(Ap/pg)a(H), it can be conjectured that they describe a transition between two states
occurring near a certain threshold fiédd . On the basis of the neutron dati,is natural
to assume that the sample in weak fieltts<{H.) is in a multidomain state, while in
strong fields H>H_.) the sample is a single-domain state with spin orientation perpen-
dicular to the field(spin-flop phase The quantityH. was found from the extremum of
the derivativesdp/dH on the curvep(H), obtained with the firstafter erasure of the
magnetic past histojyincrease of the field. The threshold field determined in this manner
had close values for magnetic field directidti andH_L |. Figure 3 shows the variation
of H. with temperature. It is evident that at low temperatures the threshold field decreases
according to a law close tbl,~T~ %, while at high temperatures it stabilizes néd#y
~0.7 T. As temperature increases, the character of the hysteresis of the anisotropic MR
also changes. According to Fig. 2, up to temperature 13 K the hysterésis @tremains
approximately constant, equal to 8.2.03%. A regular decrease of the hysteresis com-
mences at higher temperatures, possibly because of a partial restoration of ADS. Similar
behavior is characteristic for the anisotropic MR obtained in figtssH., where
(Ap/pg)a tends to saturate. The difference is that in the single-domain redion (
<13K) (Ap/po)alnsn,~(0.4x0.03)%, which is two times greater that 4/ po) a|=o-

The background component of the MR was negative for the low-temperature region
and positive for the high-temperature region. Its field dependence was close to quadratic
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FIG. 4. Correlation of the background magnetoresistance coeffikiemd the derivativelp/dT of the resis-
tivity for sample No. 1 in the temperature range 8-53 K.

(Aplpg)p~KH?, in agreement with the results of Ref. 5. The nonmonotonic behavior of
the coefficientk as a function of the sign near 55 K qualitatively corresponds to the
temperature behavior of the derivative of the resistivity of sample No. 1. Figure 4 com-
pares quantitativeNK(T) anddp/dT(T), whence it can be concluded that the variation
of the quantities is similar at low temperatures.

Discussion

In summary, the ab-plane magnetoresistance of a magnetically ordered
TmB&Cu;0g 3 crystal includes background and anisotropic components. The latter
seems to reflect the restructuring of the ADS in a magnetic field, specifically, reorienta-
tion of the spin planes of various domains into a single-domain state corresponding to the
spin-flop phase. In this case the threshold field for spin reorientation is determined as
H.=+V2H-Hg, whereH, andHg are the anisotropy and exchange fields, respectively.
In the temperature range<Ty of interest to us, the change k. reflects the tempera-
ture behavior of the anisotropy field, which turns out to be closd j8 T~ 2.

The existence of hysteresis in the anisotropic MR indicates complete or partial
irreversibility of the restructuring of the ADS. The quantiti(4/po) /o Can serve as a
measure of the irreversibility. A similar change iAg/pg)aln-0 and Ap/pg)a HH,
with temperature could indicate that they have the same origin. We believe that both
quantities characterize the anisotropy of the magnetic part oatheesistance of the
system TmBgaCu;O,. The fact that in a single-domain state the anisotropic MR at
H=0 is half that atH>H_ can be explained by rotation of the spins toward the nearest
easy axigedge of a tetragonal cglafter the field is switched on.

In principle, a change in the resistivity of a sample with restructuring of the ADS
should include, aside from an anisotropic contribution associated with the reorientation of
the spin structure, a contribution due to the vanishing or decrease of scattering by the
domain walls. Thus, in Ref. 4, where the reorientation of the antiferromagnetic structure
of europium in a magnetic field was studied, the domain contribution reached 60% of the
anisotropic irreversible magnetoresistance. It follows from Fig. 2 that the irreversible
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magnetoresistance of TmBaCuO does not contain substantial domain scattering. In the
opposite case, the positive and negative irreversible contributions could not be symmetric
for virtually all temperatures in the range of single-domain structiire 13 K).

The small anisotropic MR0.2—-0.4% due to the reorientation of the spin structure
in the temperature range<20 K is interesting. For europium in the single-domain state
the similar quantity reached 8%Estimates show that this difference can be explained by
the smallness of the spin scattering in TmBaCuO, due to the low spin of the ien.
Indeed, the scale of the single-electron spin scattering is determined by the product
S(S+1), whereS is the spin of a magnetic ion. Assuming that the spins of ‘Cu
(S=1/2) ions participate in the scattering, we obtain a contribution due to spin scattering
that is 21 times smaller than in europium, whose sp#n7/2, in agreement with experi-
ment. In the present letter we do not discuss the effects due to strong electronic correla-
tion, which are characteristic for cuprate compounds. The question of the influence of
these effects on the restructuring of the ADS and electron—spin scattering processes
remains open. An alternative explanation of anisotropic MR could be an influence of the
magnetic structure on the carrier spectrum, i.e., a superband splitting effect. For
TmBaCuO this effect is complicated, since the magnetic periodicity, which is twice the
crystal periodicity, occurs along both edges of a tetragonal cell. The anisotropy which we
observe could be the difference between the superband effects for mutually perpendicular
directions in a Cu@ layer.

The main features of the background component — independence from the orien-
tation of the magnetic field and proportionality to the derivative of the resistance — have
not yet been completely explained. As a possible reason for the appearance of an isotro-
pic negative magnetoresistance, we are considering a change in the conditions of carrier
localization in a magnetic field.
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A jump in the frequency of the quasiferromagnetic soft mode in
Fe;BOg at the point of the spontaneous orientational phase transitions
I',—T', is observed experimentally. It is shown theoretically that this
jump can be explained by the contribution of the dipole interaction to
the expression for the quasiferromagnetic soft mode.199 Ameri-

can Institute of Physic§S0021-364(9)00817-9

PACS numbers: 76.5@.g, 75.30.Kz

At temperatureS <T,=508K theorthorhombic crystal F80Og; undergoes order-
ing into an antiferromagnetic structure with weak ferromagnetism. Spontaneous reorien-
tation of the ferromagnetisr® and antiferromagnetisi® vectors in thexz (ac) plane,
I'>(F,G,)«— T'4(G,F,), occurs in this material by a first-order orientational phase tran-
sition (OPT-1) at T=Tgg=415 K. In most compounds of this clagr example, in
rare-earth orthoferritgghis same reorientation occurs continuously by two second-order
orientational phase transition€OPT-2: I'»y(F,G,) 1 24(F,,Gx,) and I's4(F,,Gy,)
—T14(G4F,), i.e., via the canted phad&,(F,,G,,).

A characteristic feature of the OPT-2 is that the resonance frequencies of the quasi-
ferromagnetic soft mode in the phases on the two sides of the transition are the same at
the transition point. By contrast, a characteristic property for OPT-1 is the occurrence of
a jump in frequency at the transition point, i.e., the appearance of a frequency gap in the
magnetoresonance spectrum of thenode. This effect is always observed in the field
dependences of the resonance frequencies in the simplest magnetically ordered crystals,
for example, at the point of the “spin-flop” transition in two-sublattice easy-axis
antiferromagnets’ or at metamagnetic transitioAddowever, in complicated multisub-
lattice magnets, especially in the presence of several magnetic subsystems consisting of
ions of different kindgwhich happens in rare-earth orthoferrjtethe frequency jump at
the point of the OPT-1 is not at all necessary. In such magnets the situation where the
indicated jump does not occur at the OPT-1 point is not unique. For example, a jump in

0021-3640/99/70(5)/5/$15.00 358 © 1999 American Institute of Physics
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FIG. 1. Temperature dependences of the energy gapsBJgeat the points of completion of the field-induced
spin reorientatiorl",,—T', with H|c (®) andI',,—T', with H|a (O). Each point in the temperature depen-
dences of the gaps corresponds to the following values of theHiélde): a — 1.25 b — 2.5, ¢ — 4,d — 6,

e —8,f— 10, g — 12, h — 12.5. Inset: Fragment of tHe- T phase diagram of FBOg with H|a and the
structure of the transitiol',,—I", occurring with this orientation of the field.

the AFMR frequency is not observed at a Morin-type OPT-1 in Dyf-&Ref. 4), while

in HoFeQ, (Ref. 9 it is clearly observed in the process of a complex spontaneous
reorientationl’ ,—1I",. Everything depends on the particular ratio of the anisotropy con-
stants, which can make this effect very weak or, conversely, strong. The latter assertion
also applies to the compound §B8g, which is isomorphic to rare-earth orthoferrites.

In Ref. 6 it was concluded on the basis of a theory specially developed {&0ge
that in this magnet the frequency jump and gap in the spectrum of the magnetoresonant
soft mode should be absent at the point of the spontaneous reorierfatidi,. These
calculations took into account the dynamics of the spin subsystem only. The conclusion
that a frequency jump and a gap are absent followed from the corresponding ratio of the
magnetic anisotropy constants at the OPT-1 point. Such a conclusion is completely jus-
tified in the spin-wave approximation.

To check the results of Ref. 6, in view of the expected smallness of the effect, we
used a highly sensitive modulation techni§irewhich the resonance absorption signals
were recorded by scanning the temperature with the modulated magnetic field held fixed.

The experimental temperature dependences of the energy gaps — the minimum
frequencies of the- mode on the lines of the transitions induced by the magnetic field —
are presented in Fig. 1. It is evident that extrapolating them to the point of the sponta-
neous OPT-1 =0, T=Tgg from the sides of temperatures above and beloyy
gives nonzero and different values of the gaps at this point — with frequemgies
=11.8t1.5 GHz andv,=17.5t 1 GHz, respectively. Unfortunately, the accuracy of the
experiment in the limitH—0 does not make it possible to identify these gaps with
specific phases. However, as follows from the theoretical formulas presented below for
the gaps at the point of the spontaneous OPT and from independent expétiffents
determining the Dzyaloshingktonstants in F8BOg, the first frequency should corre-
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spond to a gap in th€, phase and the second frequency to a gap inthehase.

Modern ideas about the mechanisms leading to the formation of energy gaps at the
points of orientational transitions had to be used to explain the experimental observation
of a large gap and a jump in the frequencies from the sides of the adjoining phases at the
point of the spontaneous OPT-1, which were unexpected from the standpoint of the
theory® These ideas are based on taking the dynamic interaction of the spin subsystem
with other vibrational subsystems of a magnet into account to the fullest extent
possiblett

In Ref. 6 and in works cited therein, the effect of the magnetoelastic and dipole
interactions on the spin-wave spectrum was neglected, although, as is well khdtvn,
the effect of these interactions on the spin-wave spectrum could become the governing
influence near phase transitions. This assertion holds for OPT-1 and OPT-2.

In Ref. 12, the quasispin-wave spectra of rare-earth orthoferrites near a spontaneous
OPT-1 were calculated taking into account the dipole and magnetoelastic interactions. In
this work, expressions for the vibrational frequencies of the spin subsystem were ob-
tained in the magnetostatic approximation. In Ref. 11 it was noted that the complete
Maxwell’'s equations, and not the equations of magnetostatics, must be used to calculate
the vibrational spectrum of the magnetic subsystem.

In the present work the vibrational spectrum of the spin subsystem was calculated
using the methods developed in Refs. 11 and 12. For generality, we present here the
computational results for the frequency of the magnetoresonant quasiferromagnetic soft
mode o for spontaneous and for magnetic-field induced OPTs.

The activations of the- mode in the phasds, andI', have, respectively, the forms
v61(9/2m) [~ He(Ky+2K2) Mo+ He(Hmes + Haip) +H(H+Hp1)], (o
V5= (9/2m)?[HeK1 /Mo+ He(Hmes+ Haip) + H(H+Hpo) . )

HereHg, Hyhes, Hp12, @andHg, - are, respectively, the homogeneous exchange field,
the magnetostriction field, the Dzyaloshiriskeld, and the dipole interaction fielt, ,

are the second- and fourth-order effective anisotropy constsedsRefs. 11 and 123 is

the gyromagnetic ratio, anil, is the saturation magnetization of the sublattices. The
fieldsHpq , andHgipy » Can be expressed as

Hpi1o=(3d31—2d; /Mg,  Hygipro=16m(d31/Hg)?/ Mo, 3

whered, 3 are the antisymmetric exchange constadsyaloshinski constants

Let us compare the theoretically derived formulds and (2) for the resonance
frequencies with the experimental results presented in the present work and in Ref. 7.

The point of the spontaneous OPTFL—T', is determined by the conditioK;
+K,=0 (a first-order phase transition is possible only kor<0) **2Hence it follows
that when the magnetoelastic and dipole interactions are neglédigd <0 andHg;,
=0) the activations in the resonant spectrum of édh@ode on thd’, phase side and on
theI', phase side are the same at the point of the spontaneous transitio8)(

V3= 8= (9/27m)2(— HgK, /My). (4)
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Therefore there will be no frequency jump at the phase transition point in this case. This
was found in Ref. 6. In reality, however, as follows from the exact form(laand(2),

such a jump does exist. In zero magnetic field it is determined by the dipole contribution
and it is give by

Av?=v3,— 3= (9/2m)He(Hgipz— Haip1)- (5)

We shall now estimate the numerical value of the frequency jump at the point of the
spontaneous phase transition. For this, we employ the following values of the constants
appearing in formulagl) and (2): He=5x10° Oe, Mg~10°® G, g~2x 10’ Hz/Oe,
d;/Mg~14x10° Oe, d3/Mq~1x10* 0e®8-1012Then we obtain for the numerical
value of the frequency jump at the point of the spontaneous ®#33 GHz. This value
agrees well with the experimental valde~5.7 GHz(see Fig. L

In summary, an effect that does not follow from the conventional description of the
dynamics of ordered magnets near an OPT, i.e., neglecting the interaction of the spin
subsystem with other vibrational subsystems, was observed;BiJge In this case this
effect is due to the influence of the interaction of spin and electromagnetic waves on the
magnetoresonance spectrum. It has not been ruled out that the previously observed fre-
guency jump at the point of the spontaneous OPT-1 in HaR&ef. 5 likewise incor-
porates the corresponding dipole contribution. In principle this conjecture can be made
with respect to any OPT-1, if the experimentally observed frequency jump at this point
does not agree with the value computed taking account of only the dynamics of the spin
subsystem.

It should also be noted that the comparative analysis, performed above, of the theory
and experiment with respect to the role of spin dynamics in the formation of an energy
gap and frequency jump took account of only the precession motion of the magnetization.
When its longitudinal oscillations are taken into account, a gap of relaxational origin will
also appear additively in expressidids and(2) for the quasispin-wave frequencies. This
gap can make a large contribution to the total energy gap at high temperatur@s)and
strong magnetic field¥ In principle, if this gap is anisotropic in character, it could also
contribute to the frequency jump at a spontaneous OPT-1. Just as the dipole contribution,
the relaxational contribution due to interaction of precessional and relaxational oscilla-
tions to the energy gap could give rise to the discrepancy in the values of the gaps at the
OPT points calculated for the cabke=0 and obtained by extrapolating the experimental
spectrum toH=0 from large values of the magnetic field, as was observed in the ex-
periments of Ref. 7.
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The falling of a large celestial body into the ocean causes a large
number of compound&or example, HCI, CI, Br, Na, kO, OH, and

NO) that destroy ozone molecules directly or indirectly to be ejected to
stratospheric altitudes. The bleaching of the atmosphere in the UV
range as a result of such ozone destruction creates negative feedback
that restores the ozone. The characteristic time for such restoration in
the stratosphere decreases sharply with altitude, ranging from several
months at 30 km to several days at 20 km. 1®99 American Institute

of Physics[S0021-364(19)00917-7

PACS numbers: 92.70.Cp, 92.60.Hp, 96.50.Mt, 94.10.Fa

In the present letter the effect of the impact of a large celestial body on processes
controlling the ozone level in the stratosphere is studied.

It is easy to estimate the minimum siz€ of a meteoroid that reaches the Earth’s
surface: The mass of the air column drawn into motion as a result of the deceleration of
a meteoroid in the atmosphere is of the order of the meteoroid mass, so that the atmo-
sphere is “transparent” to meteoroids of sizg greater tharr°’~popi_1Hcha,sin‘19,
wherep; andp, are, respectively, the density of the meteoroid and of the Earth’s atmo-
sphere at the surfacéd(,,,, is the scale height of the atmosphek,,,~8 km at strato-
spheric altitudes and @ is the angle of entry of the meteoroid into the atmosphere. For
the most probable angles of enti§=45°) we obtainr®=10 m.

During the deceleration process a meteoroid is deformed by the airstream. In the
hydrodynamic approximation the cross section for the interaction of the meteoroid with
the atmosphere increases with densdy;/dt=v;\p(h)/p;, wherev; is the meteoroid
velocity. It is easy to show that in this cas® is much greater than for deceleration of a
nondeformable meteoroid:

H
por~ \E: 200-300 m
sin 6 Pi

for asteroids p;=2.5 g/cnt) and comets ;=1 g/cn?), respectively. The mass of such
a meteoroid isM '~ 10* g.

0021-3640/99/70(5)/8/$15.00 363 © 1999 American Institute of Physics
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Let us consider the response of the ozone layer to the falling of a meteoroid with
ri=r° into the ocean. We note that the probability of such a meteoroid colliding with the
earth is of the order of 10" yr ! (Ref. 1). Without loss of generality, it can be
assumet! thatv;=25 km/s ancp; =1 g/cn?. We shall consider the effect on the ozone of
only the ocean water that can reach stratospheric altitudes in such an {imgauwte used
the deep ocean approximatjoiWe shall neglect the effects due to the presence of the
ocean bottom. For sufficiently large meteoroids, this assumption breaks down, since the
penetration deptd, of a meteoroid into the ocean becomes greater than the ocean depth
[for comets in a vertical impad,=(4—6)r; (see, for example, Ref.)B and the soil
matter together with water are ejected into the stratosphere. It should be noted that studies
of the effect of the impact of a large celestial body on the surrounding medium have been
concerned primarily with the change in the radiation balaftiest in the atmosphere,
loading of the atmosphere with aerosols and greenhouse §@sss H,O, CH,, and
otherg and possible climate changes induced by the imfsest, for example, Ref. 4 and
citations thereij]. However, in the present letter we consider the case where the radiation
balance is destroyed as a result of the photochemical destruction of the ozone layer
caused by ozone-actiezone-destroyingcompounds reaching the stratosphere after the
impact. We shall consider the impact of meteoroids witkr®, for which the deep-
ocean approximation is quite justified.

Ocean water contains large quantities of ozone-active compounds, such as, for ex-
ample, Na, Cl, and Br. The effect of the water is due to the possibility of its photode-
composition in the stratosphere by sunlight with formation of the ozone-active radical
OH. However, nitric oxide NO, which effectively destroys ozone, can form behind the
shock wave(SW) arising as the meteoroid decelerates in the atmosphere and in the
process of supersonic ejection of impactor and target matter immediately after the impact.

The meteoroid track, in which large quantities of oxides of nitrogen are formed,
could have a definite effect on stratospheric ozone. However, for not very large meteor-
oids the lifetime of the ozone depression caused by this track is short, and the impact
vapor ejected into the stratosphere plays the key role. We shall show this.

The initial pressurepg in the meteoroid track is of the order of (&:E).?,)psvi2
>ps, Wherepg andpg are the density and pressure of the surrounding stratospheric air,
the parameteriv?/Hcha,c§>l for r;~r®, wherecs is the sound velocity in the strato-
sphere. This parameter is the ratio of the lifetime of a strong shock wave ((v;
=(dE; /dh)%% %% ?=r;vic; %, wherer is the radius of the strong shock wave, and
E; is the energy of the meteorogitb the characteristic stopping time{H,./v;). For
this reason, for the impact parameters considered, the expansion of the meteoroid track
can be described in the approximation of a strong cylindrical explosion. In such an
explosion the formation and quenching of nitric oxi@&) occur behind the shock front.

The masdMl o of the nitric oxide formed behind the shock front in the stratosphere
as the meteoroid decelerates can be estimated from the relation

Mpno= 77'riZ‘SNOpsH chars (1)

where dyo is the relative NO content in the meteoroid track, which is “frozen” during
rapid cooling of the shock-heated air. The timg, for the establishment of thermody-
namic equilibrium for NO in hot air is determingih the temperature range of interest to
us 1500-2500 K; as will be shown below, the characteristic cooling time of the track is
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comparable to the thermodynamic equilibration time of )N®y the reaction

NO + O,— NO,+ O with the rate constari; =3x 102 exp(—23400 K/T), and corre-
spondinglyryo=(Ki[0,]) "1=10"7 exp(23400 K1) po/ps. Here[O,] is the density of
oxygen molecules at stratospheric altitudes; the fraction of molecular oxygen in air in the
temperature range under consideratior-&2. It is evident thatyg increases rapidly as

the air cools; in the lower stratosphere, at altituee0 km, one hago~0.01 s at a
temperature of 2500 K ang\o~ 10 s at 1500 K.

The quenching temperatuf of nitric oxide can be estimated from the relation
ol ThoPs) = 7 Where 7, is the characteristic cooling time of hot air in the meteoroid
track, 7.~r;/cs. The nitric oxide fractionsyg “frozen” during such expansion is close
to the thermodynamically equilibrium fraction of NO at a temperature close to the
quenching temperature and presspgeof the surrounding stratospheric air. In our case
(ri=r®) 7.~0.3 s, andT{o~1750-2000 K. At such temperatures the equilibrium NO
content in air is approximately 1%. At stratospheric altitudes, such valuéggp€orre-
spond to nitric oxide densities,=10"—10"®cm 3. These are very high values, more
than a million times higher than the background level of nitrogen oxides in the strato-
sphere fiyo+ Nyo,=10° cm ™).

Turbulent diffusion processes decrease the NO density in the meteoroid track, based
on which an air column with a strongly nonequilibrium concentration of nitrogen oxides
forms. The spatiotemporal parameters of such a column can be estimated on the basis of
the diffusion equation whose solution, neglecting photochemical processag(ist)

x exp(—r2Kt)/t, whereK is the turbulent diffusion coefficient, which in the stratosphere
is K=8t1%cm?/s (Ref. 5. The radial size of the column with strongly perturbed NO
content isr peq~=0.1r; \/n",\V,OInUNO~ 100r; . The characteristic lifetimey of such a column
with respect to diffusion spreading can be estimated frogg= JK7g, OF 7q=4x 10" s.

The excess NO produces a local depression of ozone via the reaction
NO+05;— NO,+0, (2

with rate constank,=4x 102 exp(—1560 K/T) cm/s.

At stratospheric altitude&,=4x 10 *°cm®/s. Comparing the characteristic time
7o, Of 0zone destruction in this reactiomn,,= (K,nyo) 1, with 74 we find that appre-
ciable ozone destruction in the column under consideration starts at dengities
=10"cm 3. The radial sizer,, of the column where ozone is virtually completely

destroyed can be estimatedras=r;nyo/nNyo~100; .

Therefore, a localwith scale~r,) and transientwith characteristic lifetime~ 74)
ozone depression is formed in the stratosphere on the basis of the meteoroid track. For the
impact of a comet with;~r°" approximatelyzr2,H aps~10°— 10 g ozone are de-
stroyed in the comet track; this amount is not comparable to the total amount of ozone in
the stratosphere~10' g).

Let us now consider the impact of a meteoroig=(r, v;=25 km/9 against the
ocean surface. In such an impact, virtually complete vaporization of the impactor matter
and vaporization of a substantial fraction of the target material occur, and the mixed
multiphase impactor and target matter is ejected into the atmosphere. Thenpasshe
matter ejected as a result of the impact can be estimated using the felation
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Vi2 0.46
mej/mi:o.z-[a(pt/mi)m] : @)

where g is the acceleration of gravityn; is the impactor mass, ang is the target
density. We shall estimate the masg of the vaporized ocean water using the relation
m,=0.2-m;(v/\Q,py)1* whereQ, is the latent heat of vaporization of water. In our
caseme;~100m; andm, ~10m;=10" g.

A substantial fraction of the ejected impact vapor easily reaches stratospheric alti-
tudes. The initial velocity distribution over the radius the impact vapor cloud is close
to linear:v(r) ~Vmaf /Rmax, Wherev .y is the expansion velocity of the hot cloud and
Vmax™= Vi/3—V;/4 in our case. As long as the pressure in the cloud is much higher than the
pressure of the surrounding air, the impact vapor cloud expands almost freely; its radius
grows with time aR;.,=Vmad. It is obvious that almost the entire mass of the impact
vapor can reach the stratospheric altitudes, since the velocity required for this is quite low
(~\2gh<v,,,,). Thus a meteoroid impact results in the ejection of an appreciable frac-
tion of the target matter in the form of impact vapor into the upper atmosphere. For
impacts with velocitiess;=25 km/s, which are characteristic for comets,~ 10m; .
What is the composition of such an impact vapor?

Thermodynamic calculations show that the main compounds of the indicated impact
vapor are HO (~90%), HCI (~1%), NaCl (~1%), OH (~0.2%, CI (~0.01%, and
NaOH (~0.01%. The uncertainty in the composition and amount of ejected impact
vapor can result in appreciable uncertainty in the amount of ozone active compounds
reaching the stratosphere as a result of the impact. For this reason, in our photochemical
calculations we varied over wide limits the initial level of the ozone-destroying com-
pounds that are added to the stratospheric gas as a result of the impact.

It is quite difficult to determine the amount of NO formed in the stratosphere as a
result of a meteoroid impact; NO forms behind the shock front, both as a result of
supersonic ejection of impact vapor into the stratosphere and when the ejected matter
subsequently falls back onto the stratosphere. An upper limit of the NO mass formed as
a result of ejection of the impact vap &~ poSnoH 2 10— 10" g, can be easily
obtained if the mass of the air traversed by the shock wave is known. We note that in a
meteoroid track withr;=r°" substantially less nitrogen oxides are formed at stratospheric
altitudes.

Nitric oxide can form behind a shock front as a result of the falling of the ejected
matter back onto the atmosphere. The mass of the NO produced in this process can be
estimated in the ballistic approximation M;L%s 0.1m; . Indeed, using the cumulative
distribution of the ejected matter over the velocitdg>v)ev ™ (with the normaliza-
tion M(>v)=0.1m;(V; /Vma)*(Vmax/V) ¥), Where M(>v) is the mass of the impact
vapor with velocities greater than the exponenir=1.6° and since NO is formed only
behind a sufficiently strong SWwith temperatureT;=2500 K behind the front
and, correspondingly, shock wave velocityyo=2-3 km/9, we obtain M
~ SnoM (> Vo) ~0.1m; .
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FIG. 1. Ozone destruction at an altitude of 20 km as a result of the injection of a various ozone-active

compounds. The densiti¢im cm™2) of the compounds added to the stratospheric air and the response of ozone
to such an addition are indicated.

We shall now determine the characteristic scale of the perturbation in the strato-
sphere after the ejected impact vapor falls on it. The distribution of this makériak a
function of distancel from the impact location isM,;~v~*M(>v)/(dl/dv). Since
| =v? sin 20/g, we immediately obtairM oy~ (4" 2oy ~36| ~18 The densitypy, of
matter decreases rapidly with distaricg,>M, /l=<| ~28 and the pressure in the shock
wave from the falling gas decreases with distahes ps,> pspv2ecl ~ 18 The character-
istic scalel of the region of the atmosphere where the composition of the atmosphere
strongly perturbed by the ejected gas and the indicated gas forms a shock wave in the
stratosphere can be determined frign (m,L%:3/ poH chad Y28~ 100 km, and the depen-
dencepy,(1) acquires the formp,(1)=ps(ls/1)%% The amount of NO formed behind the
shock front as the ejected impact vapor falls onto the atmosphere can be estimated as
M~ 771 2H cpadnops~ 1013— 101 g for a comet withr;=r®, which agrees with the
estimate presented above. The sdgleof the stratospheric region where the level of
ozone-active compounds is much higher than the background values is much greater than
ls: loy~1s(ps/108)Y28~1000 km, wheres~ 108 is the background fraction of ozone-
active compounds in the stratosphere.

In summary, after the impact of a meteoroid witl=r® a “spot” of size 2l,,,
where the air composition is strongly perturbed and the impact vapor material is added to
the air, forms in the stratosphere. The characteristic densifie$ ozone-active com-
pounds in the ‘“spot” are nj~MiNA(7rI§Hcha,,uj)*1; for NO and CI ng~nyo
~10%cm™3,

Let us consider the photochemical consequences of such an addition and primarily
its effect on the ozone. We note that the characteristic lifetime of such a “8piotthe
stratosphere with respect to spreading as a result of atmospheric dynamics processes is

~I§/K and is much greater than the characteristic time of significant photochemical
processes.

Figure 1 shows the time dependences of the ozone concentration at 20 km altitude
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FIG. 2. Photodissociation rath)2 of molecular oxygen @versus the altitude for different degrees of ozone
destruction. The solar zenith angle is 45°. The dependencl:g;2 &dr normal conditions and for an ozone layer
in which 10% and 1% ozone remain are shown.

with the addition of a number of ozone-active compounds to the standard composition of
the air at this altitude. The numerical results presented are based on our photochemical
model of stratospheric ozofieNote the weak response of ozone to the addition of water
and the hydroxyl radical OH. This is due to the rapid conversion of excess hydroxyl into
water via the formation of hydrogen peroxide,®. The addition of nitric oxide or
chlorine is a threshold-like process — for large initial disturbances of their densities
(~10'*—10"2cm 3, which corresponds t6%,, 88,~10""—10%) ozone is destroyed
comparatively rapidlyfwithin several hournsand switches into a regime with strong daily
variations(under ordinary conditions such variations in the stratosphere are negligible
with maximum value~1% of the normal ozone lever(10**cm™2, §5,~10"°).

Thus, the falling of a celestial body into the ocean can produce in the stratosphere a
long-lived “spot” where ozone is virtually completely destroyed. Since the characteristic
size of a such a “spot” is much greater than the scale height of the atmosphere, the
change induced in the UV transparency of air by the destruction of the ozone must be
taken into account in order to describe correctly the photochemistry inside the “spot.”
The destruction of ozone on such spatial scales results in bleaching of the atmosphere in
the UV range, which produces a negative feedback that restores the ozone. This effect is
illustrated in Fig. 2, which shows the altitude profiles of the photodissociation rate of
molecular oxygen @for various levels of the ozone depression in the stratosphere. To
calculate the photodissociation rate we solved the transfer equation for sunlight in the
Earth’s atmosphere numerically using the Phodis Codée note that oxygen atoms are
formed in the process of the photodestruction ¢f @nd these atoms form ozone in the
three-body recombination reactior+0D,+ M — O5+M. All other significant rates of
photoprocesses remain virtually unchanged — these compounds do not require for their
photodecompositich the hard UV radiation required for photodissociation of O

In the lower stratosphere the effect can be very substantial: fhEh@todissociation
rateJo, in the “spot” can be a hundred times higher than the ordinary level. This results
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FIG. 3. Ozone restoration at 20 km with almost complete destruction of the ozone after the injection of Cl and
NO. The destruction of the ozone results in a sharp increase in ozone formation rate as a result of an increase
in the UV flux.

in restoration of ozone in the “spot” at a rateJo,(h)[O2](h). The characteristic time

7, of such restoration at an altitude of 20 km is of the order omcgé(lJoz[Oz])‘l

=10° s. Figure 3 shows such the restoration of ozone at 20 km, observed immediately
after the destruction of the ozone and the resulting increase in the UV flux. We note that
ozone is restored at different rates at different altitudes: In the lower stratosphere
(h=20 km) 7,~10° s, whereas at altitudés= 30 km the restoration time is much longer:
,~10" s — a wave of “0zone restoration” travels from bottom to top along the per-
turbed stratosphere.

In summary, the falling of a celestial body into the ocean results in a number of
little-studied effects. A substantial quantity of ozone-destroying compounds enters the
stratosphere as a result of such an event. The ozone destruction results in a sharp increase
in the rate of photodissociation of molecular oxygen, which in turn results in rapid
restoration of ozone. This effect is especially large in the lower stratosphere, where the
ozone restoration time is of the order one day. In this connection, it would be interesting
to investigate how this effect influences the polar ozone hole. It is easy to show that the
effect considered above is negligible in this case. This is because the ozone hole in polar
regions exists under the conditions of large zenith angles, which naturally decreases the
effectiveness of UV radiation as an indirect source of ozone. Moreover, the polar ozone
hole is formed primarily in the lower stratosphere at altitudes 15—20 km, while the ozone
layer above this altitude is not disturbed much and appreciably attenuates the solar UV
radiation, without creating in the process appreciable bleaching of the stratosphere in the
UV range.

The effect considered above demands that the existing views of ozone destruction

during catastrophic events be re-examined. This work was supported in part by the
Russian Fund for Fundamental Reseai@nant No. 99-02-16938
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YAccording to Ref. 2, the most likely impact velocity for short-period comets colliding with the earth is close
to 25 km/s. For asteroids it is much lower, approximately 12 km/s.

IAs a result of the comet SL9 falling into Jupiter's atmosphere;&000 km “spot” formed in Jupiter’s
atmosphere. The characteristic lifetime of the spot we@x 10° s. The evolution of this “spot,” which
converted into a relatively stable vortex, gradually dissipated by zonal flows, was simulated in Ref. 7.

9A large increase in the rate of photodissociation of NaCl as a result of ozone destruction can lead, in turn, to
an increase in the ozone restoration time. This question falls outside the scope of the present letter.
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