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Abstract—L ight-emitting diodes (LEDs) with the maximum emission at A = 2.3 and 2.44 um are obtained and
characterized. The active region of LEDs is based on Ga, _,In,As,Sb; _ solid solutions (x = 0.21 and 0.25,
respectively) grown by liquid phase epitaxy from lead-containing melts. The room-temperature external quan-
tumyield of the 2.3 and 2.44 um LEDsis 1.6 and 0.11%, respectively. © 2004 MAIK “ Nauka/Interperiodica” .

Introduction. In recent years, much effort has been
devoted to the development and investigation of semi-
conductor optoelectronic devices emitting in the mid-
dlie IR range (2-5 um). This wavelength interval is of
interest for environmental monitoring and in some
medical applications.

The most promising materials for both sources and
detectors of radiation in the 1.8-3.0 um wavelength
range are multicomponent solid solutions of the
Ga, _,In,As,Sb, _, type based on gallium antimonide
(GaSb). In this solid solution system, it is possible to
vary composition at a constant crystal lattice constant,
thus controlling the bandgap width and, hence, the
working wavelength of devices. The problem of
increasing the working wavelength of devices based on
Ga, _,In,AsSb, _, solid solutions is still among the
most important tasks in optoel ectronic technol ogy.

It was established [1, 2] that the density of natural
defect complexes V;,Gag, in GaSh- and InAS-based
solid solutions can be significantly reduced by growing
epitaxial layers of these solutions from |ead-containing
melts. Lead does not form compounds with other com-
ponents of the melt and is not included into the solid
phase. Previoudly [3, 4], we have studied the role of lead
in the growth of Ga, _,In,AsSb, _, solid solutions. Inves-
tigation of the galvanomagnetic properties of undoped, as
well as Ge- and Te-doped, Ga, _,InAs,Sh, _ solid solu-
tions grown from lead-containing melts confirmed
good prospects of using such materials in optoelec-
tronic devices operating in the 1.8-3 um range.

This Letter reports for the first time on light-emit-
ting diodes (LEDs) with the maximum emission at
Amax = 2.3 and 2.44 um, based on Ga, _,InAs S, _,
solid solutions grown from lead-containing melts, and
presents the results of investigation of the electrolumi-
nescence spectra of these LEDs.

Methods of growth and investigation of LED
structures. The LED heterostructures were grown by
liquid phase epitaxy (LPE) on n- and p-type GaSh(100)
substrates. The wide-bandgap emitters were obtained
using a 2.5-um-thick layer of GaSh. All layers in the
LED heterostructure were matched with respect to the
lattice period with GaSb substrate (Aa/a < 1.0 x 1079).
Equilibrium values of the molar fractions of solid solu-
tion components in the liquid and solid phases for the
Pb—InAs-InSbh-GaAs-Gasb system for selected
growth temperature (560°C) and supercooling (AT =
3 K) were calculated as described in [5, 6].

LEDs based on the LPE-grown Ga, _,In,AsSb, _,
solid solutions were obtained using conventiona pho-
tolithographic technology. The mesa (300-um-diam)
and point (100-um-diam) contacts were formed on the
wide-bandgap GaSb layer, and a continuous contact
was formed on the GaSb substrate (Fig. 1a). The con-
tacts on n- and p-type GaSb were made of Cr/Au +
Te/Au and Cr/Au + Ge/Au layers, respectively. Finally,
500 x 500-um chips were mounted in standard TO-18
cases.

The electroluminescence (EL) characteristics of
LEDs were studied using an automated setup based on
a DK-480 monochromator (CVI Laser Corp., USA)
and a liquid-nitrogen-cooled InSh photodiode (Judson
Technologies, USA). Signals from the photodetector
were processed using a synchronous detection scheme
based on an SR 810 lock-in amplifier (SRSInc., USA).
The room-temperature (T = 300 K) EL spectra were
measured for LEDs powered by a pulsed current with
an on-off ratio of Q = 2 at afrequency of 512 Hz.

LEDs with A, = 2.3 um. The active region in
these LEDs was a 2-um-thick Ga, _,In,As,Sb;, _, solid
solution layer with the indium content x = 0.21 (E; =
0.53 eV, T =300 K) grown on a p-GaSb(100) substrate.
The energy band diagram of the device heterostructure
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Fig. 1. LEDs based on GaSh/Ga; _,InAs,Shy _/GaSh
heterostructures:. (a) schematic diagram of a mesa structure
showing (1) upper contact, (2) emitter, and (3) activeregion;
(b, ¢) energy band diagrams of LEDs with the indium con-
tent in the active region x = 0.21 and 0.25, respectively.

is depicted in Fig. 1b. The EL spectra with the most
intense signals of radiative recombination were
obtained for LEDs with undoped active regions. The
charge carrier density determined from the Hall effect
measurementswasp =3 x 10 cm23at T=300K (p =
4.6 x 10 cm=at T = 77 K). The upper GaSb layer in
these LEDs was doped with tellurium to n ~ (1-4) x
10 cmr3 (T = 300 K).

The current—voltage characteristics of these LEDs
exhibited a diode character with a room-temperature
cutoff voltage of 0.35V. The seria resistance of direct-
biased diodeswas~3.1 Q.

Figure 2a shows the spectral characteristics of such
LEDs measured at T = 300 K. As can be seen, the EL
spectrum exhibits a single band with the maximum at
2.29 ym (E; = 0.54 eV) at a diode current of | =
100 mA.. The full width at half maximum (FWHM) of
this EL spectrum is 0.20 pm and exhibits growth with
the current and reaches 0.23 um at | = 220 mA. The
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Fig. 2. Room-temperature EL spectraof LEDswiththeindium
content in the active region x = 0.21 (&) and 0.25 (b) measured
for various diode currents|. Theinsets show plots of the output
emission power P versus current | for T=300 K.

emission maximum slightly shifts toward longer wave-
lengths with increasing diode current. At a current of
220 mA, the shift amounts to 0.02 um, which is evi-
dence of an insignificant effect of the current-induced
structure heating on the EL characteristics. This con-
clusion was confirmed by the absence of pronounced
saturation in the plot of the integral optical output
power versus current (see inset in Fig. 2a) for | up to
220 mA, at which the output power reaches 0.937 mw
and the external quantumyieldisn = 1.6%.

LEDs with Ao = 2.44 um. The active region in
these LEDs was a 1.2-um-thick Ga, _,InAsSb, _,
solid solution layer with the indium content x = 0.247
(Eg=0.51 eV, T = 300 K) grown on an n-GaSb(100)
substrate. The energy band diagram of the device het-
erostructure isdepicted in Fig. 1c. The EL spectrawith
the most intense signals of radiative recombination
were observed for LEDsin which the active region was
doped with Teto n = 3 x 10 cm3 (T = 300 K). The
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wide-bandgap emitter was an epitaxial GaSbh layer
doped with Geto p ~ 5 x 108 cm3 (T = 300 K).

The current—voltage characteristics of these LEDs
exhibited a diode character with a cutoff voltage of
04V a T = 300 K. The seria resistance of direct-
biased diodeswas~1.7 Q.

Figure 2b shows the spectral characteristics of such
LEDs measured at T = 300 K. As can be seen, the EL
spectrum exhibit amaximum at 2.44 pm corresponding
to the bandgap width in the active region (E; =
0.51 eV). The FWHM of the EL spectrum measured at
| =100 mA was ~0.26 um. Neither the position nor the
FWHM of the emission peak change when the diode
current is varied from 50 to 200 mA. Thisis evidence
of the absence of effects related to the current-induced
heating of the LED structure. The EL spectrum displays
adip (inflection) at A ~ 2.42 pum (Fig. 2b), which is
related to a peculiarity in the spectral characteristic of
the diffraction grating (300 lines'mm) used for the EL
measurements. In addition, there are intense features
due to the optical absorption of water and carbon diox-
ide in the region of 2.6-2.72 pm.

Theinset in Fig. 2b shows aplot of theintegral opti-
cal output power versus current. For | = 218 mA, the
output power reaches 61.6 uW and the external quan-
tumyieldisn = ~0.11%.
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Conclusions. We have succeeded for the first time
in obtaining LEDs with the maximum emission at
A = 2.3 and 2.44 um based on Ga, _,InAsSh, _,
solid solution layers grown by LPE from lead-contain-
ing melts. The room-temperature external quantum
yield of the 2.3 and 2.44 um LEDs is 1.6 and 0.11%,
respectively. These LEDs can find wide use in systems
of ecologica monitoring and medical diagnostics.
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Abstract—The load characteristics of low-temperature thermoel ectric coolers have been studied by means of
computer simulation using the differential equation of stationary thermal conductivity with temperature-depen-
dent kinetic coefficients. Based on the obtained results, the branches of characteristics of the thermoel ements
employing bismuth telluride and a bismuth-based superconductor are compared. © 2004 MAIK “ Nauka/ I nter-

periodica” .

In recent years, increasing effort has been devoted to
the creation of thermoelectric coolers for obtaining
temperatures below 120 K. The main difficulty encoun-
tered in the development of highly effective low-tem-
perature coolers is related to the fact that the thermo-
electric efficiency of most thermoelectric materials
drops with decreasing temperature. For example, the
thermoelectric quality (figure of merit) of a cooler
employing bismuth telluride decreasesto 0.8 x 10 K at
the boiling temperature of nitrogen. The only thermo-
electric materia retaining high efficiency at low tem-
peratures is a semiconducting bismuth—antimony solid
solution [1]. However, this material ensures high ther-
moelectric efficiency only for the n branch, while no
satisfactory results were obtained for the p branch.
Kuznetsov et al. [2] studied the limits of thermoelectric
cooling at liquid nitrogen temperature for asystem with
a bismuth-based superconductor in the passive branch.
Unfortunately, the study was restricted to the regime of
maximum temperature drop. From the practical stand-
point, it would be of interest to study the regime of
maximum cold production.

This study was aimed at numerically modeling the
load characteristics of low-temperature coolers operat-
ing in the regime of maximum cold production. We
have also compared the possibilities of coolers employ-
ing different thermoel ectric materials.

According to the commonly accepted approach [3],
the efficiency of athermoelement is expressed in terms
of thermoelectric quality defined as

7 = (ap_an)2
[XoPo* fXaPrl”
Here, a;, X;, and p; (i = n, p) arethe thermo emf, thermal

conductivity, and electric resistivity of the material in
the n and p branches, respectively. It should be noted

(D)

that the introduction of this parameter is justified only
in a rough zero approximation. At low temperatures,
where the maximum achievable rate of temperature
decrease sharply drops, it is especially important to
optimize parameters of the thermoel ectric cooler taking
into account the temperature dependence of thermo-
electric parameters, including the Thomson effect.
Moreover, formula (1) does not characterize the quality
of athermoelement with a superconductor. Indeed, for
o = p =0, this formula gives the Z value of only one
branch, although it is obvious that the thermal conduc-
tivity of the superconductor will aso contribute to the
thermoelectric quality of the whole thermoelement.

In order to provide for a more adequate description
of thermal processesin branches of athermoelement, it
IS necessary to use a consistent approach based on the
solution of a boundary-value problem [4]. In solving
this problem, we will ignore thermal losses and the
Joule effect in the junction and contacts. The tempera-
ture field of a one-dimensional adiabatically insulated
branch of a thermoelement operating in a steady-state
regime with allowance of the Thomson effect is
described by the stationary thermal conductivity equa-
tion

d dT, Ipi(T)
&%(i(T)S&E t—5

with the boundary conditions

do;(T)dT

—JT dT dx

=0 (2

xi(To)s%I

X|x=0

= ai(T)ITo— Qo Tlx=1, = Thots @

where a;(T), pi(T), and X;(T) (i = n, p) are the thermo
emf, resistivity, and thermal conductivity of the
i branch, respectively, as functions of the temperature;
Jis the electric current; § and |; are the cross section
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and length of thei branch, respectively; T, and T, are
the temperature of the cold and hot ends of the branch,
respectively; and Qg is the cold production of the
i branch. The experimental temperature dependences of
the thermo emf, resistivity, and thermal conductivity
for a BigsShy5 aloy in the direction of a trigonal axis
were approximated by power polynomials. The geom-
etry of branchesis selected the same asin [2].

The branch is usualy called passive in cases of
small thermoel ectric efficiency. However, the cold pro-
duction in a given branch can be negative even for a
rather high thermoel ectric efficiency, provided that the
efficiency of the second branch is still higher. In this
case, we may speak of a passive operation of the
branch. This situation is most frequently realized in
thermoelements operating in the regime of maximum
temperature drop. Because of the nonequivalence of the
two branches, one branch of athermoel ement operating
in such a regime works predominantly in the active
regime, while the other branch works mostly in the pas-
sive regime. The temperature distributions in the
branches operating in these regimes are substantialy
different. According to the results of calculations per-
formed within the framework of this study, the temper-
ature profile of a branch operating in the active regime
exhibitsamaximum inthevicinity of the hot end, while
no such maximum is observed on the passive branch. In
a thermoelement operating in the regime of maximum
cold production, both branches become active at a suf-
ficiently high load.

The passive p branch in [2] was a superconductor of
the BiSrCaCu,O, type. In this branch, the Joule effect
is absent and the Thomson heat can be ignored. As a
result, the boundary-value problem is formulated as

2a.msgd = o, @
xs(To)ssdag = —Qos Thet, = Tow ()

where X, is the specific therma conductivity of the
superconductor; S, and |, are the cross section and
length of the superconductor, respectively; and Qq is
the heat supplied to the cold junction of the supercon-
ductor (Qq < 0). The passive branch geometry adopted
in [2] was retained in this model calculation. The tem-
perature dependence of the thermal conductivity of a
superconductor of the aforementioned type[5] was also
approximated by apower polynomial. The cold produc-
tion of the thermoelement under consideration was
defined as a sum for the two branches:

Qo = Qon * Qop- (6)

The load characteristics of the thermoelement were
calculated for the regimes of maximum temperature
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Fig. 1. Plots of the maximum temperature drop AT 5 Ver-
sus hot junction temperature Ty, for a thermoelement with

the passive branch made of (1) superconductor and (2) bis-
muth telluride.
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Fig. 2. Load characteristics representing maximum power
Qmmax Versus hot junction temperature Ty, for a thermoele-

ment with the passive branch made of a superconductor
(solid curves 1-5) and bismuth telluride (dashed curves 6
and 7) operating at various temperature drops AT(K):
(1) 20; (2) 15,(3) 10, (4,6) 5; (5, 7) 0.

drop and maximum cold production, with optimization
with respect to the current. For comparison, a model
calculation was aso performed for a thermoelement
with bismuth telluride in the p branch. Figure 1 shows
the calculated plots of the maximum temperature drop
in a thermoelement with the superconductor (curve 1)
and bismuth telluride (curve 2) branches. The corre-
sponding load characteristicsare presented in Fig. 2. As
can be seen from the latter figure, the cold production
of the thermoelement with a bismuth telluride branch
operating at atemperaturedrop of AT =5K intheentire
temperatureinterval islower than that of the thermoel e-
ment with a superconductor passive branch at AT =
10 K. However, the cold production of the thermoele-
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ment with the bismuth telluride branch sharply
increases at a zero temperature drop.

Obvioudly, the cold production in a superconductor
branchis negativein al regimes. For the bismuth tellu-
ride branch, the value of cold production becomes pos-
itivefor largeloads and small temperature drops (bel ow
5 K). As can be seen, a superconductor in the p branch
is preferred for thermoel ectric coolers aimed at obtain-
ing considerable temperature drops, and bismuth tellu-
ride, for heat pumps operating at small temperature
drops. This circumstance has to be borne in mind in
designing coolers for various applications.

As the temperature at the hot end of the branch
decreases, the optimum current drops. Therefore, the
cross section of the superconducting branch can be

TECHNICAL PHYSICS LETTERS  Vol. 30
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reduced, which providesfor an additional, albeit small,
decrease in the temperature.
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Abstract—We have studied the el ectric resistance of 20-nm-thick L&, 5;Cag 23MNO; films coherently grown on
single crystal substrates with considerable (negative) and almost zero lattice mismatch. The unit cell volumein
the growing film depends on the substrate lattice parameter. At T < 200 K and pgH = 0, the resistance of man-
ganite films on (001)LaAl O3 substrates was several orders of magnitude greater than the value for an analogous
film grown on (001)Lag 5Srg 71Alg 65 T80.3503. The observed decrease in resistance of the elastically strained
(biaxial compression) manganite films is related to a superstoichiometric (=45%) relative concentration of
Mn* ionsin the film volume. © 2004 MAIK “ Nauka/Interperiodica” .

Thin films of Layg(Sr,Ca)g33MNO; are promising
materials for readout heads in magnetic memory
devices [1], IR radiation sensors [2], etc. The electron
transport in both bulk samples and thin films of such
perovskite-like manganites depends on the degree of
delocalization of &, electrons which, in turn, is deter-
mined by the character of orbital, charge, and spin
ordering [1]. Biaxial mechanical stresses and external
magnetic fields significantly affect the structural and
magnetic ordering in Layg,(Sr,Ca)y3sMnO; films and
influence the density of nonferromagnetic phase inclu-
sionsin their volume at temperatures T < Teie (Where
Teuie 1S the temperature of the ferromagnetic phase
trangition) [3, 4]. Mechanical stresses are considered as
a possible mechanism of controlled action upon thin
manganite films, aimed at optimization of the electron
characteristics of the material [5].

This Letter presents the results of experimental
investigation of the temperature dependence of the
resistivity p of thin Lay g;Cay 53MnO; (LCMO) manganite
films coherently grown on substrates of two types:
(@ LaAlO; (LAO) with a considerable (~1.8%) negative
mismatch between crystal lattice parameters of the film
and subgtrate and (b) Lay .95 71AlpesT8y3503 (LSATO)
with asmal (~0.3%) positive lattice mismatch.

LCMO manganite films with a thickness of d =
20 nm were grown by laser ablation (KrF, A = 248 nm,
T = 30 ns) on polished LAO and LSATO substrates
heated to 760°C in an oxygen atmosphere (P, =
0.3 mbar). The growth conditions and the structural
features of thin manganite films grown on (001)LAO
and (001)LSATO substrates were considered in detail
elsewhere[6, 7].

The phase composition, orientation, and crystal lat-
tice parameters of the grown films were determined by

X-ray diffraction (Philips X' pert MRD; w/206 and ¢
scans; rocking curves) as described in [7]. The film
thickness d was determined from data on the width of
the satellite Laue peaks (Fig. 1). Theresistance R of the
LCMO manganite films was measured in the Van der
Pauw geometry in amagnetic field of uygH=0-5T and
then the resistivity p was calculated as p = TRd/In2 [8].

The results of the X-ray diffraction measurements
(/26 and @ scans) showed that 20-nm-thick LCMO
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Fig. 1. The X-ray diffractogram (CuKyq, w/20 scan) of a
20-nm-thick LCMO film grown on a (001)LAO substrate.
Arrows indicate the satellite Laue peaks. The inset shows
plots of the resistivity p versus magnetic field H for a
20-nm-thick LCMO/LSATO film measured at 240 and
100 K (the magnetic field was parallel to the substrate plane
and the current direction).
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Fig. 2. Temperature dependences of the resistivity p for
20-nm-thick LCMO films grown on (1-3) (001)LAO and
(4-6) (001)LSATO substrates, measured in the cooling
mode in various magnetic fields: pgH =0 (1, 4), 2 (2), 4 (3),
1 (5), 3T (6). The magnetic field was parallel to the sub-
strate plane and the current direction. The inset shows the
p(T) curvesfor the 20-nm-thick LCMO/LAO film measured
in the magnetic field uygH = 4 T in the (1) heating and (2)
cooling mode (curve 1 was measured for the sample cooled
in azero magnetic field).

films were formed by the cube-on-cube epitaxy on the
substrates of both types. The full width at half maxi-
mum (FWHM) of the rocking curve for the (002)
reflection of an LCMO/LAO film was 0.25°, which is
about twice the value for the corresponding reflection
of an LCMO/LSATO film. The unit cell parameter of a
20-nm-thick LCMO/LAO film measured along the nor-
mal to the substrate surface, a; = 3.945 + 0.003 A, was
significantly greater than the value measured in thefilm
plane, a; = 3.786 + 0.003 A. The large difference
between a; and @ indicates that the 20-nm-thick
LCMO/LAO film was subjected to considerable com-
pressive biaxial stresses acting in the substrate planein
the course of nucleation and growth. This factor
accounts [7] for the considerable decrease in the unit

cell volume of this film, Vg = (af xa-) = 56.55 A3, as
compared to the value for the bulk stoichiometric
LCMO crystals (V. = 57.40 A3) [9]. For a20-nm-thick
LCMO/LSATO film, the values of lattice parameters
were a; = 3.838 + 0.003 A and a, = 3.868 + 0.003 A,
whilethe unit cell volume V4 was virtually the same as
that in the bulk LCMO crystals. The parameters of a
pseudocubic unit cell of both substrates, a, .o =3.785
0.003 A and a, sa1o = 3.869 + 0.003 A, coincided with
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BOIKOV, DANILOV

the values of g, of the LCMO films grown on these sub-
strates.

The decrease in the unit cell volume of the LCMO
film as compared to the value of Vi in the bulk crystal
can be related to enrichment of the film with calcium
and/or oxygen (in the latter case, vacancies appear in
the cation sublattice). Such a decrease in the unit cell
volume for both films and bulk samples of LCMO is
accompanied by an increase in the concentration of tet-
ravalent manganese ions (Mn**) [10]. The decrease of
Vg in our 20-nm-thick LCMO/LAO films corresponds

to anincrease in the density of Mn** ions up to ~45%.

Figure 2 shows the temperature dependences of the
resigtivities of 20-nm-thick LCMO films grown on
(001)LAO and (001)LSATO. The curve of p(T, H = 0)
for the 20-nm-thick LCMO/LSATO film agrees well
with the temperature dependence of p observed previ-
ously for the bulk stoi chiometric samples and thick epi-
taxia films of LCMO [6]. In particular, the p(T, H = 0)
curvefor the 20-nm-thick LCMO/L SATO film exhibits
amaximum at T,, = 250 K. The application of a mag-
netic field favors magnetic ordering of the spins of
manganese ions, which is accompanied by an increase
in the effective mobility of holesin the film, a decrease
in the resistivity p, and a shift of the resistivity maxi-
mum toward higher temperatures (Fig. 2). The most
pronounced decrease in the resistivity of the
LCMO/LSATOfilminamagnetic field was observed at
temperatures close to Ty, (seetheinset in Fig. 1). The
negative magnetoresistance MR = [p(HH =5 T) —
p(H =0)]/p(H = 0) amounted to 83% at T = 240 K and
decreased to 9 and 3% at T = 100 and 4.2 K, respec-
tively.

In the temperature interval from 300K to Ty, (corre-
sponding to the paramagnetic phase), both the absolute
values of resistivities and the shapes of the temperature
dependences of p for the 20-nm-thick LCMO/LAO and
LCMO/LSATO films are very close (Fig. 2). For T <
Tw, however, the behavior of p(T) in these films is
sharply different: in contrast to the temperature depen-
dence of p inthe LCMO/LSATO film, the p(T, H = 0)
curve of the LCMO/LAO film has no maximum (T =
100-300 K) and exhibits a significant increase in the
slope dp/dT in the vicinity of T=230K.

At H = 0, the temperature dependence of resistivity
p for the 20-nm-thick LCMO films on both LAO and
LSATO substrates was well reproduced after multiply
repeated thermal cycles in the 4.2-300 K range. The
curves of p(T, yoH = 5 T) for the 20-nm-thick
LCMO/LAO film measured in the course of cooling
from 300 to 4.2 K and subsequent heating in the same
temperature range also virtually coincided.

The increase in the resistance of the 20-nm-thick
LCMO/LAO films with decreasing temperature at
T< T, is explained by the formation (T = 230 K) of
inclusions (interlayers) of a ferromagnetic phase with
low conductivity in the volume of these films. At
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T =150 K, this phase transforms into an antiferromag-
netic phase [11]. The presence of antiferromagnetic
inclusions in the bulk samples of La, _,CaMnO; with

a concentration of Mn*" ions above 44% was estab-
lished using neutron diffraction data [10]. Degradation
of the conductivity of 20-nm-thick LCMO/LAO films
in comparison to that of the manganite layers on
LSATO is explained by the relatively high concentra-
tion of antiferromagnetic inclusions (interlayers) in the
volume of the former films. In the 20-nm-thick
LCMO/LSATO films, the inclusions of nonferromag-
netic phases are also present, but in alower concentra-
tion, and their influence on the electron transport is
insignificant.

Magnetic field decreases the disorientation of spins
in magnetic domains of the 20-nm-thick LCMO/LAO
film and reduces the probability of nucleation of the
aforementioned antiferromagnetic inclusions in the
volume of this film. In the magnetic field, the energy
barrier determining the rate of formation of stable
nuclei of the antiferromagnetic phase in the manganite
film increases by an amount equal to the Zeeman
energy [12] proportional to the product MH, whereM is
the spontaneous magnetization. This favors a decrease
inthe fraction of antiferromagnetic phasein the volume
of the film, which is accompanied by a significant
decreaseinresistivity p. At T=10-50 K, the resistivity
of a 20-nm-thick LCMO/LAOQ film cooled in a mag-
netic field of poH = 4 T was significantly lower than p
of the samefilm cooled at H = 0 and then exposed to the
magnetic field poH = 4 T (see the inset in Fig. 2). At
T > 50 K, the curves of p(T, ugH = 4 T) of the 20-nm-
thick LCMO/LAO film measured on cooling and heat-
ing (upon cooling at H = 0) coincided. The rate of sam-
ple heating and cooling in the course of p(T) measure-
ments was 10 K/min.

The process of the magnetic-field-induced “melt-
ing” of the antiferromagnetic inclusions in the 20-nm-
thick LCMO/LAO film cooled at puyH = 0 was activated
by the temperature. At T = 4.2 K, an increase in ygH
from 0 to 5 T was accompanied by a sharp (40-80%)
drop in the electric resistance of this film, which was
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caused by the spatial ordering of spinsin ferromagnetic
domains. Thiswas followed by aslow (=2% for 5 min)
decrease in p as aresult of “melting” of the antiferro-
magnetic inclusions.

At T < 180 K, the negative magnetoresi stance of the
20-nm-thick LCMO/LAO films was significantly
greater than that of manganite films of the same thick-
ness grown on (O01)L SATO.
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Abstract—Theradial electric field and toroidal rotation of tokamak plasmanear amagnetic island have been
calculated. Outside the magnetic island, the radial electric field varies from a value determined by the rota-
tion of thisisland to the neoclassical value over a scale dependent on the anomal ous viscosity and collision-
ality of the plasma. Inside the magnetic island, the radial electric field is constant. © 2004 MAIK

“ Nauka/Interperiodica” .

Introduction. In recent years, it was experimentally
demonstrated that the appearance of internal transport
barriersin tokamak plasmaisrelated to the g profile, in
particular, to the rational flux surfaces with integer g
values [1]. Since magnetic islands are formed in the
vicinity of such surfaces, we may suggest that the bar-
rier formation isrelated to variationsin the radial elec-
tric field near the island and to the turbulence suppres-
sion by the E x B drift. Guenter et al. [2] attributed an
increase in the radial electric field to the appearance of
aradial current caused by the fishbone activity. How-
ever, achangeinthe electric field may arise eveninthe
absence of additional currents, merely due to the pres-
ence of amagnetic idand. Shaing [3] cal culated the el ec-
tricfield near theidand with neglect of atoroidal rotation
and anomalous momentum transport in the plasma.
However, both these factors are highly important.

In this context, we have calculated the electric field
and the toroidal rotation near the magnetic island in the
fluid regime. It is established that the radia electric
field outside the island varies from a value determined
by the rotation of thisidand to the neoclassical value
over a scale & dependent on the anomalous viscosity
and collisionality of the plasma.

Description of model. Let us consider a rational
flux surface in the tokamak with a circular cross sec-
tion, large aspect ratio (¢ =r/R<< 1), g=nV/n, and by =
Byg/B =const (B8 and ¢ denote poloidal and toroidal
angles, respectively). The radia perturbation of the
magnetic field caused by the magnetic idand is dB =
OBOexp(—iwt + im(6 — esinB) — ing); X, y, and z are the
coordinatesin the island, whereby they axisis perpen-
dicular to the flux surface in the idand, the z axis is
directed along the unperturbed magnetic field on the
rational surface, and the x axisis perpendicular to theyz
plane (Fig. 1). Below, the symbol [ will refer to the
direction perpendicular to the magnetic field B and the

y axis. We assume that theisland width A is greater than
the poloidal gyroradius pJ/bg and the scale d/¢ (the latter
is determined below).

First, let us consider a stationary magnetic island
(w=0). The plasmaisdescribed in termsof the Bragin-
skii equations with the perpendicular transport coeffi-
cients replaced by their anomalous values. The parallel
velocity averaged over the flux surface, as well as the
poloidal drift, can be determined from the equations

B M@+ 7*")o = o, (1)

(1j, 0= 0. @

where 00 = fffgdxdz/f[gdxdz and [FOD =
f f hxhzdxdﬂfhX hdxdz hy, h,, and h, are the metric
coefficients; and /g = h.hyh,. Equation (1) for the tor-

oidally symmetric case in the absence of anomalous
viscosity is well known in the neoclassical theory [4],

Fig. 1. Magnetic island geometry and coordinate system:
(1) field line; (2) outer side; (3) inner side.
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while Eq. (2) reflects quasi-neutrality of the plasma.

In these equations, 7t isthe classical parallel viscos-
ity tensor determined according to Braginskii. The
anomalous viscosity is taken in the simplest form:

_(|:| i (AN))” = _];_a_%ign(AN)av .
Jg9yth? oy[

Inside theisland, Eqg. (1) can be transformed to

2
SO e Bufieo, s0n0o
Chydy B

(AN) 2
5= 2T 1 =09nT/v, 4
E
Nobs

In contrast to the situation in the tokamak without
islands, where the contribution due to poloidal E x B
and diamagnetic drift in Eq. (1) is significant, the value
of WOnsidetheisland is multiplied by a small coeffi-
cient B,/Bg ~ Alr < 1. This is related to the fact that
poloidal drifts have opposite directions on different
(inner and outer, Fig. 1) sides of theisland. At the same
time, the contribution of [V,[to Eq. (1) upon averaging
is the same on both sides.

Determining the radia current in Eq. (2) using the
x-component of the momentum balance and the pres-
sure profile found from the parallel momentum bal-
ance, we obtain

v 1
[hidy” 28°

azvmmggzbe VfH =0, BOL (5)

For the current through a flux surface inside the island
to be zero, the poloidal drift velocity must be signifi-
cantly smaller than the poloidal projection of the paral-
lel velocity. The Pfirsch—Schliter flows, the Braginskii
parallel viscosity, and related poloidal perturbationsin
the pressure (caused by the variations of V|[J are
amost identical inside and outside the island. There-
fore, the difference between currents related to [Ip and

O - 71t (caused by [VD—flowing in and out of the
island, respectively—is proportional to A/r. At the same
time, the term of the radial current related to the drift
velocity V has opposite signs inside and outside the
island and does not contain the small coefficient A/r.

Ignoring small terms of the order of A/r, we may
consider relations (3) and (5) as two independent equa-
tions for the drifts and parallel velocity, determining
their typical decay length toward the center of the
island. A boundary condition must set the velocity at
the island separatrix. Proceeding from symmetry con-
siderations, the poloidal velocity near the separatrix
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() (b)

w,0 \_J ,0 i 2 i
” ” Er H H
E I =
E xB
V(NEO)1 T (NEO) = Baad .
o o r

f/A\
(%@ | ’
AL

Fig. 2. Schematic diagrams of (a) flux surfaces and flow
directions near the magnetic island and (b) radial profiles of
the radial electric field and average paralé velocity for a
stationary island (r axis passes through the center of the
isand): (1) separatrix; (2) magnetic island.

S/s 6/é r

outside the island has to be aimost constant, since the
form of equationsfor the poloidal velocity and the neo-
classical poloidal rotation values are the same on the
inner and outer sides of theisland (Fig. 2). The poloidal
rotation in the island has opposite directions on the two
sides of the separatrix, since the electrostatic potential
on aflux surfaceinside theisland is constant. The only
symmetric solution for [V Oappears at [V = 0 on the
separatrix. According to Eqg. (5), [V 0= 0 everywhere
inside the island. We may also consider various asym-
metric solutions, for which the rotation on the opposite
sides of theisland is different. However, such solutions
are inconsistent with Eq. (2) because asymmetric tran-
sition zone at the separatrix causes asymmetric pres-
sure perturbations, gives rise to asymmetric anomalous
viscous forces, and eventually leads to nonzero net cur-
rent through the separatrix.

Outside the island, we use the coordinates t , 8, and
@. Ther axisis perpendicular to the perturbed flux sur-

face (Fig. 2) andthe t valueisequal to the mean minor
radius of the surface. Using the toroidal momentum
balance and the condition of zero current through the
surface expressed by Eqg. (2), we obtain

1 alfg andV <<(Dp+mﬁ‘°))q>>=
<<Be@af§=‘%n W@% Bo "®

In the case of atoroidally symmetric flux surface, the
second term in this equation vanishes [4]. In the pres-
ence of amagnetic island, thetoroidal symmetry isbro-
ken and the second term appears with the factor A/r.
Using Eq. (6), we determine the small perturbation in
the parallel velocity caused by the appearance of the

island: (V0 IV Glitnout isana) IV~ b €2A/r < 1. Sub-
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tracting Eq. (1) from Eq. (6), we obtain an equation for
the poloidal velocity outside the island:

9° v
a—FZ O/ = o5 . @)

Poloidal rotation varies over the scale & from the
value on the island separatrix to the neoclassical value:

Er = EXFO{1— exp[(F —Teep)/ 28]}
Tidinn_ dInT, [(Thim (8)
(NEO) _ anto F
Es elhar harot BB

When theidand rotates (w # 0), the resulting vortex
electric field acquires a component along the magnetic
field. By virtue of a large parallel conductivity of the
plasma, there must arise a potential field such that the
total electric field in the paralel direction would
become zero, E, = —BIldr/m. This radial field induces

poloidal rotation of the plasma at a velocity equal to

that of theisland rotation Vi ™ = (1 + cosB)wr/m. In
this case, Eq. (3) should be replaced by

d”(bg |D
Chidy”

The radia electric field near the rotating isand
decreases over the scale & from the neoclassical value
to E, = —{Bldr/m on the separatrix.

252 (by LV [+ Vg™ D) = 0. (9)
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Conclusions. We have demonstrated that the elec-
tric field inside a stationary magnetic island is zero,
while the toroidal rotation decreases from a value on
the separatrix to zero over the scale d/e, where &
depends on the anomal ous transverse viscosity and col-
lisionality of the plasma. Outside the island separatrix,
the radial electric field varies from zero to the neoclas-
sical value over the scale §, while the toroidal velocity
remains amost constant. Rotation of the island gives
rise to an additional radial electric field. The field pro-
file near the island is much like that near the divertor
tokamak separatrix [5].
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Abstract—The dynamics of charged particle channeling in acrystal consisting of atomic chainsis considered.
The multiple scattering of charged particles, introduced by the trajectory integral method, leads to transitions
between dynamical modes of the axial channeling, whereby double channeling is a sink for the normal chan-
neling. Volume rechanneling takes place under the conditions of random motion. In this case, up to ~20% of
incident charged particles move in the channeling regime over adepth equal to the normal range, and a consid-
erable fraction of these particles are involved in the double channeling regime. © 2004 MAIK “ Nauka/ I nter pe-

riodica” .

Introduction. Investigation of the dynamics of fast
positively charged particles and ions (referred to bel ow
as particles) [1, 2] in a model crystal composed of
Lindhard atomic chains [3] showed the existence of a
regular motion in the continuous transverse potential
for theinitial conditions corresponding to the incidence
angles simultaneously small relative to the crystalo-
graphic axis z (polar angle 6;) and the atomic plane
containing this axis (azimuthal angle ¢,). Since the
autocorrelation function for the transverse momenta of
particles does not decay with the traveled distance, we
may speak of a new stable regime analogous to chan-
neling between the rows of atomic chains(i.e., between
atomic planes as the “chains of atomic chains’ in
Lindhard’s terminology). This regime was called dou-
ble channeling (DCh).

Under different initial conditions—corresponding
to the same small 6, but somewhat increased ¢, (char-
acteristic values, 0.3-0.4)—the autocorrelation func-
tion rapidly decayswith the depth z. The decay (in con-
trast to the behavior observed for amodel medium rep-
resenting the “gas’ of atomic chains [3, 4]) is
nonmonotonic. This is accompanied by a rapid azi-
muthal expansion of the flow and filling [inhomoge-
neous (!)] of the azimuthal ring distribution (character-
istic of the channeling) with an average value of the
transverse momentum rapidly approaching zero. Since
these properties were postulated in the Lindhard
hypothesis[3] for the entire flow of channeled particles,
this regime was referred to as norma channeling
(NCh).

Both DCh and NCh regimes differ substantially
from the description of channeling within the frame-
work of the statistical equilibrium model [3] and dem-

onstrate anomal ous values of the rate of multiple scat-
tering, with atwofold increase (relative to equilibrium
statistical values) for NCh and approximately the same
decrease for DCh [2]. The two regimes are also at vari-
ance with the statistical theory of channeling based on
the chain of Bogoliubov—Born-Green—Kirkwood—
Y von equations.

For ¢ = 0, the DCh regime corresponds to the well-
known experimental behavior on the transition from
axial to planar channeling (see, e.g., [6]). Sharp drops
in the number of particles penetrating through a thin
crystal observed in this regime for certain initial polar
angles 6, correspond to the so-called resonance

dechanneling. For the other azimuthal angles, ¢ >
¢o >0 [2], the DCh regime also exhibits peculiarities
(resonance) in the dependence on 8,, which are even
more pronounced than the features for ¢, = 0. Because
of the two-dimensional character of motion and the
region of existence in the transverse space, as well as
the presence of resonance peculiarities, the DCh regime
differs from the well-known planar channeling.

In this Letter, we will consider the influence of the
multiple scattering effects on the behavior of a beam of
channeled particlesin acrystal.

Theoretical analysis. In order to include the effects
of multiple scattering of particles on the nuclei with
allowance of lattice vibrations at agiven temperature T,
we used theresults of calculations of the average square
polar angle of particle scattering relative to the channel
axis along the trajectory with preset invariants of
motion in the field of an atomic chain. These invariants
include the dimensionless transverse energy € and the
transverse momentum (determined by the impact
parameter b of the particle collision with the atomic

1063-7850/04/3007-0541$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Angular dependence of the relative number of parti-
cles moving in the DCh regime 11100 — (110) for
500-keV protons in 450-nm-thick Au crystal at 48 K (thin
solid line) and 300 K (thick solid line). Arrows indicate the
temperature-dependent boundary Barrett angles 8g. Dashed

curve shows the relation $& ~ 6723 valid for particle
dynamicsin the DCh regime [2].

chain). Within the framework of the trgjectory integral
method [5] for nuclear scattering, we obtain

BQ
Qi(sm- bp, Up) = Dé_% Mg, AZ;
0 %% O 6

r Ob
Mgy =~ DaTF(|01+ Py + ) + T exp]
4 /T[ué u

_ 20+ 387+ 3R,

3
2R§rﬁ1b(rmb +R)
= 11r2, + 24a5 .+ 9r2 R,
, =
4Rgrmb(rmb + Rc)3
Ps = > R = rfnb+3a$Fv

é?R—Z,

where U isthe rms amplitude of transverse oscillations
of atoms in the crystal at a given temperature T,

{ 6Q§ 187}  isthe average rate of multiple nuclear scat-
tering of ions in the regime of random motion in the
crystal; arr isthe Thomas—Fermi screening length; and
Azisthelength of ion interaction with the atomic chain
along its z axis. The value of my,, is represented as a
sum of contributions due to the many-body and mono-
atomic mechanisms of particle scattering in the crystal,

with the coefficients n,(r,) = 1 —ny(1 + rﬁqlué) and
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N, = exp(—rZ/u? ). The maximum approach (minimum
distance) r, () to the axis of the atomic chain for b =
0in the case of a continuous Lindhard potential of this
chain, with allowance for thispotential being zero at the
boundary of the Wigner—Seitz cell (i.e, at rp=ry =

1/./1iNd , where N isthe number density of atomsin the
crystal, d is the period of the atomic chain), for the

transverse energy €., = €, = 20;/6° (where 8, = ), is
the Lindhard critical angle [3]) is given by the formula

3a'2I'F B=1- 3aTF @

(&) = Bexp(en) 1 2

Previoudly [5], analogous formulas were obtained
for the drag and multipl e scattering of electrons charac-

terized by the mean sguare angle Qi dependent on the

trajectory integrals. These formulas and Egs. (1) were
checked by simulation of the electron scattering from
an isolated atomic chain using the method of binary
collisions with atoms and showed acceptabl e accuracy
for variation of the parameters within broad limits. In
the calculations presented below, the random angle of
multiple scattering was realized assuming that the
above mean sguare angles can be added to obtain the

dispersion Q2= Q2 + Q2 of the normal Gaussian noise

when playing the random angular deviation from the
particle trajectory in the continuous potentia. It was
shown [5] that this quantity serves the so-called fractal
trajectory (in terms of Migdal, see [6]). Along with the
angular deviation, we have considered the random spa-
tial deviation during the multiple scattering of particles
in accordance with the Fermi formula (see [6]). These
values, together with Egs. (1), were taken into account
at the moments when particles pass from one Wigner—
Seitz cell to another.

The éastic scattering of particles in the continuous
potential was described analytically [5] as rotation
about the atomic chain axis (i.e., as variation of the azi-
muthal angle with conservation of the transverse parti-
cle energy €). This allowed us to model the transport
of particlesin the crystal in the adopted approximation
of binary collisions with atomic chains at a consider-
able velocity, making it possible to study the case of
“thick” crystals (i.e., with thickness comparable with
the normal projected range R).

Calculation results. Temperature-dependent calcu-
lations for 500-keV protons in the [1110axial channel
of a 450-nm-thick gold (Au) crystal (Fig. 1) showed
that, in abroad range of initial polar angles, the number
of particles (selected from the total flow) moving inthe
DCh regime at 300 K is significantly greater than that
at 48 K. Therefore, an increase in the crystal tempera-
ture favorsthetransitionsfrom the NCh to DCh regime.
Such transitions, referred to below as volume rechan-

No. 7 2004
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6,/6;

0
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Fig. 2. Fragments of the angular distributions of 1-MeV protons scattered at 300 K in agold single crystal at various depths (um):
(8) 0.5; (b) 5; (c) 9. Thebeamisincident at 8y = 0.320_ relativeto the (111Caxisand ¢ = 20° relative to the (110) plane (thedirection

of incidence is indicated by the crossin (a); statistics, Ng = 9000).

neling to double channeling regime, are manifested for
the motion of particles at all depthsin the crystal, thus
significantly modifying the observed scenario of
dechanneling.

As an example, let us consider the evolution of the
angular distributions of protonswith aninitial energy of
1.0MeV inthe [111[Au axial channel at 300 K for inci-
dence angles within the region of axial channeling
angles but outside the region of the DCh regime
(60=10.328,, by ~ 0.4). Figure 2 shows a sequence of
two-dimensional angular distributions corresponding
to increasing thickness of the penetrated layer (in one
guadrant). The origin of coordinates in Fig. 2 corre-
spondsto the [111[Bxis. In addition to superchanneling
and NCh regime (a spot at the origin), the distribution
reveals a DCh regime at the {110} planes observed at
the azimuthal angles¢ = arctan(6,/6,) =0and 60°. The
manifestation of { 211} planes, observed in the distribu-
tionfor arelatively small depth of 0.5 umat ¢ =30° and
90°, is absent in the patterns for the greater depths. An
increase in the depth up to 1.5R, (R, = 5.5 um [7]) is
accompanied by angular diffusion and increase in the
average transverse energy of particles, their dechannel-
ing (interms of the existing statistical theory) and stop-
ping and by a hew phenomenon: the appearance and
accumulation of particlesinthe DCh regime at a strong
plane, including particles moving at the angles© > 6, .

Figure 3 shows another examplefor 2-MeV protons
moving in thevicinity of the [111direction in tungsten
(W) for the initial condition €, ~ 8. According to the
existing theory, this corresponds to a regime of motion
not controlled by the crystal lattice. Here, it isinterest-
ing to note the effect of superstrong scattering (Fig. 3a),
which was previously interpreted within the framework
of the statistical equilibrium model [8] and beyond this
framework, with allowance for NCh at higher trans-
verse energies [2]. At the same time, the pattern for a
depth on the order of one-third of the projected range
reveals the population of the channeled states where,
besides well-channeled particles, there is a consider-
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able amount of particles moving in the DCh regime. At
atill greater depth (~R,), the total number of particles
in the channeled state amountsto about 20% of thetotal
incident number, which corresponds to the experimen-
tal distribution of stopped ionsin the case of boron ran-
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Fig. 3. Fragments of the angular distributions of 2-MeV
protons scattered at room temperature in a tungsten single
crystal at various depths (um): (a) 1; (b) 20 (~1.4R, [10]).
The direction of incidence indicated by the ross in (a) cor-
responds to the dimensionless energy £ = 29(2)/ 95 ~ 8,
statistics, Ng = 3000.
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domly implanted into silicon [9]. Note also that, for
superlarge depths ~1.5R, (Fig. 3b), only the channeled
fraction is observed in various regimes and, in the
region of resonance dechanneling angles, there is a
clearly pronounced dip in population of the DCh
regime for angles in the vicinity of the atomic plane.

The existence of the transition from random motion
to channeling substantially distinguishes the random
motion in acrystal from that in an amorphous body, in
addition to the aforementioned volume rechanneling
manifestations. The existence of this phenomenon is
confirmed by experimental data on the profiles of ran-
domly implanted ions observed in the implantation-
doped semiconductors (see, e.g., [9]), where the so-
called supertails were observed (in contrast to amor-
phous targets) in the concentration—depth profiles of
stopped ions. However, these peculiarities were tradi-
tionally explained in terms of the radiation-stimulated
impurity diffusion.

It should be also noted that purely planar channeling
isvirtually unperturbed in the study of particle channel-
ing dynamicsin the crystal consisting of atomic chains.
However, there is a significant (in Au, amost twofold)
increase in population of the angular vicinity of the
atomic plane when the direction of incidence
approachesthe crystalographic axis, that is, inthe DCh
regime. This phenomenon may increase the transmis-
sion of abent single crystal for high-energy particlesin
the regime of atomic plane control (seeg, e.g., [10]).

Another important conclusion is that the volume
rechanneling in a straight crystal isrelated to anonlin-
ear dynamics of particlesin the crystal and is initiated
by the scattering of particlesfrom nuclel of the oscillat-
ing atoms (and defects), increasing in intensity with the
temperature. This behavior distinguishes volume
rechanneling from the well-known and widely used (in
experiments with relativistic beams) volume trapping
of angle-diverging beamsinto the regime of channeling
inabent crystal [11, 12].

Thus, the results of computer simulation have
proved the important role of transitions between chan-
neling modes—from NCh to DCh and from random
channeling to DCh and superchanneling. These transi-
tions are confirmed by experimental data on the so-
called channeled stars observed behind athin crystal—
the effect observed long ago [ 13] but not given explana-
tion so far. Even greater experimental evidence is pro-
vided by the datafor an uncollimated beam of relativis-
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tic particles [14], showing characteristic distributions
very close to the patterns presented in Figs. 2 and 3b.

The volume trapping of particles into the DCh
regime reveal ed by our calculations and observed in the
experimental distributions [14] may shed new light
upon the Sumbaev effect [12]. This phenomenon will
be considered in detail in the other publication.
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Abstract—The scattering of normally incident 200-eV Ar* ions from individua clusters consisting of 13 and
39 copper atoms on a (0001) graphite surface was simulated by the molecular dynamics method. The angular
distribution of scattered argon ions and their energies and reflection coefficients are discussed. © 2004 MAIK

“Nauka/Interperiodica” .

Recently [1, 2], we suggested to evaluate the cover-
age of a graphite surface by copper clusters using the
flux of argon ions scattered from thistarget. In order to
elucidate the mechanisms and laws of the scattering of
argon ions from surface clusters of copper, we have
used the molecular dynamics (MD) method [3] to sim-
ulate the interaction of normally incident 200-eV Ar*
ions with individual clusters of copper situated on the
(0001) graphite surface. The model clusters comprised
13 (13Cu) and 39 (39Cu) copper atoms on graphite sub-
strates consisting of two atomic layers, each containing
792 and 1144 carbon atoms, respectively. The method
of creation of a two-component system of the copper
cluster—graphite substrate type and the MD algorithm
employed were described in [1]. For both clusters, we
simulated 2000 events of interaction with incident
argon ions and the target, each event being traced for
0.3 ps. During creation of the cluster—substrate system,
the free relaxation of atomic planes in the substrate at
the stage of cluster rearrangement was allowed (in con-
trast to [1]) only in the directions along the (0001)
planes. A part of Ar* ions, which were scattered from
the cluster at a polar angle (measured relative to the
external normal to the substrate surface) greater than
90°, were not reflected from the model substrate
because of itsfinite size.

The copper clusters of both types, 13Cu and 39Cu,
possess substantially different atomic structures. Direct
interaction of the 13Cu cluster with the substrate
involves only three Cu atoms and virtually does not
influence the cluster shape. In contrast, the structure of
the 39Cu cluster is modified due to the interaction with
the carbon substrate in accordance with the (0001)
graphite surface structure [1]. As aresult, atomsin the
39Cu cluster were arranged in two to three layersin the
direction of normal to the substrate surface.

There are two possible scenarios for the process of
ion interaction with a surface cluster of copper:
(i) scattering without substantial interaction with the
substrate and (ii) scattering on the cluster followed by
reflection from the substrate. In both cases, two mech-
anisms of reflection of an impinging ion from the clus-
ter can be operative: (i) an essentially pair interaction of
the ion with one atom in the cluster and (ii) a many-
body interaction of the ion (simultaneously or sequen-
tially) with several atoms in the cluster. For the same
angle of reflection, the average energy of an ion scat-
tered according to the many-body mechanismis greater
than that in the case of the pair mechanism.

Figure 1 shows the model distributions of the prob-
ability of Ar* ion scattering with respect to the polar
angle [number of incident ions scattered within a unit
(in this calculation, one degree) polar angle interval
normalized to the total number of incident ions] for
individual 13Cu (points 1) and 39Cu (points 2) clusters
(the corresponding curves 1 and 2 were constructed by
plotting segments of linear approximations for every
10 sequential points). In addition, Fig. 1 presents the
angular dependences of the average energies of scat-
tered ions determined as the total energies of ions scat-
tered within a unit polar angle interval divided by the
total number of incident ions scattered within thisangu-
lar interval (points 4 and 3 and the corresponding
curves 1d and 1c, respectively). As can be seen from
these data, a significant increase in the probability of
scattering and the average energy of scattered ions is
observed for both clustersin the region of polar angles
above 35°—45°.

In order to elucidate the reason for a polar angle of
35°-45° to be critical for scattering, we have simulated
the interaction of a clean (0001) graphite surface with
Ar*ionsfor various polar angles of incidence between

1063-7850/04/3007-0545$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Plots of the scattering probability Q (left axis, points
1and 2 and curvesa and b, respectively) and average energy
E of scattered ions (right axis, points 3 and 4 and curves ¢
and d, respectively) versus the polar angle of scattering for

200-eV Ar* ions normally incident onto 13Cu (points 1
and 4 and curves a and d, respectively) and 39Cu (points 2
and 3 and curves b and c, respectively).

100° and 180° (with a5° step) and various primary ion
energies. It was found that the angle of reflection for
60-, 100-, and 140-eV ions only dlightly (within ~1°)
differs from the angle of incidence below the critical
angles 130°, 120°, and 110°, respectively; the fina
energies of Ar* ions monotonically decrease with
increasing polar angle (Fig. 2). Increase in the polar
angle of incidence abovethe critical valuesisaccompa-
nied by sharp deviations of the angle of reflection from
the angle of incidence and by significantly increased
losses in the ion energy. These peculiarities in the ion—
substrate interaction are related to local damage of the
atomic layer of graphite taking place for the polar
angles of incidence exceeding the critical values. Fur-
ther increase in the polar angle of incidence leads to
penetration of ions into the substrate. The results of
simulations obtained for the clean graphite surface
qualitatively agree with the experimental data [4],
according to which 43.5 eV is the threshold energy for
penetration of the normally incident Ar* ions into a
(0001)-oriented graphite layer.

Thus, in the region of the polar angles of reflection
below 45°, the probability of ion scattering is deter-
mined primarily by the pair interaction between Ar*ion
and Cu atom, which is accompanied by considerable
losses in the ion energy. However, according to Fig. 1,
such ions account for only a small fraction of the total
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Fig. 2. Plots of the energy E of reflected ions versus the
polar angle of incidence 8, for Ar* ions incident onto the
(0001) graphite surface at various initia energies (eV):
(1) 60; (2) 100; (3) 140.

number of reflected ions and the scattering intensity.
The average energies of ions scattered within thisinter-
val of polar angles rather insignificantly differ for the
13Cu and 39Cu clusters. For greater polar angles of
scattered ions, a significant contribution is due to the
ions with greater energies (up to 80 €V). Considerable
kinetic energies retained by the scattered ions are pos-
sible, provided that the second (many-body) mecha-
nism of interaction between an incident ion and atoms
in the clustersis operative, with aresulting polar angle
of scattering above 90° and the subsequent reflection
from the substrate surface (also as a result of many-
body interaction). This character of scattering is mani-
fested by the resulting maximum of the average energy
of reflected ions observed in the region of polar angles
70°—90° (Fig. 1). On the average, the reflected ions
retain ~10-20% of their initial energy.

A comparison of the intensity of Ar* ion scattering
by large angles from the 13Cu and 39Cu clusters
(Fig. 1) showsthat the average energy of scattered ions
issignificantly lower for the former cluster than for the
latter one. Thisisrelated to the fact that the probability
of effective many-body interactions (especially, with
sequential events) between Ar* ions and Cu atoms is
lower for the 13Cu cluster than for the 39Cu cluster
because the former is much smaller than the latter. An
increase in the average energy of scattered ions for
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polar angles exceeding 90° and significant local devia-
tions of the corresponding points in the probability of
scattering from the approximating curves are related to
the finite size of the substrates, which results in the
absence of reflection for a small fraction of incident
ions scattered upon interaction with the clusters. The
total coefficients of Ar* ion scattering in the model
under consideration were 0.6 and 0.68 for 13Cu and
39Cu clusters, respectively. The coefficients of reflec-
tion in the range of polar angles below 90° during the
simulation time for the 13Cu and 39Cu clusters were
0.56 and 0.64, respectively. The other Ar* ions pene-
trated into the substrate, whereas no argon ions were
found in copper clusters after a 0.3-ps evolution of the
model system.
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Abstract—The position of the emitting region of alaser diode depends on the working current. This phenom-
enon, as well as the polarization of radiation, may influence the accuracy of linear measurements using such

lasers. © 2004 MAIK “ Nauka/Interperiodica” .

Linear measurements on the reference level require
using the most coherent radiation sources—stabilized
gas discharge lasers [1, 2]. In many cases, however,
laser diodes can be used as well. Such applications
include, in particular, triangulation meters of linear
dimensions. The dependence of the accuracy of laser
triangulation meters on various factors was considered
in [3-5], but the effect of laser radiation parameters
remained practically unstudied.

Information about the measured dimension is pro-
vided by coordinates of the center of a probing radia-
tion spot, which are determined using the image of this
spot on a calibrated charge coupled device (CCD) pho-
todetector scale. The accuracy of coordinate determina-
tion depends not only on the method used for this pur-
pose but on the stahility of the power density distribu-
tion (PDD) in the spot image as well. Variations of the
working current significantly influence all characteris-
tics of alaser diode, thus changing the PDD in the laser
spot image on the photodetector scale and, accordingly,
the measured coordinates of the center of the probing
radiation spot. For example, investigation of this effect
using laser diodes of the Lumex Company showed
(Fig. 1) that a change in the working current within
3 mA may lead to a shift in the spot image center by
0.5 pixel (for aCCD photodetector scal e with 2048 pix-
els, this corresponds to 0.025%).

The most probable factors responsible for the cur-
rent-dependent shift of the PDD are mode competition
and the so-called speckle noise [3]. Sharp variationsin
coordinates of the laser spot center (Fig. 1) suggest that
mode competition is of primary importance. This phe-
nomenon, together with the speckle noise, poses phys-
ical limitations on the maximum possible accuracy of
laser triangulation measurements.

The output radiation of asemiconductor laser isusu-
ally polarized. The orientation of the polarization plane
influences the character of reflection from the object
surface. The reflection coefficient depends both on the

incidence angle and on the azimuthal angle between the
polarization vector and the plane of incidence [6, 7].
Calculation of the effect of polarization characteristics
on the reflection coefficient is rather difficult because
the object surface is not always smooth. The accuracy
of such measurements is determined to a considerable
extent by the changein the reflection coefficient during
scanning of the object surface with a beam of the laser
triangulation meter. For this reason, we have experi-
mentally studied the effect of polarization characteris-
ticson the reflection coefficient of the rolling surface of
arailway car wheel.

In order to measure the dependences of the reflec-
tion coefficient on the angle of incidence and the shape
of the whedl surface, we scanned the wheel rim surface
with aprobing laser beam. As can be seen from the data
presented in Fig. 2, the obtained profiles exhibit sharp
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Fig. 1. Plot of the laser spot center coordinate X. versus
laser diode current i.
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U, entation of polarization plane in the incident laser
41450  beam. The maximum peak and minimum variations of
U, intensity of the reflected signal are observed when the
1400 incident laser beam is polarized perpendicularly to the
1350  Planeof incidence.

1300 One of the most important parameters determining

the accuracy of laser triangulation measurementsisthe
1250  diameter of the probing laser beam. One may suggest
that the smaller this diameter, the higher the measure-
1200 ment accuracy. However, this conclusion is valid only
1150  for a surface with isotropic roughness. Real surfaces

A quite frequently exhibit scars, cleavages, blisters, burrs,
UyL) =) 1100 etc., that is, possess a fractal character. The results of
(IS VR 2 . investigations show that, in such cases, the optimum

e 150 probing beam diameter depends on the properties of a
12 16 20 24 28 32 particular surface. For the rolling surface of a railway
car wheel, the profiles of reflected signal intensity mea-
. . . . sured using laser beams of various diameters are sub-
Fig. 2. Profiles of the reflection coefficient R measured b : : . : :
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alaser beam polarized (U,) in the plane of incidence and range and maximum peak of intensity are observed for
(U,) perpendicularly to this plane. a focused laser beam. An increase in the laser beam
diameter above 34 mm did not lead to adecreasein the
dynamic range. The dependence on the beam diameter
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600 can be explained by the fractal character of the wheel
surface, whereby the roughness dimensions are compa-
i rable with the beam spot size. Inthisparticular case, the
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maxima in the region where the angle of incidence is
close to the angle of observation. However, the magni-
tude of this maximum significantly depends on the ori- Trangdlated by P. Pozdeev
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Abstract—A new method of nonautonomous excitation of chaotic oscillations is proposed which makes use
of bistable systems. The formation of an original chaotic attractor in a bistable system, representing decaying
motions between two basins of attraction, isdemonstrated by numerical methods. © 2004 MAIK “ Nauka/ I nter-

periodica” .

Bistable systems are widely used in various fiel ds of
science and technology. In recent years, such systems
have been extensively studied in view of the possible
manifestations of the phenomenon of stochastic reso-
nance (see, e.9., [1]). Thisstudy was devoted to the pos-
sibility of using bistable systems for the generation of
dynamical chaos. The formation of chaotic oscillations
in a bistable system was analyzed by numerical meth-
ods using arelatively simple algorithm called the chao-
tization feedback algorithm.

Let us construct a mathematical model describing
the formation of chaotic oscillations using normalized
equations of a bistable system [2],

dx/dt = y—g(x),

dy/dt = =d(x+Y), @)

whereg(x) isanonlinear characteristic of the activeele-
ment and d is a constant coefficient. In order to provide
for the existence of two stable states in system (1), the
nonlinear characteristic g(x) can be specified in terms
of various functions exhibiting a decaying region, for
example, a cubic function [2]. Even simpler approxi-
mation for the characteristic of a nonlinear element is
offered by a circular function. In this case, system (1)
behaves like a usual triggering device in which
autooscillations are impossible. Such a system features
two singular points of the stable focus type determining
the stable states of the system. These points are sepa-
rated by a separatrix passing through a saddle.

It was established that oscillations (even chaotic) in
system (1) can be excited, provided that a feedback is
set according to a certain algorithm. Equations of the
new system can be obtained using an external harmonic
drive signal f(t) determined by the commutation condi-

tions. In this case, approximating nonlinearity g(x) by a
circular function, we have

dx/dt = y+ parctan(x),

dvidt = @)
y/dt = —3(x+y) + f(t),

where

_ [axcos(wgt), Xx>c,

f(t) = 3)

xcos(wgt), X<d;

Y, &, b, c, d are positive coefficients, and wy, is the har-
monic drive signal frequency.

Equations (2) with conditions (3) determine the
mathematical model of a nonautonomously excited
chaotic system featuring a special kind of feedback—
chaotization feedback algorithm—whereby the intro-
duced external signal f(t) depends not only on the
external action as such but on the variable x(t) as well.
Conditions (3) define the change in the function f(t) on
reaching the corresponding values of x. The model
described by Egs. (2) and (3) is sufficient for the exci-
tation of chaos in digital systems. Creation of analog
chaotic systems based on a bistable system would
require additional investigation including an experi-
mental part, which goes beyond the scope of this study.

The numerical analysis was performed using the
fourth-order Runge—Kutta method with an integration
time step of t = 0.02. Theinitia values of the variables
were taken equal to 0.1. The parameters of a bistable
system and the coefficients in Egs. (2) and (3) for the
calculation were set asfollows: p =2, 3= 1.6, wy, = 3,

=-192,b=208,c=16,andd=-15.

Figure 1 shows fragments of the time series of the pro-
cess of x(t) oscillationsin the above system. Figure 2 pre-
sents an attractor map (a) and the power Sspectrum (b)
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Fig. 1. Fragments of the time series of the oscillatory pro-
cess x(t) observed in various time intervalst [ [0, 180] (a),
[180, 360] (b), and [360, 540] (c).

of this system. As can be seen from these data, the sys-
tem described by Egs. (2) and (3) exhibits complex
oscillations. Both the fragments of time series and the
attractor and power spectrum show evidence of chaotic
motionsin this system.

The observed oscillatory process reflects the switch-
ing of motions between two basins of attraction, which
is a manifestation of bistability. The oscillations are
decaying and are switched in an irregular manner
between the x; and x, values representing singular
points (stable foci) of the bistable system correspond-
ing to the parameters selected. For the given values of
K and 9, the stable states correspond to x; = 2.33 and
Xy = —2.33.

The chaotic attractor exhibits a structure reflecting
the presence of two basins of attraction and is deter-
mined by the switching of oscillations between these
basins. This switching of decaying motions distin-
guishesthe “bistable” attractor depicted in Fig. 2afrom
the well-known attractor of the double scroll type [3].
The observed power spectrum is continuous and shows
evidence of a good mixing of the phase trajectories,
although there is a resonance increase in the spectral
power density of chaotic oscillations at a frequency of
wW=wy=3.

Chaotic motions can also be formed using bistable
systems of other types. In particular, it ispossibleto use
an overdamped oscillator, for which a stochastic reso-
nance was studied in [1]. In this case, the equation
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Fig. 2. A bistable system with chaotization feedback algo-
rithm: (a) phase portrait for t O [360, 540]; (b) power
spectrum.

describing the bistable system has the following
form[1, 4]:

dx/dt = x(a —=Bx°) + f(t). (4)

This equation determines the motion of aparticlein
the field with abistable potential under the action of the
external driving force f(t). Parameters a and 3 charac-
terize the depths of the potential wells.

For aharmonic driving forcef(t) of sufficiently large
amplitude in Eq. (4), a particle exhibits periodic pas-
sages from one potential well to another and vice versa.
By setting function f(t) in the form of a chaotization
feedback algorithm according to relation (3), it is pos-
sible to provide for a chaotic variation of x(t). The cha-
otization of oscillations in the joint solution of Egs. (3)
and (4) is observed, for example, with the following
values of parameters; a =1, =0.2,a=-4.3,b =45,
c=1.6,d=-1.4, and wy, = 3. This case corresponds to
a positive characteristic Lyapunov exponent A = 0.48.
The time series of chaotic oscillations exhibit irregular
Poincaré returns with time.

The results presented above show evidence of the
possibility of obtaining chaotic motionsin bistable sys-
tems. The proposed method, based on the chaotization
feedback algorithm, opens prospects for the transfor-
mation of regular oscillationsinto chaotic using various
bistable systems.
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A natural question arises concerning the possibility
of using the proposed feedback algorithm for the chao-
tization of oscillations in an autooscillatory system
operating in the regular regime. Thisisalso possible, as
was recently illustrated [5] for an autooscillatory sys-
tem with inertia, in which only quasi-harmonic oscilla-
tionsare excited in the absence of the chaotization feed-
back algorithm.
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Abstract—It is experimentally and theoretically demonstrated that a vectorial topological dipoleisformedin
the radiation field of the main channel of a fiber optical coupler. The dipole consists of two polarization
umbilics—of the star and lemon or the star and monstar types—and retains its structure in the course of radia-
tion propagating along the fiber, whereby the topological index remains unchanged. Using a polarization filter,
itispossibleto select two identically charged vortices corresponding to these polarized umbilics. © 2004 MAIK

“Nauka/Interperiodica” .

Recently [1], it was reported that a fiber optic cou-
pler is an optimum device for separating singular
beams (CV and IV modes [2]) and the fundamental
mode HE;; in the radiation of aweakly guiding optical
fiber [3]. Moreover, such a fiber coupler is capable of
selecting typical vectorial singularities from a variety
of singular optical phenomena, which are usually lev-
eled in single fibers because of virtualy equal energy
redistribution between eigenmodes.

This Letter reports on the results of an experimental
and theoretical investigation of the evolution of vecto-
rial singularities in the channels of afiber optical cou-
pler. The key idea of this study consisted in suppressing
the undesired influence of the fundamental mode on the
character of propagation of the optical vortices formed
in one of the coupler channels [1]. This possibility is
based on the significant difference in the coefficients of
coupling between the higher and lower maodes in the
adjacent branches. At the same time, it was experimen-
taly found that the HE;; mode is suppressed incom-
pletely and its “residues’ mediate in the formation of a
characteristic polarization singularity—a stable vecto-
rial topological dipole. The properties of such dipoles
account for the appearance of a coarse speckle structure
sensitive to weak external perturbationsin the radiation
field of few-mode fibers.

Experiment. Let us consider experimental manifes-
tations of the phenomenon of vectoria topological
dipole formation. The experiments were performed
with a'Y-shaped optical coupler made of quartz fibers.
Each fiber was capable of guiding a single HE;; mode
at awavelength of A = 1.33 um. The same fiber excited
by alinearly polarized light with A = 0.63 um can guide
12 eigenmodes. Preliminary tests showed that fibers of
the coupler exhibit a weak linear birefringence An O
1075, Each fiber had acore diameter of D =8 umand an

outer cladding diameter of d =110 um; thelength of the
region of effective mode coupling was h = 0.7 mm.

In the experimental setup, the fiber coupler formed
two arms of a modified Mach—Zehnder interferometer.
The input was excited by the circularly polarized radi-
ation of aHe-Nelaser focused by a20* microobjective.
A polarization filter placed at the output of the main
channel was capable of selecting optical vortices
formed in thefiber. The filter comprised aA/4 plate and
a polarizer with an angle of 174 between their axes. It
should be emphasized that radiation at the output of the
main channel exhibited acomplex distribution of inten-
sity and polarization.

In order to elucidate the principal polarization pro-
cesses occurring in the main channel of the fiber cou-
pler, we developed a differential Stokes polarimeter
capable of changing the distribution of the radiation
polarization state in al pixels of the image. The corre-
sponding maps could be processed and displayed by a
computer. The Stokes parameters were cal culated using
the following formulas [4],

S =L+l S =20-S,

S=21ys—S S =1-1, @

where |, and |, are the intensities of the right-hand and
left-hand polarized components corresponding to the
A4 plate oriented along they axis and the polarizer axis
making an angle of a = 314 and 174 with the y axis,
respectively; |, correspondsto a = 17/2 and the A/4 plate
till oriented along they axis; and |, was measured for
the A/4 plate making an angle of 174 with they axisand
the polarizer oriented at a = 174. The degree of elliptic-
ity Q of the radiation and the angle of orientation s of

1063-7850/04/3007-0553$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. The typical distribution of polarization states in the
radiation field of the main channel of the fiber optical cou-
pler: (a) map of the polarization states (on the background
of the light flux intensity distribution); (b) polarization
dipole formed by umbilics of the monstar and star types;
(c, d) intensity distributions and (e, ) interferograms after a
circular polarizer for (c, €) right-hand and (d, f) left-hand
circular polarization.

the large semiaxis of the polarization ellipse are given
by the formulas

A

Figure 1la showsthe typical distribution of polariza-
tion in the cross section of radiation field in the main
channel on the background of the light flux intensity
distribution. Thefield of the polarization state is conve-
niently characterized using two regions containing sin-
gular points with the right-hand and left-hand circular
polarization. In Fig. 1a, these regions (called polariza-
tion umbilics[5]) areindicated by the circle and square.
Each umbilic comprises afamily of integral curvestan-
gent at every point to the large semiaxis of the polariza-

Q= tanDlarcsinDiﬂj (B 2

_1
g = 2arctanESlD.
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tion elipse. In our case, the umbilics correspond,
according to the classification of Nye [5], to singulari-
ties of the “star” (situated in the vicinity of the beam
axis in Fig. 1a) and “monstar” (situated closer to the
topleft corner) types. Using a magnified image in
Fig. 1b, it is easy to determine the topological indices
of both star (p, = -1/2) and monstar (p, = +1/2)
umbilics. These singularities form a stable vectoria
topological dipole existing (see below) due to the pres-
ence of “residues’ of the HE;; mode incompletely
pumped to the second channel. Weak phase perturba-
tions or the field spreading along the fiber lead to rota-
tion of the dipole around the beam axis and induce
oscillations of the dipole length, not affecting the gen-
eral structure of the polarization singularity (the total
topological index s=p, + p,, = 0 is constant).

Using the polarization filter comprising a A/4 plate
and a polarizer, it is possible to select the optical vorti-
ces corresponding to these umbilics (see the photo-
graphsin Figs. 1c and 1d). At first glance, the optical
vortices originating from the vectorial topological
dipole must possess opposite topological charges.
However, the interferograms in Figs. 1e and 1f exhibit
the same orientation of the interference “forks,” which
is evidence that the topological charges are of the same
sign. It should also be noted that these vortices cannot
be simultaneously selected in the radiation field: they
correspond to mutually perpendicular circular polariza-
tions, which cannot be simultaneously attenuated by
the same polarization filter.

Theory. The chosen theoretical model corresponds
to aweakly guiding step-index fiber with a waveguide
parameter of V < 3.8, excited by acircularly polarized
light. This fiber may guide four eigenmodes: CV, TE,,
TMg;, and (fundamental) HE; ;. Asisknown [2], the CV
mode (or the optical vortex of the fiber) is a superposi-
tion of the even and odd HE,; modes (in adlightly bire-
fringent fiber, their propagation constants can be con-
sidered approximately equal), while the azimuthal
symmetric TE;; and TMy; modes combine into an
unstable 1V vortex. In experiment, the fiber may also
feature the modes with an azimuthal index | = 2, but
their weighing coefficients are negligibly small if the
fiber is excited via a coaxia |ow-aperture microobjec-
tive (see Figs. 1c and 1d). For this reason, the theoreti-
cal analysis is restricted to the four modes indicated
above.

The wave function of the radiation field can be writ-
ten in the following form [2]:

W = c"a,Fo(R)€™ + F,(R){c a,e "
+a,[c cos(3Bz)e ' —icsin(3Pz)e ] PPy
where ¢ and ¢ are the unit vectors of the right- and
left-hand circular polarization, respectively; a,, a;, and
a, are the weighing coefficients of HE,;;, CV, and IV
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Fig. 2. Evolution of the vectorial topological dipolein the radiation field of the main channel of the fiber optical coupler (the fiber
length z was selected so as to provide that the energy of IV mode would be concentrated predominantly in a partial optical vortex
with the circular polarization perpendicular to the initial beam polarization). The patterns of polarization umbilics were calcul ated
for the mode weights ag = 0.5, a; = a, = 1, and the fiber lengths z = 0.15248 (a), 0.14955 (b), 0.15143 (c), and 0.15124 m (d).

modes, respectively; Bue, Bev: Bre, Brw are the propa
gation constants of the corresponding modes; o3 =

(Brm —Be)/2, B is the scalar propagation constant
(I=2);

|:I\]O(U R)’ R< 1’ DD‘Jl(U R), R< 1’
FR =0 FR=0 )
7T EK(UR) T EKG(WR)
T R>1 T o R>1
|:| KO(U) , ' D Kl(vv) ' ’

J|(X) is the Ith-order Bessel function of the first kind;
K,(X) isthe Macdonald function; R=r/p; p istheradius
of the core fiber; and U and W are the waveguide
parameters of the core and cladding, respectively,
determined from a characteristic equation [3].

Figure 2 illustrates evolution of the vectorial topo-
logical dipole upon small variations of the fiber length.
It should be noted that the vectorial dipole consists of
two polarization umbilics: star—lemon for z = TY(25[3)
and star—monstar for the other lengths. Since the topo-
logical index of singularity of the lemon type is the

TECHNICAL PHYSICS LETTERS Vol. 30 No. 7
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same as that of the monstar (p, = p,= +1/2), the tota
topological index of the dipole is not changed during
the weave propagation. Both these states were estab-
lished theoretically and observed experimentally. Inthe
above experimental part, we presented dataillustrating
evolution of the star—monstar dipole. The results of the-
oretical modeling are presented for fiber lengths corre-
sponding to the star-lemon dipole. As can be seen from
Fig. 2, the star umbilic always occurs at the fiber axis,
whilethe lemon umbilic is shifted toward the periphery
and rotates around the axis. The distance between these
umbilics depends both on the difference &3 of the prop-
agation constants and on the relative weight of the HE,;
mode. When the fundamental mode is completely
pumped to the adjacent channel, the polarization singu-
larities annihilate with the formation of two special
lines corresponding to the linear polarization, which
are oriented perpendicularly to the optical axis of the
fiber [2]. The dynamics of these singularities is
described in detail elsewhere [3]. If the weight of HE;;
mode is comparable with the weight of the other
modes, the monstar (or lemon) is displaced to the
periphery and not detected in experiment. However,
using afiber coupler, it is possible to control the weigh-
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ing coefficient of the fundamental mode, thus holding
the monstar (or lemon) umbilicinthe observation field.

Based on the results of our theoretical and experi-
mental investigation, we have demonstrated that the
main structural element in the radiation field of a
Y-shaped fiber optical coupler isavectorial topological
dipole consisting of two polarization umbilics—of the
star and lemon or the star and monstar types. In the
course of propagation, the dipole structure remains
unchanged (the total topological index is constant),
while the lemon (or monstar) performs oscillatory
motions and rotates around the star tightly bound to the
fiber axis. The vectoria dipole correspondsto two opti-
cal vortices with identical topological charges and
mutually perpendicular polarizations, which can be
selected using a polarization filter.
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Abstract—The possibility of optimum filtration of the radiation of amercury arc lamp for subterahertz Hilbert-
transform spectroscopy with afrequency-sel ective Josephson detector is demonstrated. Hilbert-transform spec-
troscopy was used for thefirst time for measuring the transmission spectrum of ahigh-passfilter. © 2004 MAIK

“Nauka/Interperiodica” .

Hilbert-transform spectroscopy [1] is based on the
frequency-selective detection of electromagnetic radia-
tion using superconducting Josephson junctions. This
spectroscopic technigue works in a broad frequency
range around the characteristic frequency f. = 2el R /h
of the Josephson oscillation, where . isthe critical cur-
rent and R, isthe normal state resistance of the junction.
In the case of high-T, Josephson junctions, the opera-
tional frequency range extends from several tens of
gigahertz to several terahertz [2, 3]. The low-frequency
limit f, related to afinite width of of the Josephson oscil-
lation line is defined by the formula f; = &f(f) =

(3f, £2/2)¥3, where f, = 4T(2e/h)%KTR, is the Josephson
oscillation line width at high voltages (V > I.R,) and
T is the junction temperature [3]. The high-frequency
limit f,, isrelated to a decrease in the Josephson oscilla-
tion amplitude as aresult of the Joule heating [2] or the
interaction with optical phonons[3]. Sincethe classical
square-law detection and a bolometric mechanism are
operative at frequencies below and above the opera-
tional range [f,, f,], respectively, the Josephson junction
may exhibit responses not containing spectral informa:
tion and leading to distortions in the results of the Hil-
bert-transform spectroscopy measurements.

If the radiation spectrum is wider than the opera-
tional frequency range of Hilbert-transform spectros-
copy, asisthe case with mercury arc lamps [4] or tran-
sient radiation of relativistic electron beams [5], it is
necessary to eiminate the low-frequency (f < f) and
high-frequency (f > f,) components. This study was
aimed at determining the possibility of optimum filtra-
tion of abroadband radiation in Hilbert-transform spec-
troscopy.

The experiments were performed with afrequency-
selective Josephson detector based on a thin-film
bicrystal Y Ba,Cu;0O,_, junction [6] situated in an opti-
cal cryostat with liquid nitrogen. By pumping nitrogen

vapor, it was possible to provide for a working temper-
aturein the interval from 77 down to 50 K.

The broadband radiation source was based on a
200-W low-pressure mercury arc lamp [7]. In the oper-
ational frequency range of Hilbert-transform spectros-
copy, the spectrum of this source is close to the spec-
trum of blackbody with an effective temperature of about
4000 K (at higher frequencies, about 1000 K) [4]. The
maximum of the spectral power density of the given
source occurs in the region of several hundred tera-
hertz; accordingly, radiation in the frequency interval
corresponding to the operational frequency range of
Hilbert-transform spectroscopy accountsfor only about
1073 of the total output radiation power of the lamp. In
order to effectively eliminate intense high-frequency
components, we used a system of reflection and trans-
mission filters.

The mercury arc lamp was placed in the primary
focus of a reflecting ellipsoid. The radiation of this
source wasfirst directed to agold-coated echel ette grat-
ing [4] oriented at a = 45° relative to the optical axis of
the system. The echelette had a blaze angle of ¢ = 20°
and a period of d = 50 um. For these parameters, inci-
dent radiation with wavelengths A > 2\, = 4dcosaosing =
44 um exhibits predominantly zero-order diffraction [4].
This circumstance was used to provide for a prelimi-
nary cutoff of the high-frequency radiation compo-
nents. Further attenuation of these components was
provided by a fluoroplastic window at the optical input
of the cryostat and by a crystal quartz filter situated at
the cold screen of the cryostat.

A system of parabolic mirrors arranged between the
source and the cryostat formed a radiation beam with a
flat front, which was passed through a system of high-
pass filters with various cutoff frequencies in the sub-
terahertz range. We used specially designed filters com-
prising “thick” metal square cell mesh with athickness
equal tothe period. Thetheory of such filterswas devel-
oped by Chen [8, 9]. The filters are characterized by a

1063-7850/04/3007-0557$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Plots of the responses AV of a Josephson junction
versus voltage V applied to the junction detecting broad-
band radiation of a mercury arc lamp filtered by various
“thick” mesh filters: (1) without filters; (2) 1.0-mm-mesh
filter; (3) 0.5-mm-mesh filter; (4) difference between curves
1 and 2; (5) calculated response corresponding to the clas-
sical square-lawv detection; (6) calculated bolometric
response. The inset shows the general view of a square cell
mesh filter.
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Fig. 2. Transmission spectrum of a “thick” 0.5-mm-mesh
filter measured in Hilbert-transform spectroscopy.

low transmission at low frequencies. In the region of
the cutoff frequency f.; = ¢/2b (where c isthe velacity of
light and b is the square open mesh cell size), the trans-
mission exponentialy increases up to a value on the
order of unity and remains close to unity in a certain
region above this frequency. Then, in the region of f,,; =
c/a (where a is the mesh period), the transmission
reaches the level of optical transmission determined by
the ratio of open and total mesh areas: T, = b%/a?. For
the 1.0- and 0.5-mm-mesh filters, the cutoff frequencies
were f,,, = 170 and 350 GHz, the optical transmission
was 0.77 and 0.64, and the optical transmission fre-
quenciesweref,, = 300 and 600 GHz, respectively. The
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general view of such afilter is presented in the inset in
Fig. 1.

Figure 1 (curves 1-3) shows the responses of one of
the Josephson junctions (R, =25Q, IR, =1mV, T =
50 K) to broadband radiation upon various degrees of
filtration by thick mesh filters. For comparison, Fig. 1
also shows the plots of response versus voltage applied
to the junction for the classical square-law detection
(curve 5) and bolometric mechanism (curve 6).
According to our estimations, the classical response is
proportional to the second derivative of the current—
voltage characteristic V(I) of the junction: AV 0O
d?v/dI2. The bolometric response (taking into account
only the heat-induced decreasein the critical current of
the junction) obeys the relation AV [ (1/1)dv/dl.

Evidently, all the responses AV(V) measured for a
practically constant level of attenuation of the high-fre-
guency components exhibit sign reversal, in contrast to
the behavior of the bolometric response (Fig. 1, curve 6).
This fact indicates the absence of the bolometric
response and shows that a system comprising the
echelette grating, the fluoroplastic window, and the
crystal quartz filter completely eliminated the contribu-
tion of high-frequency radiation components. More-
over, the behavior of curves 1-3 also significantly dif-
fers from that of curve 5 corresponding to the classical
sguare-law detection. From this we may conclude that
the observed responses contain a significant contribu-
tion due to the frequency-sel ective Josephson detection
mechanism.

For the particular Josephson junction studied, the
characteristic frequencies were f, = 500 GHz and f; =
140 GHz. Therefore, the cutoff frequency of thefirst fil-
ter is close to the lower limit of the operational fre-
quency range of Hilbert-transform spectroscopy, while
the characteristic frequencies of the second filter arein
thisrange.

Figure 1 shows how the response shape changes
upon modification of the broadband radiation spectrum
as a result of variation in the lower cutoff frequency.
The shift of the point of the response sign reversal indi-
cates that the corresponding filter modifies the spectral
composition of radiation and shows the possibility of
frequency-selective detection using the Josephson
detector. The shape of the differential signal (Fig. 1,
curve4) ismost closeto the curve representing the clas-
sical sguare-law response. This fact confirms strong
attenuation of the low-frequency part of the radiation
spectrum (not entering into the operational frequency
range of Hilbert-transform spectroscopy) by thefirst fil-
ter. The small difference between the shapes of the dif-
ferential signal and the classical square-law response
can be explained by the fact that the first filter partly
attenuates the radiation components falling within the
operational frequency range of the given frequency-
selective Josephson detector.

Figure 2 shows a transmission spectrum of the sec-
ond (0.5-mm-mesh) filter determined in Hilbert-trans-
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form spectroscopy. In order to construct this curve, the
measured responses were used to restore the radiation
spectrawithout and with thisfilter, after which the sec-
ond spectrum was normalized to the first one. As can be
seen from Fig. 2, the thick mesh filter provides for the
exponential attenuation of components below the cutoff
frequency of 370 GHz and has a high-frequency trans-
mission close to anticipated.

The transmission spectrum of the thick mesh mea-
sured in Hilbert-transform spectroscopy qualitatively
agrees with the characteristics of such filters deter-
mined using terahertz time-domain spectroscopy
employing pulsed broadband radiation sources of
greater output power [10].

Thus, we have studied the conditions of optimum
filtrations of broadband radiation for Hilbert-transform
spectroscopy by measuring the transmission spectra of
high-pass filters with various cutoff frequenciesin the
subterahertz range. It was demonstrated that the trans-
mission spectrum of the filter determined in Hilbert-
transform spectroscopy agrees with the published data
for the values of cutoff frequencies above the width of
the Josephson oscillation line.
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Abstract—Formulas for the rate of heating and the conservative and dissipative forces of interaction between
aneutral spherical particle and the surface of ahomogeneous semi-infinite polarizable medium are obtained for
the first time in a nonrelativistic approximation of the fluctuational electromagnetic field theory for a particle
moving in vacuum perpendicularly to the vacuum—medium interface. For equal temperatures of the particle and
the medium surface, the coefficient of viscousfriction in this system istwo timesthat for the same particle mov-
ing paralée to theinterface. The same ratio is observed for the dynamic contributions to the conservative force
of attraction to the surface and the quadratic (with respect to the particle velocity) corrections to the heating
rate. It is shown for the first time that, in contrast to the parallel motion, the heating rate also includes a
linear contribution, which is dominating in the case of equal temperatures of the particle and the medium

surface. © 2004 MAIK “ Nauka/Interperiodica” .

In recent papers devoted to the theory of fluctua-
tional electromagnetic forces [1-3], we addressed the
case of a particle moving in vacuum paralel to the
boundary of a polarizable medium. In particular, we
obtained the most general expressionsfor thetangential
(nonconservetive) force of interaction between the par-
ticle and medium and the rate of particle heating for
arbitrary initial temperatures of the particle and the
medium.

Although the corresponding results for a particle
moving perpendicularly to the interface are qualita
tively quite evident, no such data were available until
now because of considerable mathematical difficulties.
In particular, it was known that the coefficients of vis-
cous friction for the perpendicular motion of charged
particles and dipole molecules are two to four times
greater than those for the parallel motion [1, 4, 5]. On
the other hand, according to calculations of the tangen-
tial dissipative forces at a zero temperature [5, 6], the
friction coefficients for physically adsorbed atoms per-
forming decaying oscillations may differ by afactor of
5[5] or 6.3 [6]. Thus, the question concerning the exact
relation between the friction coefficients in the cases of
parallel and perpendicular motion remained open.

The purpose of this study wasto develop our nonrel-
ativistic theory [1-3] so asto include the case of anor-
mal motion of particles relative to the vacuum—medium
interface. These results are principally necessary for
interpretation of the results of atomic force microscopy
obtained in the modulated interaction regime, whereby
the probe oscillates perpendicularly to the sample sur-

face. Using such atheory and the previousresults[2, 3],
it would be possible to obtain analogous formulas for a
particle moving at an arbitrary angle to the interface.

Accordingto[2, 3], the force of interaction between
amoving neutral particle and the surface of a semi-infi-
nite medium is given by the expression

F = Qd*0)E"D+ Qd"0)E*™] 1)

where d¥®, d" and E®, E" are the spontaneous and
induced components of the particle dipole moment and
the electric field at the surface, respectively, and angle
brackets denote complete quantum-statistical averag-
ing. Projecting Eq. (1) onto the direction of particle
motion and assuming for certainty that the particle
velocity vector V is directed toward the surface, we
obtain

F = Qd*D)ED+ qd"D)EPD )

By the same token, the rate of heating (cooling of the
particle) can be expressed as [ 2, 3]

O = med= @W¥E"0+ W"E* 3)

Following the method developed in [1-3], calcula
tions are performed upon replacing the quantities in
Egs. (2) and (3) by the corresponding integral Fourier
expansions with respect to spatial variablesx, y (in the
interface plane) and the time t; the field components
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'J,'k (2) and E;), (2) aretaken at the point (z,— Vt) where

the particle occurs at the current time moment (z;, isthe
particle-surface distance at t = 0). Then, the vector

E (2) is expressed via the electric potential deter-

mined from a solution of the Poisson equation (%@ =
4rdivP. The Fourier components of the polarization
vector P(X, Y, z, t) induced by the particle are expressed
as the Taylor seriesin powers of the velocity, in which
the first three terms are retained:

Puc(2) = dP(w)3(z-2,) —iV ™ (w) 3 (2~ 2)

@
—%d P(00) 5" (2=2,).

Note that expansion (4) impliesthat Vit < z,. An analo-
gous expression is obtained for the field vector

o (zo— Vi) used to calculate the induced dipole

moment d™"(t) of the particle via the well-known inte-
gral relation

d"(t) =}0((T)Es'°(t—T)dr = (2n)‘3IIId2kdooa(w)
(5

2 (20) - 1kVE S (20) - L ES (2o Hop i),

where dots above the Fourier amplitudes denote differ-
entiation with respect to time.

A solution to the Poisson equation with allowance
for relation (4) and the corresponding boundary condi-
tions was obtained previoudy (see, e.g., [7]). Correla
tors between the Fourier transforms of the dipole
moment and the electric fieldin Egs. (2) and (3) arecal-
culated as described in [1-3]. Additional termswith the
coefficients Vt arising in these calculations are elimi-
nated by the limiting transition t — 0. The proposed
approach is justified (besides the adopted approxima-
tion Vit < 7)) by thefact that the same limiting transition
has to be performed in obtaining an approximate solu-
tion of the problem concerning the parallel motion of a
particle (with analogous expansions of the polarization
and electricfield vectors) in order to obtain results coin-
ciding with the exact solution [1-3].

Finaly, an expression for the force of interaction
between the particle and the surface appears as

- ZOJ'B: () A' () cothEkw?E
+a'(w)A"(w) coth %E%jw
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l %} (w) 90 coth (kT
(6)
e (m)d“ () corn 2
lShV d A (oo) Owh 7
coth CkoTy T

e (co)OI 2 (‘”)c otn 2,
(JL) B

where T, and T, are the temperatures of the particle and
g(w)—1
e(w)+1
tric response function; (w) is the permittivity of the
medium; a(w) is the dynamic polarizability of the par-
ticle; and primed and double-primed quantities denote
the real and imaginary components. The first and third
terms in formula (6) are related to the conservative
force of the particle-surface interaction taking into
account the static van der Waals attraction and the first
dynamic correction, while the second term describes
the viscous dissipative force. The next term in the
expansion for the dissipative force, which is propor-

tiona to \ﬁ/zg, is omitted. The small parameter in this

expansion is V/zywy, where wy, is the characteristic
absorption frequency in the electromagnetic spectrum.

the surface, respectively; A(w) = isthedielec-

For a nonlocal dielectric permittivity function g(k,
w), formula (6) can be generalized using the same
approach as that described for the case of parallel
motion [3, 8]. For example, the dissipative component
of theforceis expressed as

F, = o’ ep(-202)d qux"(w)dA bt
()
x coth E(w'?%r A'(q, m)da () cotth_TfEij,

where q is the two-dimensional projection of the wave
vector k onto the (%, y) plane and

+o00

_q| _ dkz
m+ql’ _[,(q2+ K)e(k, w)

A(q, w) = (8)

By analogy with the above calculation of the fluctu-
ational force, we obtain the following expression for
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rate of heating determined by formula (3):

[

Q = - fdwwd (w)A"(w)
Tt

0

1 1
8 [exp(ﬁoo/kBTl) T17 exp(halkgT,) = 1}

3ﬁv°° dA((o) 0
_41123! wd'(w)—— othEk O
9)
ShZdeA"(w)——-(wa (00)) coth EQEZE
3hv wa"(w)@:
- ean p D FOS )

[Pk TH

A comparison of the numerically calculated coeffi-
cients at the terms proportional to the squared velocity
in formulas (6) and (9) with the corresponding data for
the case of parallel motion [2, 3] shows that the former
values are twice as large as the latter ones. A substan-
tially new result is the presence of linear (with respect
to the velocity) second and third terms in Eqg. (9). As
can be readily seen for equal temperatures of the parti-
cle and the interface (when the static contribution to the
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heating rate given by the first term in Eq. (9) is zero),

the dominating contribution to Q is due to these linear
terms.

If the functions determining the dielectric properties
of the particle and medium are continuously differen-
tiable, the expansions in powers of the parameter
V/Z,uy can be continued. This providesfor the principal
possibility of restoring the most general form of thefre-
guency functionals for the interaction force and the
heating rate.
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Abstract—We have studied conditions admitting the vibrational transport of a piezoelement along a string by
means of low-frequency excitation of this piezoelement. Transportation of the piezoelement takes place only in
certain regions of the string. The positions of these transport regions correspond to the nodes of standing trans-
verse waves in the string and are determined by the frequencies of excitation and the natural transverse oscilla
tions of the string. The position of the piezoelement on the string can be controlled by smoothly varying the
frequency of the applied voltage. © 2004 MAIK “ Nauka/Interperiodica” .

Introduction. Vibrational wave transportation is
used for the transfer of objects over a surface of an
elastic resonator excited by impact or by a kinematic
action [1]. Itisaso known that the wave motion can be
used for spraying liquids [2] and transferring micro-
scopic particles over the surface of a plate [3]. The
vibrational transport of particles is provided by waves
excited in the carrying surface by an independent exter-
nal source.

Previoudly [4], the effect of transportation was
reported for a piezoelement hanging on a string. This
effect indicated the possibility of vibrational transpor-
tation of a source of oscillations at a velocity signifi-
cantly exceeding that of the particles occurring far from
the source of oscillations on the same surface. It was
suggested that this phenomenon is related to the high-
frequency repulsion of the piezoelement from the crest
of an elastic wave excited in the string. In this context,
it was of interest to study the effect of string oscillations
propagating in the form of elastic waves on the vibra-
tional motion of a hanging piezoelement.

Experimental arrangement. The experiments
were performed using a device with a nichrome string
(20Kh80N alloy, density p = 7.72 x 10° kg/m®) with a
diameter of 0.62 mm (Fig. 1a). The horizontal part of
string 1 was stretched between ribs 2 of base 3. Thedis-
tance between ribs determined the resonator length
(0.6 m). The device was equipped with dynamometer 4
measuring load with an accuracy of +2% and allowed
the string tension to be smoothly varied by control 5.
The source of oscillations was piezoelement 6 compris-
ing two ZP-4 plates (jointed by soldering in order to
increase the amplitude of oscillations) with atotal mass
of 6 x 103 kg. The piezoelement was freely hanging on
a 45-mm-long bracket 7 made of the string material
(nichrome). The piezoelement was excited by a sinuso-
idal control voltage with an amplitude of 25V supplied

via flexible leads from am audio-frequency oscillator
with an amplifier. The frequency of the driving voltage
was monitored by a digital frequency meter and the
amplitude was measured by a two-channel oscillo-
graph 11. The piezoelement was excited in the range of
low freguencies from 0.1 to 2 kHz; the string tension
was F = 50, 75, 80, 90, or 100 N.

Oscillations of the string were monitored in various
regions using the optical (shadow) technique (Fig. 1b).
For this purpose, a beam of laser 8 was focused by
lens 9 on the string surface perpendicularly to the plane
of oscillations. Oscillating string modulated the light
flux incident onto the surface of photodiode 10 situated
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Fig. 1. Schematic diagram of the (a) mechanical and
(b) optical experimental arrangement: (1) string; (2) ribs;
(3) base; (4) dynamometer; (5) string tension control;
(6) piezoelement; (7) bracket; (8) semiconductor laser;
(9) focusing lens; (10) photodiode; (11) oscillograph.
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Fig. 2. (8) Experimental diagrams of the positions x of
regions admitting the vibrational motion of a piezoelement
aong astring (L =0.6 m, F =50 N) for various excitation
frequencies fgim: (b) plots of the fg4i,(X) for the vibrational
motion of the source of oscillations along the string calcu-
lated using relations (3) and (4); f;—f5 are the frequencies of
natural oscillations of the string.

behind the string. The output signal of this photodiode
was fed to the second channel of oscillograph 11 to be
compared to the oscillations of piezoelement 6. Using
this scheme, the amplitude of transverse oscillations of
the string could be measured with asensitivity of 1 um.
In the course of experiments, the maximum amplitude
of transverse oscillations of the string reached 0.5 mm.

Calculations were performed assuming that the
transverse oscillations in the string propagate in the
form of elastic waves with the velocity v,, dependent on
the string tension F, material density p, and cross sec-
tionareaS v, = (F/p9Y2

Resultsand discussion. It was found that the piezo-
element excited in the indicated low-frequency range
performs slow vibrationa motion with the bracket
along the string at a velocity of 1-2 mm/s. This motion
takes place only in certain regions of the string with a
length not exceeding 20 mm. For afixed excitation fre-
guency, there are several regions of such vibrational
motion centered at points arranged along the string
symmetrically relative to its center (Fig. 2a). As the
excitation frequency is varied, these regions shift along
the string, but the motion near the string ends (at the
ribs) isobserved for al excitation frequencies. Thus, by
smoothly varying the oscillation frequency of the
piezoelement, it is possibleto control its position on the
string.

It was experimentally demonstrated that, under the
conditions of vibrational motion of the source of oscil-
lations (piezoelement), the maximum amplitude of
transverse oscillations of the string is observed in the
regions between the point of hanging and the ends. Var-
ious parts of the string may oscillate at two different
frequencies, fy;,, and nfg;,, wherefg;,, isthe stimulating
source (piezoelement) frequency andn=2, 3, 4, ....

The observed results can be explained by impact
interaction between the source of oscillations and the
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string. Both transverse and longitudinal elastic waves
are simultaneously excited at a point where the bracket
touches the string. The amplitude of these waves can be
large when the source oscillates relative to an immobile
part of the string or when the oscillations at the hanging
point are absent. Since the string ends are fixed, trans-
verse oscillations at the ends are impossible. Oscilla-
tions of the sourcerelative to the string in these regions
are always sufficient to excite elastic waves as a result
of impact action upon the string surface. At certain fre-
guencies of this action, the elastic waves propagating
along the string induce resonance transverse oscilla-
tionsin the form of standing waves.

The wavelength A4 of a standing transverse wave
equals the distance between nodes, which amounts to
half of thelength of ausual transverse wave. In the case
of natural oscillations, an integer number of standing
waves are accommodated on the string. The corre-
sponding wavelengths can be expressed through the
parameters of the string and the natural frequency f,,.:

Ay = (FIpS)Y212f gy )

The frequencies of natural oscillations of a string with
the length L form the harmonic sequence fygun = Nfioun
(whereN=1,2,3,...)and

fiomm = (FIpS)"2I2L. )

Excitation of the standing transverse waves in the
string is aso possible when the source of oscillation
occurs in the other region at a certain distance x from
one of the string ends. In this case, the excitation fre-
guency fy;m and the position x are determined by afam-
ily of curves (Fig. 2b) obeying the equations

foim = NV /2x, 0<x<L; 3

foim = NV /2(L-X), O0<x<L. 4

As can be seen from Fig. 2b, the points of intersec-
tion of these curves correspond to the excitation fre-
guencies equal to the frequencies of natural oscillations
of the string (f4i, = foun)- At the same time, these points
coincide with the nodes of standing transverse waves
formed during the natural oscillations of the string. In
this case, al regions of the string oscillate with the
same frequency and an integer number of the wave-
lengths of standing waves are accommodated on the
string length.

If fgim # founs that is, when the point (X, fgiy,) In
Fig. 2b does not coincide with the intersection of
curves 3 and 4 (but belongs to one of these curves),
experiments show that various parts of the string may
oscillate with different frequencies: fy;,, and nfg;,, (N =
1, 2, 3, ...). As a result, standing waves of different
lengths, Agim = V/2fgm and Aigim = Vy/2nfg, are
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excited in various parts of the string. These wave-
lengths obey the relation

I}\s.tim-" m)\lstim: L, (5)

where| and mare integers.

The results of analysis and calculations performed
for all values of the string tension used in our experi-
ments showed that the observed coordinates of the cen-
ters of regions featuring the vibrational motion of the
piezoelement along the string coincide to within 0.5%
with the curves constructed using Egs. (3) and (4).
From this we infer that the vibrational motion of the
source of oscillations takes place in the regions where
the transverse oscillations are absent. Theseregions are
observed at the string ends and at the nodes of standing
transverse waves excited by this source in the string.
When the sourceis outside these regions, oscillations of
the string may cause damping of theimpact. Asaresult,
the amplitude of oscillations of the source relative to
the string drops and the vibrational motion of the source
along the string ceases. This behavior indicates that the
mechanism of the vibrational motion of an oscillation
source operative in the course of transportation along
the string is different from the mechanism involved in
the wave transport of particles occurring far from the
wave source [1, 2].

Conclusions. Transverse oscillations of the string
excited in the course of vibrational transportation pro-
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duce damping of the source oscillations. Asaresult, the
vibrational motion is observed only at the string ends
and at the nodes of standing transverse waves excited
by this source in the string, that is, at the points where
the transverse oscillations are absent. This result sug-
gests that the mechanism of the vibrational transporta-
tion of an oscillation source along the string, in contrast
to the mechanism involved in the wave transport of par-
ticles occurring far from the wave source, is not related
to transverse oscillations of the string. However, the
excitation of transverse oscillations provides conditions
when a piezoelement can be transported aong the
string by smoothly varying the frequency of the sinuso-
idal driving signal.
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Abstract—We have studied the physical properties of anew class of field electron emitters representing metal
cathodes covered by thin polymer films based on a soluble imide—siloxane copolymer. Polymer coating leads
to an increase in the emission current and provides for a quite stable field electron emission of flat polished
molybdenum and niobium cathodes. © 2004 MAIK “ Nauka/Interperiodica” .

In recent years, much effort has been devoted to the
search for promising materials for field emission cath-
odes capable of stably operating under the conditions of
a relatively low vacuum (i.e., at aresidual pressure of
10 Torr and above). Numerous variants of field emis-
sion cathodes based on carbon-containing materials
have been described in research papers and patents. The
list of promising materials includes, in particular,
(i) carbon fibers [1, 2], (ii) massive carbon plates pro-
cessed by radiation technologies ensuring the forma-
tion of a well-developed surface in initially smooth
cathodes [3], and (iii) nanodimensional carbon struc-
tures such as nanotubes[4]. It was al so reported that the
field electron emission from silicon and molybdenum
point cathodes increases upon coating with diamond-
like films by methods of chemical vapor deposition or
electrophoresis [5].

This Letter presents the results of investigation of
the physical properties of a new class of field electron
emitters—metal cathodes coated by thin (1-2-um-
thick) polymer films based on a soluble imide-siloxane
block copolymer. Previously [6], we reported on an
anomalously high channel conductivity of this copoly-
mer placed between metal electrodes. Imide-siloxane
copolymer synthesized as described in [7] possesses a
structure composed of polyester imide blocks and
siloxane imide blocks [8]. The former blocks represent
alternating dianhydride and aromatic diamine residues,
and the latter blocks represent alternating dianhydride
and siloxane diamine residues. This copolymer was
selected because it exhibits no viscous flow at room
temperature (in contrast to poly(dimethylsiloxane)) due
to the aromatic imide fragments and is capabl e of form-
ing strong coatings on metals. By varying the ratio of
flexible oligo(dimethylsiloxane) and more rigid aro-
matic imide fragments, it is possible to control the
supramolecular structure of these polymer films. The

modulus of elasticity and the strength at break of a
40-pm-thick film amount to 40 £ 1 and 6.5 + 0.3 MPa,
respectively, while the temperature of the onset of ther-
mal decomposition of the imide-siloxane copolymer
exceeds 400°C. The polymer films are characterized by
good adhesion to metals.

Thin polymer coatings with a thickness of about
1um were applied onto polished edge surfaces of
molybdenum and niobium cathodes with a diameter of
5 mm by the method of solution spreading. For this pur-
pose, the calculated amount of a 5% copolymer solu-
tion in anhydrous N-methyl-2-pyrrolidone was placed
onto the cathode surface, after which the solvent was
removed by heating the electrode in a thermal box for
1-2hat 100°Cinair at atmospheric pressure. The poly-
mer film thickness was determined with the aid of an
MII-4 interference microscope (LOMO Company,
Russia).

The surface topography of polymer coatings was
studied by the method of atomic force microscopy
(AFM) in air. The measurements were performed in a
resonance regime on a Solver P47 instrument
(NTMDT, Russia) using NSG11 silicon probes
(NTMDT, Russia) with a curvature radius of the probe
tip below 40 nm. The AFM topograms of the polymer
surface measured prior to field electron emission mea-
surements showed that the surface roughness did not
exceed 30 nm, which allows the surface to be consid-
ered as sufficiently smooth.

The field electron emission from polymer-coated
cathodes was studied in a vacuum of 1076 Torr. The
distance from the flat cathode to a grid anode was
0.5-1.5 mm. The grid anode was made of the shadow
mask of aTV tube. The cathodeimagesformed on aflat
luminescent screen were monitored with the aid of a
TV camera, digitized, and stored in a computer mem-
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Fig. 1. Luminescent image of operating polymer-coated
field emitter (cathode diameter, 5 mm).

ory. The screen occurred at a grid potential and was
positioned at asmall distancefrom thegrid so asto pro-
vide for afourfold magnification.

The current—voltage characteristics of the cathodes
were measured in both forward and reverse directions
by high-voltage scanning at a frequency of 50 Hz. The
values of current and voltage were measured with a
two-channel digital oscillograph and stored in a com-
puter memory. The experimental setup was linked to
computer via a standard ot with a laboratory-made
interface plate of special design providing 16 bit/channel
data acquisition at a sampling frequency of 100 kg/s.

567

The lower threshold electric field strength for
which the field emission current was detected from
a cathode coated with the imide—siloxane copolymer
was 4 kV/mm. However, the primary activation of the
electron emitter required applying a field 2.5-3 times
higher than thislower threshold. It should be noted that
the field emission from bare (uncoated) polished metal
electrodes did not take place below 25 kV/mm.

Figure 1 shows the typica luminescent image
formed on a screen by electrons emitted from a poly-
mer-coated flat niobium cathode at an electric field
strength of 6 kV/mm. As can be seen, the electron
emission centers are distributed over the entire cathode
surface.

The AFM topography of a polymer film after the
field emission measurements showed that the initial
surface was strongly modified: there appeared cusps
with a height of up to 400 nm (Fig. 2a). The formation
of cusps on the polymer surfacein astrong electricfield
can be explained by loca electrification due to self-
injection of charge carriers from the metal electrode
into arelatively elastic polymer matrix [9].

The reversible current—voltage characteristics
(Fig. 2b) measured at relatively low bias voltages
agrees with the Fowler—Nordheim theory, which is evi-
dence of the field emission regime of operation of a
polymer-coated cathode. However, further increase in
the applied voltage (above ~6000 V) is accompanied by
aslower growth in the current.

log(I/U?) [A/V?]

_10.5}
(b)
_11.0F \
115} ’3&
bR
_12.0f s
>
_12.5F %
4
*
_13.0 ' '
1.0 15 2.0
104U, 1V

Fig. 2. Polymer coated field emitter: (a) an AFM image of amodified polymer surface showing cuspswith aheight of up to 400 nm;
(b) a current—voltage characteristic of the imide-siloxane copolymer on a niobium substrate plotted in the Fowler—Nordheim coor-

dinates.
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X-ray analysis of a polymer film after the emitter
operation for several hours at a field strength of E >
10 kV/mm in the interelectrode gap and an emission
current of | > 1 mA showed the presence of a consider-
able amount of carbon-containing inclusionsformed as
aresult of the thermal decomposition of the polymer.
Thisisevidence of alocal heating of the polymer coat-
ing above 700°C by the emission currents. This was
accompanied by the transfer of a considerable amount
of the carbon-containing material to anode and by non-
uniform luminescence of the screen, whereby some
emission centers disappeared and the new centers
appeared.

Thus, it was demonstrated that the use of a polymer
coating as the field electron emitter material may have
good prospects in some applications because of
(i) energy-saving technology, (ii) simplicity of cathode
fabrication (preliminary sharpening of the cathode sur-
face is not required), and (iii) good stability under the
conditions of ion bombardment in technical vacuum.
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Abstract—The possibility of obtaining attosecond pulse trains during second harmonic generation by high-
intensity femtosecond pulses is demonstrated by means of computer simulation. The attosecond pulses are
formed at the basic frequency with alow efficiency (<8%) of the energy conversion from first to second har-
monic. The regimes of attosecond pulse generation at the double frequency are considered. © 2004 MAIK

“Nauka/Interperiodica” .

The problem of obtaining attosecond pulses has
received much attention in recent years[1-7]. One pos-
sible method consistsin the formation of atrain of such
pulses during the generation of a difference frequency
in the terahertz range or during the cascade multiplica-
tion of the frequency of high-intensity femtosecond
pulses[1, 2]. Thelatter approach ismore interesting for
us due to simultaneous manifestation of the nonlinear-
ity of various orders for such pulses, since previously
(see [8-11] and other papers) we studied the second
harmonic generation (SHG) under similar conditionsin
order to provide for a high conversion efficiency.

Let usrecall that doubling of the frequency of high-
intensity femtosecond pulsesis accompanied, in partic-
ular, by the phenomenon of optical bistability mani-
fested in the formation of spatial contrast structures (in
the one-dimensional case, kinks). The optical bistabil-
ity may also lead to the appearance of temporal contrast
structures in the form of sharp fronts. Therefore, using
optical bistability and modulating apulse, it ispossible
to form asequence (train) of pulses whose width can be
a factor of ten (or even more) smaller than that of the
initial pulse. In the case considered below, the required
modulation of the initial pulse is provided by the sec-
ond-harmonic wave generated (in the given regime)
with a 6-8% conversion of the primary pulse energy.
The remaining energy is distributed (probably, in equal
fractions) between subpulses of the basic-frequency
wave. It should be noted, however, that a sequence of
subpulses (or asingle pulse) can a so be obtained at the
second harmonic frequency, but their energy will not
exceed 60% of the primary pulse energy.

Assuming group synchronism, the SHG process
under consideration can be described by the following

system of equations written in terms of dimensionless
variables:

O 11D, 22 s iyA A 4 i A + 280 =0
on’
O<z<lL,,
(1)
% IDZ—AZ +iyAER ™M +ioAL2 A+ [A) = 0,
02 an

, = 20, = 20.

Here, n isthe dimensionlesstime in the frame of refer-
ence moving with the basic-frequency wave pulse; zis

the normalized longitudina coordinate, D; ~ 0. 50 k’

are the coefficients characterizing the second-order di s

persion of the jth wave; k; and ®; arethe dimensional
wavenumber and frequency of the jth wave, respec-
tively; y is the nonlinear coupling coefficient of the
interacting waves; Ak = k, — 2k; is the dimensionless
detuning of the wavenumbers; a; are the wave self-
action coefficients; A arethe complex amplitudes of the
harmonics (j = 1, 2) normalized to the maximum ampli-
tude of the first harmonic in the initial cross section of
the medium (z=0); and L, isthe length of the nonlinear
medium.

In the input cross section, the initial pulse of the
basic frequency is described by the Gaussian or hyper-
Gaussian distribution

Al(z=0,n) = AX(N) = exp(—(n/1)*/2),
O0sn<lL,

)
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Fig. 1. Evolution of the basic-frequency pulse shape along the propagation axis (in various cross sections with the coordinate z)
simulated for o = 16, y= 4, Ak = -2, 1 = 4, D; = 1, and D, = —1.5. Dashed curve in the cross section z = 0.45 shows a part of the

initial femtosecond pulse.

where L, is the dimensionless time interval during
which the process is analyzed. The second-harmonic
wave amplitude in the initial cross section is zero:
Axz=0,n)=0.

Figure 1 shows an example of the regime of genera-
tion of atrain of subpulses at the basic frequency, with
a subpulse width equal to approximately 1/20 of the
input pulse duration (for comparison, a part of the basic
pulse is depicted as well). It should be noted that the
pulse propagation regime under consideration is
observed under certain conditions. First, cubic nonlin-
earity effects (wave self-action) must dominate over the
guadratic nonlinearity manifestations. In this case,
there are two SHG regimes corresponding to high and
low conversion efficiency. Second, second-order dis-
persion must have opposite signs for the basic-fre-
guency and second-harmonic waves (which frequently
takes place in physical experiments) [12], whereby the
pulse exhibits compression for the fundamental wave
and decompression for the double frequency wave.

An analysis of Fig. 1 reveals severa stages in the
pulse propagation. In the first stage, the initial pulse
exhibits compression over a pathlength of z< 0.5. Asa
result, the pulse width decreases by a factor of several
tens with simultaneous tenfold growth of the pulse
intensity. This subpulse occurs at the center of the ini-
tial pulse, above a background on the order of unity. It
should be noted that this stage is most critical from the
standpoint of experimental realization, since consider-
ably increased intensity may lead to breakdown of the
nonlinear medium. This poses limitations on the initial

TECHNICAL PHYSICS LETTERS  Vol. 30

pulse intensity and implies selection of the nonlinear
medium assuring realization of this regime.

In the course of subsequent propagation (z > 0.5),
the basic-frequency pulse splits into subpulses with an
intensity not exceeding several dimensionless units.
The number of these subpulses is determined by the
pathlength and increases with z. An increase in the
number of pulses is accompanied by their virtualy
compl ete disappearance (Fig. 1). In the case under con-
sideration, five identical subpulses with an intensity of
4 areformed at z= 0.95.

For a pathlength above z = 1, the formation of new
subpul ses continues, but we failed to obtain subpulses
of equal amplitudefor z< 2 (seeFig. 1, z= 1.98). Nev-
ertheless, it should be noted that the time interval
between subpulses keeps increasing, which may
present certain interest in practical applications of the
observed generation regime. Apparently, with further
increasein the pathlength, the number of subpulsesand
the interval between them will continue to grow. How-
ever, this growth will slow down because of a decrease
in the peak intensity for a part of subpulses.

Another remarkable peculiarity of the regime under
consideration is the shape of separate subpulses, which
is closeto the classical soliton shape:

2 _ —2[ ]
|Al° = I,ch GO

For example, Fig. 2b shows the shape of a subpulse
formed at z=0.98 approximated by function (3). Ascan
be seen, thefit is very good. Small deviations observed

©)
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at the leading and trailing pulse fronts are related to the
onset of the process of merging into a single pulse,
whereby the subpulsesin this section are already some-
what coupled. In other sections, where the subpulses
are well separated, the fit between subpulses and the
approximation in the low-intensity parts is much better
(see Fig. 2afor z=0.95). Using this circumstance, it is
possible to form solitons. To this end, it is necessary to
changethe properties of the medium past acertain cross
section so as to eliminate the effects involving the qua-
dratic nonlinearity.

An analogous behavior of the propagating femto-
second pulses is observed for other relations between
the constants characterizing nonlinearities. In particu-
lar, the coefficient y can be increased by afactor of two.
Therefore, the results of calculations presented here are
by no meansthe only possible realization of the regime
of subpulse train formation.

It should be emphasized that there are several possi-
bilities to reduce the maximum pulse intensity reached
in a medium. For this purpose, it is possible either to
select the medium (or the basic-frequency wavelength)
in which both second-order dispersions are positive or to
introduce a phase shift in a certain cross section [8-11].
Using any of these methods, it is possible to reduce the
maximum pulse intensity by a factor of about 1.5 (to
5-6 dimensionless units) and to shift the corresponding
Cross section deeper into the medium.

To summarize, we point out that SHG by high-inten-
sity femtosecond pulses leads under certain conditions
to the formation of a train of regular subpulses at the
basic frequency, whereby no morethan 10% of theinci-
dent light pulse energy is converted in the second-har-
monic wave energy. Therefore, the basic fraction of the
initial energy is retained in the subpulses. The number
of subpulses can be controlled by varying the length of
the nonlinear medium. The second-harmonic wave is
necessary for modulation of the basic-frequency pulse
ensuring the contrast structure development due to a
bistable generation regime.

In conclusion, it should be noted that our computer
simulations also demonstrated the formation of sepa-
rate subpulses (up to three) at the double frequency.
However, the energies of these pulses were signifi-
cantly lower than those of the basic-frequency sub-
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Fig. 2. A comparison the shape of an individual subpulse
(solid curve) and soliton (the inverse hyperbolic cosine
pulse according to formula (3)) in two cross sections (a) z=
0.95, 15 =4.103, 1= 0.15; (b) z=0.98, I = 3.04, 1= 0.2.

pulses in the case considered above. This is explained
by the fact that the conversion efficiency with and with-
out a phase shift introduced at a certain cross section
does not exceed 60 and 30%, respectively.
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Abstract—We have studied the effect of thermal treatment in vacuum on the optical transmission of 6H-SiC
samples with a porous layer on the Si face in the visible and near infrared spectral range. An analysis of
changes in the absorption coefficient shows that the process of graphitization begins at a temperature below

700°C. © 2004 MAIK “ Nauka/Interperiodica” .

As is known, the surface of silicon carbide (SiC)
heated in vacuum exhibits a tendency to graphitization
(on both Si and C faces) as a result of the thermal
decomposition of SiC with the evaporation of Si atoms.
This process was studied for a 6H-SiC(0001) surface
by means of low-energy electron diffraction (LEED),
Auger electron spectroscopy (AES), and other tech-
niques [1-3], which gave somewhat different results.
The AES data [1] showed that the onset of graphitiza-
tion (T,) takes place only after heating to 1000°C,
whereby the peak of silicon decreases and the peak of
carbon increases and changes shape from “carbide’ to
“graphite” type. According to the LEED data, anneal-
ing a 1000°C leads to the appearance of traces of a
graphite structure in addition to the initial SIC struc-
ture, while only graphite structure is observed on the
(0001) surface after heating to 1500°C. The results of
ellipsometric measurements performed in the same
investigation showed that layers with the optical con-
stants characteristic of graphite appear at temperatures
above 1200°C. At the same time, it was ascertained [1]
that a graphite monolayer on the Si face may form
already upon heating to 800°C. The results obtained in
[2, 3] indicated that T, [11000°C.

We have studied the process of graphitization in
porous SiC (por-SiC). The porous material possesses a
well-devel oped surface and can be studied by alterna-
tive methods.

The poresin 6H-SiC develop to form a herringbone
pattern comprising a chain of tetrahedra aligned in
directions close to the normal to the (0001) basal plane.
The bases of these tetrahedra are parallel to the basal
plane, while the vertices are directed outside of the
porous layer [4, 5]. We have studied samples with a
porosity of <20% (seetable); therefore, the total area of
bases in one layer of tetrahedra accounts for approxi-
mately the same fraction of monolayer. However, since
the height of a tetrahedron is 20-50 nm, the chain
length (equal to the porous layer thickness, which ison

the order of 10 um) accommodates several hundred tet-
rahedra. The absorption of light in such a structure must
significantly increase compared to a flat surface, pro-
vided that the pore walls are covered with at least a
monolayer of a substance whose absorption coefficient
is substantialy greater than that of SiC. Additional
absorption may take place on three side faces of the tet-
rahedra, although we may suggest that the rates of
graphitization on the side faces and basal plane are dif-
ferent. Indeed, it was shown [1, 2] that therate of graph-
itization on the C face of SiC is markedly higher than
that on the Si face. A considerable increase in the opti-
cal absorption of aporous material as aresult of graph-
itization allows this effect to be detected and studied
using relatively simple optical methods.

This study was aimed at determining the tempera-
ture of the onset of graphitization in porous 6H-SiC.

The experiments were performed with two polished
n-type 6H-SIC plates. Sample 1 was prepared by the
Lely method and had a concentration of uncompen-
sated donors of NN, = 4 x 10*” cm3. Sample 2, with
NN, = 4.5 x 10*® cm3, was obtained by a modified
Lely technique (CREE Company) and characterized by
amisorientation of 3.5° relative to the crystallographic
c axis. The latter sample was divided into two parts (2a
and 2b). The porous layers were formed on the Si
faces of plates by electrochemical etching in HF—
H,0-C,Hs0OH (1 : 1: 2) mixture under UV illumina-
tion. The etching was performed at a current density
of 15 mA/cm? for 20 min (sample 1) and 15 min (sam-

Parameters of porous layers in 6H-SiC samples studied

Parameter Sample 1 Sample 2
Porous layer thickness, um | 26.3+ 0.5 [(11.3-14.8) + 0.5
Relative porosity, % 11+1 17+1
Effective pore diameter, nm 43.7 27.3

1063-7850/04/3007-0572$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Transmission spectra n(A) of sample 1 before
(initial) and after isochronous vacuum anneals for 1 h at
(1) 700, (2) 1100, and (3) 1500°C.

ples 2a and 2b). The porous layer thickness was mea-
sured using a scanning electron microscope; the rela-
tive porosity was determined gravimetrically; the effec-
tive pore diameter was determined using an X-ray
diffraction technique [5] based on the width of adiffuse
halo in the X-ray rocking curve. These parameters of
the porous structure of samples 1 and 2 arelisted in the
table. Considerable differences in the characteristics of
samples 1 and 2 reflect the fact that the porosity in SIC
significantly depends on the level of doping and on the
density and types of structural defects [6], rather than
on the duration of etching (the effective pore diameter
and the relative porosity very dlightly depend on the
etching time).

The samples with porous layers were annealed in a
vacuum of 1076 Torr. Sample 1 was subjected to iso-
chronous anneals for 1 h at T, = 700, 1100, and
1500°C; sample 2a was annealed for 1 h only at
1100°C, and sample 2b, at 1500°C. The porous layers
in annealed samples exhibited visible blackening. The
spectral characteristics of the samples with porous lay-
ers were measured in the visible and near infrared
(NIR) range using an SF-26 spectrophotometer. The
measurements were performed before annealing and
after each thermal treatment.

Figure 1 showsthe results of measurementsfor sam-
ple 1. Small transmission in the visible range is
explained by a strong scattering of visible light in the
porouslayer. As can be seen, adecreasein transmission
is observed already after the first annealing at 700°C;
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Fig. 2. Spectral dependences of increments of the absorp-
tion coefficient of porouslayersin SiC samples 1 (curves 1-
3 corresponding to T, = 700, 1100, and 1500°C, res-

pectively), 2a (4), and 2b (5) annealed in vacuum; curve 6
shows the corresponding dependence for a quasi-amor-
phous carbon phase calculated using data from [7].

the transmission significantly decreases with an
increase in the annealing temperature.

Figure 2 shows the differential spectra representing
the increment of the absorption index d(ad) = (ad), —
(ad), for al samples, where a is the absorption coeffi-
cient, d is the porous layer thickness, and subscripts 1
and 2 refer to the annealed and unannealed (initial)
porous samples, respectively. For comparison, Fig. 2
shows the absorption spectrum a, of a disordered
guasi-amorphous carbon phase of graphitized type
(curve 6) calculated using the data from [7]. In all our
samples, as well as in quasi-amorphous carbon, the
absorption coefficient decreases with increasing wave-
length A. The distance between curves 1 and 2 also
decreases with increasing A. As the annealing tempera-
tureisincreased further (from 1100 to 1500°C, curve 3),
this behavior is retained. However, the distance
between curves 2 and 3 is 2.5-3 times that between
curves 1 and 2, which implies that the rate of graphiti-
zation increases with the annealing temperature (rather
than remaining constant). These results may be indica-
tive of a constant structure of the graphitized layer.

In samples 2aand 2b (which had identical character-
istics of porous layers before annealing), the effect of
the annealing temperature is different (Fig. 2, curves 4
and 5, respectively). Probably, the annealing at 1500°C
was accompanied by a certain transformation of the
graphitized layer structure in sample 2b. A comparison
of curves 2 and 4 (corresponding to the annealing at
1100°C) shows that d(ad) for sample 2ais greater than
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that for sample 1, despite an amost half as small thick-
ness of the porous layer in the former case (i.e., therel-
ative increment in the absorption coefficient is even
greater). This can be explained by higher relative poros-
ity and smaller effective pore size and, hence, greater
total pore surface in sample 2athan in sample 1.

As can be seen in Fig. 2, curves 4 and 6 virtualy
coincide in the entire spectral range studied. Therefore,
we may suggest that the quasi-amorphous carbon phase
in sample 2a is structurally close to that in a graphi-
tized-type carbon phase studied in [7]. From this we
can estimate the effective total thickness of the graphi-
tized carbon layer in sample 2a as ~10? nm. This thick-
ness corresponds to the absorption of chains composed
of several hundred tetrahedra (assuming a monolayer
coverage of the pore surface).

As can be seen from the data in Figs. 1 and 2, the
process of graphitization on the Si face of 6H-SIC
begins at a temperature certainly below 700°C, that is,
at a much lower temperature than that reported for a
polished surface of 6H-SIC [1-3]. This behavior can be
explained at least by two factors. First, por-SiC pos-
sesses (despite relatively low porosity) a highly devel-
oped surface that can be roughly estimated as 300 cm?
per 1 cm? of substrate area. Assuming that the quasi-
amorphous carbon phase nuclestes as islands growing
to form a continuous films (rather than uniformly cov-
ering the pore surface from the very beginning), the
possibility of detecting this phase is higher for optical
methods that for the “local” surface techniques. Sec-
ond, therate of graphitization obviously dependson the
crystallographic orientation of the surface. On the lat-
eral faces of tetrahedra forming the pore surface, this
rate can differ from that in the basal plane. Aswas noted
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above, it was shown [1, 2] that the rate of graphitization
ismuch higher for the C facethan for the Si face of SiC.

In conclusion, we have demonstrated that the pro-
cess of graphitization in vacuum-annealed porous 6H-
SiC begins at a temperature below 700°C. The rate of
this process increases with the annealing temperature.
The increment of the absorption coefficient of por-SiC
upon annealing decreases with the wavelength, this
spectral dependence being generally similar to the
absorption spectrum of a quasi-amorphous carbon
phase of graphitized type.
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Abstract—The energy resolution of SiC detectors has been studied in application to the spectrometry of a par-
ticles with 5.1-5.5 MeV energies. The Schottky barrier structure of the detector was based on a CVD-grown
epitaxial n-4H-SiC film with a thickness of 26 um and an uncompensated donor concentration of (1-2) x
10'® cm=3. An energy resolution of 0.5% achieved for the first time with SiC detectors allows fine structure of
the a particle spectrum to be revealed. The average energy of the electron-hole pair formation in 4H-SIiC is
estimated at 7.71 eV. © 2004 MAIK “ Nauka/Interperiodica” .

Introduction. In recent years, silicon carbide (SiC)
has proved to be a promising material for semiconduc-
tor detectors used for the registration and spectrometry
of nuclear radiation. This is related to considerable
progress in the technology of SiC films with character-
istics acceptable for designing detectors, at least in the
simplest variant of atwo-electrode ionization chamber.
Advantages of SIC over other materials (germanium,
silicon, cadmium telluride) widely used in semiconduc-
tor detectors are ahigher threshold energy of defect for-
mation and a greater bandgap width. The former factor
provides for a high stability of detector characteristics
with respect to irradiation [1, 2], while the |atter allows
the current (and the related noise) generated in the
detector volume to be reduced by severa orders of
magnitude. For thisreason, SiC detectors are capable of
operating at temperatures of up to 500°C [3], which,
together with high stability under irradiation, makes
these detectors unique devices for some special appli-
cations.

This Letter reports on the use of detectors based on
4H-SiC films for the spectrometry of short range ions,
including a particles formed during the natural decay
of elements. It will be demonstrated that the high qual-
ity of the obtained epitaxial SiC films allows an energy
resolution of 0.5% to be reached.

Experimental methods. We have studied the char-
acteristics of detectors based on 26-um-thick epitaxial
films of n-4H-SiC with an uncompensated donor con-
centration of NN, = (1-2) x 10 cm3. The semicon-
ductor films were grown by chemical vapor deposition
(CVvD) on commercial 4H-SIC substrates. Schottky
barriers with an area of 1 x 102 cm? and a thickness of

0.1 um and the Cr/Al base ohmic contacts were
obtained by thermal deposition of chromium (see the
insetinFig. 1).

Characteristics of the SIC detectors were studied
using asetup comprising an ORTEC Model 142 pream-
plifier,an ORTEC Model 571 amplifier with apassband
controlled by RC filters, and a high-precision ORTEC
Model 419 oscillator. The amplitude analyzer designed
and devel oped at the St. Petersburg Institute of Nuclear
Physics (Russian Academy of Sciences) had 4000
channels and was based on an Rl 161.01 module linked
to a computer. The analyzer scale was calibrated using
a high-precision Si detector (developed at the loffe
Physicotechnical Institute [4]) and a spectrometric
source (S1) generating two groups of lines with ener-

CCE, a.u.
1.0r

Cr Schottky barrier
4

0.8 | |
n-4H-SiC CVD lazer :Eg_
0.6 NgN,=(1-2)x 10" cm™3 O
’ Q
0.4r n*-4H-SiC substrate
Ng-N,=1x10" cm™
0.2r

T~ Cr/Al ohmic contact
1 1 1 1 1

0 5 10 15 20 25
(U +1.5)2, V2

Fig. 1. A plot of the SIC detector response (normalized to
the maximum signal amplitude) versus bias voltage. The
inset shows the detector structure.
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Fig. 2. The spectra of a decay in 23%Pu + 240py (left) and

2am + 138py (right) isotope mixtures measured using a
SiC detector. The insets shows the same spectra measured
using a Si detector, displaying peaks 1-4 with the energies
5105, 5124, 5157, and 5168 keV (top) and 5443, 5456,
5485, and 5499 keV (bottom), respectively.

gies in the vicinity of 5.49 MeV (**Am + %3Py iso-
topes) and 5.16 MeV (%°Pu + 2Py isotopes).

The same S1 source was used for determining the
limiting energy resolution. Another source (S2) of
higher intensity had an energy of 5.39 MeV and arela-
tive line width of 1% [full width at half maximum
(FWHM) divided by the mean energy]. Thissourcewas
used for rapid determination of the charge collection
efficiency (CCE) and evaluation of the energy resolu-
tion. Besides the CCE and FWHM of the detector, we
also determined the average energy €4 of the electron—
hole pair formation in 4H-SiC. All measurements of the
CCE, FWHM, and &g values were performed under
conditions of rough vacuum.

Results and discussion. Optimum conditions for
the spectrometry of nuclear particles are determined by
the relation W = R, where W is the length of a region
occupied by theelectric field and Risthe particlerange.
For a particles with an energy of 5.5 MeV and R =
18 um, the required values of W= 20 um (correspond-
ing to the lower boundary of the NN, interval indi-
cated above) are achieved with a bias voltage of U =
365 V. In the abtained Schottky barriers, the values of
reverse currents for applied voltages at least up to
U =500V did not exceed 1 nA. Thisprovided for alow
noise level in the entire range of hias voltages used in
the investigation of SiC detectors.

1. Figure 1 shows the typical plot of the detector
response (normalized to the maximum signal ampli-
tude) as a function of the bias voltage U (the contact
potential difference was taken equal to U, = 1.5V). As
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can be seen, the detector output characteristic exhibits
saturation in the region of U = 225-450V, whichis evi-
dence in favor of the complete transfer of the nonequi-
librium charge created by a particles. The bias voltage
U = 400 V corresponds to an average field strength of
F = 2 x 10° V/cm, which is two orders of magnitude
higher than the values typical of Si detectors. Thisisan
important advantage, since the time of the diffusion
drift track blurring (the stage immediately preceding
the drift of charge carriers) is proportional to 1/F.

It should be noted that, for U + 1.5V =0V (where
the charge transfer is determined predominantly by the
diffusion of holes), the detector response reaches
CCE ~ 0.5. Thisfact indicates that the diffusion length
of holes (Lp) is comparable with the range of a parti-
cles. The L value can be estimated from theinitial lin-
ear part of the plot in Fig. 1 using the relation

E(0) = (dE,/dx)Lp,

where E(0) is the energy measured by the detector at
U+ 15V =0V and dE,/dx = 200 keV/umistheinitial
specific energy loss of a particles. For the data of
Fig. 1, this formula yields L, = 13.2 pm, which
amounts to 75% of the range R. The slope of the linear
portion agrees with the value of NN, = 1.1 x 10* cm
determined from the results of capacitance measure-
ments for the initial sample.

2. The presence of aregion where CCE = 1 in the
plot of CCE(U) is a prerequisite for obtaining a high
energy resolution. This characteristic was determined
at abias voltage of U =450V for two groups of a par-
ticles from S1 source. Each group contains lines sepa-
rated by 10-14 keV, which could be resolved by the S
detector used for the analyzer calibration. These spec-
tra, shown in theinset in Fig. 2, were used as the refer-
ence for comparison with the spectra obtained using
our SiC detectors.’

Ascanbeseenfrom Fig. 2, the SiC detector does not
resolve the detailed structure of the energy spectrum:
close doublets merge into a single line. However, the
lines separated by =40 keV are clearly distinguished,
which implies that this SiC detector reveals fine struc-
ture of the spectrum. The energy resolution is charac-
terized by the value FWHM = 0.49-0.52%, which can
be slightly corrected toward lower values by taking into
account the noise contribution. For SiC detectors
known previousy, the minimum FWHM values
amounted to 8-9% [5, 6].

Semiconductor detectors employ the so-called “ion-
ization” principle of spectrometry, whereby the energy
of detected ionsis converted into the charge of nonequi-
librium carriers. This conversion is accompanied by
fluctuations in the number of electron-hole pairs,

1 The presence of a background decaying toward high energies in
the reference spectrais related to the high pulse count rate due to

the significant (=0.5 cm?) area of the Si detector.

No. 7 2004



HIGH-RESOLUTION SHORT RANGE ION DETECTORS BASED ON 4H-SiC FILMS

FWHM, %

3

0 $ 1 1 1 1 |
10 20 30 40 50

A, %

Fig. 3. A plot of the energy resolution of SiC detectors ver-
sus relative charge losses A (determined for the region of
U <225V infrom Fig. 1).

which are related to the nuclear scattering of ions on
atoms of the detector matrix and to the nature of impact
ionization (produced both by o electrons and by ions).
In the case of silicon detectors, basic considerations
restrict the possible FWHM value to =0.12%. There-
fore, FWHM vaues on a level of 0.5% should be
assigned to fluctuations of the ion charge (appearing
during ion retardation) in the course of subsequent
transfer in the bulk of the detector.

3. Obvioudly, the FWHM values must increase
depending on the relative charge losses A = (g, — 9)/qo,
where q, is the charge produced by theion and g isthe
detected charge. The values of A determined using the
data of Fig. 1 corresponded to the region of small dis-
placements, where the charge transfer involves diffu-
sion. According to [7], the dependence of FWHM on A
under these conditions has to be linear, in agreement
with our results (Fig. 3). It should be noted that the
slope of thisline (K = 0.06) is small compared to that
(K =0.36) in the case of the Si detector studied in [7].
The coefficient K characterizes the inhomogeneity of
charge losses over the detector area: asmall K valueis
evidence of a perfect structure of the 4H-SiC epitaxia
layer.

4. The average number of electron—hole pairs is
determined by the energy € required for the pair forma-
tion. According to [8], the corresponding value for o
particlesis e = 8.4 eV. However, recent X-ray emis-
sion data [9] showed that e = 7.4 V.

In order to determinethe value of € corresponding to
the films under consideration, we determined positions
of the main peaksin the spectraof SiC detectors: Eg¢ =
2579 and 2421 keV. Sincethese peaks correspond to the
doublets observed in the spectra of Si detectors, we
used their average energies Eg = 5490 and 5159 keV.
Using therelation ¢ = £5(Eg/Egc) and assuming that
€5 = 3.62 eV, we obtain for both pairsegc = 7.71 €V. It
should be noted that this procedure does not take into
account the energy losses of a particles in the “input
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window” of the detector. Thisroleis played by a chro-
mium film forming the Schottky barrier, in which the
energy losses amount to =34 keV or =0.6%.

Conclusions. Using semiconductor detectors based
on 4H-SiC films with Schottky barriers, we have
reached an energy resolution of =0.5%, which makesit
possibleto reveal afine structurein the spectraof o par-
ticles. This progress in the resolution is provided by
favorable conditions of the nonequilibrium charge
transfer, both with respect to increased diffusion
lengths of charge carriers and the homogeneity of these
values over the film volume (the homogeneity of Ly is
at least comparable with that for Si detectors).

Conditions ensuring complete transfer of the
charge, produced by a particles, during its drift in the
electric field of the detector are established. The com-
plete transfer was observed at an electric field strength
not exceeding 2 x 10°V/cm. The absence of additional
noise in thisregime is evidence of the perfect structure
of a CVD-grown epitaxial 4H-SiC film and the related
Schottky barrier.

The average energy of electron—hole pair forma-
tion—an important spectrometric constant—was esti-
mated as 7.71 eV, which is significantly smaller than
the value (8.4 eV) reported previoudly.
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Abstract—The nucleation and development of plastic deformation in the surface layers of a solid under dynam-
ical loading conditions have been studied on a nanoscale level by computer simulation using molecular dynamics
method. It is established that the onset of deformation localization is directly related to the loss of structural sta-
bility inthe surface layers of aloaded solid, the appearance of surfacelocal straining zones, and their spreading in
the bulk of the material. Thisis preceded by uncorrelated atomic displacements in the near-surface region of the
solid. The obtained results agree with the well-known experimental dataand confirm the specia role of the surface
layers of solidsin the onset and devel opment of plastic deformation. © 2004 MAIK “ Nauka/Interperiodica’ .

Unique properties of the surface as a specia state of
the solid is extensively investigated and discussed in
many applications of modern materials science [1, 2].
However, the substantial role of the surface in the
development of plastic deformation was originally rec-
ognized and rationalized within the framework of phys-
ical mesomechanics. It was shown [3-5] that the sur-
face layers of solids represent an independent level of
plastic deformation, which plays an important role in
the behavior of the whole deformed body. It should be
emphasized that this specia roleis related not only to
the initial defect nature of the surface or the influence
of surrounding medium but also to a reduced stability
of the surface layers with respect to shear [5].

The onset of deformation processes has been exten-
sively studied by advanced experimental methods such as
scanning tunneling microscopy, atomic force micros-
copy, and scanning el ectron microscopy [6, 7]. Neverthe-
less, theinitial stage of the process of deformation local-
ization ill remains unstudied because such investiga
tions require an unprecedented combination of extremely
high tempora (10° s) and spatial (107° m) resolution.
This circumstance accounts for the considerable interest
in atomic-scale modeling of the elementary processes
involved in the nucleation and development of plastic
deformation in the surface layers of solids.

In this context, the molecular dynamics modeling of
the elementary events of plastic deformation near the
free surface of asolid is of interest both for the devel-
opment of basic notions about the nucl eation and devel -
opment of these processes on the nanostructural level
and for the possible practical applications.

The model crystal is schematically depicted in
Fig. 1, where region | is a freely strained part of the

crystal, while regions |1 simulate the external load. In
our model, the latter regions represent the so-called
string boundary conditions [8]. According to these, the
projections of atomic velocities onto the[001] direction
inregions|| arefixed at —50 and 50 m/s (for the top and
bottom surface, respectively), which corresponds to
dynamic compression. These conditions have certain
advantages over, for example, rigid boundary condi-
tions, since the behavior of atoms in directions other
than [001] is not specified and is determined by the
atomic environment. In order to take into account the
extension of the model fragment in the [010] direction,
we used periodic boundary conditionsin the[010] direc-
tion and simulated free boundariesin the[100] direction.
The interatomic interactions were described within the
framework of the method of embedded atom [9]. In
order to avoid theinduced effectsrelated to the symme-
try of theideal crystal lattice, the model copper crystal
was heated to 20 K. The dynamic loading was applied

[001]
T@”
[010]

Fig. 1. The structure of fragment A of the model crystal
deformed to € = 12.5%. The thickness of fragment A corre-
sponds to three interplanar distances.
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Fig. 2. Atomic displacements during the same time interval
for the model crystal deformed to (a) 11 and (b) 12.5%
(1 isthefree surface of the crystal).

after theinitial structure relaxation at this temperature,
which provided for equilibrium atomic configurations
in the surface layers of the model crystal.

The results of our simulations showed that, after
reaching a certain initial degree of straining of the
model crystal, the formation and devel opment of defor-
mation localization bands occur. Detailed analysis
showed that these bands nucleate on the free surface. The
centers of nucleation of the deformation localization
bands occur in theregion of stressconcentrators, namely,
in the middle parts of the free surfaces (which is related
to theregime of loading and the crystal geometry) and in
the boundary regions between the deformed region | and
regions II. Thisis clearly illustrated in Fig. 1, showing
the structure of a fragment of the model crystal at the
moment of time corresponding to the onset of formation
of the deformation localization bands. As can be seen,
the process of deformation localization begins on the
surface and then proceeds in depth of the material.

Figure 2 showsthe patterns of atomic displacements
during equal time intervals in the plane situated in the
central part of the deformed region | and parallel to the
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(001) crystal plane in the model crystal under different
loads. Thethickness of thisfragment in the[001] direc-
tion corresponds to two atomic planes. For the sake of
better illustration, the length of bars representing
atomic displacements is increased by a factor of 10.
Notethat, in theinitial stage of loading, the atomic dis-
placements exhibit a correlated character and are
directed outward from the bulk to the free surface.
Allowance for afinite temperature introduces a certain
scatter in the directions of displacements but does not
change the general pattern of correlated displacements.

Inthe stageimmediately before the appearance of the
deformation localization bands, the surface layer exhib-
its a significant disorientation of atomic displacements
(Fig. 2a). This is evidence of instability of the atomic
configurations formed in the near-surface region. The
absolute values of atomic displacements on the surface
are significantly (by a factor of up to 10) greater than
those in the bulk. Apparently, a change in the atomic
structure only in the near-surface region cannot provide
for further energy dissipation. Thisunavoidably involves
deeper layers into this process, which is clearly seen in
Fig. 2b. Thus, being initially formed on the surface, large
atomic displacements propagate into the bulk intheform
of localized deformation bands.
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Abstract—InGaN/GaN heterostructures have been grown by molecular beam epitaxy (MBE) using ammonia
as a source of nitrogen. The influence of the growth temperature and rate on the incorporation of indium into
the epitaxial layers and the position of the corresponding photoluminescence peak has been studied. Based on
these data, optimum growth conditions have been selected for the ammonia MBE of InGaN layers in the active
region of light-emitting diodes operating in the blue/viol et spectral range. © 2004 MAIK “ Nauka/Interperiodica” .

I ntroduction. During the past decade, semiconduc-
tor compounds based on group |11 metal nitrides have
entered the group of most promising materials for mod-
ern optoelectronics. Various types of light-emitting
diodes (LEDs) based on these materials are now fabri-
cated on a large scale and the first commercia solid
state nitride lasers have been created. Asarule, ternary
compounds of the InGaN system are used as materials
for the active region of lasers emitting in the visible
spectral range.

Despite al achievements, obtaining high-quality
InGaN for optoelectronic devices still encounters cer-
tain difficulties. These include, in particular, large mis-
fit between the lattice parameters of unstrained crystals.
As a result, thin InGaN epilayers on relatively thick
GaN and AlGaN substrates always occur in a stressed
state. When the epitaxial layer thickness exceeds a cer-
tain critical value corresponding to the pseudomor-
phous growth, this stress favors phase separation of the
indium-containing layers with the appearance of
regions depleted of and enriched in indium up to the
formation of pure InN [1]. Another problem is related
to the fact that the pressure of indium vapor is lower
than that of gallium vapor, while the thermal stability of
InN ismuch lower than that of GaN. For thisreason, the
usual growth temperatures for InGaN are much lower
than those for GaN [2, 3]. Therefore, epilayers with a
large content of In atoms can be obtained either by
decreasing the growth temperature (which results in
reduced mobility of atoms on the growth surface and,
hence, in decreased structural perfection of epilayers)
or by increasing the flux of In atoms (which leadsto the
formation of indium dropl ets on the growth surface and
pure indium inclusions in the InGaN matrix). In addi-
tion, experimental data show that the content of indium
in the final solid solution strongly depends on the ratio
of incident fluxes of In and Gaatoms and on the ratio of

theflux of groupV elementsto thetotal flux of group I11
elements[4, 5].

At present, the most widely used method of fabrica-
tion of the GaN-based device heterostructures is meta-
lorganic vapor phase epitaxy (MOVPE) [6]. However,
progress achieved in recent yearsin the devel opment of
molecular beam epitaxy (MBE) makes this method
competitive to MOV PE with respect to the quality of
epitaxial layers, the possibility of growing doped lay-
ers, and applicability to device structure fabrication.
High-quality GaN layers can be obtained by MBE
using either gaseous ammonia or nitrogen plasma as a
source of nitrogen [7, 8]. Ammonia MBE is more
attractive because it allows the growth to be performed
at ahigher temperature compared to that for the plasma
MBE, thus ensuring a higher quality of nitride epilay-
ers. LEDs with an active InGaN region emitting in the
blue spectral range were obtained only using MBE with
ammonia as a source of nitrogen [9].

This Letter presents the results of investigation of
the influence of the growth temperature and rate on the
incorporation of indium into the epitaxial InGaN layers
grown by ammonia MBE and on their luminescent
properties. Based on these data, optimum growth con-
ditions have been selected for the growth of InGaN-
based active regions of light-emitting diodes with
room-temperature luminescence in the blue spectral
range.

Experimental. Epitaxial InGaN and GaN layers
were grown using an ATC-EPN1 system specially
designed for the MBE of group Ill nitrides using
ammonia as a source of nitrogen. The epitaxial films
were grown on sapphire substrates coated with molyb-
denum from the rear side (for radiative heating) and
mounted in indium-free substrate holders. The growth
temperature was calibrated with respect to the rate of
the thermal evaporation of gallium and the temperature
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of the onset of gallium nitride decomposition at agiven
flux of ammonia. The epitaxia growth rate and layer
thickness was determined using a He—Ne laser interfer-
ometer.

Prior to layer growth, the sapphire substrate was
nitrided in a flow of ammonia (20 sccm) at 950°C.
Then, the temperature was reduced to 500°C for grow-
ing a25-nm-thick buffer GaN layer and increased again
at arate of 30 K/min up to the onset of GaN decompo-
sition (900°C) in a flow of ammonia (80 sccm), after
which the ammonia flux was decreased to 20 sccm, the
flow of gallium vapor was switched on, and a 0.5-pm-
thick GaN layer was grown at arate of 1 um/h. Finally,
the substrate temperature was decreased to 580-680°C
and an InGaN layer was deposited onto GaN at arate of
0.1 or 0.05 pm/h. The content of indium in epilayers
was determined by X-ray diffraction. The photolumi-
nescence (PL) spectrawere excited by a 5-mwW He-Cd
laser and measured at 77 and 300 K.

Results and discussion. Figure 1a shows the PL
spectrameasured at 77 K for 50-nm-thick InGaN egpil-
ayersgrown on GaN at 580, 630, and 680°C at arate of
0.1 pm/h and at 680°C and 0.05 pm/h. Data on the
indium content in InGaN epilayers (determined by
X-ray diffraction) and on the edge luminescence peak
energy are presented in the table. As the InGaN layer
growth temperature increases, the peak of lumines-
cence at 77 K shifts toward shorter wavelengths (from
2.7510 3.17 eV) and increases in intensity by approxi-
mately one and ahalf orders of magnitude. For the layer
grown at 580°C, the edge PL peak is positioned at
2.75 eV and itsintensity is comparable with that of the
yellow (“defect”) and blue (“donor—acceptor”) emis-
sion bands and the edge emission peak of galium
nitride. The content of indium in thislayer according to
the X-ray diffraction data amounts to 15%. As the
growth temperature increases to 630°C, the peak of
InGaN [uminescence shifts to 2.88 eV and exhibits a
tenfold increase in intensity, while the content of
indium in the layer decreases to 11%. The shortwave
shift is caused by adecreasein the indium content with
increasing growth temperature. The increase in inten-
sity is probably related to improved structure of the
InGaN layer, while the greater width (FWHM) of the
PL peak can be explained by inhomogeneity of the
indium distribution in the layer. When the growth tem-
perature is elevated to 680°C, the PL peak exhibits an
additional twofold increase in intensity and shifts to
3.17 €V, while the indium content drops to 3%. A
decrease in the growth rate by half, achieved by reduc-
ing the flux of gallium at a constant flux of indium,
leads to only a dlight increase in the indium content
(4%) and a more pronounced change in the PL peak
position (from 3.17 to 3.06 V).

Figure 2 shows plots of the bandgap width versus
indium content in InGaN solid solutions according to
the data of different researchers. One of these depen-
dences was calculated assuming that the bandgap of

TECHNICAL PHYSICS LETTERS Vol. 30 No. 7

581

Jx10%, a.u.

15+ (@)

= 1610
13

11+

[\, S e

(%.6 1.8 20 22 24 26 2.8 30 32 34 36
E, eV

Jx10%

16}

14
12
10

(b)

S N b~ O X

2.6 2.8 3.0 32 34
E, eV

Fig. 1. PL spectraof InGaN epilayers on GaN: (a) lumines-
cence at 77 K from InGaN grown at 580°C (sample 1603),
630°C (1605), and 680°C (1608) at arate of 0.1 um/h and
at 680°C and 0.05 um/h (1610); (b) room-temperature lumi-
nescence from a three-layer heterostructure with InGaN
layers grown at 650°C.

InGa, _,N variesfrom 1.9t0 3.49 eV with asag param-
eter of b=116], whilethe other curve was calculated as
Eq = 3.493 — 2.843x — 2.5%(1 — ), assuming that InN is

PL peak energy (77 K) and indium content in InGaN layers
growth by ammonia MBE under various conditions

InGaN growth |  InGaN InGaN | In content,
Sample | temperature, | growth | emisson| % (X-ray
°C rate, umvh | peak, eV data)
1603 580 0.1 2.75 15
1605 630 0.1 2.88 11
1608 680 0.1 3.17 3
1610 680 0.05 3.06 4
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Fig. 2. Plots of the bandgap width Eg (77 K) versus indium
content xin In,Gay _ 4N solid solutions: (dashed line) calcu-
lation [6]; (solid line) calculation [10]; (points) experiment
(this study).

a narrow-bandgap semiconductor [10]. Experimental
pointsin Fig. 2 represent our datafor the PL peak posi-
tionin InGaN epilayers with variousindium concentra-
tions. As can be seen, an increase in the content of
indium in the InGaN layer is accompanied by increas-
ing Stokes shift relative to the calculated values
from [6], in agreement with the data published in [11].
At the sametime, the experimental pointsfor x =15 and
11% exhibit a better fit to the curve calculated accord-
ing to [10]. Astheindium content decreases, the exper-
imental points deviate from this calculated curve
toward greater emission wavelengths. However, it
should be noted that a decrease in the indium content is
accompanied by an increase in the uncertainty of X-ray
diffraction measurements.

Based on the data presented above, the MBE growth
at atemperature of 650°C is considered as optimum for
obtaining structures with a room-temperature edge
luminescence peak in the blue spectral range without
significant loss of the emission intensity caused by a
decrease in the quality of structures grown at a reduced

TECHNICAL PHYSICS LETTERS  Vol. 30
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temperature. The room-temperature PL spectrum of a
sample comprising three pairs of InGaN/GaN
(30 Nnm/30 nm) epilayersgrown at 650°C on an 0.5-pum-
thick high-temperature GaN sublayer exhibits a domi-
nating emission peak at 2.88 eV (Fig. 1b). Therefore,
these growth conditions can be considered as optimum
for the ammonia MBE of InGaN layers in the active
region of LEDs operating in the blue/violet spectral
range.

Conclusions. In InGaN/GaN heterostructures
grown by MBE using ammonia as a source of nitrogen,
the content of indium in InGaN layers obtained in the
interval of substrate temperatures 580-680°C varies
from 15 to 3% and the edge luminescence peak (77 K)
shiftsfrom 2.75t0 3.17 eV. A changein the growth rate
at the expense of the Ga/ln flux ratio at afixed substrate
temperature does not lead to proportional variationsin
the layer composition. Based on the results of experi-
ments, optimum conditions are established for the
MBE growth of InGaN-based active region for LEDs
with adominating peak of emission in the blue spectral
range.
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Threshold Sensitivity
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Abstract—Expressions describing the threshold sensitivity of a quantum converter of IR radiation into visible
light are obtained for two schemes of energy levels in the active atoms. Based on these expressions, practical
criteriafor the creation of such devices are formulated. © 2004 MAIK “ Nauka/Interperiodica” .

In 1959, Bloembergen [1] suggested to use the anti-
Stokes|luminescence of rare-earth metal ionsfor the con-
version of IR radiationinto visiblelight. Later [2-6], this
anti-Stokes conversion was studied in the general case
for two schemes of atomic energy levels depicted in
Figs. 1 and 2. The aim of this study was to determine
and compare the threshold sensitivity of the anti-Stokes
conversion in these schemes. The analysisis performed
using the method of rate equations under the assump-
tion that the energies of pump and anti-Stokes radiation
photons are significantly greater than the average
phonon energy in the converter.

Consider a system of three-level atoms interacting
with electromagnetic field and thermal oscillations of a
matrix crystal lattice according to the energy scheme of
Fig. 1. In this scheme, pump photons n, convert atoms
from the ground state 1 to an excited state 2 and signal
photons ng convert atoms from this state to another
excited state 3, after which atoms exhibit 3 — 1 tran-
sitions with spontaneous emission of photons ny;. In
addition, this scheme features phonon-induced 2 —» 3
transitions d(T) and 2 — 1 transitions with spontane-
ous emission of photons ;.

The system of rate equations for the populations N,
N,, and N5 of the corresponding levels in the above
scheme can be written as

dN
d_t3 = —Ag;N3— 05N (N3 —N,)
— ANy — 0Ny(N; = N) — R3oN; — Ry, @(T)(N; — ),

ot = — Ay N, =0, N,(N, — Ny) 1)

— 01N, (N, = Ny) + ANy
+03Ng(N3—Ny) + Ry;N3 + Ry, @(T) (N3 — Np),
N, +N,+N; = N,
where A, are therates of spontaneous photon emission

for the transitions between levels mand n (m — n),
O, are the cross sections for the induced photon emis-
sion in the m — n transitions, Ry, is the rate of spon-
taneous emission for the 3 — 2 transition, and N isthe
total number of atomsin the system studied. Assuming
the number of photons due to fluorescence to be small
and ignoring the corresponding terms in Egs. (1), we
obtain the following expression for the signal-to-noise
ratio:

S O3Ng
2 o Dl 2
N = Rp®(T) @)

Now, let us proceed to a system of three-level atoms
interacting with electromagnetic field and thermal

n,| o)

1

Fig. 1. Schematic diagram of the energy levels and transi-
tions in a converter with IR photon absorption during tran-
sition from an excited state.
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Fig. 2. Schematic diagram of the energy levels and transi-
tionsin a converter with IR photon absorption during tran-
sition from the ground state.

oscillations of the matrix crystal |attice according to the
energy scheme of Fig. 2. Inthis case, signal photons ng
convert atoms from the ground state 1 to an intermedi-
ate excited state 2 and pump photons n, convert atoms
from this state to another excited state 3, after which
atoms exhibit 3 — 1 transitions with spontaneous
emission of photons ng;. In addition, this scheme fea-
tures phonon-induced 1 — 2 transitions ®(T) and
3 — 2 transitions with spontaneous mission of pho-
tons ng,.

The system of rate equationsfor the populations N,
N,, and N; of the corresponding levels in this scheme
can be written as

an,
dt
— AgpN3 — 03N (N3 — Ny) —03Ni(N3 = Np),

= —Agy;N3— 05N (N3 —N,)

dN
d_t2 =—AyuN, —0,n(N,—N,) 3)

+ ApNg + 05N (N3 — Ny)

+ 03N, (N3 —Ny) + RgpN, + Ry, ®(T)(N; —N,),
Ny+N,+ N, = N,

where R, is the rate of spontaneous emission for the
2 — 1 trangition. Assuming the number of photons
due to fluorescence to be small and ignoring the corre-
sponding terms in Egs. (3), we obtain the following
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expression for the signal-to-noise ratio in this scheme:

S _ 0OxNg
N Ry®(T) “)

The threshold sensitivity of a converter is deter-
mined from the condition N = 1. Using formulas (2)
and (4), we obtain for the minimum detectable number
of IR signal photons

R
ny = O(T)=I, )

mn

wherem=3,n=2for schemeland m= 2, n=1for
scheme 2.

An anaysis of formula (5) shows that the threshold
sensitivity increases with increasing cross section for
the IR photon induced transition (3 — 2and 2 —= 1
for the schemesin Figs. 1 and 2, respectively) and with
decreasing rate of the phonon-induced transitions. This
implies that, in order to increase the threshold sensitiv-
ity, it is necessary to satisfy the following criteria: (i) to
select ions with alevel structure such that levels 2 and
3 in the scheme of Fig. 1 and levels 1 and 2 in the
scheme of Fig. 2 would belong to different terms, and
(ii) to select a matrix such that the electron—phonon
coupling between impurity ions and the matrix would
be weak.

According to criterion (i), the scheme of Fig. 1 is
preferred for the creation of an anti-Stokes converter
because level s close to the ground state level in most of
the rare-earth metal ions belong to same term asthe lat-
ter level. Criterion (ii) indicates that converters should
be based on crystals with small intensity of the phonon
branch of the absorption band of impurity ions. Esti-
mates show that, for example, Eu®* ionsin the matrices
with small electron—phonon coupling such as LaF; and
LaBr; [7] at aworking temperature of 77 K (typical of
the IR converters) ensure a threshold sensitivity of no
less than 108 photons/m?.
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Abstract—A system comprising two metal diaphragmswith holesand athin dielectric interlayer exhibits mag-
netic-field-controlled optical transmission. This phenomenon can be used, in particular, for the creation of light

modulators. © 2004 MAIK “ Nauka/Interperiodica” .

Previoudly [1], it was shown that a system of the
“metal—thin dielectric layer—diaphragm with aperture”
type exhibits resonance absorption of IR radiation. This
effect was explained in terms of theinteraction between
the metal surface and the near field of an electromag-
netic field distorted by the hole. It was suggested that
the observed phenomenon can be used for controlling
radiation.

In particular, we propose to control radiation in such
a system by means of an applied magnetic field. This
possibility is related to the generation of Hall currents
in the metal diaphragms, with the current lines perpen-
dicular to those of acurrent passing in the diaphragmin
the absence of magnetic field. The Hall currents appear
as aresult of the Lorentz force acting upon charge car-
riersinthe metal exposed to amagnetic field. Thisforce
produces bending of the current lines and distorts the
near field of the transmitted radiation. The bending of
current lines hasto be manifested, in particular, by rota-
tion of the polarization plane of the radiation passing
through the diaphragm. The degree of rotation must be
proportional to the magnetic field strength. In order to
increase the effect, the apertures in the metal dia-
phragms can be made in the form of mutually perpen-
dicular dlits. In this case, rotation of the polarization
plane under the action of amagnetic field will increase
the effective overlap area of the dits acting as the
entrance and exit holes in a system of the transmission
resonator type. Since the dimensions of this resonator
are small, even small distortion of the e ectric field of a
light wave, caused by application of an externa mag-
netic field, will significantly change the effective over-
lap area of the dlits and, hence, the wave transmission
coefficient.

This Letter reports on the results of experimental
verification of the mechanism of magnetic-field-con-

trolled light transmission in a system of the type
described above.

The experiments were performed with a system
consisting of two layers of ~100-um-thick aluminum
foil, each with a 20 x 5000-um rectangular dlit. The
metal layers were separated by natural insulating
100-A-thick passive films of aluminum oxide [1]. For
two foil sheets tightly pressed to each other by means
of thermal compression, the total thickness of the
dielectric layer amounted to 200 A. The dlits were ori-
ented perpendicularly to each other, so that the incident
radiation in the absence of an external magnetic field
passed through a 20 x 20-um overlap region.

The experimental setup (Fig. 1) comprised aradia-
tion source 1 (AL307BM light-emitting diode operat-
ing at 0.66 um) pressed into a hole in the magnetic
guide 2.The system of metal diaphragms 3 separated by

1 3 4 5 2

B

Fig. 1. Schematic diagram of the experimental setup (see
the text for explanations).
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Fig. 2. A plot of the photodetector response voltage A versus
magnetic induction B.

adielectric film was placed in the gap of el ectromagnet.
The magnetic field strength was controlled by varying
the gap width and measured by Hall sensor 4. The

TECHNICAL PHYSICS LETTERS  Vol. 30
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intensity of transmitted light was measured using a
photodetector 5 based on an n—i—p—-n silicon structure
positioned close to the diaphragms with apertures.

As can be seen from the results of measurements pre-
sented in Fig. 2, a change in the magnetic induction B
from zero to 8000 G is accompanied by an increase in
the photodetector response from 6.6 to 27.6 mV. This
behavior indicates that the optical transmission of the
system varies with the applied magnetic field. It should
be noted that no such variation in the transmitted light
intensity was observed for a single-layer system with
one diaphragm. Nor did the applied magnetic field
directly influence the LED output and/or photodetector
response.

Thus, we have demonstrated that a system compris-
ing two metal diaphragms with apertures and a thin
dielectric interlayer exhibits magnetic-field-controlled
optical transmission of incident radiation. This phe-
nomenon can be used for the creation of effective light
modulators.
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Abstract—A new approach to introduction of the phase of a chaotic signal is developed based on the continu-
ous wavelet transform. The proposed method is applied to the study of phase synchronization of two chaotic
dynamical systemswith ill-defined phases. © 2004 MAIK “ Nauka/Interperiodica” .

The phase synchronization of systems occurring in
the regime of dynamical chaos[1-3] isone of the most
important phenomena studied by modern theory of
nonlinear oscillations. The effect of chaotic phase syn-
chronization was experimentally observed in radio fre-
guency generators[4], lasers[5], electrochemical oscil-
lators [6], heart rhythm [7], gas discharge [8], etc. (see
also[3, 9, 10]). Investigationsinto this phenomenon are
also very important from the standpoint of data trans-
mission by means of deterministic chaos[11].

The phenomenon of phase synchronization is usu-
ally described and analyzed in terms of the phase ¢(t)
of achaotic signal [1, 3, 9, 10]. The phase synchroniza-
tion implies that phases of the chaotic signals become
entrained, while their amplitudes remain uncorrelated
and appear as chaotic. The phase entrainment leads to
coincidence of the signal frequencies, which are deter-

mined as average rates of the phase variation [fp (t)[]

There is no universal method for introducing the
phase of a chagotic signal which would provide correct
results for arbitrary dynamica systems. Several meth-
ods have been developed for “well-behaving” systems
with arelatively simple topology of chaotic attractors.
First, the phase @(t) of a chaotic signal is frequently
introduced as an angle in the polar coordinate system
on the (x, y) plane [12]. Second, the phase of a chaotic
system is defined by considering an analytical expres-
sion () = x(t) + jH[x(Y)] = A(t)e¥V [1, 9], where H[x(t)]
is the Hilbert transform of the chaotic signal x(t) [13].
Third, the phase of achaotic signal is defined on a sur-
face of the Poincaré cross section and it is assumed that
the signal phase exhibits linear variation in the interval
between two sequentia intersections of the phase tra-
jectory with the Poincaré cross section [1, 3, 9]. All these
approaches give analogous correct results for well-
behaving systems[1, 3, 9, 10]. On the other hand, these
methods frequently lead to incorrect results for the sys-
tems with ill-defined phases (see, e.g., [3, 15]). In such

cases, the phase synchronization can be revealed by
means of indirect measurements[3, 9, 14].

Below, we propose a hew method for establishing
the phase synchronization of dynamical systems with
ill-defined phases. The behavior of such a system can
be described by introducing a continuous set of phases
determined by means of the continuous wavelet trans-
form [16, 17] of achaotic signal x(t):

+o00

W(s, to) = IX(t)Llli,to(t)dt, D

where g (t) is the wavelet function (the asterisk

denotes complex conjugation) obtained from the base
wavelet Yy(t)

1
s

sisthe analyzed time scal e determining the width of the
Wy, (t) wavelet, and t, is the shift of the wavelet func-
tion along the time axis. Note that, in the wavelet anal-
ysis, the concept of “time scale” is usually employed
instead of theterm “frequency” traditionally used in the
Fourier transform analysis.

For the base wavelet, we use the Morlet wavelet
Wo(n) = (V4/m)exp(joxn)exp(-n/2) [16]. Selection of
the wavel et parameter wy, = 21t provides for the relation

s = 1/f between the time scale s of the wavelet trans-
form and the frequency f of the Fourier transform.

The wavelet surface

W(s, to) = [W(s, to)| exp[j@s(to)] ©)

describesthe behavior of the system for each time scale
sat any moment of time t,. The magnitude of [W(s, t|
characterizes the presence and intensity of the corre-

=t

b1 (1) = ZWo—T 2

1063-7850/04/3007-0587$26.00 © 2004 MAIK “Nauka/ Interperiodica’



588

-10

-20 1 1 - 1
-15 -5 5

KORONOVSKII, HRAMOV

logS(f) [dB]

L
=)
T

-60 ! !
0

1
02 04 06 f

Fig. 1. The projection of aphase portrait on the (x, y) plane and the power spectrum of the first Résser system (coupling parameter

€=0).

sponding time scale s at the moment of timet,. Itisaso
convenient to introduce the integral distribution of the
wavelet energy with respect to the time scales

E(s) = I|W(s, to)] *dlto.

The phase is naturally defined as @(t) = argW (s, t)
for each time scale s. In other words, it is possible to
characterize the behavior of each time scale sin terms
of the associated phase @(t).

Let us consider the behavior of two mutually cou-
pled nonidentical chaotic oscillators. If these oscillators
do not occur in the state of phase synchronization, their
behavior is not synchronized for all time scales s. As
soon as some of the time scales of these dynamical sys-
tems become synchronized (e.g., asaresult of increase
in the coupling parameter), the phase synchronization
regime is established. Evidently, this synchronization
primarily takes place for the time scales corresponding
to the maximum energy fraction of the wavelet spec-
trum E(s), while the other scales remain desynchro-
nized. The phase synchronization leads to the phase
entrainment on the synchronized time scales s such that

|0 (1) — @o(t)] < const, (4)

where @ ,(t) are continuous phases of thefirst and sec-
ond oscillators corresponding to the synchronized time
scaless.

The proposed approach based on the continuous
wavelet transform can be successfully applied to any
dynamical systems, including those with ill-defined
phases. For example, let us consider the behavior of two
mutually coupled nonidentical Rdssder systems occur-
ring in the vortex chaos regime (Fig. 1):

X2 = =Wy oY12—2Z 2+ €(Xp 1 — X1 2),
Yi2 = Wy X2+ aAY; +€(Ya1—Y12), (5)

21, = P+2y,(%,,—0),

TECHNICAL PHYSICS LETTERS  Vol. 30

where € isthe coupling parameter, w; =0.98, w, = 1.03,
a=0.22,p=0.1,andc=8.5.

Figure 2 shows the results of calculations for two
mutually coupled Rdssler systemsin the case of asmall
coupling parameter (¢ = 0.025). The wavelet transform
power spectra E(s) of the two systems differ in shape
(see Fig. 2a), but the maximum values of the energy €
correspond to approximately the same time scale s.
According to Fig. 2a, the phase difference @ (t) — @u(t)
exhibitsinfinite growth for al time scales. Thisimplies
that no synchronized time scales exist in the systems
under consideration and, hence, the systems exhibit no
phase synchronization.

As the coupling parameter increases, the systems
exhibit phase synchronization (see, eg., [12]). The
results of indirect measurements [14] showed that the
coupled Rdssler systems occur in the regime of phase
synchronization when € = 0.05. Behavior of the phase
difference @q4(t) — @u(t) in this case is illustrated by
Fig. 2b. As can be seen, there is phase synchronization
for thetime scale s=5.25 (characterized by amaximum
energy of the wavel et spectrum E(s) (Fig. 2b). Thus, the
time scales s=5.25 of the two Rdssler systems are syn-
chronized. Simultaneously, al the time scales in the
nearest vicinity of s = 5.25 are synchronized as well.
Strongly different time scales (e.g., s = 4.5 or 6.0)
remain unsynchronized (see Fig. 2b in comparison to
Fig. 2a).

Further increase in the coupling parameter (e.g., to
€ = 0.07) leads to phase synchronization for the time
scales where no such synchronization took place
before. As can be seen from Fig. 2c, thetime scaless=
4.5 in the two coupled systems are synchronized (in
contrast to the case when ¢ = 0.05, illustrated in
Fig. 2b). The interval of time scales featuring phase
entrainment increases, but some time scales (eg., s =
3.0 and 6.0 in Fig. 2c) remain desynchronized as
before.
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Fig. 2. Normalized energy spectra E(s) of the wavelet trans-
forms for the first (solid curves 1) and second (dashed
curves 2) Rossler systems and behavior of the phase differ-
ence @ (t) — @p(t) of these systems for various coupling
parameter: (a) € = 0.025 (no phase synchronization); (b) € =
0.05 (time scales s=5.25 are synchronized and the two sys-
tems exhibit phase synchronization); (c) € = 0.07 (the num-
ber of synchronized time scales and the interval of phase
synchronization increase).

The above results reveal several important aspects.
First, traditional approaches to determining phase syn-
chronization based on the introduction of achaotic sig-
nal phase provide a correct description for time series
characterized by the Fourier spectrum with a sharply
pronounced main freguency f,. In such cases, the phase
@y introduced for thetime scale s, = 1/f, approximately
coincides with the chaotic signal phase ¢(t) introduced
in the classical way. Indeed, since the other frequencies
(or the other time scales) are not pronounced in the
Fourier spectrum, the phase @(t) of the characteristic
signal is close to @(t) for the main frequency f, (and,
accordingly, for the main time scale s,). Obviously,

the average frequencies f = Lip(t)Jand fso = Cipso (t)0
must also coincide with each other and with the main
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frequency f, of the Fourier spectrum: f = fg =f, (see
also [15]).

If the given chaotic time seriesis characterized by a
Fourier spectrum featuring no clearly pronounced main
spectral component (as, e.g., in the spectrum of the
Rossler system in Fig. 1), the traditional approaches to
introduction of the chaotic signal phase (mentioned in
the Introduction) are no longer valid and may lead to
incorrect results. In contrast, the proposed approach
based on a continuous wavelet transform and introduc-
tion of acontinuous phase set can be applied to descrip-
tion of achaotic signal of any type.

The second important circumstance is that the pro-
posed method requires no apriori information about the
system studied and, hence, can be used for an analysis
of experimental data. Moreover, use of the wavelet
analysis sometimes decreases the influence of noise
[16, 18]. It is quite possible that the method described
above can also be useful and effectivein the analysis of
time series generated by physical, biological, physio-
logical, and other systems.

Thus, we have proposed a new approach to descrip-
tion of the phenomenon of phase synchronization,
which isbased on the continuous wavel et transform and
analysisof the system dynamicsfor varioustime scales.
This approach can be used for the description of any
chaotic systems (including those with ill-defined
phases) and experimental time series.
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in Heter ogeneous (Nanocrystalline/Amor phous)
Feg;Nb,B,, Alloys

E. E. Shalyguina®*, |. SkorvanekP®, P. Svect, V. V. Molokanovd, and V. A. M’ nikov®
@ Moscow State University, Moscow, 119899 Russia
b | nstitute of Experimental Physics, Sovakian Academy of Sciences, SK-043 53 Kosice, Sovakia
¢ Institute of Physics, Sovakian Academy of Sciences, SK-842 28 Bratislava, Sovakia
d Baikov Institute of Metall urgy and Materials Science, Russian Academy of Sciences, Moscow, 117334 Russia
* e-mail: shal@magn.ru
Received January 20, 2004

Abstract—Inverted hysteresisloopswere observed for thefirst timein the near-surface layers of heterogeneous
(nanocrystallinelamorphous) Feg;Nb;B1, aloys. In particular, a negative residual magnetization is retained
when a positive magnetic field applied in the sample plane is decreased to zero. Theinverted hysteresisis qual-
itatively explained within the framework of a two-phase model, according to which the heterogeneous aloys
contain two dissimilar phases exhibiting uniaxial magnetic anisotropy and featuring antiferromagnetic
exchange interaction. © 2004 MAIK “ Nauka/Interperiodica” .

Introduction. Recently, nanocrystalline materials
of a new type were obtained by method of amorphous
precursor crystallization [1, 2]. The new materias have
attracted much attention because of their unique mag-
netic, mechanical, and kinetic properties. Iron-based
FeM-B (M = Zr, Ta, Mo, and Nb) dloys
(NANOPERM™) have proved to be most promising
due to relatively simple composition and unique soft
magnetic properties [2, 3]. The magnetic properties of
Fe-M-B dloys (in particular, of the FeNbB system)
have been studied by various experimental techniques
(see, e.g., [2-10Q]). It was established that FeNbB alloys
annealed in the range from 300 to 1050 K behave as
materials containing two—amorphous and nanocrys-
talline—ferromagnetic phases and that the volume
fraction of the nanocrystalline phase depends on the
method and temperature of treatment of theinitial alloy.

An important role in the formation of magnetic
properties of materials is played by the surface. Asis
known, inhomogeneities in the microstructure and
chemical composition of amorphous materials account
for a significant (up to tenfold) increase in the surface
coercive force H¢ and saturation field Hg as compared
to the corresponding volumevalues[11, 12]. Moreover,
these inhomogeneities significantly influence the
course of crystallization in amorphous materials during
their heat treatments used for obtaining heterogeneous
alloys containing two or more ferromagnetic phases.

This paper reportsthe results of acomparative study
of the surface and volume magnetic properties of heter-
ogeneous Fey;Nb,B,, aloys containing two (amor-
phous and nanocrystalline) ferromagnetic phases.

Experimental. Amorphous Fe;Nb,B;, ribbons
with a width of 6 mm and a thickness of 30 um were
obtained by rapid solidification via melt spinning. The
as-quenched ribbons were annealed in an argon atmo-
spherefor 1 hat 550°C (sample 1) and 600°C (sample 2).
The microstructure of samples was studied by X-ray
diffraction. An anaysis of the diffraction patterns
showed that the samples of both types contain amor-
phous and nanocrystalline phases. The size of nanoc-
rystalline bcec Fe grains formed as aresult of annealing
was 10-12 nm. It was found that the volume fractions
of amorphous and nanocrystalline phases are 66.5 and
24.1% in sample 1 and 53.9 and 38.6% in sample 2.
Thus, the volume fraction of the nanocrystalline phasein
sample 2 was about one and ahalf timesthat in sample 1.

The surface magnetic properties of heterogeneous
alloys were studied using a magnetooptical micromag-
netometer described in detail elsewhere [13]. As is
known, the magnetooptical Kerr effect is sensitive with
respect to magnetization of the near-surface layer of a
definite thickness corresponding to the so-called “light
penetration depth” t;. This layer thickness is deter-
mined by the formulat, = A/4TK, where A is the wave-
length of the incident light and k is the absorption coef-
ficient of the medium. According to the available exper-
imental data[14], t; in metallic magnetic materials does
not exceed 10-30 nm in the range of photon energies
from 0.5to0 6 eV. In our case, the thickness of a probed
near-surface layer was on the order of 20 nm. The sur-
face hysteresis loops on both contact and free sides of
the ribbon samples were measured using the equatorial
(transverse) Kerr effect. The magnitude of this effect is

1063-7850/04/3007-0591$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Thevolume hysteresis|oops observed in samples(a) 1 and (b) 2in the magnetic field applied in the sample plane and oriented
at an angle ¢ = 0° relative to the sample axis coinciding with the direction of melt spinning.

determined as 6 = (I — ly)/ly, where | and |, are the
intensities of light reflected from the magnetized and
nonmagnetized sample, respectively. In fact, we stud-
ied the behavior of the d(H)/d5~ M(H)/Mgratio (where
dsisthevalue of the Kerr effect in the state of saturated
magnetization and Mg is the saturation magnetization)
in the course of cyclic variation of the magnetic field
(from +H to—H and vice versa) applied in the plane par-
alel to the sample surface and perpendicular to the
plane of light incidence. The anisotropy of magnetic
properties was studied by rotating a sample around the
normal to its surface. The angle between the direction
along the ribbon length (the direction of spinning) and
the orientation of magnetic field H is denoted by ¢. The
volume magnetic properties of samples were measured
using a vibrating-sample magnetometer. All data pre-
sented below were obtained on round samples with a
diameter of 6 mm cut from annealed ribbons, which
eliminated the effect of shape anisotropy on the mag-
netic properties of samples.

Resultsand discussion. It wasfound that the afore-
mentioned difference in the microstructure of samples
1 and 2 is accompanied by significant differences in
their magnetic behavior. Data obtained using the vibrat-
ing-sample magnetometer showed that both samples
possess a weak planar magnetic anisotropy and mag-
netically soft properties. Figure 1 shows the volume
hysteresis loops observed in the field H oriented at @ =
0°. As can be seen, the loops have a usual shape. The

values of coercive force HY"' for samples 1 and 2 are

4.3 and 0.5 Oe, respectively. According to the random
magnetic anisotropy model generalized so asto include
the case of two-phase systems [12], an increase in the
volume fraction of bcc Fe grainsin sample 2 leadsto a
more effective intergranular interaction, which
accounts for the decrease in the coercive force.

It was established that the surface magnetic proper-
tiessubstantially differ from the volume characteristics.
The surface hysteresis loops measured in the magnetic
fields oriented at ¢ = 0° and 90° are significantly differ-
ent, which is evidence of a strong surface magnetic
anisotropy (Fig. 2). No such anisotropy wasobserved in
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sur

the initial sample. The surface coercive force He' is
significantly higher than the volume value. In sample 2,

Ha" is amost two orders of magnitude higher than

HY' . This fact can be explained by inhomogeneitiesin
the microstructure and chemical composition in the
surfacelayers of samples. The degree of inhomogeneity
increases upon heat treatment, which is characteristic
of materials prepared as described above [12, 13]. In

sur

addition, it was found that He' on the free side of the
ribbon is smaller than that on the contact side. For

example, on the free side of sample 2, HZ"' = 12 and

46 Oe for ¢ = 0° and 90°, respectively, while the corre-

sponding values on the contact side are Hg' = 54 and

76 Oe. This is explained by the difference in residua
stresses developed on the two sides in the course of
manufacture and heat treatment of an FegNb,B;, rib-
bon and by the difference between surface morpholo-
gies on the contact and free sides.

Of specia importance is the unusual shape of the
surface hysteresis loops (Fig. 2), which can be
explained by inhomogeneous magnetic structure of the
samples, in particular, by the coexistence of amorphous
and nanocrystalline phases characterized by different
values of magnetic anisotropy, saturation magnetiza-
tion, and coerciveforce. It isasubstantia result that the
two-phase character of annealed Fe;;Nb,B,, alloy sam-
plesismanifested only in the behavior of their near-sur-
face layersfeaturing most significant changesin micro-
structure as aresult of annealing. The volume magnetic
characteristics of both samples also change in accor-
dance with their microstructure, but the shape of the
hysteresis loop exhibits no significant variations

(Fig. 1).

A more detailed analysis of the experimental data
presented in Fig. 2 showed that the direct and reverse
branches of the surface hysteresis loops measured for
@ = 0° exchange places. negative residual magnetiza-
tion is observed when the positive magnetic field
decreases to zero and the magnetization reversal takes

No. 7 2004
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Fig. 2. The surface hysteresisloops observed for the free side of samples (a, b) 1 (annealed at 550°C) and (c, d) 2 (annealed at 600°C)
in amagnetic field applied in the sample plane and oriented at an angle @ = 0° (a, ¢) and 90° (b, d). For the sake of clarity, the insets
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Fig. 3. Plots of (&) the reduced residual magnetization Mr/Mg versus the angle @ and (b) the partially inverted hysteresis loop
observed at @ = 150° on the free side of the samples annealed at 600°C.

place at a positive value of the coercive force. This fact
isclearly illustrated intheinsetsin Fig. 2, showing only
one branch of the hysteresisloop (observed for thefield
varied from +H to —H). According to the commonly
accepted notions (see, e.g., [15]), such loops are
referred to as inverted. It should be noted that the state
with a negative value of the residual magnetization
upon switching off the positive magnetic field isforbid-
den in homogeneous magnetic materials, where the
magnetization is the order parameter in description of

TECHNICAL PHYSICS LETTERS Vol. 30 No. 7

their thermodynamic state. According to Arrot [15],
this effect can take place only in heterogeneous mag-
netic systems.

The results of measurements of the surface hystere-
sis loops for various orientations of the external mag-
netic field in the plane of a sample revealed unusual
behavior of the residual magnetization as a function of
the field orientation angle ¢@. For example, Fig. 3a
shows the dependence of the reduced residual magne-
tization Mg/Mgon the @ value for the free side of sam-
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ple 2. As can be seen, there is an interval of angles
where Mi/Mg is negative. It was established that the
surface hysteresis |loops measured for such @ values are
completely (Fig. 2) or partially (Fig. 3b) inverted. Anal-
ogous dependence of Mi/Mg on the angle ¢ was
observed for sample 1. It should be noted that theinitial
amorphous Feg;Nb,B,, aloy also exhibited a certain
difference between the volume and surface hysteresis
loops, but inverted loops were not observed.

The above experimental data can be qualitatively
explained within the framework of a two-phase model
according to which the heterogeneous alloys under
consideration contain two dissimilar phases exhibiting
uniaxial magnetic anisotropy and featuring antiferro-
magnetic exchange interaction. Thetotal free energy of
this system can be expressed as

E = —-M;Hcos¢, — M,H cosd, + Klsin2(¢1—[31) )
+ K23in2(¢2— Bo) +2J;,M;M,cos(¢, - b5),

where the first two terms represent the Zeeman mag-
netic energies of two phases with magnetizations M,
and M,; the third, fourth, and fifth terms describe the
anisotropic energies of these phases and the exchange
interaction between them (K, and K, are the constants
of uniaxial magnetic anisotropy and J;, is the constant
of antiferromagnetic exchange interaction); ¢, and ¢,
are the angles between magnetization vectors M, and
M, and the field direction; and 3, and [3, are the angles
between magnetic anisotropy axes of the corresponding
phases and the field direction (the magnetic field H is
oriented in the sample plane). The magnetization of this
system is given by the formula

M = M,cos¢, + M,cosd,. 2

Thevalues of angles ¢, and ¢, as functions of the mag-
netic field H can be determined from the system of
equations

0E _ OE

— = — =0. 3

T ©
Assuming that the anisotropic energies are much
greater than the exchange interaction energy, 3, =3, =
0, and M, > M, and taking into account the condition
0°E/d(¢,)? = 0°E/d(d,)? > 0 determining stable solu-
tions of Egs. (3), we have calcul ated the hysteresis|oop.
It was found that the smplified two-phase model
explains only partly inverted hysteresis loops. In order
to obtain the completely inverted hysteresis, it is neces-
sary to perform calculations without any simplifying
assumptions, which meets considerable difficulties.

TECHNICAL PHYSICS LETTERS  Vol. 30
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In conclusion, we have studied the surface and vol-
ume magnetic properties of heterogeneous (nanocrys-
talline/amorphous) Fe;;Nb,B,, aloys and reveaded a
strong influence of structural changesin annealed sam-
ples on their magnetic characteristics. Completely and
partly inverted hysteresis loops were observed for the
first time. The experimenta results were qualitatively
explained within the framework of a two-phase model,
according to which the heterogeneous alloys contain
two dissimilar phases characterized by uniaxial mag-
netic anisotropy and antiferromagnetic exchange inter-
action.
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Abstract—A model of adsorption with recharge and allowance of thelateral interaction between molecules has
been constructed within the framework of the theory of probabilistic cellular automata. Realization of this
model reveals the organized behavior of the system with global synchronization of its parameters. The transi-
tion from turbulent (chaotic) to ordered regime passes through a state of local order involving the formation of
leading centers (pacemakers). The appearance of self-organized behavior results from the development of
intrinsic instability in the system. The process of ordering is related to the collective behavior of subsystems
forming the whole system. © 2004 MAIK “ Nauka/Interperiodica” .

I nvestigations into the phenomenon of adsorption of
various substances on the surface of solids have
received much attention for along time because the sur-
face isthe only channel for penetration into the bulk of
a crystal [1]. In addition, modification of the surface
properties significantly changes the behavior of solids,
especialy in the case of small grains, for which the
roles of the surface and volume are comparable.

In the course of anodization of silicon semiconduc-
tor crystals in hydrofluoric acid under certain condi-
tions, the dynamic characteristics of the process were
found to exhibit periodic variations with time [2-5].
Anaogous phenomena were observed in the experi-
ments with porous-silicon-based el ectroluminescent
devices [6] placed in a medium containing surfactants
(usually, polar molecules) [7, 8]. A continuous model
describing average values of the surface density of
adsorbed molecules and the oscillation phenomena
observed in the course of adsorption of surfactant mol-
ecules was recently developed in [8]. The model was
mostly based on the physical notions devel oped previ-
ously [9] inthetheoretical description of the kinetics of
processes on the silicon surface during its plasmachem-
ical etching with fluorine. In [9], we presented the
energy diagrams of fluorine atoms (ions) adsorbed on
silicon, formulated a system of kinetic equations, and
obtained their solution for the process of silicon etching
with atomic fluorine.

Within the framework of the developed model, it
was demonstrated [8] that the system of equations
describing the adsorption of molecules (atoms) on the
surface can be reduced (provided that the adsorbed par-
ticlesremain in the charged state) to a one-dimensional
Van der Pol equation describing oscillations of acertain
global averaged value (surface concentration of

adsorbed molecules). A necessary condition for this
reduction to the one-dimensional Van der Pol equation
is the allowance for a lateral interaction between the
adsorbed molecules (atoms), which leads to nonlinear
current-voltage characteristics of the system with a
region of negative differential conductivity [2-5].

This study is based on the model developed for the
adsorption system described in detail in [8]. According
to thismodel, the adsorbed atoms or molecules (in what
follows, the adsorbed species will bereferred to as ada-
toms) on asolid surface may occur intwo states. neutral
and charged due to the tunneling electron exchange
between these adatoms and the solid [9]. We consider
an elementary cell on the solid surface, which may
occur in one of the three states: without adatom, with a
neutral adatom, and with a charged adatom. The ele-
mentary cell can changeits state, depending on the state
of neighboring cells, thus being involved in the latera
interaction between adatoms. The proposed model is
two-dimensional and is related to the solid surface
assumed to beideal, that is, free of defects and inhomo-
geneities.

The computer model developed in this study is
based on the theory of probabilistic cellular automata.
In contrast to the model of classical cellular automata
described by Oono [10], our model is two-dimensional
and belongsto the class of probabilistic cellular autom-
ata. The field of events on the solid surface is divided
into elementary square cells, each occurring in one of
thethree states: empty (white or —1), occupied by aneu-
tral adatom (gray or 0), and occupied by acharged ada-
tom (black or +1). In order to take into account the lat-
eral interaction between adatoms, the probability of a
cell passing to one or another state is assumed to
depend on the number of nearest neighborsoccurringin
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(b)

Fig. 1. Realizations of the model system with three states showing the patterns of phase waves propagating over the surface in the
presence of several pacemakers possessing (a) nearly spherical and (b) square shape.

acertain state. The system evolves according to thefol-
lowing local transition rules:

X(@i, j,t+1) = F(X(, j, 1)), (1)

(0= y ixijn, @

(kDO

where O denotes the nearest vicinity (usualy, |i —k|=1
and |j —I| = 1) of the central cell with the coordinates
(i, )) and N is the number of cellsin this vicinity (typi-
cally, N=8). In our model, the rules of the passageto a
new state are not limited by strict conditions (in con-
trast to the classica cellular automaton used, e.g.,
in[10, 11]) and involve the transition probabilities

depending on the states of nearest neighbors X (i, j, t).
Therefore, the F(xX) value in each subsequent step
acquires certain val ues with the corresponding probabil -

ities described by the transition probability matrix P;;,

-1

F(x) = Hof, 3)
010

B EWH Wi, WlSE

U Wsgg Wy Waz [

provided that the x values fall within definite intervals
A <xX<A.Here | =1, 2, or 3isthe number of possible

states of the elementary cell and A(A)) is a certain
number determined by the transition rules and related
to the presence of acertain number of nearest neighbors
in adefinite state. The quantitiesw;; arethe probabilities
of transitions between statesi and | (w;3 = 0 because an
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empty cell cannot pass to a state with charged adatom
(ion)). Thus, F(x) acquiresthevalues—1, O, +1 in accor-
dance with the probabilities described by the matrix P;.

Redlization of the relatively simple agorithm
described above leads to a large number of various
dynamical regimes, which can be classified according
to the four main groups of cellular automata introduced
by Wolfram [12]. In particular, the model describes
periodic regimes differing by the oscillation periods
and the characters of attaining stationary states. There
also existsaregion of turbulent (chaotic) behavior char-
acterized by various types of the output parameters cor-
responding to numerous turbulent regimes. A charac-
teristic feature of our model isthe existence of regimes
with leading centers (pacemakers) featuring different
types of evolution.

The behavior of our model system in the presence of
pacemakers exhibits a considerable variety. Figure la
shows an “instantaneous’ image of the system with
several operating pacemakers interacting by means of
waves of the soliton type traveling over the system. Fig-
ure 1b shows the system with pacemakers possessing a
square symmetry. In a system of the type under consid-
eration, this regime resultsfrom the competition of sev-
eral pacemakers. With time, a pacemaker operating
with the maximum frequency is retained; in this case,
no instantaneous synchronization of various points in
the space is observed.

Figure 2 shows the time variation of the number of
black cells in different regimes. These curves can be
obtained by varying the control parameters of the
model. It should be noted that a phase diagram (anal o-
gous to that reported in [10]) for our system cannot be
constructed, because there are several control parame-
ters (rather than two as in [10]). The behavior of the
model adsorption system with three states obeying the
local transition rules (1) is richer than the behavior of
averaged global characteristics described by the one-
dimensional Van der Pol equation [8], which is related
for the most part to the effective dimension of the sys-
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Fig. 2. Time variation of the number of black cellsin differ-
ent regimes of the model system (a) with chaotic dynamics,
(b) with pacemakers of nearly spherical shape (soliton 1),
(c) with nearly square pacemakers (soliton I1), and (d) with
regular periodic dynamics.

tem. As is known, generalization of the one-dimen-
sional Van der Pol equation to the three-dimensional
case [13] leads to the appearance of solutions corre-
sponding to stochastic (strange) attractors. The general-
ized equations describe an oscillator with inertial non-
linearity (Anishchenko—-Astakhov oscillator) [13].

It is important to note that an analysis of the one-
dimensional adsorption problem with two states for the
probabilistic cellular automata does not lead to such a
variety of solutions[14]. In particular, oscillating solu-
tions and the solutions involving pacemakers are com-
pletely absent. It was pointed out [11] that an approach
to d