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It is shown that an instanton-induced interaction between quarks pro-
duces a very deeply bourtd dibaryon with mass below M, viz.,
My=1718 MeV. Therefore thél dibaryon is predicted to be a stable
particle. The reaction of photodisintegration of thelibaryon to 2\ in

the course of its motion in the cosmic microwave background will
result in a new possible cutoff in the cosmic-ray spectrum. This pro-
vides an explanation for the ultrahigh-energy cosmic ray events ob-
served above the GZK cutoff as being the result of the strong interac-
tion of high-energyH dibaryons from cosmic rays with nuclei in the
Earth’s atmosphere. @999 American Institute of Physics.
[S0021-364(99)00120-9

PACS numbers: 14.20.Pt, 13.85.Tp, 98.70.Sa, 98.70.Vc

The cosmic microwave backgroundMB) gives the Greisen-Zatsepin-Kuzmin
(GZK) cutoff on the possible energies of cosmic rays produced at extragalactic
distances. This cutoff is related to the threshold for pion production in préteutron—

CMB scattering. However, recently some number of cosmic ray events above the GZK
cutoff has been founl.lt turns out that this experimental result cannot be explained
within the Standard Mode(SM), and various explanations taking account of effects
beyond the SM have been suggestsee review).

In this letter we will argue for another possible explanation for ultrahigh-energy
cosmic ray(UHECR) events within the SM.

The arguments are based on consideration of the influence of a complicated structure
of the QCD vacuum on the masses of the hadron states. These effects are connected with
the existence of instantons — strong fluctuations of the gluon fields in the QCD vacuum
(see revieW). The main idea is to show the possibility of a deeply boundddss
H-dibaryon statein the instanton field.

This H dibaryon has vacuum quantum numb@f§=0**, T=0, and therefore its
interaction with the vacuum can be very strong. An explicit analysis shows that this
strong interaction is related to the very specific wave function ofHtdibaryon, which
includes a large mixture of diquark configurations that interact strongly with instantons.
In a sense, the dynamics of thepatrticle is similar to the dynamics of the meson. In
both cases the interaction with vacuum is very strong and leads to a large attraction
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between quarks. As a result, we have a masgiesthe chiral limi) = meson and the
possibility of a small mass for thid dibaryon.

There have been many calculations of Hhelibaryon mass within different models
(see the discussion in Ref).8Most of them predict the mass of the particle to be near
2M . , but only two of them took into account the instanton interaction between qlrks.

In Ref. 7 a rather deeply bounH-dibaryon state was obtained, with a mads,

=2090 MeV. In the calculation some specific version of the bag model was used. In this
version a very strong dependence of the confinement-force contribution to the hadron
masses on the number of quarks inside the hadron was used. As a result, the mass of the
H dibaryon was overestimated. In Ref. 8 it was argued that the three-body forces induced
by instantons can lead to an unbouddlibaryon. We disagree with this conclusion. The
estimate of Ref. 7 shows that only a tiny contribution of the three-quark interaction to the
mass ofH (AM;~5 MeV) is possible. This suppression is due to the very small prob-
ability of finding the three quarks simultaneously inside an instanton.

It is very important to take into account the instanton-induced interaction in diquark
configurations inside a multiquark hadron state. Many years ago it was shown that even
for ordinary baryons this interaction plays a fundamental role in the mass splitting be-
tween different hadron multiplefsi° This is related to the instanton-induced strong at-
traction between quarks in the diquark configuratgf§3™,S=0,3%). In the dibaryon
state, besides this configuration the mixture of diquark8",S=1,6%) can also lead to
a large decrease of the dibaryon mass. Furthermore, it was shown recently that the
instanton-induced diquark configurations are also important in connection with the pos-
sibility of having a color superconductivity of the quark—gluon matter.

Let us calculate the instanton contribution to the mass ofHhdibaryon. The
quark—quark t'Hooft interaction induced by instanttnias the following structure in
flavor—color—spin space:

ay a

NN
1>]

wherei,j=u,d,s, and the coefficientg; ; depend on the instanton density and quark
masses. It was shown within the instanton-liquid model of the QCD vacuum that the
strength of interaction(1) is enough to explain all of the spin—spin mass splittings
between different hadronic statese Ref. 4 Therefore one can consider the coefficients

wij as parameters determined by the spin—spin mass splitting between baryon states.
Within the constituent quark model with an instanton-induced interaction, which de-
scribes the masses of the ground states of the octet and decuplet of baryons with an
accuracy of a few MeV¥ the formula for the hadron mass is

M hadrori= NuU + NS+ AMjpg, (2

whereNy andNg are the numbers of light and strange quarks in the hadtamdSare

their constituent masses, andv ;. is the contribution of instantons. By using the wave
function of the baryons, one can show that for the baryon decuplet the instanton contri-
bution is zero and for the baryon octet it is

AMy=—3al2, AM,=—(a+pl2), AMs=Az=—3p/2, )

where
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a=3uy dRoos  B=31u(d),sRoos (4)

andR is the radial matrix element of interactigh). The best values of the parameters,
which provide a very good description of the baryon masse&® are

U=412.9 MeV, S=557.5MeV, «a=200.5MeV, B=132.7 MeV. (5)

To calculate the instanton contribution to tHedibaryon mass, one must know the
decomposition of théd wave function

q6=$ Ciqixa?. (6)
In this case the matrix element of the two-particle oper&gfor the q° state is
(a°IR-1%) =152, CH(q”IR|0r). (7)

The decomposition has been obtained in Ref. 7, and in the Bagjx SUSX SUJ it is
given by the formula

1 3 .
[H(0%,0°0%) = \/;)q“x q(67.0,6%) + \[—O[q“xqz(aﬁo,z%

+g*xq?(3F,1,6 +q*xq?(6%,1,3%)]. (8)

By using (8) and the well-known matrix elements of thg\,, 5152 operators for the
different diquark states ifB), one can easily calculate the instanton contribution to the
mass of theH dibaryon:

AMy=—9(a+2p)/4. 9
With the parameter valug$) the mass of théd dibaryon is
My=1718 MeV. (10

This mass is below ¥ =1876 MeV, and therefore thid dibaryon should be atable
particle.

The experimental status of ti&dibaryon is uncertaif®* For example, one of the
best results on thie-dibaryon properties is only an upper limit for thieproduction cross
section, obtained by the BNL E836 Collabobatibrin the mass intervalM
=1850-2180 MeV, which lies above our predicti@iD).

The unique properties of thid particle should lead not only to some anomalies in
the cross sections with strange particlsge the discussion in Ref. 1éut also to
fundamental cosmological consequences. One of these consequences is a natural expla-
nation for the observed UHECR above the GZK cutoff, in terms ofHkearticle com-
ponent in cosmic rays. Thid dibaryon has no electric charge and its spin is zero. That
means that the magnetic momenttbfis also zero. Therefore this particle should has a
rather small cross section for interactions with the cosmic microwave backgrounéi The
dibaryon is a deeply bound state of twia Therefore a significant part of its interaction
cross section with the CMB can originate from the reaction of photodisintegration to 2
The threshold for this reaction for a madd,=1718 MeV is approximately 7
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x10?°%eV. This threshold is above the GZK cutoff and is not inconsistent with the
available experimental dafalherefore the existence of a stabladibaryon may explain

the UHECR. All that is needed is some source of ultrahigh-energy cadnditbaryons.

One possible source of these cosrlidibaryons could be their production by acceler-
ated protons in radio galaxies beyond the GZK radius. Another, much more interesting
source of high-energy cosmikl dibaryons is the phase transition from nuclear to
H-dibaryon matter inside a neutron star. In this case a very large mass difference between
two neutrons and ai dibaryon could lead to explosion of the neutron star and the
production of ultrahigh-energy cosmit dibaryons.

In summary, a stablél dibaryon is predicted. Its stability derives from a strong
attraction between quarks due to interaction with the QCD vacuum. It is shown that
ultrahigh-energy cosmikl dibaryons give an explanation for the observed deviation from
the GZK prediction.
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T. Morii, and V. Vento for helpful discussions. My special thanks go to I. I. Tkachev,
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It is shown that the expected dip in the diffuse photon spectrum above
the threshold o™ e~ pair production, i.e., at energies %6 10'’ eV,

may be absent due to the synchrotron radiation by the electron compo-
nent of the extragalactic ultrahigh-energy cosmic réyslE CR9 in

the Galactic magnetic field. The mechanism we propose requires small
(<2x10 ' G) extragalactic magnetic fields and a large photon frac-
tion in the UHE CRs. For a typical photon flux expected in top-down
scenarios of UHE CRs, the predicted flux in the region of the dip is
close to the existing experimental limit. The sensitivity of our mecha-
nism to the extragalactic magnetic field may be used to improve exist-
ing bounds on the latter by two orders of magnitude. 1@99 Ameri-

can Institute of Physic§S0021-364(109)00220-7

PACS numbers: 98.70.Sa, 95.30.Cq, 98.35.Eg, 98.62.En

1. INTRODUCTION

The spectrum of diffuse photons is expected to have a dip of more than two orders
of magnitude at energies 18- 10" eV.! This dip is similar in nature to the well-known
Greisen—Zatsepin—KuzmifGZK) cutoff and is caused by electron pair production on
the cosmic microwave backgrounsly,—e"e™. The cross section of the latter process
reaches its maximum of W3~ 0.2 barn near the threshold ak30** eV and decreases
at higher energiegsee, e.g., Ref.)3 The attenuation length of photons in the region of
the dip is of order 100 kpc, so the dip in the spectrum is a universal feature of models in
which high-energy photons have extragalactic origin. Indeed, the existence of the dip is
confirmed by simulations in various models of ultrahigh-energy cosmic(kdflE CRS9;
for a review see, e.g., Refs. 3 and 4. For instance, in the region of the dip the top-down
models typically give the photon fléxof order 103 eV-cm™2-s1.sr 1, while at ul-
trahigh energiesE=10? eV, the predicted flux is more than two orders of magnitude
larger and reaches a value of a few times 1@V-cm s !sr 1.

The spectrum of diffuse photons at energies abevEO™ eV is known rather
poorly. Detection of the photons at the lower and upper boundaries of the dip were
reported by the Tien-Shan air shower array and Yakutsk experiment. They claimed that a
y-ray intensity is at the leve100 eVicm 2.5 1.sr ! at E=4x 10" eV, and 1
eV-cm 2.s t.sr! at E=10Y eV.® In the region of the dip the bounds have been
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obtained by EAS-TOPand CASA-MIA8 At E~10' eV the bound is of order-0.5
eV-cm 2.s 1.sr 1 about two orders of magnitude higher than has been predicted by
top-down models. At ultrahigh energies the photon flux can be as large-hs
eV-cm 2.s71.sr 1 if the observed UHE CR events are interpreted as photaeent
results from AGASA suggest this possibilit{).

While experimentally the existence of the dip in the photon spectrum is an open
question, theoretically the case is not closed either. Calculations of the spectrum cited
above do not take into account the possibility that high-energy photons can be generated
in our Galaxy by UHE electrons via synchrotron radiation in the Galactic magnetic field.
As we argue below, taking synchrotron emission into account may substantially alter the
photon spectrum &~ 10— 10" eV, filling the dip and bringing the expected photon
flux close to the existing experimental limit.

The synchrotron mechanism requires a large flux of UHE electrons to hit the Ga-
lactic magnetic field. It has been recently pointedbtiat this condition is naturally
satisfied in the halo models of UHE CRhese models attribute UHE CRs to decays of
heavy relic particles clustered in the Galactic F3loDue to the fragmentation process,
the decay products of the superheavy particles contain a large fraction of UHE electrons.

In this paper we show that the UHE electrons necessary for the synchrotron mecha-
nism to work can be of extragalactic origin, provided that the extragalactic magnetic
fields are small. We will see that, in fact, a large flux of UHE electrons is inherent in
top-down models of UHE CR, so that the generation of high-energy photons by the
synchrotron mechanism is a generic prediction of top-down scenarios and is not specific
to halo models of UHE CRs.

The key observation is that UHE photons propagate in the extragalactic space via a
cascade process, being converted to electrons and back with a small energy loss. As a
result, the flux of UHE photons is necessarily accompanied by the flux of UHE electrons.
At energies of order 18— 10?2 eV and in the absence of extragalactic magnetic fields,
the electron flux is at least as large, or even much larger, than the photéh\Wiinie the
UHE photons reach the Earth and contribute to the observable flux of UHE CRs, the
UHE electrons emit synchrotron radiation in the Galactic magnetic field and transfer their
energy to high-energy photons. As we will see below, the energy of the photons produced
lies in the region of the dip, and their flux is similar to that of UHE electr@rsl, thus,
of UHE photon$. Hence, in the absence of extragalactic magnetic fields, a flux of UHE
photons at the level of1 eV-cm 2.s 1.sr ! implies a flux of synchrotron photons at
the same level, which fills the dip in the photon spectrum. Since a large flux of UHE
photons is one of the signatures of the top-down mechanisms of UHE CRs, in the absence
of extragalactic magnetic fields these models generically predict no dip in the spectrum of
diffuse photons.

The mechanism we propose is sensitive to magnetic fields at distances up to 50 Mpc
from our Galaxy. If no dip in the photon spectrum is observed and halo models are ruled
out, the extragalactic magnetic field at these distances must be smallerttidn ¥ G.

This is two orders of magnitude better than the existing bodh@®nversely, if a dip is
found and, at the same time, the UHE CRs have a large photon fraction, the extragalactic
magnetic field must be larger thark20 12 G.

This paper is organized as follows. In Sec. 2 we estimate the flux of UHE electrons
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given the flux of UHE photons and zero extragalactic magnetic field. In Sec. 3 we

calculate the spectrum of synchrotron radiation in the Galactic magnetic field for injected
electrons of given energy. In Sec. 4 we estimate the effect of extragalactic magnetic
fields. Section 5 contains our conclusions.

2. THE FLUX OF UHE ELECTRONS

Our aim in this section is to show that in the energy rang@-1Q0> eV the flux of
UHE photons is necessarily accompanied by a comparable or larger flux of UHE elec-
trons, provided that there are no extragalactic magnetic fields. The argument is based on
the observation that at these energies, photon propagation is a cascade (seEesy.,
Ref. 4, i.e., a propagating photon is converted to an electron and back with small energy
loss. As this process is random, one should expect a certain ratio of photons and electrons
far from the source.

The main reactions driving the cascade ar@™ pair production(PP on the radio
background,yy,—e*e~, double pair productiofDPP), yy,—e e e*e™, and the in-
verse Compton scatteringCS), ey,—evy Ref. 3. Since double pair production domi-
nates in the energy range of interest, one should expect to find more electrons than
photons.

A simple estimate can be obtained if one neglects secondary particles and energy
losses. In thigrather crudg approximation, PP and DPP lead to the conversion of pho-
tons to electrons at ratesp andappp, respectively, while ICS converts electrons back
to photons at a ratb. The set of equations which describes the propagation of photons
and electrons reads

dn,/dR=—-an,+bn,, dn,/dR=an,—bn,, (N)

whereR is the distance from the source,(R) andng(R) are the photon and electron
fractions at the distandg, respectively, and=app+appp. The solution to this system
is

ne/n,=[aef@* P —CJ/[befa+h) +C],
whereC is an integration constant whose value is determined by the mafio, at R
=0. Far from the source the value of this constant is irrelevant.

The observed fluxeB, , are given by integrals over the spacengf, multiplied by
the particle injection rate. To estimafg/F, we note that the integrals are dominated by
large distances, where the ratig/n, is constantp./n,~a/b. Therefore,

Fe/F,~alb. 2

Both a and b depend on energy. AE~10°? eV one hasa~2x10 2 Mpc !, b~8
x10 2 Mpc ™! (Ref. 3, and thus

Fo/F,~2 at E=10% eV. )

At higher energies the rate is dominated by DPP process and tends to a constant,
—8x10"2 Mpc™?, while the rateb rapidly falls off> At E~107 eV, Eq.(2) gives

Fe/F,~10 at E=10% eV. (4
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In a more accurate estimate one should take into account the energy losses by the
leading particles and possible energy sharing in the leadirgj pair in DPP. In this
approximation the result depends on the energy distribution of initial particles and on the
energy dependence of the rates>, appp, andb. We have performed such estimate by
dividing the energy interval 26— 1074 eV into 10 energy bands and solving numerically
the system of 20 coupled equations analogous to Efs.We have found that the
corrections to Eqs(3) and (4) are small and do not alter our conclusions, unless the
extragalactic magnetic field is nonze(tbe latter case is considered in Seg. 4

3. SYNCHROTRON RADIATION IN THE GALACTIC MAGNETIC FIELD

Consider now the synchrotron radiation of UHE electrons in the Galactic magnetic
field. An ultrarelativistic particle of energl moving in a magnetic fiel@® emits radia-
tion at the characteristic frequertéy

3VaB B
J—g E2=6.7><1014( 5 )ev
2m; 10%eVv/ \10°°G

The width of the frequency band is roughfw~ w.. As a result of this process, the
particle loses energy at the rate

dE/dx= —2a?B2%E%/3m*. (6)

Both equations are written for the case of particle momentum normal to the direction of
the magnetic field. Generalization to other cases is straightforward.

Equation(5) implies that in the Galactic magnetic fiell~10 © G, electrons with
energyE~10%° eV radiate at the characteristic frequensy~ 10 eV. This process is
the source of high-energy photons in the Galactic halo models of UHE'E®Rsce the
Galactic magnetic field far from the Galactic center is smaller, the extragalactic electrons
which we consider in this paper must have higher energy in order to produce synchrotron
radiation in the same frequency range.

2

(5

W=

For the quantitative analysis of the synchrotron emission by the extragalactic elec-
trons consider an UHE electron moving in a varying magnetic k) perpendicular to
its velocity. Integration of Eq(6) gives

1 1 2a2JX

E(X) - E_0: 3m4 BZ(X)dX, (7)

whereE, is the initial energy of the electron.
For definiteness, let us take an exponentially decaying magnetic field,
B(x)=Bgexp(x/Xq) (8)

(note that we consider a particle propagating from— ). This behavior is expected in
some recent Galactic magnetic field modfsr the field in the direction normal to the
Galactic disk. The scalg, is of the order of 4 kpc. Making use of Eq¥,) and(8), one
finds the relation betweel andB at a given point of the particle trajectory,

(1/E) — (L/Ey) = a®xB?/3mj.
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FIG. 1. The dependence of; (arbitrary unit$ on particle energy for the exponential model of the Galactic
magnetic field.

This equation, together with Eg@5), determines the dominant radiation frequency as a
function of particle energy,

E32
E)=———f(E/E,), where f(y)=y%¥%/1—y.
(,()C( ) Zme\/m ( O) (y) y y

This function is shown in Fig. 1, from which we see that most of the electron energy is
emitted at frequencies close to

312 3/2

W= o 3Egl4) = — 2 =0.8X 1015 Fo
a0 omovax, 10%eV

According to Eqs(5) and(9), at E=10?? eV the electron loses most of its energy in the
region where the magnetic field is10 ° G, i.e., at a distance of 36 kpc from the
Galactic disk forBy~10"° G.

In the case where the magnetic field is not perpendicular to the particle velocity, the
spectrum of synchrotron photons is softer. The same is true for a magnetic field which
falls off more slowly than in Eq(8), as is usually assumed for the Galactic magnetic field
in the direction parallel to the Galactic plane. Thus one should expect an angular depen-
dence of the photon spectrum with the more energetic photons coming from the direction
normal to the Galactic plane and a softer spectrum from the directions in the Galactic
plane. The above estimates indicate that this effect is small, and its detailed study at this
point seems premature.

-1/2

Xo ev. 9)

4 kpcg

Finally, let us estimate the flux of synchrotron photons, assuming a flux of UHE
photons which is typical for top-down scenarios, viz., a few times*1&V.cm 2.s71
-sr 1 at energies~ 10°2— 10?2 eV. Equation(3) implies that, outside the Galactic mag-
netic field, there is at least as large a flux of UHE electrons which transfer their energy to
high-energy photons in the Galactic magnetic field. Since the synchrotron spectrum has
dw~w, energy conservation implies that the flux of synchrotron photons is approxi-
mately the same as the flux of UHE electrons, which is larger by a facteg ¥, than
the flux of UHE photons.
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4. EFFECT OF EXTRAGALACTIC MAGNETIC FIELD

As was shown above, in the absence of extragalactic magnetic fields the observed
flux of 10— 10'7 eV photons is proportional to the flux of UHE photons and the ratio
F./F, at energies abov&= 10?2 eV. The presence of a large enough extragalactic
magnetic field can significantly decrease this ratio. Indeed, ifthee conversion length,

a l=(apptappp) !, is large compared to the energy loss length of the electron due to
synchrotron radiation in the extragalactic magnetic field, the flux of UHE electrons
should be much smaller than the flux of UHE photons.

Let us estimate the value of the extragalactic magnetic field at which the ratio
Fe/F,~1 atE= 10?2 eV. For this purpose note that the solution to F).in a constant
magnetic fieldB can be written in the form

I =(3m*2a’B2%E)[1— (E/Ey)], (10)

wherel is the distance traveled by the electron as its energy decreaseEffdmE.
Equation(10) implies that electrons with enerdycan only come from distances smaller
than

le=3m*2a?B?E~50(2x 10 *?G/B)?(10°%V/E)Mpc . (11)

Taking into account that the leng# ! of e— y conversion is of the order of 50 Mpc at
E=10%?eV (Ref. 3, one finds that the extragalactic magnetic field must be smaller than
2x10 12 G at distances<50 Mpc from our Galaxy in order for the ratie./F , to be
comparable to or larger than one. If the magnetic field at distances of order 50 Mpc is
much larger than 10 %2 G (for a discussion of present limits on the extragalactic
magnetic field see, e.g., Ref.)l8he ratioF./F, is much smaller than one, and the flux

of UHE electrons is not sufficient to fill the dip in the photon spectrum by synchrotron
mechanism.

It is worth noting that the mechanism we propose is not sensitive to magnetic fields
at distances larger than50 Mpc, because this distance is sufficient for the generation of
a large electron fractiofr/F,~1. The effect of distant magnetic fields is merely to
decrease the UHE photon flux, which is not important for our argument since we nor-
malize the UHE photon flux to the observed flux of UHE CRs.

5. CONCLUSIONS

When the synchrotron radiation in the Galactic magnetic field is properly taken into
account, the top-down models, under certain conditions, generically predict a flux of
10'— 10" eV photons, which is close to the current experimental limits. Thus, it is
important to improve the sensitivity of the experiments in the energy rantpe-10'/
eV. The detection of a diffuse photon flux at a levelo10™ ! eV-cm 2.5 . sr * would
strongly suggest that the UHE CRs are produced by a top-down mechanism. Moreover,
this would imply that either the mechanism based on the halo rhodethe one pro-
posed here works. The two possibilities can be distinguished by measuring the angular
anisotropy of the UHE CR$ and of the high-energy photons producédn the con-
trary, if the photon flux in the region of the dip is smaller thar10 2 eV-cm 2.5 1
-sr 1 and, at the same time, the UHE CRs have a large photon fraction, the extragalactic
magnetic field must be larger tharx20™ 12 G.
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The energy and angular distributions of photoelectrons in the photoion-
ization of an atom or ion by powerful laser radiation are calculated. The
results obtained are valid for all values of the Keldysh parameter
Linear and circular polarizations of the light are considered. 1999
American Institute of Physic§S0021-364(89)00320-5

PACS numbers: 32.80.Rm

The theoretical investigation of the ionization of atoms and ions by high-power laser
radiation was initiated in the 19665 The results of subsequent investigations in this
field are reviewed in Refs. 5 and"6The character of the ionization process depends on
the adiabaticity parametey introduced by Keldysh: Tunneling ionization occurs for
y<1, and multiphoton ionization occurs fo=>1.

Formulas for the ionization probabilitfincluding the pre-exponential facjothat
are valid for arbitrary values oy are obtained in Refs. 3 and 4. Our objective in the
present letter is to investigate the energy and angular distributions of the photoelectrons
and their variation with increasing parametefor linear and circular polarizations of the
radiation. On account of progress in laser technology, these quantities have now become
an object of experimental investigatiofsee, for example, the review in Ref. 6 and the
literature cited therein

For linear polarization the momentum spectrum of photoelectrons has th& form

1
W(p)=W(0)exp{—g[cl(v)pﬁﬂz(y)pf] , 1)

wherec;=sinh ty—y(1+9A) 2 c,=sinhty, y=w/w,= wk/F, » andF are the fre-

quency of the laser radiation and the electric field intensityis the tunneling frequency
of an electron in a fieldF, E;= «?/2 is the ionization potential, ang=(p,p,) is the
momentum of an electron after emerging from under the barrier.

Formula (1) requires almost no discussion. Fpr1l (adiabatic case — i.e., the
frequencyw is low and the field intensity is high)

2

w(p):w(O)exp{—%(%y% %\t (1)

where 6 is the angle between the direction of emergence of an electron and the axis of

0021-3640/99/70(8)/6/$15.00 502 © 1999 American Institute of Physics
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linear polarization of the radiation. The angular distribution of electrons has a sharp peak
in the direction of the fieldf.#= y. In the opposite case>1 (rapidly varying field

2
W(D)ZW(O)exp{—%(InZy—cos2 0)]. )

For intermediate transverse and longitudigalth respect to the fieldr) electron mo-
menta we obtain

y 12 (0.577y, y<1,
<p2>1/2/<p2>1/2: ( 1— — ) = (2
- ” J1+y?sinhty 1-(2Iny) "t y>1.
For circular polarization the probability @fphoton ionization of an atomis level
i
is
W, = k?CZR(t, y)exp{ — 4ve o(t,7)}, 3
where
e tanh ‘u—u [y 3
ety)=— — U= 1497 39

(we have introduced in place of the auxiliary variableé=(2v./n)—1, such that-1
<t<1), v.=Ko(1+y ?) is the photoionization threshol#,= x*/2w is the multipho-
ton parameter,>1), andC, is the asymptotic coefficient of the atomic wave function
at infinity® (the pre-exponential factdR is also calculated in Ref. 4, but we shall not
require it herg

The functione(t,y) has a minimum at the poirit=ty(y) corresponding to maxi-
mum ionization probability and determined from the equatieri — u/tanh u. In addi-
tion, this point corresponds to the number of absorbed photg(g)=2v./(1+tg).
Near the maximum, the distribution over, i.e., the electron energy spectrum, is
Gaussiarf:

Wn=Wmax exp{_ C3(n— no)zlno}:Wmax' exp{ —(En— Ema><)2/2A 2}1 4
where
1 2
() YA(1+1t5) + 215 Y\ 1t+37 ], r=<1 @)
cs(y)= = !
T (-t A (G ,
2(Iny)%, y>1,

A=[wEi(1+y ?)/(1+tg)ca(y)]*? 4'")

A~y 32 JwE; for y<1, andA = \JwE; /2Iny for y>1. The most probable energy of the
photoelectrons emerging from under the barrier is

F2 J1-t, |7 R vel
Emax= (Ng—vo) o= E(l"_'}’ )1+tO:

(5
Ei/2Iny, y>1.

A numerical calculation using the formulas presented above gives the curves in Figs.
1 and 2. The most probable numlygrof absorbed photons for<1 is two times greater
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FIG. 1. Circular polarization. Ratip=n, /v as a function of the Keldysh parametgrHeren, is the most
probable andv is the minimum number of absorbed photons.

than the photoionization threshole., approaching it, though quite slowly, foy>1
(Fig. 1. The coefficientc; in Eq. (4) increases monotonically withy (Fig. 2). For
y>1

2(Iny)?

1
Wn=Wmax exp[ - (n—no)z], n0=(1+ T 7) Ko. (6)

Since

An w/\/ﬁ~\/'y/K0, y<1
20 (7)
oo [(WKolny)™t, =1

the distribution oven has the form of a comparatively narrow p&akin units of v, or
ng). We note that fory<1 the distributionw, (4) is much wider than the Poisson
distribution and, conversely, foy>1 it is narrower An=\n, for y~0.47).

The distribution of photoelectrons over the angléetween the emergence direction
of the photoelectrons and the plane of polarization of the laser radiation is also of interest.
It is determined by Eq(64) in Ref. 4, into which the values=n, and the momentum
Po= V2w(ny—v,), corresponding to the maximum ionization probability, must be sub-
stituted:

40

)

0 -

L
0 10 20 30

FIG. 2. The coefficient;(y) as a function ofy.
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8

s

FIG. 3. s(#,v) from Eq.(9), determining the angular distributions of the photoelectrons. The cupe®m to
top) correspond toy=0, 0.5, 1, ande.

2
0

w()<[Jn (Neé) %, €= 11, cosy, ®

WhereJnO(z) is a Bessel function. Using Langer’s asymptotic expressitom the Bessel
function forny>1, we find

W()=Uon ™ "exp{—ngs(1,7)}w(0), 9)
where
s=2[tanh 15— 5»—(tanh tug—uy)], 7=V1—¢&% 9

and the variable; ranges fromug (for ¢y=0) to 1(for = 7/2). The width of the angular
distribution is

ol Frk~\ylIKy, v<1
Ay~ (10
Ko 12, y>1.

As Fig. 3 shows, the functios(y,y) varies little with increasing parameter(this was
difficult to predict beforehand For this reason, the variation of(¢) from the adiabatic
region to the case=1 is determined mainly by the variation o§(vy).

Expression9) simplifies in the adiabatic regiop<1:

B 28
W) =(1+x%) mexrﬂ’—?[(lﬂ(z)alz— 1]y, 11

where y= ¢/ vy. For very small angles we obtain a Gaussian distribution:

Fx
w(¢)~exp( - —zwz) . P=y<l, (11)
w

which agrees with Refs. 6, 12, and 13. However, the number of photoelectrons then
decreases more rapidly:

2

2F
w( w)wzp‘lexp( -— w3> , YSY<l, (117)
3w
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and most of the photoelectrons always emerge near the plane of polarization of the light.

As y—0 (and for any value ofy), we haves=uqy?+O(y*), whereu, is deter-
mined in Eq. (3) with t=ty(y). For this reason, for small angles

Fx
w( ) =const exp{ —c4(y)— ¢2] , (12)
w

ca=\(1+ 7y ) (t5+ ¥/ (1+1t). If y<1, thenc,=1, and expressiofl2) goes over to
expression (17). At the same time, fory>1 the coefficientc,= y/2 andw()~exp
(—Ko##). A comparison with expression (1)1shows that agy increases, the angular
distribution broadens substantially, but even fge1 it remains quite narrow X
~Ky ¥2<1). In the two limiting cases we have

2[tanh i(siny)—siny], y—0
s(¢,y)= (13
—2 Incosy, y—©

which determines the limiting curves in Fig. 3.

In summary, we have analyzed the form of the energy and angular distributions of
photoelectrons in the entire range of the Keldysh parameteryQe, for linear and
circular polarizations of the light. The general case of elliptic polarization can be exam-
ined on the basis of the formulas in Ref. 14, but the expressions obtained are quite
complicated and require a separate discussion.

In closing, we note that a generalization of E@) for the electron momentum
spectrum with an arbitrary dependence of the electric fi€ld can be obtained for linear
polarization. The only assumption is thB{(t) is an analytic function oft, and the
“imaginary time” method* is used.
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to V. S. Imshennik, A. I. Nikishov, L. B. Okun’, and V. I. Ritus for discussing some
guestions associated with this work and for moral support, and to V. A. Gan’ and M. N.
Markina for assisting in the numerical calculations and for setting up the manuscript.
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DUunfortunately, it must be said that the contributions of Refs. 3, 4, and 7, the importance of which remains
undiminished to this day, is treated extremely unobjectively in Refs. 5 and 6. See Ref. 8 for details.

2see Eq(53) in Ref. 4. We employ atomic unité,=m=e=1.

IThese coefficients are often encountered in quantum mechanics and atomic and nuclear physics. Tables of
their numerical values for thestates of neutral atoms and certain ions can be found in Ref. 9.

“This result is contained in a somewhat different form in Ref. 10, where expansions in the limiting cases of
small and largey are also presented.
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We report a new effect in which one nuclear spin modification of
molecules is converted into another in a resonance laser radiation field.
The effect is based on selectiwith respect to modificationsoptical
excitation and the difference of the conversion rates of spin modifica-
tions for excited and unexcited molecules. The effect is expected to be
very substantial and should occur for all molecules capable of absorb-
ing the radiation of existing lasers. @999 American Institute of
Physics[S0021-364(09)00420-X

PACS numbers: 33.86b, 33.25+k

A recent papéron which the present authors collaborated predicts enrichment of the
spin modifications of molecules under selective laser excitation of one of the modifica-
tions. It was assumed that the effect occurs in molecules for which the principal mecha-
nism of conversion of spin modifications is an intramolecular interaction that mixes the
spin states of the nuclei. In Ref. 1 it is shown that for a suitable choice of the frequency
of the exciting radiation the enrichment effect could be extremely latige relative
concentration of the spin modifications can change by orders of maghitidine same
time, the requirements imposed in Ref. 1 on the frequency of laser radiation turned out to
be quite stringent. Specifically, for GH molecules, which otherwise are suitable for
exhibiting the effect, the capabilities of the g@aser and other known sources are
inadequate for discriminating the required frequency. The laser lines of al&@r
which are efficiently absorbed by GH molecules do not meet the requirements of Ref.

1. Thus the implementation of the idea of Ref. 1 turned out to be a difficult problem
because of the difficulties of matching suitable excitation sources to the experimental
object.

It turns out that the vexing restrictions of Ref. 1 on the radiation frequency can be
lifted with almost no loss of the degree of enrichment. The only remaining requirement
on the radiation frequency is that it should be efficiently absorbed on a vibrational or
electronic transition of the molecule from the ground state. This radically expands the
range of objects which should exhibit the light-induced conversion effect even for exist-
ing sources of radiation.

The effect which we propose is physically completely analogous to light-induced
drift (LID),2 which, in particular, has been used previously to achieve the separation of

0021-3640/99/70(8)/6/$15.00 508 © 1999 American Institute of Physics
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FIG. 1. lllustration of the light-induced conversion effect. The solid arrow symbolizes induced optical transi-
tions.

nuclear spin modifications of heavy molecufeand other light-induced gas-kinetic ef-
fects (see, for example, Ref.)4If the radiation can excite particles selectively with
respect to some physical parameter, then as a result of the difference of the relaxation
rates of this parameter for excited and unexcited particles, its value in the radiation field
will deviate from the thermodynamically equilibrium value.

In the present case this physical parameter is the concentration of one of the spin
modifications of molecules which is selectively excited by laser radiation and relaxation
is the process of conversion of the spin modifications. The conversion rates for excited
and unexcited molecules should differ, to one or another degree, for any mechanism of
this process, but the greatest differeoeders of magnitudecan be expected for a
mechanism based on intramolecular magnetic interaction. This mechanism, which has
been unequivocally proved for GH molecules; 2 and seems to be characteristic of
most heavy and complex molecules, is of a resonance character: The conversion rate
increases sharply when the quantum states of the mixed spin modifications are close in
energy. Then, for a given modification only one le(thle most "resonant” ongthrough
which conversion predominantly occurs can stand out. The realization of identical "reso-
nance” conditions for the rotational levels of different vibrational "electronic” states of
molecules is essentially precluded, so that the conversion rates for these states can differ
radically. In what follows, we shall consider the conversion mechanism associated with
intramolecular interaction.

For simplicity, we assume that the molecules exhibit only typara and orthp
nuclear spin modificationsee Fig. 1. For definiteness, we shall consider laser excitation
on a vibrational transition of the ortho modification. We shall assume an equilibrium
Boltzmann population distribution over the rotational levels in the vibrational states; this
is valid when the vibrational relaxation rate is sufficiently less than the rotational relax-
ation rate. These conditions can almost always be satisfied by adding an appropriate
buffer gas. Under the conditions stipulated, the temporal variation of the concentration of
the ortho component is described by the equation
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dNo /dt=y* (N7 = Ng)+ ¥ (N = N7) = (No—=Ng)]

= (y* = ) (N5 =NZ)+ ¥(Np—No); (1)
Y =2 i W(I%), yEJE YopW(Jy).
Jg o

HereN, andN, are the concentrations of the ortho and para componentsy andl y*

are the conversion rates. An asterisk marks the characteristics of vibrationally excited
molecules. The quantity,,W(J,) characterizes the partial rate of conversion through a
rotational leveld, of the ortho modificationW(J,) is the Boltzmann factor.

If there is no radiation NIy =Ng =0), then it follows from Eq.(1) that under
stationary condition®,=N, (thermodynamic equilibriup If y* =1, then equilibrium
also remains when radiation is present. In the opposite cgsé ), according to Eq.
(1), a new dynamic equilibrium, in which

Np—No=(1—¥*/y)(N; —Ng), 2
is established.

Laser radiation excites only the ortho modification, but to one degree or another
excited para molecules will also be presemgéé 0) as a result of the resonant transfer of
excitation from the ortho molecules. Since the conversion process is the slowest of all
other relaxation processé®tational and vibrational relaxation, diffusion procegsdse
establishment of the populations of the molecular levels against this background is in-
stantaneous and corresponds to the instantaneous values of the concentrations of the ortho
and para components. Specifically, the balance relation

a3 (Np=N3) = a3 (Ng—N3) =T N, ®

holds for excited para molecules. Here the first term on the left-hand side describes the
“arrival” of excited para molecules as a result of the transfer of excitation from ortho
molecules; the second term corresponds to the reverse process; the coefficierac-
terizes the excitation exchange rate. The term on the right-hand side is due to quenching
of the excited vibrational state. From the relati@ follows

N* aNp

— *
P T+ aN, o @

For a suitable buffer gas and its pressure, the condition
I'y>a(Ny+Np), 5)

can be satisfied. Thely <Ng andNj in the relation(2) can be neglected. The deviation
from thermodynamic equilibrium for the concentrations of the para and ortho modifica-
tions is especially large, and it is especially simply related with the fraction of vibra-
tionally excited ortho molecules. It is known that under certain conditisnfficiently
high radiation intensity and the required ratio of the relaxation yates fraction can be
1/2, and in this case from E@2) follows
*
Np_1 ( s
N, 2 Y

: (6)
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The limiting cases of this formula can be easily interpretedv*l&<y, thenN,=2N,,

which is natural, since conversion through the excited state essentially does not occur,
while conversion through the ground state equalizes the total concentration of para mol-
ecules and the concentration of ortho molecules in the ground state, which is half of their
total concentration. In the opposite limiting casg’& y) we haveN,<N,, i.e., virtu-

ally all molecules are in the para modification. This is also understandable: Transfer of
molecules into the para state occurs through an excited state, and the reverse process is
strongly inhibited, since para molecules are primarily in the ground state.

Let us now discuss the conditions under which the distribution of the rotational
levels of the vibrational states can be regarded as close to a Boltzmann distribution. If the
laser radiation is absorbed on a vibrational—rotational transition, then the relative excess
of the population of the upper levé| of the optical transition above the amplitude of the
Boltzmann “cushion” is determined by the parametsee, for example, Refs. 4 and)13

a=T,/TW(,), @)

wherel is the collisional half-width of the line and is determined primarily by rotational
relaxation(broadening is assumed to be homogengddJ, ) is the Boltzmann factor

for the levelJ, . The parametern in molecules can in itself be small, but it can be
decreased even more by adding a buffer gas for which the ratio of the cross section of
quenching of the vibrational state to the broadening cross section is characteristically
quite small. Fora<1 the populations of the rotational levels of the vibrational states are
completely described by a Boltzmann distribution.

The total population of a vibrational state of ortho molecules is determined by the
relatiorf+3

NE =Ny 2 4|G|2W(J e ®)
_ e ey
° 14 k+ Q21?2 r,r et 2h

Here () is the detuning of the radiation frequency from resonaicis, the amplitude of
the electric field of the radiatiord is the matrix element of the dipole moment of the
resonance transition, anelis the so-called saturation parameter. It is evident from this
formula that for a sufficiently large saturation paramédgr=N,/2, which is used in Eq.
(6).

Let us now estimate the possible magnitude of the effectt¥6H;F molecules,
which absorb CQlaser radiationthe P(32) line of the 9.6um band on the transition
R(4,3) essentially resonanthy{X=26 MHz with Doppler half-width=40 MHz). Only
molecules of the ortho modification absorb radiation. We shall conside8@cm long
absorbing cell. Since the absorption coefficierh.3 cm /torr,* the probe laser radia-
tion required for testing is strongly absorbed over this distance at approximately
0.1 torf3CH,F pressure. We shall take it as the working value. Unless special measures
are taken, relatio5) will not be satisfied, so that to increase the consktgnive propose
adding a buffer gas whose molecules have a close vibrational quantum so that the vibra-
tional excitation of-3CH;F would be transferred to them. In order to guarantee that this
process be irreversible it is desirable to use a buffer gas with a vibrational quantum of
somewhat lower energy. Assuming the rate of transfer of excitation to the buffer mol-
ecules to be comparable to the rate of exchange of excitation betweéfCtigF mol-
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ecules themselves and choosing the pressure of the buffer gas of this type to be 0.5 torr,
we obtainl’,=5a(N,+Ny), i.e., the condition(5) essentially holds.

We now consider the paramet&). Taking account of the data in Ref. 15 on the rate
of exchange of excitation betweé?fCH;F and*?CH;F molecules (5 10° s~ /torr) we
obtain forI', the concrete total valuE,=40kHz. For the total gas pressure obtained
thus far and for broadening=20 MHz/tor'® by a "resonant” gas we obtairl
=12 MHz. SinceW(J,)~ 10 ?, the parametea from Eq.(7) becomesa=1/3, which is
still not sufficiently small. However, if a "nonresonant” gas, for example, helium at 10
torr pressure, is added as a second buffer component, then taking account of the broad-
ening due to i3 MHz/torr*%) the resulting value of becomed =40 MHz. The value
of I', will remain essentially unchanged, since the quenching of the vibrational state by
helium (~ 107 Hz/torr)! is negligible. Under these conditions we obtais 1/10<1, i.e.,
relation(7) holds. We note that the value obtained Fois approximately the same as the
Doppler half-width, so that the estimates based on the homogeneous broadening approxi-
mation are completely justified.

Finally, we shall estimate the attainable saturation parameter fror{8EqFor a
radiation power density- 10° W/cn? (a 10-W laser beam 1 mm in diameteaccording
to the estimates made in Ref. 14 we obtais-50, which is more than sufficient to
saturate the vibrational transition.

In summary, the experimental conditions proposed above are close to optimal for
light-induced conversion, and the simple form(@, the consequences of which have
already been discussed above, is completely valid for estimating its magnitude under
these conditions.

We note that, in reality, the conditiofb) is not fundamental, in any case in the
situation y* >, i.e., when the effect is expected to be strongest. Concrete calculations
show that for virtually complete “transfer” from the ortho into the para state occurs for
I'y=a(N,+Np) provided thatNg is not too small compared witN,, .

We note one other important circumstance. An external electric field can also radi-
cally affect the rate of light-induced conversion as well as the degree of transformation of
one moadification into another: The energy levels through which conversion occurs in the
ground state and in excited vibrational states can be put(@rtéaken out of resonance
as a result of the Stark shift. The effect of an external electric field on the conversion rate
of nuclear spin modifications of GJf has been reliably proved and investigated in detail
in Refs. 10 and 11. From the results of these investigations it can also be concluded that
an electric field also provides a promising means for identifying the levels through which
conversion occurs.

In summary, we have shown that if molecules possess nuclear spin modifications,
one of which is capable of absorbing laser radiation, a deviation from the natural ratio of
concentrations of these modifications right up to complete exhaustion of one modification
can be obtained by simply adjusting the experimental conditions.

This work was supported by the Russian Fund for Fundamental Resgarahts
Nos. 98-02-17924 and 98-03-33124a
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The implications of magnetic translations for internal optical transitions
of charged mobile electron—hole-£h) complexes and ions in a uni-
form magnetic fieldB are discussed. It is shown that transitions of such
complexes are governed by a novel exact selection rule. Internal intra-
band transitions of two-dimensiond2D) charged excitonsX™ in
strong magnetic fields are considered as an illustrative example.
© 1999 American Institute of Physids$0021-364(109)00520-4

PACS numbers: 71.35.Ee, 78.20.Ls

Recently, there has been considerable experimental and theoretical interest in the
behavior of 2D semiconductor complexes — negativély (2e—h) and positivelyX*
(e—2h) charged excitons in magnetic fielgsee, e.g., Refs. 1-5 and references therein
These three-particle bound states can be considered as analogs of the hydrogen atomic
H~ and moleculaH ions, respectively. The application of a magnetic fiBldhanges
the hydrogenic spectra drasticallyee, e.g., Refs. 638As an example, whereas Bt
=0 theH "~ ion supports in 3D only one bound singlet state, at any fiBiteere appedr
bound tripletH ™ states and an infinite number of quasi-bound sta&Esonancesasso-
ciated with higher Landau level&Ls). In 2D systems, it is th&X™ triplet that becomes
the ground state in high magnetic fieff$Singlet and tripletX™ and X states are
observed in 2D systems by means of interband optical magnetospectrédotmpand
magnetospectroscopy, in which internal transitions from populajealind to excited
states are induced by a photon, can provide additional information about binding of
hydrogenlike complexes. In the* polarization internal transitions in high are pre-
dominantly induced to the next electron LL. Such photoionizing bound-to-continium
singlet and triplet transitions in the far-infrar¢BIR) have been predicted theoretically
and recently observed experimentally in GaAs quantum Wetisthis work we describe
some general implications of the existing exact symmetry — magnetic translations — for
internal transitions of charged mobiée-h complexes inB. We also present theoretical
predictions for internal transitions from th& ground triplet state in the™ polarization
in high B. A preliminary account of some of these results and implications for interband
magnetooptics oK~ have been reported in Ref. 5.

0021-3640/99/70(8)/6/$15.00 514 © 1999 American Institute of Physics
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Consider the Hamiltonian of interacting particles of charges a magnetic field

~2

T 1
szi 2_|+§|E¢J Uij(ri—rj), (1)

- e
herem;=—iAV,— E'A(ri), and the interparticle interaction potentialg can be rather

arbitrary. In the symmetric gauge= 3B r the total angular momentum projectitvh,,

an eigenvalue of ,=3,(r;x —i%V,),, is an exact quantum number. In a unifoBn
=(0,0B) the Hamiltonian(1) is also invariant under a group of magnetic translations
whose generators are the components of the opekatek K, K;= ;- (e;/c)r;xB

(see, e.g., Refs. 6),7The operatoK is an exact integral of the motioftd,K ]=0, whose
components commute iB as

SN hB
[ReRyl=-1"7Q Q=2 ¢, )

while [K;,,mj,]1=0, p,g=x,y. For neutral complexeatoms, excitons, biexciton®

=0, and the states iB are classified according to the two-component continuous vector
— the 2D magnetic momentuk= (K, ,K,) (Refs. 6,7. For charged systen@+0, and

the components ok do not commute; this determines the macroscopic Landau degen-
eracy of the exact eigenstates(&f. Using the dimensionless operafor Jc/7B|Q| K

whose components are canonically conjugate, one obtains the raising and lowering Bose
ladder operatorsk. = (k,xik,)/\2: [k_,k,]=Q/|Q| (see(5) below. Thereforek?

=k, k_+k_k. has the oscillator eigenvaluek21,k=0,1, ... .Since[k?H]=0 and
[k?,L,]=0, the exact charged eigenstates(bf can be simultaneously labeled by the
discrete quantum numbeksandM, (Ref. 7).

The usual optical selection rules for the dipole-allowed transitions in the Faraday
geometry(the light propagates alorig) are conservation of spin adM ,= + 1 for left-
and right-circularly polarized light=. There is an additional selection rule: the quantum
numberk is conserved. Indeed, the Hamiltonil@(f’?=Ei(eij-‘o%i:/miw)e““’t describing
the interaction with the light of polarizatioa™ (7 is the radiation electric fiequArii
= T *im,) commutes withK; and, therefore

[V*,k?]=0=k is conserved. (3

In fact the perturbatio’/=F(;,t) can be an arbitrary function of the kinematic mo-

mentum operators; and timet. In some limiting casege.qg., at low fieldsB) k can be
associatefiwith the center of the cyclotron motion of a charged system as a whole. This
gives some physical insight into its conservation. This selection rule is applicable to any
chargede—h system inB. In particular, it applies to mobile complexes — charged
excitonsX~, X*, multiply charged excitonX ™" (i.e., bound complexesn¢+ 1)e—h

with n>1, which can exist in special quasi-2D geometrieand to charged multiple-
excitonsXy (Xy—e), which exist in 2D systems in higl.? In deriving (3) we only used
translational invariance in the plane perpendiculaBtoTherefore, relatior{3) holds in
arbitrary magnetic fields and for systems of different dimensionality, including semicon-
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ductors with a complex valence band described by the Luttinger Hamiltéfhiiihe
selection rulg3) is also valid for internal transitions in electron systems. Note that for a
translationally invariant one-compone(&.g., electropsystem with constant charge-to-
mass ratioe; /m;= const, the well-known Kohn theorémstates that internal transitions
can occur only at the bare electron cyclotr@aa(R) energy% w..=#%eB/mg. This is a

consequence of the operator alge[)Ha,\A/i]: +hwV™ involving the center-of-mass
inter-LL ladder operators. On the other hand, relati@ is based on the algebra of
intra-LL ladder operators. However, for one-component systems the center-of-mass mo-
tion decouples from the internal degrees of freedonB,irand the theorems — though

based on different operator algebras — give equivalent predictions in this case.

To make our further discussion concrete, let us consider transitions ia thgo-
larization in a 2D three-particlee2-h system with Coulomb interactions, for a simple
valence band, and in the limit of high magnetic fields:

m e? hc\1?
hwce’hwchalhwce_hwch|>EOZ E?B, |B: e_B . (4)

Then mixing between different LLs can be neglected anddhestates can be classified
according to the total electron and hole LL numbef$;N}). The corresponding basis
for X~ is of the fornt? ¢E1i)m1(r) ¢§,i)m2(R) ¢ﬁ,thh(rh), and includes different three-
particle 22—h states such that the total angular momentum projeckity® N.— N,
—m;—m,+M, and LLsNg=n;+n,, N, are fixed. Hergp&" are thee- andh- single-
particle factored wave functions By n is the LL quantum number and is the oscillator
quantum numbeEmze(h)=(t)(n—m)]. We use the electron relative and center-of-mass

coordinatesr = (r;—r'ep)/ V2 andR=(re;+r¢y)/\/2. Permutational symmetry requires
that for electrons in the spin-singlettriplet t) state the relative motion angular momen-
tum n; —m, should be evertodd. To make this basis compatible with magnetic trans-
lations, i.e., to fixk, an additional Bogoliubov canonical transformation should be
performed®

The calculated eigenspectra of the three-partide 2 states with two electrons in
the spin-triplet staté (S;=1) are shown for two lowestNgNy) = (00), (01) LLs in Fig.
1. The spectra consist of continua, which correspond to the motion of a neutral magne-
toexciton (MX).*® In addition, there are discrete bounti” states lying outside the
continua in which the internal motions of all the particles are finite. The continuum in the
(NeN)=(00) LL consists of a MX band of widtk, extending down in energy from the
free (00) LL and corresponding to thes MX ( N.=N,=0)® plus a scattered electron in
the zeroth LL, labeleyy+ey. In the next hole LL NeN,)=(01), the MX band is of
width 0.574&, (Ref. 8 and corresponds to thgg2 MX (N.=0, N,=1) plus a scattered
electron in theN.=0 LL, labeledXy;+ e,. Moreover, there is a band above each free LL
originating from the bound internal motion of two 2D electrons Bn(labeled 2
+hNh).4 The spectra of the discrete bouxd states are the following. In the lowest
(NeNp)=(00) LL there exists only one bound,y, triplet state, lying below the lower
edge of the § MX band, the binding energy of which is 0.0Bg@ (Refs. 2,3. In the next
hole LL (NgN;)=(01) the 2~ MX band is narrow, and there appeaanyboundX;,,
states lying below the continuum edgEig. 1). This should be contrasted with the
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FIG. 1. Schematic drawing of bound and scattering electron tripdeti2states in the lowest LLSNN;)
=(00), (01). The quantum numb& = — M, for the (NcN;)=(00) states andl=—M,—1 for the (N.N,)
=(01) states. Largésmall dots correspond to the bound pardnt0 (daughterk=1,2,...) X~ states.
Allowed strong transitions in the™ polarization must satisfAN,=1, AM,=—1, andAk=0. Filled dots in
the (01) LL correspond to families of darky; states(see text

situation in the next electron LLNgN,) =(10), where only one bound triplet staxg,,
exists?

In the ¢~ polarization, theh—CR-like inter-LL AN, =1 transitions are strong and
gain strength inB. These are allowed by the usual selection rules: spin conserved,
AM,=—1. Consider first the photoionizing~ transitions in which the final three-
particle states belong to th&;+ e, continuum. There is an onset at the edge indicated in
Fig. 1 by transitior3. It occurs at an energyw.,+0.46%,, i.e., above thé—CR at an
energy that equals the difference in the dnd 20~ MX binding energies, plus th¥;,,
binding energy. This transition may be thought of as tse-2p~ internal transition of
the MX,'® which is shifted and broadened by the presence of the second electron. Pho-

toionizing transitions to the &+ h; band have extremely small oscillator strengths and
can be neglected.

In order to understand bound-to-bound transitidag— X;o1, let us describe the
structure of theX™ states in more detail. Generally, there exahilies of macroscopi-
cally degeneratX™ states inB. Eachith family starts with itsparent statgPS |\va'|3')),

z

for which k=0 andM, has its maximum possible value for that famibf. with trans-
lationally invariant states in 2D electron systems in strBjig* The normalized daughter
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FIG. 2. Energiegcounted fromf w,, in units of Eq= \/7/2 €2/ el 5) and dipole matrix elements of the inter-LL
AN,=1 transitions(Fig. 1) from the ground tripletX;y, state in the high-field limit. The spectra have been
convoluted with a Gaussian of width 0B2.

states withk=1,2, ... in theith family, |\Iffv[|),i)), are constructed from the PS with the
help of the ladder operators:
Di _ r Pi
|‘I’(N|Z)_|>—\/Tk'—|‘l’(w|z)>, (5

where we have used the relatiph, ,k_]=—k_. Conservation ok implies therefore
that internal transitions in the™ polarization, satisfying the usual selection rdié/,
==*1, spin conserved, are allowed only between states from families such that their PSs

are connected by a dipole transitibﬁﬁj’”)—ﬂ\lfﬁi)), i.e., haveM ,=M,=* 1. Indeed, for

the transition dipole matrix element between the daughter states imttheand nth
generations we have froi®):

(Dj)

S+ D;: (Pi)
Dy :<\I'M£,m|vf|‘1’$v| i

1
= Jynim! <WM£
From the commutativitf\A/i,R_] =[\A/i,R+]=0 we see that eithdr_ annihilates the left
PS (n>m) or k. annihilates the right PSnkm) in (6). ThereforeD;;=0 unlessn

=m andM;—M,=*1. From the operator algebra it is clear tiaf is the same in all
generations, and thus it characterizes the two families of states.

KUK W) (6)

This selection rule, due to the rich structure of the continuum, is easily satisfied for
bound-to-continuum transitions. However, considering many families of the b¥gpd
states in the next hole LLNgN;,)=(01), we see that there are only two PSs that are
connected by a FIR transitigirigs. 1 and 2 Therefore all families except these two are
dark, i.e., are not accessible by internal transitions from the groxigg bound states:
There exist only two strong bound-to-bouMXgy,;— Xy, transitions in thes™ polariza-
tion, both lying above the—CR (cf. Ref. 4. Breaking of translational invariande.g., by
impurities would make transitions to many dark states possible and lead to drastic
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changes in the absorption spectra. We note also that in 2D systerXs tstates belong-

ing to higher LLs are genuinely discrete only in a sufficiently str@fcf. (4)]. With
decreasin@, the discrete states merge with the MX continuum of lower LLs and become
resonances. Such a situation is also typical for bulk 3D systems, wher@nd H ™)

states in higher LLs always merge with the continuum of the unbound intemation

in lower LLs. Since the quantum numbeéris still rigorously conserved, the selection

rule predicts which of the resonances are dark and which are not. The absorption spectra
in such situation can have an asymmetric form typical for Fano resonances.

In conclusion, we have demonstrated that internal optical transitions of charged
mobile complexes and ions in magnetic fields are governed by a novel exact selection
rule, a manifestation of magnetic translational invariance. Internal bound-to-bound tran-
sitions of charged exciton$™ in 2D systems irB should be very sensitive to breaking of
translational invariancéby impurities, disorder etg. This can be used for studying the
extent of X~ localization in quantum wells.
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It is shown that the thermodynamically equilibrium state of a system of
small metal particles placed in a dielectric matrix are unavoidably
charged. The charge of spherical metal particles with different radii is
calculated at low temperatures. Hopping transport in a system of metal
particles is studied. It is shown that it is limited by the charging energy,
which serves as a typical hopping energy and can be gaples499®
American Institute of Physic§S0021-364(09)00620-9

PACS numbers: 72.20.Ee, 72.80.Tm

Metal—insulator composites consisting of a dielectric matrix with embedded metal
granules, ranging in size from several to hundreds of angstroms, are often used in prac-
tical applications. The question of the conductivity of composites is closely related with
the charge state of the granules. Specifically, the proposed mechanism of hopping con-
duction near the Coulomb gap rests on the existence of an equilibrium charge on the
metal granuled which is due to the difference in the work function of different granules.
This is a reasonable assumption for metal granules consisting of different materials.

However, identical metals whose work functions are implicitly assumed to be the
same are often used in experime(gse the reviews in Refs. 2 angl For example, in a
recent work! just as in all previous works> metal granules are assumed to uncharged at
zero temperature. At the same time, in a system of doped multielectron quantum dots
fluctuations of the number of impurities induce a redistribution of electrons between the
impurities in the thermodynamically equilibrium state at zero temperaturéhe present
letter we show that equilibrium charging of metal particles is also possible at low tem-
perature but because of the variance of their sizes or shape.

Let us consider a system of metal spheres, which can exchange electrons, with radii
R;. The presence of the surface of a sphere leads to the additional, with respect to an
infinite volume, electron energyS, which is proportional to the surface ar€aThe
surface tensiom of the electron gas can be calculated for an ideal Fermi gas. For this, we
consider the) potential of a Fermi gas in a quantum film of thickneks

d’p
(27Hh)2

n—€ _p2 (whn)?
1+exp<?)), 6—%"‘ omd 1)

O=-2TS D, f
n=1

log
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Herem is the electron effective mass,is temperaturey is the chemical potential, and
Sis the surface area of the film. At low temperatures we obtain in the limit of a large film
thickness

m3/2(2M)5/2 mMZ
Q=-— V+ 2S 2
157°#° 8mh?

The first term corresponds to the contribution due to the volume of the s\étedt and
the second term is the contribution due to the surface tension ener§y \Zhere o
=mu?/8mh?, of the two surfaces of the electron gas.

Let us now consider a metal granule. It is obvious that in the limit of a large size of
the system the volume and surface contributions to the energy are independent of the
shape of the system, and they depend only on the volume and surface area, so(®at Eq.
is universal. The surface energy is less than the volume energy to the extent that the
Fermi wavelength\r is small compared to the characteristic geometric §iz® of the
system.

Surface tension produces an additional pressife-2«/R; on the surface of the
electron gas and changes the chemical potential from that of an infinite system with the
same electron density: du;j=n"16P=2a/nR . This change is responsible for the
redistribution of the electrons between granules.

Let us consider a metal—dielectric composite consisting of metal granules embedded
in a dielectric with permittivityx. For simplicity we shall assume the granule number
densityN to be smallNR3<1.

Let us assume that th¢h granule containg; ions andZ; electrons and its potential
is
¢i=e(5Zi/KRi), (3)

To find the equilibrium charge of the granule§Z;=e(z — Zi), an electrostatic correc-
tion —e¢; must be included in the chemical potential. From the conditfyn
=(—8Q/<9M)T’¢i, we obtain in the limitR;— oo

ezfszi+ 2a s .
KRi nR,-_ K ()

where su is the change in the chemical potential of the system compared with the
macroscopic sample, amd=z; /V; is the concentration of ions in a granule, and is equal
to the electron density in an infinite sample.

In equilibrium the electrochemical potentigls—e¢; of the granules must be the
same. Using the condition of electrical neutrali®$Z;=0, we find

_2ekR—(R) . 2a (5
The (R PRy

The brackets denote an average over granules. According (@) the typical charge of
a granule is determined by the ratio of the Fermi en&tgyf the metal to the interaction
energy of the electrons in the metal, multiplied by the faatoin a typical case with
Ri—(R)~(R) the chargesZ; can be less than or greater than lalk<n¢€?, then the
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typical chargesZ;<1, and it is incorrect to neglect implicitly, as done earlier, the dis-
creteness of the charge. In reality, the granules remain neutral in this case. An energy
equal to the sune?/2«(1/R;+ 1/R;) of the charging energies of the two granules must be
expended to transfer an electron from one granule to another. In consequence the system
of granules is a Hubbard insulator, where Fermi excitations are separated from the ground
state by a finite energy gap due to Coulomb repulsion.

If ax>ne?, on the other hand, then the discreteness of the charge is immaterial, to
a first approximation. The typical potential of a granule is of the ordeEof: /(R),
which can be much greater than the temperature. We note that the sga¢ig/(R))3
between the energy levels of a granule is much smaller than the typical potential. This
justifies our quasiclassical approach.

According to Eq.(5), the charge of a granule should be fractional. This means that
the local electrochemical potential is equalized to within the charging enbrgy
=e?/2x(R) of a granule due to one electron. Redistribution of the electrons occurs as
long as it is energetically favorable. For this reason, the first unfilled state of an electron
on a granule lies above the total electrochemical potential by an anapleds than the
charging energy.. The last filled state; — U, lies in the range (6; U.). Therefore the
energy required to transfer an electron to infinity or to return an electron from infinity to
a granule should be uniformly distributed in the range from @¢o Such a state of the
system possesses a zero energy gap as a whole, which makes it possible to classify the
system as a gapless Hubbard insulator.

Let us now consider nonspherical granules. In this case the potential of a granule is
determined by its capacitan€z, and the surface-tension shift of the chemical potential
is determined by the rati¥;/S;: 2aS/3nV;. We obtain instead of Eq$3)—(5)

edzZ; _€°6Z; 2aS  2a(CiSIVy)

$=%C,r O*TkC Tanv, 3 (cy ®
52,2 2% S e s vy —(ChS IV 7)
i_3ne2 <C|>(< iS i> < I>$ i)-

The preceding calculations were performed neglecting the interaction of the charged
granules with one another. The potential produced by a neighboring granule is less than
the potential of the characteristic charge to the extent that theRsafethe granules is

small compared with the distance between the grariig$. If the granules are charged

in an uncorrelated manner, then the fluctuations of the potential will diverge at large
distances, similarly to the divergence of the potential in a completely compensated
semiconductot. Therefore long-range fluctuations of the potential lead to an additional
correlated redistribution of charges screening these fluctuations. Let us estimate their
magnitude. A fluctuatiod¢ is screened as a result of the redistribution of the charge on
the granules with charging energy less tha. Let r be the screening length. It is
determined from the condition that the charge fluctuai® in a region of sizer is
compensated by a redistribution of one electron from each granule with egaelgss

than §¢:

®

3 U

12
47 6
) = —¢Nr3.
3 c

4
5Q/e=(—62Nr3
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The fluctuationsQ produces a potential¢p~ 5Q/r. Hence we obtain

1/2
. 8p~U SZYNR) Y4, 9)

C
r~
(92N5Z

The condition that a small fraction of the electrons per granule is redistributed is equiva-
lent to the requirement that¢ be small compared with),. This is valid if 5Z°NR®

<1. The long-range potential fluctuations that are obtained are obviously less than the
characteristic intrinsic potential of the granulgs-U . 56Z.

Let us consider the conductivity of a composite consisting of spherical particles at
low temperature. Fork<ne? conduction is due to electrons excited into the upper
Hubbard band. Therefore conduction is purely activational with activation energy min
(]=Us—u|), where o lies in the Hubbard gap. Generally speaking, the activation
energy is of the order dfl ;. Since the density of states in the gap is extremely low, the
chemical potential is determined by atypical fluctuations. For spherical particles such
fluctuations seem to be particle-size fluctuations. Let us assume that small particles give
up electrons and large particles accept electrons. However, since the surface energy per
electron depends on the radius just as the Coulomb energy, the energy loss due to
charging does not compensate the gain due to the surface, and the particles remain neutral
irrespective of the radius. The situation changes when the asphericity of the particles is
taken into account. Conduction this case will be examined elsewhere.

Let us now consider the gapless-insulator limit. In this case the basic transport
characteristics resemble hopping transport along an impurity band with the exception of
two features: in contrast to the impurity problem, hops between granules do not require
the participation of phonons in the transport, and the characteristic hopping energy is
determined not by the density of states but rather by the charging energy. Formally, the
problem is described by the Miller—Abrahams mddeith the position of the atomic
levels replaced by the position of the bottomsof the corresponding granules. The
system of equations for the currgntbetween the granules and the potentiglsnduced
on the granules by an external field has the standard fpymeW;(¢;— ¢;), where

|nWij:rij/a+1/2T(|€i—6j|+|Ei_,bL|+|€j_/1/|):gij,

rij is the distance between the granules, amglthe localization length. An electron hops
to the sites wherg;; satisfies the connectedness criterign<{..

For sufficiently high temperature, evidently, the tunneling factor will limit tunneling
to distant granules. Therefore hops along nearest neighbors, corresponding to a conduc-
tion mechanism with a constant hopping length, will predominate. The characteristic
activation energy is determined by a fractionlgf. Specifically, we must single out the
nearest neighbors whose bottoms fall within a bandsradually increasing the band
width we add newer and newer sites into the network. The critical vayes which a
connected network first arises determines the activation engrgy).. If the granules
a(rg:; assumed to be arranged in a periodic square or cubic Iatticeegfﬁem.Sch and
€.'=0.31U,.

As the temperature decreases, electrons prefer to hop to distant granules, optimizing
the activation factor. As a result, the conductivity of the system is determined by a
variable hopping length mechanism. Hops will occur to the granules for which the loga-
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rithm of the tunneling probability is of the same order of magnitude as the logarithm of
the activation probability, satisfying the connectedness criterion. Analogously to Ref. 1,
we obtain for the conductivity

1/4

T
Y, T,~UN"tad. (10

a=Aexp—(?

The pre-exponential in Eq10) is given by the characteristic frequenéy=ve/R in a
granule. Formula (10) is valid in the temperature range E;(/Z)4’3T1‘1’3<T
<U.(Na®3 The upper limit is determined by the requirement that the typical hopping
energy not exceed . (otherwise the constant hopping length model is valithe lower

limit is due to the fact that the hopping energy must exceed the spacing between single-
electron energy levels that is required in order for the assumption of a continuous spec-
trum of states in a granule to be valid.

At the lowest temperatureb<(Eg/Z)*°T; “® the hopping energy is less than the
spacingEg /Z between the single-electron levels in a granule. In this limit, for an electron
in the initial state with a definite energy there will be no granules with such a level.
Threfore energy must be absorbed or released in a hop, i.e., phonons must be emitted or
absorbed or other electrons must be excited in a hop. We shall consider the phonon
mechanism. Since the temperature is low, an electron can use only the energy levels in a
given granule that are closest jo. Excited energy states with the same number of
electrons as the ground state as well as states with a larger or smaller number of electrons
can serve as such states. They must lie within the working Baniétermined by the
typical hopping energy. The working band is chosen from the condition that a region of
sizer contain at least one state on a single granule in an infinite cluster. The number of
states per unit volume is determined by the number of states in a single granule
ZA/Eg<1 in the energy rangA multiplied by the density of granules accessible to an
electron with such an energfNA/U.. The connectedness criterion has the form
A%(47/3)ZNr3/EU,=B,.. As a result, we obtain for the conductivity

2/5 1/2

T

ErU,
o=Bexp— T

ZNa®

y T~ (11)

Equation(11) gives a law that is close to the 1/2 law observed in a number of experi-
ments(see reviews®). The transition between the 1/4 and 2/5 laws occurs at temperature
(Er/Z)*3(Na®/u )=

We underscore that in contrast to the theory of a Coulomb*ghm® to the long-
range interaction of charges on different granules, our approach takes account of only the
stronger interaction of charges on the same granule. It is only near the percolation tran-
sition NR®~1 that Coulomb gap effects become comparable to the effects considered
here. The long-range Coulomb potential can influence the conductivity at such low tem-
peraturesT=< U (NR®)*%(Na®) '3 that the hopping energy becomes comparable to the
Coulomb interaction of the charges on neighboring grains.

We also note that we have neglected the collectivization of the states of different
granules, making the assumption that the charging enérgis much greater than the
tunneling amplitude.
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In summary, we have shown that the granules in a system of small metal granules
can be charged even at zero temperature. Depending on the surface tension and Coulomb
energy, the system can be a Hubbard insulator with or without a gap. For the gapless state
low-temperature conduction is a hopping conduction with a variable activation energy
determined by the charging energies of the granules.

We thank B. I. ShklovsKifor a discussion of the questions considered in this paper,
and the Russian Fund for Fundamental Research for financial support within the frame-
work of Grant No. 97-02-18397.

YWe note that the conductivity of a composite consisting of neutral granules has been studied in a recént work.
Unfortunately, the conclusion that tn~T~Y2 drawn there can be valid only in a limited temperature range.
The point is that the approximation of the dependence of the hopping length on the grain size by a linear
function is invalid in the limit of large hopping lengths. As a result, because of the presence of a rigid Hubbard
gap, the conductivity has a finite activation energy in the low-temperature limit.
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The current—voltage characteristi¢¥Cs) of a layered superconductor
with singletd pairing at low temperatures are calculated in the internal
Josephson effectlJE) regime. Coherent electron tunneling between
layers is assumed. A finite resistance of the superconductor in the re-
sistive state arises because of quasiparticle transitions through the su-
perconducting gap near nodes. Because of charge effects the interaction
of the Josephson junctions formed by the layers does not lead to sub-
stantial differences in the shapes of different branches of the IVCs. The
model describes the basic qualitative features of the effect in high-
temperature superconductors for voltages which are low compared with
the amplitude of the superconducting gap. 1®99 American Institute

of Physics[S0021-364(19)00720-3

PACS numbers: 74.58r, 74.72.Hs

The theoretical description of the internal Josephson effect in layered high-
temperature superconductors is complicated by the fact that the electronic structure of
both the superconducting and normal states is not adequately understood. Investigations
of the electronic structuté show that in the (Qr) directions the electronic spectral
density is smeared by strong scattering of electrons by spin fluctudtionthe (, )
directions, corresponding to the nodes of the order parandeiarthe superconducting
state, the electronic structure of the material agrees with Fermi-liquid models. This gives
hope of describing the internal Josephson effé#E) using ordinary Fermi-liquid ap-
proaches at low temperatures and voltages, where the contribution to the current should
be determined primarily by electrons with low energy near nodes of the\gap

The Josephson properties of a layered superconductor should depend strongly on the
symmetry of the order parameter and should differ qualitatively in cases of coherent and
incoherent tunneling between the superconducting layers. Incoherent scattering describes
a system of Josephson tunnel junctions in which the parallel component of the momen-
tum is not conserved in tunneling between layers, resulting in a finite resistance along the
c axis perpendicular to the layers. If such junctions were formed by superconductors with
an isotropic é-type) order parameter, the produét= I ;R of the critical current and the
normal resistance would be of the order of the gap width. However fmairing inco-

0021-3640/99/70(8)/7/$15.00 526 © 1999 American Institute of Physics
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herent tunneling leads to a zero or very small critical current along #eds, so that to
explain the high observed values qf it would be necessary to assume an unrealistic
special form of the angular dependence of the probability of tunneling between layers.
According to recent investigations of BSCCO/Pb tunnel junctfotig fraction of thes
component in the BSCCO order parameter does not exceet! EOr incoherent tunnel-

ing between layers, this would lead to valuesvgfapproximately three orders of mag-
nitude smaller than the observed values, which are close in order of magnitude to the
amplitudeA, of the gap> Moreover, for such small values ¢f the regime in which
some interlayer junctions are in a resistive state and others are in a superconducting state
would be impossible for voltages across one junctioiVefA,. Such a regime, charac-
terized by the presence of different branches on the IVCs, is one of the most striking
manifestations of the IJE in layered superconductors.

Coherent tunneling describes a three-dimensional, strongly anisotropic crystal. In
this case, there is no need to assume artificially a special angular dependence of the
tunneling probability in order to explain the large experimental value oHowever, the
question of the character of the IJE in the presence of coherent tunneling likewise is not
entirely clear. The finite resistance of a crystal in the normal state in this case is due to
scattering. For Born scatteringoc 1/7, where 1#<<Ay; in the opposite case the scattering
would suppresgd-pairing superconductivity {=e=1). The typical voltages on one
junction in Josephson experiments is of the ordef\g®1/7. For such voltagesand
frequencies of Josephson oscillatiptise conductivity should decrease with increasing
voltage® which is not observed in experiments. If impurity scattering in superconducting
layers is resonant scattering, then the resistance in the limit of low voltages does not
depend on ¥ and agrees with the experimental datdowever, this mechanism can
work only for V<y~+/Ay/7. To explain the finite conductivity at voltagas>y re-
quires a dissipation mechanism that is not associated with scattering by impurities. Tran-
sitions of quasiparticles through the superconducting gap can serve as such a mechanism.
As was shown in Ref. 8, such a mechanism determines the natural width of the Josephson
plasma resonance line at low temperatures. This mechanism becomes inefficignt for
>A,, where scattering mechanisms associated with spin fluctuations and pseudogap
effects must be taken into consideration, and our approach, which is based on Fermi-
liquid ideas, no longer work.

We shall investigate a layered superconductor wdtpairing and with coherent
tunneling between layers, neglecting scattering, i.e., we consider a pure crystal or suffi-
ciently high voltagesV>1/r for Born scattering and/> vy for resonance scattering.
Expressions for the current and charge densities are derived using the collisionless kinetic
equations derived for the Green’s functions by Volkov and K8gasing the Keldysh
technique. These equations are extended to the case of layered superconductors in the
tight-binding approximation for the electron spectrum in a direction perpendicular to the
layers and ford-pairing inside the superconducting layers. Our approach, describing a
layered single crystal, is opposite to the model of random hops between layers, used in
Ref. 10.

Let us consider the case of a uniform current alongcthgis, which can be realized
in narrow samples whose width in tla plane is less than the Josephson length. We
shall solve the equations for the diagonal and off-diagamaih respect to the spin
indiceg components of the Keldysh propagatp,(t) andf,,(t):
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0
| E On m_{'Anf;;c m+fn mAmt (Un=4m)Onm

=t E (An,n+ign+im_gn,m+iAm+im); (1)

i=+1

[ E frm—2&f, m_Ang: mt 9n mAmt (ntum)fom

=1, 2 (An, n+ifn+i m— fn, m+iAE+i m)'

i=x1

whereg,m(&,¢,t) and (&, ¢,t) are matrices with respect to the spin indices. Here
ép=€(p) — €, €(p) is the electron energy in the normal statg,is the Fermi energyp

is the electron momentum in tteeb plane, ¢ is the angle in momentum spadg, is the
transfer integralA,= A, (#) andy, are, respectively, the superconducting order param-
eter and its phase in theth layer, w,=®,+(1/2)(dx,/dt) is the gradient-invariant
scalar potential$, is the electric potential, and,, . 1=exp¢,, wheree,= xn+1— Xn

—2mwsA, /D, is the gradient-invariant phase difference between the layerd\aiglthe
vector potential in the direction of theaxis. The electric field can be expressed as

1de,
EnS:Mn_Mnﬁ—l"_EW- ()

The scalar potentigl describes the imbalance of the populations of the electron- and
hole-like quasiparticle branches and charge effects in Josephson plasma oscillatidns
IJES12

The current density between the layars 1 andn and the charge density in layer
are calculated as

. t, dp
Jn,n+1:2_S f (ZT)Z(An+1,ngn,n+l_gn+l,nAn,n+l)a 3
1 dp

pn:_E (277)2(gnn+g:n)v (4)

wheres is the crystal period in the direction.

We solve Eqs(1) using perturbation theory with respect ttp. The contribution
from transitions between the layers to the charge density is quadratic so that in the
leading approximation such transitions can be neglected. In the Fourier representation we
obtain

2¢ 8A%,

e
—— |tanh =, 5
& g(4e’— w?) 2T ®©)

gnn+ g:n:

where e = &2+ A2. Substituting this expression into E¢4), we obtain in the time
domain
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K2 0
b= o | Pt ©

wherek is the reciprocal of the Thomas—Fermi screening radius,

2A2%(¢)sin 2¢t tanhs/ZT
=[5 [ a : ™
&

The functionF describes the nonexponential relaxationwofwith a characteristic
time of the order of &,. We shall require Eq(6) in the case of slow variations qf,
whereF(t) —24(t) and the integral in Eq(6) reduces to 2Z(t). Substituting now the
expression for the charge density into Poisson’s equation, we express the difference
Sun= mn+1— My Of the scalar potentials between the layers in terms of the time deriva-

tive ¢, of the phase differences:

|m|
1 -1
e ) , @®

g

wherea=4e¢, /(«xs)? ande, is the dielectric constant in a direction perpendicular to the
layers. An estimate fos=15 A, 1/k=2 A, ande, =12 givesa ~0.85, and the factor in
front of the sum in Eq(8) is about 0.04. Thereforéu,, is small compared witkp,,, and

it follows that the change effects and the contributigua, in the electric field between
the layers are smalkee Eq.(2)].

Spn= 16\/_% (¢n+m+1+¢’n+m 1 2§Dn+m

To calculate the current we shall have to solve Efjsin a linear approximation in
t, . However, the equations are still difficult to solve for arbitrary(t) and ¢,(t), so
that we introduce equations for the current density in two limiting cases. First, we find the
solution forg, +; in a linear approximation in the potential, describing charge effects
which, according to the estimate made above, are small. In this limit the current between
the layersn andn+1 can be represented in the form of a component that depends only
on the phase differencg, and a component that also depends on the potential difference

Oun(t),
Innr1(D=]2(D)+]#(1).
Assumingt, to be independent of the momentum, we obtain

® t—t t
j"’(t)=jcf dtlF(tl)COS(Pn( ) sin ol ); 9
0 2 2
. o ” en(t—1y)
0 =ic | du | dtzF(tz){ cos " st t)
en(t—t;—ty) en(t) _ ep(t—1t9)
—cosfé,un(t—tl) cos—, +sin 5
t
X Spn(t—t;—t,)+sin 90”2( )J. (10)

Since according t68) su,(t) depends on the phase difference between different pairs of
layers, the current compone(it0) describes the interaction of “Josephson junctions”
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because of charge effects. Such an interaction has been investigated on the basis of a
phenomenological approach in Ref. 13, where other results were obtained.

Equations(9) and (10) simplify in several limiting cases. Far<w andV<Aj the
current can be represented as a sum of superconducting, normal, and interference com-
ponents, and the quasiparticle current contains a contribution that depends on the differ-
ence of the scalar potentials:

. .. LT d‘Pn

Je(t)=]¢ sin <Pn+Jc2TAO g (1~ cosen); (1)
o t—t t

jﬂ(t)zzjcf dtlsin%éﬂn(t—tl)sin %g ). (12)
0

The explicit form of the angular dependenté¢) was used to calculate these expres-
sions. The dissipative current components appear as a result of quasiparticle transitions
through the superconducting gap. In addition, the finite conductivity at low voltages, i.e.,
Ohm'’s law, arises because of the noded [®), since in this case, as voltage increases,
the range of angleg at which transitions through the gap are possible increases. In an
approximation linear irp the dissipative contribution to the current vanishes, since in the
spatially uniform case transitions through the gap are forbidden in the absence of a third
body. This forbiddenness is lifted in the nonlinear regime, since in the presence of a
current along the axis the phase depends on the layer number and the system becomes
inhomogeneou8In the linear approximation the forbiddenness is lifted by scattering. In
this case, using the computational method of Ref. 8, we obtain

j(t)/jc:§0n+6__ (13
0

The expression for the current density also simplifies in the limit of frequencies
which are high compared with the Josephson plasma resonance frequgetoystrongly
anisotropic Bi- and Tl-based cuprateg<A), where the ac electron current is shunted
by the displacement current,

@
Vac~Voc| —5 | <Vbc
w

and the time dependence of the phase differences has the simpleofer@w,t+ ¢, ,
whereg ,<1.

When all layers are in the resistive state or in the lienit 0, we havesu=0, and

the IVC atT=0 has the form
=il 6280-v)| 220k [ Y| —g[ Y V=2, k[ 250 EZAO)
1=1e) 0(280= V)| 7~ ZTAO_ZTAOJFH(_ o| K|~ ~El~~
At low voltages the slope of the 1IVQ14) is described by the conductivity,

=mesj./Ay=e?8m\2A,. This value agrees with the experimental data of Ref. 7 and

differs by a factor of 842 from the conductivity at zero bias in the presence of resonance
scattering. The expressigh4) contains a logarithmic peak &t=2A, and a descending

] . (14
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branch at higher voltages, which is not observed in the experimental IVCs. This shows
that our approach is inapplicable at high voltayesvhere electrons with energy differ-

ing from the Fermi energy by an amount of the ordeAgfcome into the picture. Such
electrons are strongly scattered by spin fluctuations, and interactions with spin fluctua-
tions will broaden the logarithmic peak and lead to a finite resistance at high voltage.

Let us now consider the situation where some junctions formed by superconducting
layers are in a resistive state and the others are in a superconducting state. An ac current
is transported through the superconducting layers in the form of a displacement current.
The total dc voltage is the sum of the voltages across the junctions in the resistive state,
and the number of branches in the IVC is equal to the number of junctions. In addition,
in the limit of smalla, the branchn is described by the first term in E¢l4) with V
replaced byV/n. For >, the current density calculated with an arbitrary ratio be-

tweendu,, and ¢n andT=0 has the form
- E( Ven—ouh

j _ Q.Dn""s,“n K( V@.Dﬁ_‘s:“ﬁ
1= \/
" (@n_éﬂn)s 240

2A,
For finite a the form of the branches constructed as a function of the total voltage along
the ¢ axis divided by the number of junctions depends on whether the neighboring
junctions are in a resistive or superconducting state. However, as follows fro8Eq.
and the estimates made below that formula, the contribution of the scalar potential is
small. For values of the material parameters which were used above, different branches
differ by not more than 3-4%, and these differences decrease as the parameter
creases. We note the branches observed in the experiments on BSCCO have essentially
the same fornt:®

(15

In summary, the model with singlektype pairing and coherent pairing describes
qualitatively the IVCs observed in the IJE regime with low voltages. Quasiparticle tran-
sitions through the superconducting gap in the region of its nodes give a dissipation
mechanism leading to a quasiparticle conductivity that is close to the observed value. The
interaction induced, as a result of charge effects, between the Josephson junctions formed
by superconducting layers leads to negligible differences in the form of the branches of
the IVCs with reasonable values of the parameters of the superconductor. For voltages of
the order of A the model does not describe the experimental data. This is because
electrons which interact strongly with spin fluctuations come into the picture.
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NMR on >*Mn in the single-crystal manganite § gk, Mng gdNig 103
(Tc=242K), which exhibits metallic conductivity beloW, is inves-
tigated in the temperature range 61-215 K. At low temperatures, to-
gether with a line corresponding to the averaged hyperfine field at the
Mn nuclei (the averaging is due to the motion of electronic holes
along Mn siteg, the NMR spectrum also contains two lines correspond-
ing to localized states M and Mr? ™. In the temperature range 100—
200 K it is found that the complicated NMR spectrum is transformed
into a single line on account of a delocalization of the holes inghe
orbitals of manganese. A comparison of the NMR data with the tem-
perature dependence of the resistivity suggsets that a wide distribution
of charge-carrier mobilities exists in the crystal. 1®99 American
Institute of Physicg.S0021-364(109)00820-9

PACS numbers: 76.60.Es, 75.50.Dd, 7269.

Ferromagnetic manganites based on LaMb&ong to a class of materials in which
there is a close relationship between the electric and magnetic properties. These com-
pounds have been attracting intense attention in the last few years in connection with the
anomalously large negative magnetoresistive effect near the magnetic ordering tempera-
ture of the Mn spingsee, for example, the reviews in Refs. 1-Bo explain the simul-
taneous appearance of ferromagnetism and metallic conductivity when antiferromagnetic
LaMnOs is doped with divalent ions, Zerfgproposed a double-exchange model in which
taking account of the strong intraatomic exchange interaction between locglizelec-
trons and delocalize@, electron holes results in parallel orientation of the spins of
neighboring Mn ions. The double-exchange mechanism is based on the idea that doping
induces holes in the, orbitals of manganese and results in a mixed®*Mivin** va-
lence. We note that recent experimental investigations of the electronic structure of
lanthanum manganites have cast doubt on this hypothesis.

Nuclear magnetic resonan@MR) on °°Mn nuclei is very sensitive to the state of
the electronic shell of manganese ions, since the hyperfine interaction with the intrinsic
3d electrons makes the main contribution to the local field on the nuclei. NMRMn
nuclei in the system La ,CaMnO; (0.125<x=<0.3) at low temperatures has been in-
vestigated in Ref. 6. For compositions with metallic conductivity=0.2, 0.3), a single

0021-3640/99/70(8)/6/$15.00 533 © 1999 American Institute of Physics



534 JETP Lett., Vol. 70, No. 8, 25 Oct. 1999 M. M. Savosta and E. E. Solov'ev

line at =375MHz was observed. Such an NMR spectrum can be explained by the
averaging of hyperfine fields at tf&Vin nuclei as a result of the rapid motion of elec-
tronic holes €,,>fnwr) @long manganese sites. For compositions with0.175 addi-
tional lines at frequencies-320 and=410 MHz, corresponding to quasilocalizet},{,
<fymur) Mn** and Mr** states, were observed in the NMR spectrum; this correlates
with the semiconductor character of the conductivity. Similar results have recently been
obtained for NMR on %*Mn nuclei in the system La ,SrMnOs;.

The substitution of otherdelements for Mn ions has a large effect on the magnetic
and electric properties of manganites. As the concentration of the Fe, Ni, and Co sub-
stituent ions increases, the Curie temperature and the spontaneous magnetization decrease
rapidly, while the semiconductor properties become more pronodh¢eNMR on >*Mn
nuclei in Fe-substituted manganitesykRk, sMn; _ Fg0;3 (0.0<sy=0.17) was investi-
gated in Ref. 13. When the Mn ions were replaced by iron, together with a line corre-
sponding to the average hyperfine field on ®én nuclei, two additional lines corre-
sponding to localized M and Mr?* ions were observed in the NMR spectrumTat
=1.6—4.2 K. However, the temperature dependence of the NMR spectra was not stud-
ied.

In the present letter, we report the results of an investigation of the
temperature dependence of NMR &fMn nuclei in the single-crystal manganite
Lag Py aMng geNig 1403. Substitution of nickel for Mn ions likewise results in the local-
ization of holes in thegy orbitals of manganese and, correspondingly, a complicated
NMR spectrum is observed at low temperatures. As the temperature increases, the spec-
trum transforms into a single line associated with an increase in the velocity of electronic
holes along manganese sites. The NMR data are compared with the temperature depen-
dence of the resistivity.

EXPERIMENTAL PROCEDURE AND SAMPLES

The measurements were performed on an incoherent NMR spectrometer with slow
frequency scanning and analog accumulation of the signal. In the range 200—-450 MHz an
oscillatory loop with an()-shaped inductor was used for the resonance circuit in the
high-frequency oscillator, which was at the same time the NMR sensor. This arrangement
made for a substantially higher sensitivity compared to the long-line oscillator that is
conventionally used in this frequency range, on account of the better filling of the sensor
by the sample. A double-pulse spin echo method was used to detect the NMR spectra. At
temperatures below 100 K the form of the spectrum depends on the time interval
between the exciting and refocusing pul$Egy. 1). This is due to the difference in the
spin—spin relaxation tim&, for different points of the spectrum. To obtain the true form
of the NMR spectrum, in this case the data were extrapolated=t0 assuming an
exponentialr dependence of the spin-echo signal amplitude:

A,=Aje 272, )

It should be noted that for the lowest values2—5 us a deviation was observed from

a monotonic variation of the forr(l) of the spectrum as a function ef This deviation

is evidently due to a large contribution of a signal from more rapidly relaxing nuclei in
the domain walls. For this reason, the corresponding spectra were not taken into account
in the extrapolation.
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FIG. 1. Mn NMR spectra of LggPhy MnggdNig 1405 at T=61K for three values of the time interval
between the exciting and refocusing pulses, and the spectrum extrapolated to zerdgeldird amplitude of

the spectra for=12, 20, and 28us is magnified by a factor of 3.5, 8, and 19, respectively. The solid curves
represent the decomposition of the spectra into three lines with spin—spin relaxatiof,ra23, 26, and 1%s

for the bottom, middle, and top lines, respectively. The dashed curves are the result of a fitting procedure.

Single-crystal LggPhy sMng gdNip 1405 samples were grown at M. V. Lomonosov
Moscow State University by spontaneous crystallization from a flux. The results of the

investigations of the magnetic and electric properties of the samples are presented in Ref.
8.

EXPERIMENTAL RESULTS

The®Mn NMR spectra with the standard correction forfrfrequency dependence
of the spin-echo signal amplitude and with a correction for the spin—spin relaxation are
presented in Fig. 2. At low temperatures a complicated spectrum is observed in the
frequency range 280—410 MHz. The decomposition of the spectrum=&1K into
three Gaussian lines shows the contribution of the localized*"Mions (fyur
=310MHz), Mr?" ions (fyur=375MHz), and delocalized holes \(yr=340 MHz),
as discussed above. It should be noted that such a decomposition makes it possible to
describe adequately the change in the form of the spectrum as a functiofFaj. 1),
assigning to each of the three lines its own tie which varies from 2s for the line
corresponding to Mh" up to 19us for the line corresponding to MA. The more rapid
relaxation for Mi* ions compared with Mt ions agrees with the results obtained in
Ref. 6. The form of the NMR spectrum does not change much in the temperature range
61-98 K(Fig. 2). As the temperature increases above 98 K, the amplitude of the central
line, corresponding to delocalized holes, starts to increase compared with the amplitude
of the peripheral lines. It is significant that Bt 116 K, where the amplitudes of all lines
are comparable, the presence of three peaks in the NMR spectrum is clearly visible.
Finally, atT~195 K the NMR spectrum transforms into a single line, whose width does
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FIG. 2. Temperature dependence of t@n NMR spectra of LggPhy MnggdNig 1405 (O). The solid curves
represent the decomposition of the spectra into three lines with fixed width 30, 35, and 34 MHz for the bottom,
middle, and top lines, respectively. The dashed curves are the result of a fitting procedure.

not change with a further increase in temperature. The relative fraction of delocalized
electronic holes at Mn sited (> f\vr) @s a function of temperature is presented in Fig.

3a, and the temperature dependences of the frequencies of the lines corresponding to
Mn**, Mn®", and delocalized holes is shown in Fig. 3b for the case when the NMR
spectra are decomposed into three lines of fixed width. Extrapolation of the temperature
dependences of the frequencies To=0 K gives f~315MHz for Mrf* and f

- —— 400 .
1 [ a Q@ ..... ] e b
— B
o - =
° | o {5350 e 1
Z g T e, w
305t o 12 v, ®
= o 1= a0} ‘oo ®
000 ] o %o
o @
. . 250 . .
100 200 0 100 200
T(K) T(K)

FIG. 3. 3 Relative fraction of delocalized electronic holes at Mn sites as a function of temperajure. b
Temperature dependence of the NMR frequencies for delocalizéd sind Mr?* ions and delocalized holes.

The dashed curves were obtained by fitting a smooth curve to the data for the high-frequency line and normal-
izing to the frequency of the remaining lines.
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FIG. 4. Temperature dependence of the resistivity for single-crystaFitg Mng gNi 1405 -

~385MHz for Mr’*. These values are somewhat lower than the frequencies of
the corresponding lines which were observed at liquid-helium temperatures in
Lag gsCa 1MNO; (320 and 410 MHP and in Lg Py Mn;_,Fe0; (330 and 420
MHz).*® The difference could be due to a different degree of covalence of the Mn—-O
bonds in the three systems.

DISCUSSION AND CONCLUSIONS

In Ref. 9 the decrease in the Curie temperature due to the substitutid@oNiMn
in LaysCa,sMn0O; is due to the nonequivalence of the ground-state energy of neighbor-
ing Mn and Ni(or Mn and C9 ions, which makes motion of electronic holes along
the corresponding bonds impossible and, in consequence, makes the double-
exchange mechanism less effective. The complicatddn NMR spectrum of
Lag Py aMng geNig 1403 at low temperatures attests to the appearance of quasilocalized
Mn** and M** states as a result of the substitution-N¥in in accordance with this
model. It should be noted that all three lines in the NMR spectrum have a large NMR
gain »=2000, characteristic for a weakly anisotropic ferromagnet, and the same tem-
perature dependenddashed lines in Fig. 3bas well as close relaxation timés, for
T=100K. All this indicates a close relation between localized and delocalized holes at
the microscopic level, i.e., we are dealing with a nonuniformity within the ferromagnetic
domains.

The transformation of a complicated NMR spectrum into a single line as the tem-
perature increasdfig. 2) attests to an increase in the velocity of holes along Mn sites. At
the same time, as one can see from Fig. 4, this effect does not result in a decrease of
resistivity. On the contrary, an increase of the resistivity, characteristic for ferromagnetic
manganites with metallic conductivity, is observed in the temperature range 100—200 K.
This behavior can be explained by assuming that the substitutiesFRliresults in a wide
charge-carrier mobility distribution — from mobile itinerant carriers, which are respon-
sible for the observed conductivity, to quasilocalized states, which result in the appear-
ance of additional lines in the NMR spectrum at low temperatures. The number of mobile
itinerant carriers can be very small, since the resistance of an Ni-substituted crystal at
T=77K is 60 times greater than for unsubstituted, §ty, MnO; (Ref. 8. In this
situation, the transformation of the NMR spectrum could be due to thermal activation of
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low-mobility charge carriers, which at low temperatures are localized because the double-
exchange mechanism is “switched off” and which have a negligible effect on the resis-
tivity despite their large number.

This narrowing of the®Mn NMR spectra with increasing temperature as a result of
the change in the velocity of electronic holes along Mn sites has been observed in
polycrystalline Pg.Ba, ;MnO; (Ref. 14. The existence of quasilocalized ¥n and
Mn3* states in this crystal at low temperatures is of a different nature then in
Lag ¢Phy.aMng geNig 1403 Specifically, it is a result of the disorder in the lattice due to the
large difference of the ionic radii of Pt and B&™. It should be noted that since the
substitution Mnr-Ni results in weaker disorder in the lattice, the NMR lines for
Lag ¢Phy.aMng ggNip 1403 are much narrower than for 2Bay MnO;, which made it
possible to observe directly the intensity redistribution of the lines corresponding to
localized and delocalized holes with increasing temperature.

In summary, using®Mn NMR we investigated in detail the temperature-induced
delocalization of electronic holes g, orbitals of manganese in the Ni-substituted fer-
romagnetic manganite bgPhy sMng geNig.1403. Comparing the NMR data with the tem-
perature dependence of the resistivity indicates the existence of a wide charge-carrier
mobility distribution in this crystal.

We are sincerely grateful to M. M. Lukina for providing the single-crystal samples
and S. |. Khartsev for measuring the resistivity.

*Je-mail: savosta@host.dipt.donetsk.ua

1E. L. Nagaev, Usp. Fiz. Nauk66, 833(1996.

2A. P. Ramirez, J. Phys.: Condens. Ma®18171(1997.

3C. N. R. Rao, R. Manesh, A. K. Raychaudhuri, and R. Mahendiran, J. Phys. Chem. Spl#B7 (1998.
4C. Zener, Phys. Re82, 403(1951).

5T. Saitoh, A. E. Bocquet, T. Mizokawet al, Phys. Rev. B51, 13942(1995.

6G. Matsumoto, J. Phys. Soc. J@9, 615(1970.

"A. Anane, C. Dupas, K Le Dangt al, J. Phys.: Condens. Matt@ 7015(1995.

8E. P. Svirina and L. P. Shlyakhina, Vestn. Mosk. Univ., Ser. 3, Fiz. Ast84n97 (1993.
9M. Rubinstein, D. J. Gillespie, and J. E. Snyder, Phys. Re$685412(1997.

103, B. Ogale, R. Shreekala, R. Batkeal, Phys. Rev. B57, 7841(1998.

IR, Ganguly, I. K. Gopalakrishnan, and J. V. Yakhmi, Physicads, 332 (1999.

12G. H. Rao, J. R. Sun, A. Kattwinkelt al, Physica B269, 379(1999.

BL. K. Leung and A. H. Morrish, Phys. Rev. B5, 2485(1977).

M. M. Savosta, P. Novg Z. Jir et al, Phys. Rev. Lett79, 4278(1997.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 70, NUMBER 8 25 OCT. 1999

Giant domain walls in a ferromagnet

V. E. Zubov and A. D. Kudakov*)
M. V. Lomonosov Moscow State University, 119899 Moscow, Russia

V. S. Tsepelev
Urals State Technical University, 620002 Ekaterinburg, Russia

(Submitted 12 August 1999; resubmitted 17 September)1999
Pis'ma Zh. EKsp. Teor. Fiz70, No. 8, 528—53(025 October 1999

Giant domain walls with a width of-7 um are observed on the sur-
face of a ferromagnet — an amorphous magnetically soft alloy. A
magnetooptic investigation shows that the walls have al Ngucture

in the subsurface region. The subsurface structure of these walls differs
substantially from that of the narrower walls previously observed in
iron, Permalloy, and amorphous materials. According to the theoretical
model of Scheinfein and co-workers, which relates the width of an
asymmetric Bloch wall in the bulk with the width at the surface, the
width of the wall in the bulk is estimated to be 3¢dm. © 1999
American Institute of Physic§S0021-364(109)00920-2

PACS numbers: 75.60.Ch, 75.50.Bb

The subsurface structure of domain walBWs) in bulk ferromagnets has been
successfully investigated for iron and hematite single crystals by Krinchik and Bénidze
using a magnetooptic micromagnetometer. It was found that a 180° DW on the surface of
iron single crystals has a’Mkstructure, and its effective width is;=0.6—0.8 um. The
experimentally observed structure corresponds to the model of an asymmetric Bloch DW
for bulk ferromagnets, in which a transition from a Bloch structure in the bulk of the
crystal to a Nel structure in the subsurface region occurs by an asymmetric bending of
the wall? In Ref. 3 the fine structure of a 180° DW on the surface was inferred from
magnetooptic measurements, and it was shown that the fine structure of the wall is
uniquely related with the direction of its asymmetric bending. Using spin-polarized elec-
tronic microscopy, Scheinfeiet al? have confirmed the existence of an asymmetric
Bloch wall in iron and other ferromagnets and they have shown by numerical simulation
that the width of a 180° DW at the surface is approximately two times greater than the
width in the bulk. Another important result obtained in Ref. 4 is that the width of the DW
on the surface is determined only by the magnetocrystalline anisotropy cotistaartd
the exchange coupling consta®) in the bulk of the ferromagnet and does not depend
on the surface anisotropy, surface magnetostriction, or other surface parameters. As the
magnetic anisotropy decreases, the widthof the DW in the bulk, determined by the
parameter/A/K, increases. According to the results of RefA4, should also increase
with A, . Indeed, 180° DWSs wider than in iron have been observed at the surface of
ferromagnets with effective anisotropy less than in irag=0.8 um in Permalloy and
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FIG. 1. EKE due to the magnetization compongpin a DW for various values ofl, : curvel — 0.16 Oe;
2 —0.08 Oe;3 — 0.04;4 — 0.02 Oe.

A¢=0.9 and 1.7um in amorphous ribborsRyan and Mitchell have observed very
wide walls As=2.7 um) in Permalloy plates obtained by electrochemical deposition. In
the present letter we report the observation and investigation of a giant asymmetric Bloch
wall with effective widthAg=7 wm in an amorphous ferromagnet.

The samples consisted of ribbons of magnetically soft amorphous alloy with the
composition Feg; CuNb;Sii3 Bg 1. The ribbons were prepared using a new technology
developed at the Urals State Technical University. Prior to pouring, the melt was sub-
jected to time-and-temperature heat treatment regime in order to obtain a uniform, ho-
mogeneous, and equilibrium distribution of dopants at the macro- and microlevels and
thereby to improve the magnetically soft properties of the alloy. The time and tempera-
ture parameters of the heat treatment of the liquid metal were determined from the results
of investigations of a complex of physical properties of the liquid nfefte ribbons
investigated were 2&m thick and 0.55 mm. Each sample contained one 180° DW,
perpendicular to the ribbon plane, lying at the center parallel to the long side and dividing
the sample into two domains, each approximately 0.3 mm wide.

The subsurface magnetic properties of the ribbons were investigated using a mag-
netooptic micromagnetomet&iviagnetization reversal of the samples was performed
with an 80 Hz ac magnetic field using Helmholtz coils. The amplitude of the field was
varied from 0 to 3 Oe. The coercive force of the DW, determined by a magnetooptic
method, was 0.01 Oe. The wall penetrates completely through the sample. This was
determined by observing the wall on the free and contact sides of the ribbons.

Figure 1 shows curves df(x) — the equatorial Kerr effedEKE). These curves are
due to the magnetization componéntat the surface of the sample inside the DW with
periodic rocking of the DW in the direction of theaxis. In the chosen coordinate system
they axis is directed along the ribbon, and thaxis is perpendicular to the plane of the
ribbon. The curves were obtained for various values of the field amplitiydeith the
entrance window of the photodetector moving in the focal plane of the microscope along
the x axis perpendicular to the image of the DW. The displacenxeot the entrance
window of the photodetector is scaled, taking account of the magnification of the micro-
scope, in the sample plarisee Refs. 1 and 3 for a more accurate description of the
method used to investigate the DVWhe sign-alternating EKE curves presented in Fig. 1
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FIG. 2. EKE due to the magnetization compongnin the region of oscillations of the DW for different values
of Hy: 1 —0.16 Oe;2 — 0.08 Oe;3 — 0.04;4 — 0.02 Oe.

show that a 180° DW at the surface has @Nwagnetization componeht (see Refs. 1

and 3 for a more detailed discussjomhe absence of a normal magnetization component

I, in the DW at the surface, as established by measuring the polar Kerr effect, shows that
the wall at the surface has a &lestructure. We determine the effective widtlhy of the

wall, following Ref. 1, as the minimum distance between the positive and negative
extrema in the EKE curves, due to the comporigntand realized as the amplitude of the
oscillations of the DW decreases. The position of the positive and negative extrema
corresponds to points inside the wall, where the compohecttanges most rapidly. It is
evident from Fig. 1 that\;=7 um. The difference in the magnitude of the positive and
negative extrema in the dependeni{x) and the different extent of the sections with
positive and negative values of the EKE are interesting. Such a difference has not been
previously observed in irdr’ or Permalloy or amorphous alloy8 Figure 2 shows the

EKE due to the componer, in the sample as a function of the coordinatdn weak

fields, where the amplitude of the oscillations of the DW is much smaller than the width
of the wall, the EKE is due to the componetinside the wall itself(curve 4). 1t is
evident from the figure that curv is asymmetric relative to its maximum: The effect
drops off rapidly to the left of the maximum, and it has a very flat form to the right of the
maximum. This agrees with the behavior of cud/é~ig. 1) due to the componertt, in

the DW, which shows a distinct positive maximum and drops off very slowly with
increasingx to the right of this maximum.

Using the result of Ref. 4 that the structure of an asymmetric Bloch DW at the
surface is determined only by the bulk magnetic parameters, it is possible to estimate the
width of the DW in the bulk of the experimental ribbons and the effective uniaxial
anisotropy in the bulk. Setting,=A/2=3.5 um and usingA=1x10"° erg/cm from
Ref. 9 for an amorphous alloy with composition close to the composition studied here, we
obtain using the formulaA,=7/A/K the uniaxial anisotropy constant in the bulk
K=80 erg/cm. If it is assumed that a cubic magnetic anisotropy characterized by a
constant, exists in the material, then Lilley’s formula,=10.87/A/K for the width
of a 180° DW in a cubic crystal can be used to estini&jgRef. 10. Hence we obtain
K,=960 erg/cm. This is two orders of magnitude less than the magnetocrystalline
anisotropy constant in iron silicidé,=8x 10* erg/cn? (Ref. 9.

This work was supported by the Russian Fund for Fundamental Reg&xeufit No.
99-0216595
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Spin relaxation in a two-dimensional electron gaB EG) is treated as

the establishment of equilibrium in a gas of spin excitons as a result of
processes that change the number of spin excitons. Coalescence is the
dominant channel above a temperature of the order of 1 K. The coa-
lescence of excitons can occurr as a result of spin—orbit and Coulomb
interactions in the 2D EG. The rate of coalescence falls exponentially at
low temperatures. The relaxation time is calculated, and the critical
temperature below which the main annihilation process becomes that
due to the exciton—phonon interaction is determined. 1999 Ameri-

can Institute of Physic§S0021-364(19)01020-§

PACS numbers: 73.40.Hm, 71.10.Ca

1. Investigations of spin relaxation are one way to determine the fundamental prop-
erties of a two-dimensional electron g&2D EG.1® On the one hand, the two-
dimensionality strongly intensifies the spin—orbit interaction for conduction electrons in
GaAs/AlGaAs heterostructures, but, on the other hand, Coulomb correlations in the quan-
tum Hall effect regime radically restructure the energy spectrum in a 2D EG, which can
slow down, rather than speed up, relaxatioompare the experimental results of Refs.
1-3 and Ref. &

The deviation of a 2D EG spin system from equilibrium can be described as the
appearance of spin waves or, equivalently, spin excitons consisting of an effective hole in
the distribution of electrons polarized in the direction of the field and an electron with
opposite spin, which are bound by the Coulomb interactithThe appearance of a
single spin exciton with nonzero 2D momentum changes by 1 the spin projection of all
electrons,S,—S,— 1 (the z axis is directed along the magnetic figldhe total spinS
also decreases by $—S—1. The appearance of a spin exciton with zero momer(@m
so-called “zero” exciton; see Refs. 7 angléhanges similarly the componestby 1 but
leavesS unchanged, which corresponds to a deviation of the total §pfrom the
direction of the fieldB without a change in the value &itself. In both cases the spin
relaxation process can be described in terms of the annihilation or creation of spin

0021-3640/99/70(8)/7/$15.00 543 © 1999 American Institute of Physics
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excitons, if the density of excitons with nonzero momentum is assumed to be small.

The experimental realization of an initial state as a state in which the spin of the
entire system is rotated as a whole relative to its equilibrium direction encounters meth-
odological difficulties. In the experiment of Ref. 4, with odd filling2n+1), the total
spin of the electrons always remained polarized in the direction of the field, but in the
relaxation proces$ differed from the equilibrium value. Therefore, in this experiment
the number of zero excitons was negligibly small compared with the total number of
excitons with nonzero momentum. In a previous work we studied the relaxation of the
density of such “nonzero” exciton$The annihilation(or, conversely, creatiorof a spin
exciton accompanied by the emissi@bsorption of an acoustic phonon was studied.
The process was determined by the spin—orbit or electron—phonon interactions. As a
result, the exciton lifetime turns out to be essentially independent of tempétatnck
according to the calculations, more than an order of magnitude greater than the value
measured in Ref. 4.

In addition to this, there exists another spin relaxation channel due to interexciton
collisions which lead to coalescence of excitons. This is the subject of the present letter.
We shall estimate in this case the character of the temperature dependence for the spin
equilibration time. The annihilation of excitons in this case is due to the spin—orbit
interaction and occurs without the participation of phonons. Energy conservation in an
elementary event requires that

e(0y)+e(ar)=e(|a;+a|), (1)

wheree(q) is the energy of a spin exciton, which depends on the two-dimensional wave
vectorq of the exciton. In our problem only valugdg<<1 (I3 is the magnetic lengjtare
important, so that

e(q)~|gupB|+(qlg)’/M , (2)

where M is the spin-exciton masén real heterostructurem ~1~40—80 K, and the
Zeeman gap is such thagu,B|~3 K atB=10 T). As a result, the relatiofil) reduces
toq;- qzléz M|gupB|, which in any case gives a lower limit for the total kinetic energy

of the interacting excitonsof +q3)13/2M =|gu,B|. In calculating the total annihilation
flux, the phase volumes of the wave vectors for which coalescence occurs will enter with
the weight exb—(q§+q§)lé/2M T], which will give a factor expf|gu,B|/T). The inverse
exciton lifetime for the process under study should be proportional to the exciton density,
which at low temperatures near equilibrium will also behave as -ejgp(,B|/T) (see
Refs. 8 and 111 Ultimately, for low values ofT the effective relaxation time is deter-
mined by the exponential law exp@¢,B|/T). We shall see that foT~1.5 K (this
temperature corresponds to the experiment of Rethd “coalescence” relaxation chan-

nel is the dominant channel, and our calculation is in complete agreement with the
measurements performed in Ref. 4.

2. We write the single-particle Hamiltonian for the 2D electrons in a GaAs/AlGaAs
heterostructure:

Hy=—|gupB|oy/2+ a1 2k212—vig(kX a),/2—ulg(k- o)/ 2] . 3

Here w.=eB/mjc is the cyclotron frequencysg is the magnetic lengthy are the Pauli
matrices, andk is the 2D operatok;=—iV;+eA/ch (i=x,y). The term with the



JETP Lett., Vol. 70, No. 8, 25 Oct. 1999 S. M. Dikman and S. V. lordanski 545

coefficientv appears because of the absence of mirror symmetry in thiection and is
proportional to the normal component of the electric field in the 2D 1&y@he term
containing the parametar appears because of the lifting of spin degeneracy in the
conduction band of a crystal without a center of inversiom writing the representation

(3) we assumed that the directiamormal to the layer of the 2D EG is parallel to one of
the principal axes of the GaAs crystal. The final answers depend only on the combination
u?+v2 ForB=10 T and an effective layer thickness=5 nm (see, for example, its
definition in Ref. 8, one hasu?+v2~104—10"°. This combination is inversely pro-
portional toB, and in the asymptotic limitl— 0 it is inversely proportional tal* (see

Ref. 8.

The Hamiltonian(3), up to terms first order im andv inclusively, is diagonal in the
spinor basis:

el g
nPa v n+1¢n+1p+iU\/ﬁ¢nflp '

_V\/ﬁwnfl priuNvn+1¢,. p)
Unp ,

where zpnp(r)=L‘1’2e‘py¢n(plé+x) is the wave function of an electron in the Landau
gauge (XL is the size of the 2D systemp, is the oscillator function of thenth
harmonig. The corresponding expansion of the single-electron crealiofr) and an-
nihilation ¥ (r) operators with respect to the basis of statesmdb (4) can be substituted
into the formula

q’npb:( (4)

1 -
Hintzz f drydry ¥ (r) W (r)V(ry—ro)W(ry)W(ry) 5)

to obtain the effect of Coulomb Hamiltonian of the 2D EG. We shall solve the problem
in the strong magnetic field approximati¢eee Refs. 9, 10, and 14 as well as Refs. 7, 8,
and 15. This makes it possible to find for integer filling factors, to a first approximation
in the parameteEc/fhw, (Ec=€’/elg is the characteristic Coulomb enejgyexact
answers for the eigenstates of the lower part of the spectfifit is convenient to use
the so-called excitonic representaticht®>®switching from Fermi creation and annihi-

lation operators in the staté4) in the operators

1 : +
Q+:_ e '9%Pph q,a 7qy'
‘ \/N% prg 02
. a aa, ¥
(Aq>_(Aq)‘ Ly | T 07 ©®)
+ | — — A7 +
B, Bq) N%

q
ber g} b, -
(see also Refs. 17 and 18Here A/ is the number of magnetic-flux quanta, equal in the
case of an odd filling factor to the number of electrons in the highest nonemibty,
Landau level. In formulagt) the orbital indexn is dropped. It is assumed to be the same
for all statesa andb, since spin excitations are studied within one level. The generator of
the spin-excitonic states is the opera@;]*r , which acts on the ground std@). We shall
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consider only odd filling factors, so that in the stf®® the spins of all the electrons in
the nth Landau level are aligned along the magnetic field. The complete Hamiltonian of
the electrons in the excitonic representation can be expressed in terms of the qjggrator
and only the terms which do not commute w'@g are “important.” Moreover, in the
first-order approximation with respect Ex /% w, it is sufficient to consider only terms
which do not “mix” different Landau levels.

We therefore writeH="H,+H,+H,. Here'H, is the part of the single-electron
Hamiltonian [dr¥*H,¥ that does not commute Witth+ , specifically, H;
=|gupB|By. The corresponding patt, of the operatok5) in the zeroth approximation
in the spin—orbit parametetsandv can also be expressed in terms of excitonic operators
(6); ultimately, it determines the spin-wave spectra(q) (see Refs. 9, 10, and LAVe
shall be interested in only small valuesafThen formula(2) with

1 » g3dq a2
leé fo 4 V(g)e qz'B/Z[Ln(qz|§/2)]2 (7)

is valid. Finally, H, represents the terms of the operaf®r which are of first order in
the parametera andv:

Ho=NY2 2 (iug, —va )U(a)(Ag +B;)Qqth.c, ®)
q

where the functiotJ (q) can be expressed in terms of the Fourier compowéqj of the
Coulomb potentialV(r) averaged in the layer, and the Laguerre polynontidk)
=V(q)e*q2'§’2[Ln(q2I§/2)]2/277I§ (we used in Eq(8) the conventional notatiom.
= Fi(q.=i9,)/12).

3. An elementary event corresponds to a transition from the sfgieq,)
= leQqUO) into the statgq,+q,)= Q;ﬁqle) or vice versa. The two-exciton state

lgi,q,) is “almost” an eigenstate with energy(q,)+ €(q,), since [Hy+Hs,
legq*z]|0)=[e(q1)+e(qz)]|ql,q2)+ ..., Where the dots denote negligibly small

terms with a norm of the order dEc/NY2 The operator8) does not conserve the
number of excitons and determines the transition matrix element

M(Qy,02)=(01+ 02| H 5 q1,92) - 9

The latter quantity can be found quite easily using the commutation relations presented in
Ref. 8 for the operator&). For smallg; andqg, a calculation gives

2,
MNI/Z

whereM is determined by formuld?).

M(d1,92)= [iu(di-+0dz-)—Vv(dr+ Td24) ], dilg<<l, 0glg<1l, (10

The relaxation rate or, equivalently, the total flux of annihilating excitons is deter-

mined by the standard perturbation theory formula

1 2w )
RZE q% 7|M(Q1,Q2)| O(€1+ €3 €19)[N1Nx(1+ N1 —Ny(1+N1)(1+Ny)].
(11
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For compactness, here we have introduced the notatiere(q;), nj=n(¢) (i=1,2),
€= €(|q1+9|), andn;,=n(e;,), wheren(e) is the Bose distribution function of the
excitons

1
n(e)= X (e )/T]—1 (n<|gupB|) . (12

It is assumed that thermal equilibrium is established between excitons much more rapidly
then the excitons are annihilatéce., much more rapidly than the spin relaxes

Equations(1), (2), (9), and(12) completely determine the fluR. It is a function of
B, T, and the numbeN of excitons in the system. The chemical potential is given by the
relation between the number of excitons with the total spin of the 2D IRGt) =N
— S (see Refs. 8 and ¥lin addition,N| ,_o=Ny, whereN, is the equilibrium number of
excitons. We shall calculate the relaxation rate in its final stage, wiese=N—N,
<Ng. In this case, the inequalify<T should hold. Switching in Eg11) from summa-
tion to integration, we findR=(N—Ng)/7,, where the inverse spin relaxation time
depends only o andB:

2
Ury(B,T)= 7(U2+V2)|9Mb|3|exp(—2|9MbB|/T)F(|9MbB|/T) . 13

The functionF(B) is given by the expression

dédn (é+n)ef ¢

1
F(ﬂ)_ﬂ_ﬂj o (€7 B VA1 P~ E)(1—e P ) (1-e )’
n>

(14)

and it decreases smoothly, assuming the vakig8<1)~1.86/3%, F(1)~2.92, and
F(B>1)~1. We note thal appearing in Eq(13) is the temperature of the 2D EG at the
moment the equilibrium spin is established.

Formula (13) confirms the exponential temperature dependence of the relaxation
rate. We note that the mass of the spin exciton does not enter in the final answer.
However, the implicit dependence on the numbef the Landau level is determined by
the magnetic fieldB, giving an integer filling factorv=2n+1 with a fixed surface
electron density.

4. Comparing the answé.3) with the experimentally measured relaxation time we
can estimate the value o+ v2. Following Ref. 4, settingd=4.9 T, T=1.5 K, and
m,~10 ns, we findu?+v2~2x10 4. This agrees completely with the theoretical esti-
mates and the experimentally measured spin—orbit interaction parameters.

The inverse relaxation timgl3) can be compared with the corresponding value of
7-,’1 determined by the electron—phonon interactiin this case the answer depends on
the masdM). It is evident that the total inverse spin relaxation time is the sum

1/TSR: 1/T| + 1/7'“ y (15)

where (B, T) is given by Eq.(6.30 in Ref. 8. We shall perform the calculation for
1/M=19BY2 K and u?+v?=10%B (B in teslas. The result i%
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FIG. 1. Total inverse spin relaxation ting&5) versus the temperature for three different values of the magnetic
field: 5, 10, and 15 T. The arrows indicate the region of the transition from the low- to the high-temperature
relaxation regime.

1
— =4.8x10[TBY2y,(B)+190T°B 3y,(B)] s %,

Ul

%22.48>< 10%e 2PF(B) s L. (16)
Here B=|gu,B|/T~0.3B/T (the field was measured in teslas and the temperature in
kelving), while the functionsy, are determined in Ref. 8 (B8>1)~«k, v.(B<1)

«3). The temperature dependence of the total inverse relaxation(liBy@és shown in

Fig. 1. For different values of the field the transition from the low-temperature regime,
determined by the time, , to the high-temperature regime, with characteristic tie
occurs at different values of. The transition region is clearly seen in the figure pre-
sented, since the sign of the second derivad?/egRllde changes in the process.

The temperature of the transition from one relaxation regime to another can be
determined from the equation(B,T*) = 7,,(B,T*). The result shown in Fig. 2 does not
depend on the magnitude of the spin—orbit interaction. The range of vallgsod T
under the curvel*(B) corresponds to the spin relaxation channel witlg=r,, and
correspondingly the region above the curve corresponds to the chaggel, . Evi-

K
- -
i @
T v

e

&
Y

-

o
»
g

Temperature T,

4 8 12 16 20
Magnetic field, T
FIG. 2. Transition temperatufB* as a function of the magnetic field. The region | corresponds to the first spin

relaxation channdithe corresponding time, is calculated in Ref. B In the range |l of fields and temperatures
the relaxation is determined by the timg (see expressiond5) and(16) in the tex}.
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dently, the experimental conditions of Ref. 4 are characterized by the paraBetedS
corresponding to values deep in the region Il. We hope that this work will serve as a
stimulus for experiments in a wider range of magnetic fields and temperdtuitbsa

fixed odd filling factoy, so that it would be possible to observe a transition between two
different relaxation regimes.

This work was supported by the Russian Fund for Fundamental Research.

*Je-mail: dickmann@issp.ac.ru

YThe temperature dependence for this relaxation channel is due to the fact that the spin—orbit interaction, being
proportional to the 2D wave vectgrof the excitons, effectively becomes weaker with increasing temperature,
since(q?)oT.

2The remaining parameters required to calcutatere presented in Ref. 8. We note that the numerical estimate
given there for the excitonic mass was obtained for the ultra-two-dimensionalieasé<Ig). Moreover, in
Ref. 8 we did not distinguish between the longitudinal and transverse sound velocities. Now we have taken
into account the fact that longitudinal phonons contribute to the deformation interaction, and the “piezoelec-
tric” part in our specific case is determined only by the transverse phonons.
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The evolution of the characteristic electron energy loss spectra accom-
panying the deposition of cesium on G280 surfaces with various
superstructural reconstructions is studied experimentally. It is shown
that the appearance of loss peaks in the GaAs band gap for Cs cover-
agesf-s>0.5 monolayers is due to resonances in the longitudinal and
transverse polarizability of two-dimensional metallic clusters of ada-
toms. © 1999 American Institute of Physics.

[S0021-364(99)01120-3

PACS numbers: 81.15.Ef, 73.46c, 68.35.Bs

A gallium arsenide surface with adsorbed layers of alkali metals is of great interest
for investigating the interaction of adatoms with semiconductors. Thus far the most
complete data on the structure and electronic properties of such systems have been
obtained for the nonpolar Gafisl0) face® Specifically, it has been shown by scanning
tunneling microscopy(STM) that ordered one-dimensional rows form on the Cs/
GaAgq110 surface at low coveragek.<0.5 monolayergML ), while for 6-s>0.5 ML
two-dimensional clusters of cesium adatoms férin.Ref. 3 intense peaks with energies
E~0.4 eV (L1 peak and 1 eV(L2 peak in the band gap of the semiconductor were
observed in the characteristic electron energy loss spectra for a C$/G@Asurface
with 6-.=0.5 ML. These peaks were attributed to the formation of a Mott—Hubbard
insulator state, arising as a result of Coulomb correlations in a system of two-dimensional
electrons. For the GaAs10 surface this idea was substantiated theoretically in Ref. 4.
Later, comparison of the loss spectra measured with various alkali metals deposited on a
GaAq110 surface made it possible to suggest an alternative picture for the formation
and the electronic properties of such a surface: the formation of two-dimensional clusters
of adatoms with a metallic electronic spectrariio determine the generality of the
phenomenon observed and the validity of the models proposed in Refs. 3-5, in the
present work we studied experimentally the evolution of the characteristic electron en-
ergy loss spectra as Cs was deposited on the polar face(Gz0\svith various super-
structural reconstructions.

0021-3640/99/70(8)/6/$15.00 550 © 1999 American Institute of Physics
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FIG. 1. Evolution of electron energy loss spectra with cesium adsorption on an As-stalllG@GaAs(2

X 4) surface. The solid line shows a peak due to elastically reflected electrer®00 K, ;= 9s=60°. Inset:
Integrated intensity of the losses in the GaAs band gap vetsusThe circles show the dependence obtained
with Cs deposited on an As-stabilizad00GaAs(2x4) surface; the triangles are for a Ga-stabilized
(100GaAs(4x 2) surface. The lines are drawn as an aid to the eye.

The experiment was performed @A(100GaAs epitaxial layers with hole density
p~10® cm 3. A pure GaA$100) surface with various superstructural reconstructions
was prepared using the method described in Ref. 6 by removing the oxides in a solution
of HCI in isopropyl alcohol in a dry nitrogen atmosphere, transferring the sample in a
hermetically sealed container without contact with air into an ADES-500 ultrahigh-
vacuum electron spectrometer, and subsequent heating in vacuum. The base pressures in
the analytic and preparatory chambers were1® ! and 8< 10 ! torr, respectively.

The surface structure and composition were determined by low-energy electron diffrac-
tion (LEED) and x-ray photoelectron spectroscof¥PES. Cesium deposition and all
measurements were performed at room temperature. The effective thiaknesisthe

cesium coating was determined from the dependence of the area of the photoemission
peak Cs3g, on the cesium deposition tim{dose. As the dose increases, the area of the
peak, which is proportional to the amount of Cs on the surface, increased and then
saturated. The thickness of the coating corresponding to the saturated value of the area of
the peak was taken as one monolaget=1 ML.” The characteristic loss spectra were
measured with incident electron energy 15 eV, with total energy resolution not worse
than 90 meV, and angular resolution 1.5°.

Figure 1 shows the characteristic electron energy loss spectra measured with Cs
deposition on a pure As-stabilized surface withx(2) reconstruction. It is seen that on



552 JETP Lett., Vol. 70, No. 8, 25 Oct. 1999 Tereshchenko et al.

the clean surface there are no energy losses to transitions involving the participation of
surface states in the GaAs band dgap~1.42 eV® The weak peak dE~0.36 eV is due

to the excitation of vibrations of the C—H bonds of the residual methane radicals, with a
density<0.01 ML® When up to half a monolayer of cesium is deposited, the threshold

of the transitions shifts to lower energies, and the intensity of the losses increases sub-
stantially (severalfold in the entire energy range. F@~0.5 ML coverage two loss
peaks L1 and L2 witlE~0.52 eV and 1.05 eV, respectively, appear in the spectrum, and
they increase rapidly a&-sincreases further. Similar changes occurred in the loss spectra
with Cs deposited on a Ga-stabiliz€t00GaAs(4x 2) surface and on a surface with
intermediate composition and ¥3L)/(3X 6) reconstruction. The inset in Fig. 1 shows

the curves of the integrated intensity of the electron energy losses in the band gap versus
the coverage for cases where cesium is deposited on As- and Ga-stabilizedlGhAs
surfaces. It is seen that both dependences have a threshold character and are due mainly
to an increase in the intensity of the L1 and L2 peakségy>0.5 ML.

The qualitative similarity of the loss spectra measured in this work with Cs depos-
ited on GaA§100) surfaces with various superstructures and the similarity with spectra
obtained previously on the nonpolar Cs/Géli) face’ attest to the universality of the
mechanisms leading to the formation of the structure and electronic properties of the
interface of gallium arsenide with adsorbed cesium layers. It can be inferred that the
appearance of the loss peaks L1 and L2 on a Cs/@#®8s surface, just as on a Cs/
GaAq110 surface*®is due to a phase transition, in which individual Cs atoms com-
bined into close-packed two-dimensional clusters. The reason for the transition is that as
the coverage increases, the dipole—dipole repulsion arising between polarized cesium
adatoms as a result of the depolarization effect is replaced by attraction as a result of the
formation of a lateral bond between the adatoms.

In Ref. 3 the peaks L1 and L2 were explained by the formation of a Mott—Hubbard
insulator state in the Cs/Gafid 0 system with coverage 0s50c..<1 ML. Specifically,
the peak L1 was attributed to a transition through the gap in a Hubbard insulator. At the
same time, in a recent wotlcomparison of the loss spectra measured(bt0)GaAs
interfaces with various alkali metals revealed a correlation between the positions of the
L1 and L2 peaks with the energy of surface plasmons in metals. Moreover, as the
thickness of the coating increased above 1 {dt.low temperatung the L2 peak shifted
toward the energy of surface plasmons of the metal. Together with the results of scanning
tunneling microscopy,these data attest to the formation of two-dimensional clusters of
adatoms with a metallic electronic spectrum. The L2 peak was interpreted as excitation of
plasmons in two-dimensional clusters, and the L1 peak was interpreted as excitation of
coupled plasma oscillations in a system of clusteirs.this picture the increase in the
intensity and the constancy of the energy positions of the peaks were explained by the
fact that asfc, increases, the area occupied by clusters increases, while the density of
adatoms in the clusters remains unchanged.

To further clarify the nature of the peaks L1 and L2, we measured the loss spectra
on a Cs/GaAd00 surface for various angles of incidendg and scatteringdg of
electrongFig. 2). As the angles vary, the energy position of the peaks L1 and L2 remains
constant near 50 meV and 100 meV, respectively, in agreement with the results for the
(110GaAs surfacé:® At the same time, the ratio of the amplitudes of the peaks depends
strongly on the angles: it is seen from Fig. 2 that the amplitude of the L2 peak increases
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FIG. 2. Loss spectra measured on a(D30)GaAs surface wittd.s=1 ML for different angles of incidencé;

and scatteringd of electrons. The spectrg-3 correspond to fixed);=60° and differentd;=85° (curvel),

60° (2), and 10°(3). Spectrumé corresponds ta}; = 9,=30°. The spectrd, 2 and4 are shifted along the
ordinate by 1, 0.5, and 0.2 units, respectively. The lines are drawn as an aid to the eye. Inset: Schematic diagram
of the geometry of the experiment.

with &; and J5. An increase in the inelastic loss efficiency with decreasing angle be-
tween the momentum vectors of the incident and scattered elec¢forrszattering by the
surface — for the lowest-angle trajectopieés characteristic for the excitation of longi-
tudinal plasma oscillationsThus the measured angular dependences allow us to con-
clude that the peak L2 corresponds to longitudinal plasmons in two-dimensional cesium
clusters. We note that to describe such plasmons correctly, the partial transfer of charge
from electropositive cesium atoms to the orbitals of surface atoms of the semiconductor
must be taken into accouht.

The amplitude of the peak L1 as a function of the angles varies much more slowly
than the amplitude of the peak L2. Therefore the peak L1 is of a different nature and is
not associated with the excitation of longitudinal plasmons. Judging from its energy
position, the peak L1 could be due to single-particle transitions of electrons from the
GaAs valence band into empty metal-induced states above the Fermtd&ie. simi-
larity of the dose dependences of the intensities of the L1 and L2 peaks can be explained
by the influence of the two-dimensional plasma on the single-particle transitions. It is
well-known that the interaction of plasma oscillations and single-particle transitions re-
sults in combined excitations — so-called interbdtrdnsversg plasmons:1 =3 There-
fore the peak L1 can be interpreted as a transverse excitation in two-dimensional cesium
clusters.

Longitudinal two-dimensional plasmons are gapless and possess strong dispersion:
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For small wave vectorg the plasmon frequency,p\/q (Ref. 11). However, a strong
dependence of the position of the L2 pe@nd also the L1 peakon the angle of
emergence of the scattered electrons is not observed, either for the CElGaAsirface
studied in Refs. 3 and 5 or for the Cs/G&280) surface studied in the present work. The
reason seems to be that plasma oscillations are localized in clusters, so that the observed
frequency corresponds to a finite value of the wave vector of the order of the reciprocal
of the cluster sizé? It should be underscored that in contrast to Cs/GaA8,> the
Cs/GaA$100 surface with6c~1 ML is disordered, so that the description of elemen-
tary surface excitations using a dispersion law is, strictly speaking, inapplicable. In Ref.
15 disordering was observed using an STM with Cs deposited on an As-stabilized
(100GaAs(2x 4) surface. We determined the degree of disorder of the Cs/Ga8s
interface by the LEED method and by measuring the willth, of the angular distribu-

tion of elastically scattered electrons. For all initial reconstructian$, increased from
AY9s~5° on the clean surface tA 9.~ for 6-¢~1 ML. On a (100GaAs(2x4)
surface an increase in the background, due to diffusely scattered electrons, and broaden-
ing of the reflections in the LEED pattern were observed startiigat 0.1 ML, and at
0cs~0.5 ML the (2x4) superstructure completely vanished. The Ga-stabilized surface
was found to be more resistant to disordering. Pgg<0.3 ML no degradation of the
LEED pattern was observed, in agreement with the results of Ref. 16 on the observation
of diffusion and ordering of Cs on a Cs/GdA80) surface at low coverage; the (4

X 2) superstructure remained right up to 0.75 ML and transformed intol(1only for

0cs~1 ML. Thus, essentially identical behavior of the loss spectra is observed on a
well-ordered Cs/GaA410 surface’>° on a disordered Cs/Gaf0) interface with

initial As-stabilized (2<4) reconstruction, and on an interface with an intermediate
order, obtained by depositing cesium on a Ga-stabilized surface wklt2 J4econstruc-

tion.

In conclusion, we note that the results obtained show that a Cs/GaAs surface is not
a Hubbard insulator but rather a two-dimensional metal. For explaining the electronic
spectrum it is important that the cesium layer is a “granular metal,” i.e., it consists of
two-dimensional clusters. A characteristic feature of a polar GaAs face(%6th orien-
tation is the disordering of the Cs/GaA80 interface with~1 ML Cs deposited on
surfaces with various reconstructions. The electronic spectrum of the C4ABEAR-
terface at sufficiently large coveragess>0.5 ML is universal and is due to longitudinal
and transverse excitations in two-dimensional metallic clusters. One of the characteristic
electron energy loss peakthe one atE~1 eV) is due to the excitation of localized
longitudinal plasmons in cesium clusters, and the offa¢iE~0.5 eV) is tentatively
attributed to transitions from the valence band into metal-induced states. These results
also appear to be valid for GaAs interfaces with other alkali metals.

We thank N. S. Ruda for growing the epitaxial GaAs layers and A. O. Govorov,
A. V. Chaplik, and M. V. Htin for helpful discussions and remarks. This work was
supported by the program “Surface Atomic Structures” of the Ministry of Science
(Grant 4.4.99 and by the program “Integration” of the Ministry of Education of the
Russian Federation through Novosibirsk State Univer$tpject 274.
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Characteristic features of the formation of the resistive
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The effect of a magnetic fieltHL (ab) on the transverse current—
voltage characteristic8VCs) of the mixed state of a single crystal of
the layered superconductor J8ir,CaCyO, (BSCCQ is investigated.

It is established that in a wide range of temperatures and fields above
the irreversibility line the initial part of the IVC is described by the law
Vel ¥ with y=1. As the current increases further, this law is replaced
by a section wherd/xexp(). It is established that the multivalued,
multibranch characteristics, interpreted as a manifestation of an internal
Josephson effect, do not change appreciably when the crystal passes
into a state with nonzero linear resistance. The character of the depen-
dence of the characteristic switching current on the first resistive
branch,l;(H,T), is determined. ©1999 American Institute of Phys-

ics. [S0021-364(99)01220-1

PACS numbers: 74.72.Hs, 74.54.

The layered structure of a material is manifested in many macroscopic properties of
high-T superconductoréHTSCg9, specifically, in the characteristics of the mixed state,
which are the subject of intense stutijlonetheless, the physical picture is far from
complete; in particular, there has been a need for more systematic investigations. For
example, conclusions about the characteristic features of the dynamics of vortices in
different regions of th&d—T diagram are largely based on the results of measurements of
the resistance, while there are only a very few investigations of the current—voltage
characteristic$IVCs) of HTSC crystal$> and those have been designed to investigate
the “internal” Josephson effediJE) and have used relatively insensitive apparatus or
have set out to measure the critical current, which was determined according to the
moment at which a measurable voltage appeared. They have thus ignored the question of
asymmetry of the IVC, to say nothing of hysteresis phenomena, which at best were only
mentioned. Moreover, it has been asserted in a number of works that the transverse IVCs
of Bi,Sr,CaCyO, (BSCCQ crystals are nonlinear in the normal state and in the mixed
state*® this result requires rethinking the entire set of resistive measurements, which
presumed the system response to be linear.

In the present work the transverse IVCs of a BSCCO crystal were used to study the
effect of an external fieltH L (ab) on the character of the destruction of the nondissipa-

0021-3640/99/70(8)/7/$15.00 556 © 1999 American Institute of Physics
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tive state of a layered superconductor. The experiments were performed at a level of
sensitivity more than four orders of magnitude higher than that used in Refs. 2, 4, and 5.
Experimental evidence was obtained for the Ohmic nature of the system in a wide range
of fields and temperatures above the irreversibility line, and it was established that the
nonlinearities of IVC develop at higher electric field intensities. It was shown that the
complicated form of the single-valued part of the IVC can be satisfactorily described by
the flux-creep model modified for the case of low barriers. The character of the depen-
dence of the characteristic switching current on the first resistive brag(dh,T), was
determined and it was found that the multivalued, multibranch characteristics in the 1JE
regime do not change appreciably when the crystal passes into a state with a nonzero
linear resistance.

The basic results were obtained or~dl.5 um thick BSCCO crystal with basal
plane dimensions=350X 215 um. The critical temperaturd,,;=91.2+ 0.2 K, was de-
termined at the leveR=10"*R(95 K) according to the temperature dependence of the
transverse resistanéq T), which was measured in a laboratory field using an ac bridge
(5—-10 uA) at 25—77 Hz. A previously tested method was used to monitor the macro-
scopic uniformity of the composition of and the absence of blocks in the s&nie.
measurements were performed using a four-contact scheme. Methods for preparing low-
resistance electric contacts and securing the crystal were described previously.

The quasistationary IVCs were measured in the constant-current-source regime. The
noise of the level of circuit did not exceed 2 nV in a 15 T field. The experiments were
performed in a short-circuited solenoid at constahts(mK) temperature. A re-entrant
method was used to monitor the reproducibility of the characteristics and to “follow” the
quasiparticle branches, so that each IVC was measured at least three times. In measure-
ments of the initial section of a characteristic, the current through the sample was in-
creased from zero with constant step on a logarithmic dfle 100 points per decade
the initial increment was 1 A. To determine the location of the jump on the first
resistive branch, the steady voltage drop on the sample was compared with the value
measured at the preceding step, and the cufrgmbrresponding to the measurement
before the value of this difference reached the threshold valu&/Q.&here sV is the
characteristic magnitude of the first jurfgee Fig. 1, was recorded. The value bf was
refined in the course of the measurements with repeated passage over the resistive
branches; the current scan step was fixed at a level of 0.1-0.2 times the last increment
used in the first step. The measurements were performed in the range 20—100 K. The
temperature of the sample was measured with a calibrated CGR-2000 thermometer
placed in the experimental cell. Thermal contact was obtained with a heat-exchange gas.
For active temperature monitorihgdditional temperature sensors, resistive and capaci-
tive, placed near the cell were used. The orientation of the sample relative to the external
field was reproducibly set directly during in the experiment according to the maximum of
the angular dependence of the resistance in the mixed state of the crystal. In a number of
experiments, simultaneous measurements were performed of the characteristics of a
large-area sample<{315x 810 xm), whose disorientation angle did not exceed 5°. Ad-
ditional monitoring for the absence of superheating effects was performed by comparing
the IVC of the main crystal with these characteristics.

It was established that in the entire experimental range of fields and temperatures the
transverse IVC of a BSCCO crystal is symmetric with respect to a change in the sign of
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FIG. 1. Typical transverse IVC of a BSCCO crystal; the double-headed arrows in the main panel indicate the
single-valued sections of the IVC, the arrows show jumps between the resistive branches. The results of the
measurements withl=3.3 kOe andT=35.1 K are presented. Inset: The same data are presented in log—log
and semilogarithmic scales: the arrows on the curves indicate the corresponding abscissa; the hatched line
shows the sensitivity level characteristic for an IJE experimiénine dotted lines show the fit by a power law,

V~17, and the dot-and-dash line shows the relatnexpU,/T)sinhUgj/Tjg).

the current and is qualitatively similar to the typical characteristics of thé1J&s one

can see from the main panel in Fig. 1, a complicated characteristic forms when the
current exceeds;: It is single-valued within each resistive branch and hysteretic in the
region of transitions between brancHés.

In contrast to Refs. 2 and 5, which identified the initial section of the IVC of a
layered HTSC with a nondissipative Josephson supercurgenive observed that in a
wide range of fields and temperatures the multivalued, multibranched IVCs develop
against the background consisting of a single-valued resistive “pedestal,” which seems
to be due to the dynamics of the vortex system. As is evident from the inset in Fig. 1 and
from Fig. 2a, the initial sections of the characteristics can be approximated by a power
law Vel 7 with y=1.

This character of the IVC of a system of Josephson junctions could be due to the
successive activation of an additional normal resistance, for example, accompanying the
suppression of superconductivity of the subsurface layers of the crystal because of the
breakdown of oxygen stoichiometry or as a result of diffusion of the conducting com-
posite in the process of annealing the conta¢tewever, the agreement of tlig abso-
lute values of the resistance, determined from the initial sections of the IVCs in the linear
response regiom(=1) and measured for a weak curreiit) the character of its field and
temperature dependences, whose variation over more than four decades is satisfactorily
described by the relatidrR(H,T)<HA(T)exp(—U/T), and (i) the 20-30% agreement
between estimates of the transverse resistivity for our samp|¢400 K)~10—20
Q-cm, and reference d&tahow that the contribution from the above-mentioned parasitic
effects is not the major factor — on the contrary, the resistive “pedestal” reflects the
physical properties of the experimental object.
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FIG. 2. g Temperature dependences of the parameters of the IVC near the irreversibility lhe-fa65 kOe;

v, I, andl; are shown by crosses, filled circles, and open squares, respectively. The dashed and dot-and-dash
lines show fits of these dependencesybl.o (T* — T)%®andl ;o< (100—T); the arrow shows the position of the
irreversibility line, T*. b) Temperature dependencegT) determined for a set of fields whose values are
indicated on the curves; dashed curves — fit of the dependgncéT.— T to the data.

As the current increases, the power law is replaced by a section of leading growth of
the voltage, where the curve follows the empirical relatibn Aexp(/ly), which is ob-
vious from a semilogarithmic representation of the data, likewise presented in the inset in
Fig. 1 (top curve and scaleAnalysis of the entire array of characteristics investigated in
the present work established that the characters of the temperature and field dependences
A(H,T) andR(H,T) are identical, which indicates that the same physical mechanism is
responsible for these diverse sections of the IVCs. This result is direct experimental
evidence of the adequacy of the model of thermally activated flux creep, modified for the
case of low barriers and high temperatuteghich predicts the following dependence of
the vortex velocityf on the current density. f~exp(—Uy/T)sinhU,j/Tj.), which satis-
factorily fits the entire single-valued part of the characterigee the dot-and-dash line
in the inset in Fig. 1

The typical character of the variation of the parameters of the transverse IVCs as the
“line of irreversibility” H*(T*) is crossed is illustrated in Fig. 2a, which shows the
results of an analysis of a series of characteristics measured for a number of temperatures
under the conditions of a fixed external field. As one can see, the expgnevtiich
remains virtually constant at high temperatures, shows rapid growth as the temperature
decreases beloW*. It is natural to attribute this growth to a transition of the vortex
system from the liquid phasgvith a quasi-Ohmic responsato an ordered phadavith
a nonvanishing supercurrenthis result is supported by the character of the dependence
of the critical currerf? I, which vanishes at this temperature. We note that, besides the
data presented, this transition is also probably manifested in the systematic deviation of
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the dependence&(T) away from the simple thermal activation law observed rigar

Comparing the characters of the dependences in Fig. 2a indicates that the mecha-
nisms responsible foy, 1., andl; are different. The initial sections of the IVCs and the
corresponding parameterg,and|., are evidently determined by the character of the
depinning of the vortex system and demonstrate a strong temperature variatioF near
satisfactorily approximated by a dependence of the fetine (T* —T)® with exponent
6=0.5=0.07. At the same time, neithéy nor the system of resistive branches changes
much at a transition of the vortex system into a liquid state, wkiichthe IJE modé)
attests to a nonvanishing phase correlation between neighboring planes in the crystal.
This result can thereby be taken as experimental confirmation of the model of Ref. 10,
where it is shown that a nonvanishing Josephson current can exist under the conditions of
breakdown of macroscopic phase coherence in a system of Josephson junctions. In this
model the single-valued part of the characteristic is due to phase-slip, while the resistive
branches are due to quasiparticle tunneling complicated by flux trapping by a long junc-
tion, which are probably responsible for the fine structure of an individual branch. The
great simplification of the picture observed in increasing fiélesperaturesis evidence
of the latter.

As one can see from Fig. 2b, in weak fiel@0-1400 Oga qualitative similarity
is observed in the character of the temperature dependence of the characteristic current
I ;. The finiteness of the experimental temperature range leaves a freedom in the choice
between an approximation by the simplest depender{dg—T) with T;=100-110 K,
shown by the dot-and-dash line in Fig. 2a, and a more complicated dependence, for
exampleJ ;~ (T.— T)Y2 which likewise satisfactorily describes the results of these mea-
surements, as one can see from Fig. 2b. As the field increases, the character of the
temperature dependendg(T) changes substantially, as follows from the results for
H=3.3 kOe presented in Fig. 2b and from the quantitative agreement between the field
dependencel;(H) measured at different temperatures and the dependences presented in
Fig. 3. This could be due to the characteristics features dfithd diagram of the vortex
structure in BSCCO, which contains a set of phases differing in the character of the
disorder. Then it is natural to ascribe the temperature-dependent characteristics to the
vortex crystal, and the sharp weakening of the dependence to a transition to an “en-
tangled solid” region(entangled vortex phase A/B

A strong magnetic field dependence of the characteristic curjemas found. As is
evident from the inset in Fig. 3, it can be fit by a power IeyarH ™ ¢, «=0.6, in a field
range with an upper limit, outside of which strong deviations, possibly indicating a
transition to a stronger law, are observed. In discussing this result, it is necessary to take
account of the fact that the characteristic dimensions of the crystal sdtisky., where
Ac~7000 A is thec component of the London penetration depth. The perpendicular
field, which suppresses the Josephson coupling between the layers, indrgésede-
stroying the ordering of the point-like vortices in neighboring planes, so that for suffi-
ciently strong fields\. can be expected to equal the dimensions of the sample, and a
transition into a regime with a uniform current distribution should occur. Assuming that
| ; characterizes a transition of the system of Josephson junctions into a quasiparticle
tunneling regime, the data in Fig. 3 can be explained in the model menttBrduich
predicts a similar dependence with exponeatsequal to 1 and 1/2 for the cases
d=<\.andd>\., respectively. As one can see from the inset in Fig. 3, these laws can be
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FIG. 3. Field dependence of the “Josephson” currigntThe data are presented for 21 ar@lk3— filled and

open symbols, respectively. Inset: Same data replotted on a log—log scale and fits of the theoretical dependence,
l;cH™ ¢, are presented for two values ef 0.6 and 1.1. Solid line — approximation of the dependence
I(H)ocH™3,

fit to the experimental data. Additional evidence in support of this scenario is lent by the
fact that the estimates of the characteristic fie\d=d) for the investigated crystal,
30-40 kO€® are in saatisfactory agreement with the vahre 15— 20 kOe at which the
character of the dependence in the inset in Fig. 3 is observed to cHange.

In summary, in the present work the dynamic characteristics of a vortex ensemble
was studied under conditions of suppression of the Josephson coupling between layers in
a BSCCO crystal by an external fieldlL (ab). The likely mechanisms responsible for
different sections of the transverse IVCs were determined, and direct experimental evi-
dence was obtained which shows that the effective interlayer Josephson interaction is
conserved at the transition of the vortex system into the liquid phase.

This work was performed as part of projects supported by EPSRC, the Russian Fund
for Fundamental Research, and the Council on superconductivity. | am especially grateful
to A. Koshelev, L. Bulaevskji and D. Geshkenlse for helpful discussions.
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YA discussion of the evolution of the resistive branches falls outside the scope of the present letter, but it is
pertinent to point out that as the voltage increases, an additional splitting into subbranches is observed. This
splitting is clearly seen in the second branch in Fig. 1. The characteristic remains reversible with respect to a
change in the sign of the current scan within a branch and exhibits hysteresis on switching between neigh-
boring subbranches.

IThe critical transport current was determined in two ways: as the current leading to an increase by 5—-10 nV

of the steady voltage drop between the contacts, and by a power-law extrapolation of the initial section of the
IVC for U<1 uV.
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Erratum: Predicted existence of H 5™ molecular ions

in strong magnetic fields [JETP Lett. 69, No. 11, 844-850
(10 June 1999)]
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Our article in the 10 June 1999 issue is dedicated to the memory of B. B.
Kadomtsev.
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