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Abstract—The redshift (z) dependence of the dispersion relations for free particles is analyzed by taking
into account the Lorentz invariance violation. A nonlinear algebraic equation is derived for the momenta of
the particles involved in the annihilation reaction of a hard photon from a γ-ray source with a soft cosmic
microwave background (CMB) photon near the threshold of this reaction. The solutions of this threshold
equation are constructed and analyzed as a function of the redshift. We show that the threshold of the
reaction under consideration tends to decrease with increasing z; the energy spectra of γ-ray sources at
energies of ∼10 TeV must be cut off in accordance with the calculated z dependence. We also calculate
the time delay of the light signals from γ-ray sources that corresponds to the Lorentz invariance violation
for photons. We discuss the possibility of improving the standard constraints on the Lorentz invariance
violation parameters for fields of various physical natures. c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

In recent years, the hypotheses that the Lorentz
invariance, the LI symmetry in particle physics, is
approximate and may be violated at high energies
E0 ∼ 10 TeV in the center-of-mass frame have
been suggested and widely discussed (Coleman and
Glashow 1999; Amelino-Camelia and Piran 2001).
These hypotheses are based mainly on astronom-
ical observations: the γ-ray emission from blazars
and nebulae and the cosmic-ray spectrum at very
high energies. The hypothesis of LI violation allows
such phenomena as the absence of the Greisen–
Zatsepin–Kuzmin cutoff (Greisen 1996; Zatsepin
and Kuzmin 1966) in the cosmic-ray spectrum at
energies E0 ≥ 1019 eV (Tanimori et al. 1998) and
the observations of 20-TeV photons in the spectra of
certain Markarian galaxies (Aharonian et al. 1999;
Aharonian and Coppi 1999) to be linked. As was
pointed out in these works, photons with energies of
up to 17 and 24 TeV were detected from the blazars
MK 421 (z = 0.031, l = 143 Mpc) and MK 501 (z =
0.034, l = 157 Mpc), respectively. In contrast, in the
standard field theory with exact Lorentz invariance,
a cutoff at energies above E0 should be observed in
the spectra of γ-ray sources due to the interaction
of hard γ rays with cosmic microwave background
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(CMB) photons (Steker et al. 1992). There are
also other astronomical observations that could be
interpreted in terms of the LI-violation hypothesis
(Biller et al. 1999). Recently, the HEGRA collabo-
ration reported the discovery of a new generation of
blazars (Aharonian et al. 2002, 2003) among which
the object H1426+428 with a significant redshift
(z = 0.129) stands out. According to the cited papers,
the cutoff in the γ-ray spectrum of this object occurs
at about 12 TeV. These data may be indicative of a
change in the threshold energies in the spectra of
BL Lac objects with their redshift.

There is also another group of objects with which
the hopes for gathering such information could be
associated. Cosmological γ-ray bursts are potential
suppliers of data on the absorption of γ-ray emission
from distant sources. Indeed, we know reports on
the observation of emission from γ-ray bursts in the
high-energy spectral range from 100MeV to 18 GeV
based on EGRET data (Dingus et al. 1998) and
in the range 1–10 TeV based on MILAGRO data
(Atkins et al. 2000, 2004). Here, we focus our atten-
tion on the implications for the boundary of the hard
spectrum of distant cosmological objects associated
with the LI-violation hypothesis where the influence
of the expansion of the Universe on the physical pro-
cesses in it cannot be ignored.
c© 2005 Pleiades Publishing, Inc.
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DISPERSION RELATIONS FOR PARTICLES
IN THE THEORY WITH VIOLATED

LORENTZ INVARIANCE

According to one hypothesis, the LI-symmetry
violation may be related to the effect of the space-
time foam of quantum fluctuations on the free par-
ticles that propagate in space-time. Quantum fluc-
tuations modify their dispersion relations, which take
the form (Coleman and Glashow 1999; Steker and
Glashow 2001; Amelino-Camelia 2002)

E2(p) = p2 +m2 + (ηpn)/Mn−2
g , (1)

where p = |p| is the magnitude of the particle mo-
mentum, Mg is the Planck mass scale, and η is a
dimensionless numerical parameter.

Below, we use a rational system of units with
� = c = 1. The dimensionless constant η in the third
term of the dispersion relation (1) determines the low-
energy violation threshold of the dispersion relation
for free particles. The unknown integer parameter n,
along with the fundamental constantMg , determines
the momentum range in which the quantum effects
for particles of a given type are significant. Clearly,
modifying the dispersion relation using the Planck
parameters must lead to a dependence of the speed of
light in space-time as it propagates from the source to
the observer on the parameters η, n, andMg. This de-
pendence can be established when high-energy (hard
γ-ray) photons propagate to cosmological distances,
since it leads to nonsimultaneous reception of the
signals from the same source (Ellis et al. 2000). In
addition, when the Planck terms become equal to
the Lorentz terms in order of magnitude, the energy
thresholds of the reactions with elementary particles
can shift and new threshold effects can appear in the
energy ranges that are generally forbidden for a given
reaction (Jacobson et al. 2002).

THRESHOLD ENERGY RELATIONS FOR
THE PHOTON ANNIHILATION REACTION
TO PRODUCE AN ELECTRON–POSITRON

PAIR

As the γ-ray emission from an object propagates
to large distances, a high-energy photon must inter-
act with an infrared (IR) photon of the CMB radiation
in the reaction

γ + γIR = e+ + e−. (2)

In the standard theory with exact LI symmetry at
IR photon energy ε and electronmassm, this reaction
has the threshold kth0 = m2/ε. In the theory with vi-
olated LI symmetry in flat space-time, this threshold
rises (Jacobson et al. 2002). Let us analyze the prop-
agation of the emission from sources in an expanding
Universe to the observer. In this case, the scale factor
of the Universe depends on redshift z, while the linear
scale changes during the cosmological expansion as
l ∼ a ∼ (1 + z)−1. The photon wave number at early
expansion phases is k′ = k(1 + z), and the photon
energy is ω′ = ω(1 + z). The momentum and energy
variables in the dispersion relations for free massive
particles (below, we discard the prime on the modified
energy and momentum variables) are modified in a
similar way and take the form

E2(1 + z)2 = p2(1 + z)2 +m2 + ηpn(1 + z)n/Mn−2
g .
(3)

We see from Eq. (3) that when the linear scales
change simultaneously and when the energy scalesm
andMg are constant, the Lorentz invariance violation
threshold depends on z as themomentum p increases.
Consequently, the thresholds of the reactions with
elementary particles also depend on z. Thus, the fol-
lowing dispersion relations are valid for the photon,
the electron, and the positron in reaction (2):

ω2(k) = k2 + ξkn/Mn−2
gz , (4)

E2(p) = p2 +m2
z + ηpn/Mn−2

gz , (5)

E2(q) = q2 +m2
z + ηpn/Mn−2

gz , (6)

where mz = m/(1 + z); Mgz = Mg/(1 + z); η and
ξ are dimensionless numerical parameters; k, p, q
are the magnitudes of the particle momenta; and
ω(k), E(p), E(q) are the particle energies. We see
from Eqs. (4)–(6) that the particle mass mz and the
Planck energy scale Mgz effectively decrease with
increasing z and at fixed momenta k and p due to the
cosmological expansion. Therefore, one might expect
these parameters to depend on z in the momentum
and energy relations that fix the typical threshold
values of kth, ωth in the reactions with elementary
particles. Consequently, observations of hard γ-ray
sources in an expanding Universe can be used as
a test for choosing η, ξ, and n. It is convenient to
analyze the momentum relations for the reactions
between particles in the metric of an expanding
Universe,

ds2 = a2(τ)(dτ2 − dl2), (7)

in flat space-time by substituting the energy scales
m → mz and Mg → Mgz in the dispersion relations
(4)–(6). The energy ε of the CMB IR photon γIR
is negligible compared to the energy ω of the hard
photon. Therefore, following Jacobson et al. (2003a),
we first construct the vertex of the interaction γ →
e+e− and then correct it for the CMB photon en-
ergy, thereby reproducing the balance energy relation
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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for reaction (2). The law of conservation of the 4-
momentum ki = pi + qi (below, the Latin indices are
i = 0, 1, 2, 3, and the Greek indices are α = 1, 2, 3)
must hold at the reaction vertex under considera-
tion. The covariant law of conservation of energy–
momentum at the vertex under consideration is

(pi − ki)(pi − ki) = qiq
i. (8)

Since the indices in metric (7) are raised by the
metric tensor gik ∝ 1/a2, the law of conservation of
energy–momentum in (3 + 1)-dimensional form fol-
lows from (8),

(E(p) − ω(k))2 − (pα − kα)2 = q2
0 − q2

α. (9)

Combining (4)–(6) and (9) yields an equation that
explicitly relates the particle energy and momenta at
the vertex under consideration:

ξkn

Mn−2
gz

+
ηpn

Mn−2
gz

+
ηqn

Mn−2
gz

(10)

= 2(E(p)ω(k) − pk cos θ),

where θ is the angle between the vectors p and k. Near
the threshold of the reaction with two particles being
in its final (|out〉) state, the particle momenta are
parallel if the function E(p) is monotonic (Mattingly
et al. 2003). Therefore, θ = 0 and relation (10) takes
the form

ξkn

Mn−2
gz

+
ηpn

Mn−2
gz

− ηqn

Mn−2
gz

(11)

= 2pk
(
E(p)
p

ω(k)
k

− 1
)
.

In the energy range for reaction (2) of interest, the
particle momenta are relativistic, and the LI-violating
terms are negligible:

mz/p 	 1,

ξ (k/Mgz)
n−2 	 1,

η (p/Mgz)n−2 	 1.

Expanding (11) in terms of these parameters yields
the threshold relation between the particle momenta
at the reaction vertex

ξkn

Mn−2
gz

+
ηpn

Mn−2
gz

− ηqn

Mn−2
gz

(12)

= 2pk

(
m2

gzM
n−2
gz

2p2
+
ξkn−2

2
+
ηpn−2

2

)
.

Let us now take into account the fact that two
photons, one of which is the soft CMB IR photon,
are involved in the initial (|in〉) state of reaction (2).
In this case, the threshold equation (12) changes only
slightly. In a situation dynamically equivalent to (9),
ASTRONOMY LETTERS Vol. 31 No. 1 2005
the initial momentum ki,|in〉 of the hard γ-ray photon
is

ki,|in〉 = (ω + ε, k − ε, 0, 0) = (ω1, k1),

where the energy of the soft photon ε 	 ω, k. Ex-
panding the frequency

ω(k1) = ω(k1 + ε) + ε

in a power series of ε/k1, we can easily reduce the
dispersion relation (4) for the hard photon to

ω(k1) = k1 + ξ1

(
k1

n−1

2Mn−2
gz

)
, (13)

where

ξ1 = ξ +
4εMn−2

gz

kn−1
1

is a new (shifted compared to ξ) constant; the shift
of the ξ scale is proportional to the energy ε of the
γIR photon. Therefore, to include the IR photon in
the |in〉 state of the reaction under consideration, it
will suffice to make the substitution of the momenta
k ⇒ k1 and the threshold constant of the hard γ-ray
photon as ξ ⇒ ξ1. In relation (12), it is assumed
that k1 > p. (Below, we omit the subscript 1 on the
momentum variables and the constant ξ1 for conve-
nience.) To analyze the physical processes near the
reaction threshold, it is convenient to introduce the
dimensionless momentum variable y = p/k, whose
value is limited above. Given the small shift of the
threshold constant ξ in (13), Eq. (12) for the particle
momenta can be rewritten as

Mn−2
gz m2

z

kn
=

(
ξ +

4εMn−2
gz

kn−1

)
y(1 − y)

− ηy(1 − y)
[
yn−1 + (1 − y)n−1

]
.

When the scale factor 1 + z is explicitly separated out
from the mass scales, the latter equation takes the
form [

ξkn

Mn−2
g m2

+
4εk

m2(1 + z)n−2

]
(14)

× y(1 − y) − ηy(1 − y) ×
[
yn−1 + (1 − y)n−1

]
× kn

Mn−2
g m2

− 1
(1 + z)n

= 0.

In this algebraic equation, it is convenient to intro-
duce the dimensionless momentum of the hard pho-
ton β = kε/m2 and the new dimensionless threshold
constants (see Jacobson et al. 2003b)

η̃ =
m2n−2η

Mn−2
g εn

, ξ̃ =
m2n−2ξ

Mn−2
g εn

.
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With these quantities, the threshold equation (14)
takes a form convenient for an algebraic analysis:

G(β, y, z, n) = αn(y)βn + γn(y, z)β − (1 + z)−n = 0,
(15)

where we use the notation

αn(y) = y(1 − y)
{
ξ̃ − η̃

[
yn−1 + (1 − y)n−1

]}
,

γn(y, z) = 4y(1 − y)/(1 + z)n−2.

The case of n = 3, which can be directly derived,
for example, from the equations of the generalized
string σ-model for massless and low-mass particles
(Ellis et al. 2002a) and in the five-dimensional ef-
fective quantum theory of gauge fields (Myers and
Pospelov 2003), is most commonly invoked to ex-
plain the absence of threshold effects in the spectra of
blazars at kth0 ∼ 10 TeV. In this case, Eq. (15) takes
the form

G(β, y, z, 3) = y(1 − y)β3 (16)

×
{
ξ̃ − η̃

[
y2 + (1 − y)2

]}
+

4β
1 + z

y(1 − y) − (1 + z)−3 = 0.

Let us introduce the new momentum variable w =
(2y − 1)2. This variable w = 0 when the magnitudes
of the momenta of the escaping particles in the
|out〉 state are numerically equal (y = 1/2). Using it,
we can easily separate this symmetric case of particle
production near the threshold of reaction (2) from the
asymmetric case where the particle momenta differ
(y �= 1/2). Equation (16) transforms to

G(β,w, z, 3) =
β3

4
(17)

×
{[

ξ̃ +
4

β2(1 + z)

]
(1 − w) − η̃(1 − w2)

2

}
×−(1 + z)−3 = 0.

If the reaction under consideration has the symmetric
threshold w = 0, then the relation for the dimension-
less momenta of hard photons near the threshold of
reaction (2) follows from (17):

β = (1 + z)−2 +
(η − 2ξ)β3(1 + z)

8
. (18)

Reaction (2) for nonviolated LI symmetry and z = 0
reaches its threshold at the hard-photon momenta
kth0 = m2/ε.

At the energy of the IR photon ε = 0.025 (a wave-
length λ ∼ 50 µm), the high-energy photons with
kth0 ∼ ωth0 ∼ 10 TeV that interact with it must be
completely absorbed. However, this threshold is ab-
sent in the spectra of known blazars. Therefore, let
us attempt to relate the scale kth0 to the possible
LI-violation scale kth0 
 kLI and to study the impli-
cations of this assumption. Since the correction to
the dispersion relation for a free photon is (see (4)
and (13))

∆ω(k)
k

∼ ξ

(
k

Mgz

)n−2

	 1,

substituting (4) in the left-hand side of Eq. (18) yields
the ratio of the photon energy ωth to the threshold
energy ωth0 of the theory with nonviolated LI symme-
try. We normalize the nonlinear expression (18) to the
assumed momentum near the LI-violation threshold
kth0 = 10 TeV. With the mass scalesMg ∼ 1019 GeV
andm ∼ 0.5 MeV, this yields

ωth
ωth0

= (1 + z)−2 +
(η − 2ξ)

20

(
k

kth0

)3

(1 + z).

(19)

In addition to the symmetric solution considered
above, Eq. (17) also has an antisymmetric solution
for the particle momenta near the threshold of reac-
tion (2):

ηωa =
4

β2(1 + z)
,

β =

(
η̃ − ξ̃

)
β3(1 + z)

4
+

1
4

√
− η

(1 + z)
β3.

The latter can be rewritten in a form similar to (19):

ωth
ωth0

=
(η − ξ)

10

(
k

kth0

)3

(1 + z) (20)

+

√
− η

5(1 + z)

(
k

kth0

)3

.

For z → 0, relations (19) and (20) transform into the
formulas from the paper of Jacobson et al. (2002). An
analysis of polynomial (17) indicates that the sym-
metric threshold is reached at

ξ̃ > − 4
β2(1 + z)

, β <
1.5

(1 + z)2
,

while the asymmetric threshold is reached for the
inverse inequalities. Choosing the parameters η, ξ,
and z in (19) and (20), we can make the lower thresh-
old ωth of reaction (2) lie above or below the thresh-
old ωth0 in the theory with nonviolated Lorentz in-
variance. This combination of parameters proves to
be nontrivial, because the threshold equation (17) is
nonlinear. We see from (19) and (20) that the follow-
ing quantity is a measure of the LI violation effect at
high redshifts and high energies of hard photons:

R =
(

k

kth0

)3

(1 + z).
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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This form of the expression for R stems from
the quantum fluctuations of the geometry included
in the phenomenological dispersion relation (4) in-
creasing with k and z. Recent studies (Steker 2003a,
2003b; Jacobson et al. 2003c, 2003d) have shown
that the polarization data and the spectrum fitting
for known blazars probably impose stringent con-
straints on the parameters of the theory mentioned
above: |η| < 10−15,−10−7 < ξ < 10−2. Summing up
these constraints and the existence conditions for the
threshold solutions (19) and (20) given above, we can
note that the symmetric solution at energies above
10 TeV is realized at

0 <
k

kth0
<

1.5
(1 + z)2

.

The asymmetric LI violation threshold shifts to the
range of energies of the order of several PeV and
is currently inaccessible to observation. Therefore,
the LI violation hypothesis can be tested by study-
ing the spectra of γ-ray sources at photon energies
ωk ∼ 10 TeV. In this case, the z dependence of the
threshold energy for reaction (2), to small terms of
order k/(10kth0), is given by

ωth
ωth0


 1
(1 + z)2

. (21)

It follows from (15) and (16) that this result remains
valid for k/kth0 → 0, irrespective of n.

The z dependence of the absorption of emission in
the annihilation reaction of hard photons with CMB
photons was previously calculated, for example, by
Steker et al. (1992). Steker (2003b) compared these
calculations with the EGRET data for several known
blazars extrapolated to energies of the order of several
TeV and concluded that there is a significant discrep-
ancy between the calculations and the experimental
data. This conclusion leaves a freedom for theoreti-
cally interpreting the above effect.

The LI violation hypothesis suggests that the pho-
tons are quasi-particles with the nonlinear dispersion
relation (4). The threshold effect must then be ob-
served in the spectrum of the photons coming to the
observer, while the spectra of cosmological radiation
sources must be cut off at high energies with the
characteristic z dependence (21). Note that this result
is obtained with the currently known constraints on
the LI violation parameters η and ξ.

DELAY OF THE SIGNALS FROM
EXTRAGALACTIC GAMMA-RAY SOURCES

The signals of different energies from extragalactic
sources that propagate in space with the nonlinear
dispersion law (4) must reach the observer in different
times. The time delay of the signal from an emitting
ASTRONOMY LETTERS Vol. 31 No. 1 2005
source that arises from the path difference between
the photons with velocities 1 and 1 − ∆u is

∆t =

t0∫
t

∆u(ω)dt.

It follows from the dispersion relationship (4) that
this delay can be large for distant high-energy ra-
diation sources, primarily for γ-ray bursts. Indeed,
this dispersion relation yields the expression for the
correction to the phase velocity of the light signal

∆u =
n− 2

2
|ξ|∆ωγ

ω

(
ω

Mgz

)n−2

, (22)

where ∆ωγ is the energy difference between the
photons from two different energy channels in the
detector.

Let ΩΛ and Ωm be the cosmological parame-
ters that are the ratios of the vacuum energy and
matter densities to the critical density, respectively,
and H0 be the Hubble constant. The delay of the
emission from a distant cosmological source in the
Universe (7) due to quantum-gravitational effects is
given by (Vertogradova et al. 2003)

∆t =
1
H0

z+1∫
1

∆udx

x
√

Ωmx3 + ΩΛ

.

Given (22), the latter equation can be rewritten in
explicit form:

∆t

∆ωγ
=

n− 2
2

|ξ|
H0M

n−2
g

z+1∫
1

(xω)n−3 dx√
[Ωmx3 + ΩΛ]

. (23)

At n = 3, relation (23) matches the formula derived
and analyzed by Vertogradova et al. (2003), to the
factor |ξ|/2, and yields at z 	 1

∆t

∆ωγ
=

|ξ|
2H0Mg

√
ΩΛ

z.

A recent wavelet-based statistical analysis of the
delay of the signals from γ-ray bursts qualitatively
confirms this dependence for bursts with energies
≤0.2 MeV (Ellis et al. 2002b). This trend is probably
also preserved for higher-energy γ-ray bursts (up to
energies of∼15MeV), as suggested by the analysis of
IPN (InterPlanet Network) data on the GRB 021206
(Boggs et al. 2003).

CONCLUSIONS

The most recent observations of new blazars with
relatively high redshifts z ∼ 0.1 for these objects
(Aharonian et al. 2002, 2003) show that the energy at
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which their γ-ray spectrum is cut off tends to decrease
with increasing z, which is in qualitative agreement
with the above conclusions (see (21)). However, a
firm conclusion as to whether information about the
LI violation at photon energies ω ∼ 10 TeV can be
extracted from these observations can be reached
only by analyzing a representative statistical sample
of spectra for γ-ray sources at these energies. A
parallel study of the delay of the emission from these
objects would allow more stringent constraints to be
imposed on the parameters η, ξ, and Mg . Only this
comprehensive testing of the LI violation hypothesis
will lead us to a firm conclusion about the validity of
the underlying assumptions.
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Abstract—The saturation conditions for bending modes in inhomogeneous thin stellar disks that follow
from an analysis of the dispersion relation are compared with those derived from N-body simulations. In
the central regions of inhomogeneous disks, the reserve of disk strength against the growth of bending
instability is smaller than that for a homogeneous layer. The spheroidal component (a dark halo, a bulge)
is shown to have a stabilizing effect. The latter turns out to depend not only on the total mass of the
spherical component, but also on the degree of mass concentration toward the center. We conclude that
the presence of a compact (not necessarily massive) bulge in spiral galaxies may prove to be enough to
suppress the bending perturbations that increase the disk thickness. This conclusion is corroborated by our
N-body simulations in which we simulated the evolution of near-equilibrium, but unstable finite-thickness
disks in the presence of spheroidal components. The final disk thickness at the same total mass of the
spherical component (dark halo + bulge) was found to be much smaller than that in the simulations where
a concentrated bulge is present. c© 2005 Pleiades Publishing, Inc.

Key words: galaxies, stellar disks, bending instabilities.
INTRODUCTION

A peculiarity of the disks in spiral galaxies is that
these are rather thin objects. Their thickness is sev-
eral times smaller than the radial scale length. How
far stars can go from the principal galactic plane due
to their vertical random velocity component deter-
mines the disk thickness at fixed star surface density.
The larger the velocity dispersion, the thicker the disk.
The random velocities of young stars are known to
be low, but the stellar ensemble can subsequently
heat up through various relaxation processes; i.e., the
random velocity dispersion can increase. Thus, the
stellar disk thickness depends on how effective the re-
laxation processes are in galaxies, and it is ultimately
determined by the factors that suppress or trigger the
various heating mechanisms. Three basic stellar disk
heating mechanisms are commonly discussed in the
literature: the scattering of stars by giant molecular
clouds (Spitzer and Schwarzschild 1951, 1953), the
scattering by transient spiral density waves (among
the first results of numerical simulations are those
obtained by Sellwood and Carlberg (1984)), and the
heating of the ensemble of stars that constitute the
disks of spiral galaxies as they interact with external
sources, for example, with low-mass satellites (see,
e.g., Walker et al. 1999; Velasquez and White 1999).

*E-mail: nsot@ursa.astro.spbu.ru
1063-7737/05/3101-0015$26.00
A second remarkable peculiarity of the stellar disks
is that their structure is unusually “fragile.” This pe-
culiarity was revealed by a linear analysis of the colli-
sionless Boltzmann equation and has been repeatedly
illustrated byN-body simulations. Numerous studies
have shown that the initially regular structure of the
stellar disks can change radically due to the growth
of various instabilities, which give rise to large-scale
structures both in the disk plane (bars, spiral arms,
rings) and in the vertical direction (warps). The an-
alytically and numerically obtained saturation con-
ditions for unstable modes impose the most severe
restrictions on the global structural and dynamical
parameters of the stellar disks.

A local analysis suggests that the stars at a given
distance R from the disk center must have a radial
velocity dispersion σR(R) larger than some minimum
critical value σcr

R(R) (Toomre 1964) for the disk to
be gravitationally stable in the region under con-
sideration (at least against the growth of axisym-
metric perturbations). In addition, for the disk to be
stable against the growth of bending perturbations,
the ratio of the vertical and radial velocity disper-
sions σz/σR must also be larger than some value ap-
proximately equal to 0.29–0.37 (Toomre 1966; Kul-
srud et al. 1971; Polyachenko and Shukhman 1977;
Araki 1985). The latter quantity determines the min-
imum thickness of the galactic disk, and its compar-
c© 2005 Pleiades Publishing, Inc.
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ison with the observed value allows the contribution
of the bending instability to the vertical disk heating
to be estimated and compared with the contribution
of other relaxation mechanisms.

On the other hand, if we exclude the heating
mechanisms mentioned above from our analysis and
take, as is commonly done, the condition for marginal
disk stability against the growth of bending modes
by fixing σz/σR at a level of the linear approximation,
0.29–0.37, then the velocity dispersion σz at the same
star surface density will decrease with decreasing σR

(see, e.g., Zasov et al. 1991). In this case, the disk
will have a smaller thickness.

The presence of a spheroidal component (for ex-
ample, a dark halo) is known to produce a stabiliz-
ing effect and to decrease the minimum value of σcr

R
required for gravitational stability. Consequently, the
disks embedded in a massive halo, on average, must
have low values of σz and be, on average, thinner.
Based on similar reasoning, Zasov et al. (1991, 2002)
showed that the relative disk thickness z0/h (z0 is
the half-thickness of the disk, and h is the radial
exponential scale length) is proportional to Md/Mt,
where Md and Mt are, respectively, the mass of the
disk and the total mass of the galaxy within a fixed
radius. These authors also concluded that a small disk
thickness suggests the existence of a massive dark
halo in the galaxy. Moreover, based on N-body sim-
ulations, Zasov et al. (1991) and Mikhailova et al.
(2001) constructed a dependence that allows the rel-
ative mass of the dark halo Mh/Md to be estimated
from z0/h. However, as we show below, the relation-
ship between the relative disk thickness and the mass
of the spheroidal component is more complex.

In this paper, we numerically analyze the satu-
ration conditions for bending instability in inhomo-
geneous three-dimensional stellar disks at nonlinear
stages in the presence of a spheroidal component of
different nature (a stellar bulge and a dark halo) and
the constraints imposed on the final disk thickness.

PECULIARITIES OF THE GROWTH
OF BENDING INSTABILITY

IN INHOMOGENEOUS THIN STELLAR
DISKS

Global Modes

To understand how the growth of bending instabil-
ity in inhomogeneous disks differs from that in homo-
geneous disks, let us first turn to the results obtained
by Toomre (1966). Toomre was the first to derive the
dispersion relation for long-wavelength bending per-
turbations in an infinitely thin gravitating layer with a
nonzero velocity dispersion

ω2 = 2πGΣ|k| − σ2
xk

2, (1)
where Σ is the star surface density of the layer, and σ2
x

is the velocity dispersion along a particular coordinate
axis in the plane of the layer. It follows from Eq. (1)
that the perturbations with a wavelength λ = 2π/k >
λJ = σ2

x/GΣ are stable, since ω2 > 0 in this range.

Relation (1) was derived for an infinitely thin
disk and, when applied to finite-thickness disks, is
valid only for perturbations with a wavelength longer
than the vertical scale height of the system, i.e.,
for λ� z0, where z0 is the half-thickness of the
layer. It can be shown from general considerations
that the longest wavelength perturbations in finite-
thickness disks with a wavelength λ < λ2 ≈ z0σx/σz

are stable, since they are smeared by thermal mo-
tions in the plane of the layer (see, e.g., Polya-
chenko and Shukhman 1977). Having derived the
corresponding dispersion relation, Polyachenko and
Shukhman (1977) were the first to find the exact loca-
tion of the stability boundary in the short wavelength
range for a homogeneous flat finite-thickness layer.
Araki (1985) (see also Merritt and Sellwood 1994)
obtained a similar result for a homogeneous layer with
a vertical density profile close to the observed one
in real galaxies1 ρ(R, z) = ρ(R, 0)sech2(z/z0). As
regards the intermediate wavelength (λ2 < λ < λJ )
perturbations, they are unstable, as follows from the
results of the studies mentioned above.

As the disk thickness z0 increases, the wave-
length λ2 increases and tends to λJ . When λ2 = λJ ,
the disk is stabilized against bending perturbations
of any wavelengths. The following analytical estimate
in the linear approximation obtained both from qual-
itative considerations (Toomre 1966; Kulsrud et al.
1971) and from an accurate analysis of the dispersion
relation for a finite-thickness layer (Polyachenko and
Shukhman 1977; Araki 1985) is valid:

(σz/σx)cr ≈ 0.29−0.37. (2)

The instability is completely suppressed if σz/σx >
(σz/σx)cr and grows if σz/σx < (σz/σx)cr.

As regards the inhomogeneous models, the first
thing that radically distinguishes the growth of bend-
ing instability in inhomogeneous disks from that in a
homogeneous layer is the existence of global unstable
bending modes with a wavelength longer than the
disk scale length. This conclusion follows from an
analysis of the equation that describes the evolution
of long wavelength bending perturbations in an in-
finitely thin disk with a radially decreasing density
(Polyachenko and Shukhman 1977; Merritt and Sell-
wood 1994). For special disk models, it was shown

1 This profile corresponds to the model of an isothermal layer
(Spitzer 1942) and describes well the vertical density varia-
tions observed in galaxies (van der Kruit and Searle 1981).
ASTRONOMY LETTERS Vol. 31 No. 1 2005



BENDING INSTABILITY OF STELLAR DISKS 17
that the region of stable long wavelength pertur-
bations narrows significantly in this case (see, e.g.,
Fig. 2 from Merritt and Sellwood (1994)). This is
attributed to the fact that the restoring force from
the perturbation that grows in an inhomogeneous
disk (Merritt and Sellwood 1994) or in a radially
bounded disk (Polyachenko and Shukhman 1977)
is always weaker than the corresponding restoring
force in a homogeneous infinite layer. This fact was
demonstrated more clearly by Sellwood (1996), who
noted that the dispersion relation (1) could be used
to analyze the bending instability in inhomogeneous
disks (at least qualitatively) if another term related to
the restoring force from the unperturbed disk is added
to it:

ω2 = ν2
d + 2πGΣ|k| − σ2

xk
2, (3)

where νd =
√
∂2Φd(R, z)/∂z2 is the vertical oscilla-

tion frequency of the stars, and Φd(R, z) is the poten-
tial of the disk.

For disks with a nonflat rotation curve, the addi-
tional term ν2

d can play a destabilizing role. As was
noted by Sellwood (1996), for an infinitely thin inho-
mogeneous disk,

ν2
d =

∂2Φd(R, z)
∂z2

∣∣∣∣
z=0+

(4)

= − 1
R

∂

∂R

(
R
∂2Φd

∂R

) ∣∣∣∣
z=0

= − 1
R

dv2
c,d

dR

(vc,d is the circular rotational velocity of the disk), and
ν2
d < 0 for dv2

c,d/dR > 0.

Thus, an additional expulsive force from the un-
perturbed disk emerges in the central regions where
the rotation curve rises. The destabilizing effect of
the disk in the central regions gives rise to another
region at small wave numbers (long λ) where ω2 < 0.
This region is responsible for the growth of large-
scale bending instability and the emergence of global
modes. In this case, one might expect a larger disk
thickness and a larger value of σz/σx (or σz/σR)
than those in homogeneous models to be required to
suppress the instability.

Applying all of this reasoning to finite-thickness
disks is not quite obvious. On the one hand, it
may be assumed that the restoring force from the
unperturbed disk Fz = −∂Φd/∂z for R→ 0 behaves
as Fz � −GMdz/|z|3 (here, Md is the total mass
of the disk) starting from some z, i.e., decreases
(in magnitude) with increasing z. Consequently,
ν2
d = ∂2Φd/∂z

2 = −∂Fz/∂z becomes negative (Sell-
wood 1996).
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On the other hand, we can calculate exactly the
z dependence of ν2

d for a given R from the general
formula

ν2
d (r) = −∂Fz/∂z (5)

= − ∂

∂z

∫
Gρd(r′)(z′ − z)

|r′ − r|3 d3r′

for the density profile that is commonly used to de-
scribe the disks of spiral galaxies:

ρd(R, z) =
Md

4πh2z0
exp

(
−R
h

)
(6)

× sech2

(
z

z0

)
,

where h is the exponential scale length of the disk, z0
is the vertical scale height, and Md is the total mass
of the disk. The derived dependence2 for various R is
shown in Fig. 1b. Figure 1a shows the z dependence
of the vertical force Fz , which necessarily has an
extremum at some z. In the central regions, ν2

d is
negative at z � 2z0 (on the periphery, the passage
to the negative region occurs at even larger z/z0).
This implies that all of the above reasoning for finite-
thickness disks is directly applicable only to large-
amplitude perturbations. It is also clear that the bell-
shaped (or axisymmetric) mode with the azimuthal
number m = 0 must be most unstable in the central
regions. If the amplitude of the axisymmetric bend
increases significantly during the growth of bending
instability, then it can raise the central stars above the
plane of the disk and bring them into a “dangerous”
zone where ν2

d < 0; subsequently, the self-gravity of
the disk itself will contribute to the growth of a bend
to the point of saturation.

The Central Regions of Hot Infinitely Thin Disks

The second peculiarity of the growth of bending
instability in inhomogeneous infinitely thin disks is as
follows. The degree of disk instability against bending
perturbations depends on the degree of disk “heating”
in the plane. Exact and approximate analyses of the
dispersion relation for an inhomogeneous infinitely

2 We see fromEq. (5) that triple integrals over infinite intervals
must generally be calculated to determine ν2

d . This can be
easily done by using adaptive algorithms for calculating the
integrals. In our integration,we used the gsl library (informa-
tion about the gsl (GNU Scientific Library) project can be
found at http://sourses/redhat/com/gsl). For models with
known analytical density–potential pairs, for example, the
Miyamoto–Nagai disk (see Binney and Tremaine (1987),
p. 44), a comparison of the analytical z dependence of ν2

d at a
givenR with that calculated numerically by triple integration
yielded a close match.
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Fig. 1. (a) Magnitude of the vertical gravitational force (−Fz) versus z at various distances R from the disk center; (b) the
square of the vertical oscillation frequency ν2

d = −∂Fz/∂z versus z for various R. We took G = 1 and the disk parameters
Md = 1 (the total disk mass), h = 3.5, and z0 = 0.1.
thin disk (Polyachenko and Shukhman 1977; Mer-
ritt and Sellwood 1994) show that the modes with
increasingly large azimuthal numbers in the central
regions become unstable for all wavelengths as the
fraction of the kinetic energy contained in the ran-
dom motions in the disk plane increases. The conclu-
sion about the existence of a Toomre parameter QT
(Toomre 1964), which characterizes the degree of
heating of the stellar disk in the plane at which the
disk cannot be stabilized against bending perturba-
tions of any wavelengths, can also be drawn from
Eq. (3), i.e., the equation written for long-wavelength
perturbations in a homogeneous layer, but “rectified”
by the term ν2

d to include the inhomogeneity effects.

Indeed, ω2 < 0 for any k if

ν2
d +

(πGΣ)2

σ2
x

< 0.

Given (4),

ν2
d = 2Ω2

d − κ2
d,
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where Ω2
d =

vc,d
R

is the angular velocity, and

κ2
d =

v2
c,d

R2

(
1 +

R

vc,d

dvc,d
dR

)

is the square of the epicyclic frequency. Then,

ω2 < 0 for 2Ω2
d − κ2

d +
(πGΣ)2

σ2
x

< 0. (7)

For the central regions of a rigidly rotating disk (κ2
d =

4Ω2
d), we obtain from (7)

ω2 < 0 at σx >
√

2
πGΣ
κd

≈
√

2σcr
R

or

ω2 < 0 at (8)

QT >
√

2 for any wavelengths,

whereQT = σx/σ
cr
R is the Toomre parameter3 (Toom-

re 1964).
Condition (8) is not an exact criterion; it is only an

estimation relation. However, it shows that the cen-
tral regions of hot stellar disks (QT � 1) with a large
reserve of strength against the growth of instabilities
in the plane of the disk (bars, spiral arms) cannot be
stabilized against the growth of bending perturba-
tions of any wavelengths. The theory constructed for
a homogeneous infinitely thin layer does not yield this
regime. It should be borne in mind, however, that the
contribution of the destabilizing term (ν2

d ) must de-
crease with increasing disk thickness; therefore, the
instability will be saturated at a large, but finite disk
thickness. However, the following might be expected:
other things being equal, the hotter the initial model
in the plane, i.e., the larger the Toomre parameterQT,
the higher the saturation level.

BENDING INSTABILITY: NUMERICAL
SIMULATIONS OF THREE-DIMENSIONAL

DISKS

The nonlinear growth stages of bending instabil-
ity in inhomogeneous finite-thickness stellar disks
have been extensively investigated by numerically
solving the gravitational N-body problem for var-
ious stellar disk models. Raha et al. (1991) first
observed the bending instability of bars in their nu-
merical simulations; Sellwood andMerritt (1994) and
Merritt and Sellwood (1994) studied the nonlinear
regime of bending instability in nonrotating disks
with the radial density profiles that corresponded to
the Kuzmin–Toomre model (see, e.g., Binney and

3 Actually, the Toomre parameter should have been defined as
σR/σcr

R, but the difference does not matter in our case.
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Tremaine (1987), p. 43); Griv and Chiuek (1998)
numerically analyzed the development of a bend in
a layer of newly formed stars; Tseng (2000) simulated
the evolution of the vertical structure of a homoge-
neous, initially thin disk of finite radius; Sotnikova
and Rodionov (2003) considered a rotating disk with
an exponential density profile along the R axis and
assumed the presence of a dark halo in the system.
The latter authors analyzed the question of how the
evolution of initially equilibrium thin disks depends on
the governing parameters of the bending instability,
which include the initial disk half-thickness z0, the
Toomre parameter QT, and the relative mass of the
dark halo Mh/Md within a fixed radius. Below, we
list the most important conclusions that follow from
the N-body simulations described in the literature.
These conclusions agree in many respects with those
given in the section entitled “Peculiarities of the
growth of bending instability. . . ” of this paper for
inhomogeneous infinitely thin disks.

(1) In inhomogeneous models, all of the exper-
imentally observed modes are global, i.e., the scale
length of the unstable perturbations is larger than the
disk scale. The linear theory constructed for homoge-
neous models yields no such result.

(2) The saturation level for the bending instability
depends on σR (or QT). The larger the reserve of disk
strength against perturbations in the disk plane, the
greater the difficulty to stabilize the disk against the
growth of bending perturbations. A rapid and signif-
icant (occasionally catastrophic) increase in the disk
thickness, particularly in the central regions, to values
that are severalfold larger than those yielded by a lin-
ear analysis for homogeneous, moderately hot models
(Toomre 1966; Kulsrud et al. 1971; Polyachenko and
Shukhman 1977; Araki 1985) was observed in all
of the simulations with initially hot disks (Sellwood
and Merritt 1994; Tseng 2000; Sotnikova and Rodi-
onov 2003). This mechanism may be responsible for
the formation of central bulges in spiral galaxies, at
least it can feed the spherical component with new
objects.

(3) The central regions of the disk are most
unstable (Sellwood and Merritt 1994; Merritt and
Sellwood 1994; Griv and Chiueh 1998; Griv et al.
2002; Sotnikova and Rodionov 2003). It is here that
the bending modes are formed. Subsequently, their
amplitude increases, sometimes significantly. This is
particularly true for the perturbations with m = 0.
The nonaxisymmetric modes (with the azimuthal
numbers m = 1 and 2) drift to the disk periphery,
temporarily creating the effect of a large-scale warp
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of the entire galaxy, and are then damped4 . The
instability in the central regions of the stellar disks
is saturated at (Sotnikova and Rodionov 2003)

σz/σR ≈ 0.75−0.8.

(4) The presence of a massive dark halo, which
was included in the models by Sotnikova and Rodi-
onov (2003), has always been a stabilizing factor that
suppresses the growth of bending modes. This effect
appears to have been first described qualitatively by
Zasov et al. (1991).

THE STABILIZING EFFECT OF THE
SPHEROIDAL COMPONENT: A

QUALITATIVE ANALYSIS

The remarkable agreement (at least on a qualita-
tive level) between the conclusions that follow from
the analysis of the dispersion relation for an infinitely
thin disk and the results of numerical simulations
with three-dimensional disks allows us to analyze the
applicability of yet another conclusion that can be
drawn from Eq. (3) to finite-thickness disks. Since
the central regions of the disk are most unstable, it
is important to separate out the factors that have a
stabilizing effect precisely on these regions. An ad-
ditional spherical component (a dark halo, a bulge)
can be such a stabilizing factor. In this case, another
term related to the restoring force exerted from the
spherical component appears in Eq. (3), with

ν2
sph =

∂2Φsph(r)
∂z2

∣∣∣∣
z=0

> 0. (9)

This term was also introduced by Sellwood (1996)
when analyzing the dispersion relation for the long-
wavelength bending perturbations of an infinitely thin
disk, but its role was not studied.

Zasov et al. (1991, 2002) and Mikhailova et al.
(2001) concluded that the minimum possible rela-
tive thickness of an equilibrium stellar disk, z0/h,
decreases with increasing relative mass of the dark
halo. Let us consider the relationship between the
stellar disk thickness and the mass of the spheroidal
component in terms of the stabilization conditions for
the bending modes in inhomogeneous thin disks.

We take specific bulge and halo models (these
models were subsequently used in our numerical
calculations). A Plummer sphere is taken as the

4 In contrast to the result of Griv et al. (2002), the large-
scale S-shaped or U-shaped warp of the galactic edge al-
ways disappeared on long time scales (>5 Gyr) in all of the
simulations by Sotnikova and Rodionov (2003).
bulge model. Its potential is (see, e.g., Binney and
Tremaine (1987), pp. 42–43)

Φb(r) = − GMb

(r2 + a2
b)

1/2
, (10)

whereMb is the total mass of the bulge, and ab is the
scale length of the matter distribution. We describe
the potential of the dark halo in terms of the logarith-
mic potential (see, e.g., Binney and Tremaine (1987),
p. 46)

Φh(r) =
v2
∞
2

ln(r2 + a2
h), (11)

where ah is the scale length, and v∞ is the velocity
of a particle in a circular orbit of infinite radius. The
parameter v∞ is related to the mass of the halo with a

sphere of given radius r byMh(r) =
v2
∞
G

r3

r2 + a2
h

.

For the additional stabilizing term in the disper-
sion relation, the models of the spherical components
(the bulge and the halo) that we used yield

ν2
b =

GMb

(R2 + a2
b)

3/2
, ν2

h =
v2
∞

R2 + a2
h

.

The stabilizing effect of the spherical component
weakens at largeR, but the disk itself in the peripheral
regions has a stabilizing effect: Fz ≈ −GMdz/R

3

at |z| 
 R⇒ ν2
d = −∂Fz/∂z > 0. On the other

hand, the strength of the effect increases in the
central (most unstable) regions (i.e., for R→ 0); this
strength depends not only on the total mass of the
spherical component (Mb or v∞), but also on the
degree of matter concentration toward the center, ab
and ah. It thus follows that the presence of a compact
(not necessarily massive) bulge in galaxies may prove
to be enough to suppress the bending perturbations.
This implies that the disks of galaxies with compact
bulges can be as thin as the disks embedded in a
massive dark halo.

To test our conclusion, we carried out a series of
numerical simulations.

THE STABILIZATION OF BENDING
PERTURBATIONS BY A COMPACT BULGE:

N-BODY SIMULATIONS

The Method

We used an algorithm based on the hierarchical
tree construction method (Barnes and Hut 1986) to
simulate the evolution of a self-gravitating stellar
disk. In our calculations, we always included the
quadrupole term in the Laplace expansion of the
potential produced by groups of distant bodies. The
parameter θ (Hernquist 1993) that is responsible for
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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the accuracy of calculating the gravitational force was
chosen to be 0.7 in all our simulations. The NEMO
software package (http://astro.udm.edu/nemo;
Teuben 1995) was taken as the basis. We enhanced
the capabilities of this package by including several
original codes for specifying the equilibrium initial
conditions in a flat stellar system5 and supplemented
it with new models that allow us to easily analyze
the data obtained and to present them in convenient
graphic and video formats.

The Numerical Model

When constructing the galaxy model, we sepa-
rated two components in it: a self-gravitating stellar
disk and a spherically symmetric component that was
described in terms of the external static potential,
which is a superposition of two potentials, (10) for the
bulge and (11) for the dark halo. At large distances R
from the center of the stellar system, in the region
where the halo dominates, potential (11) yields a flat
rotation curve. The disk was represented by a system
ofN gravitating bodies with the density profile (6).

The initial conditions in theN-body problem sug-
gest specifying the mass, position in space, and three
velocity components for each particle. The particle
coordinates are naturally determined in accordance
with the disk matter density profile (6); the distant
regions of the disk are disregarded. We took only
those particles for which the cylindrical radius R <
Rmax and |z| < zmax. The mass of all particles was
assumed to be the same. The total mass of the par-
ticles was equal to the mass of the disk region under
consideration (i.e., the disk region for which R <
Rmax and |z| < zmax). The particle velocities were
specified, using the equilibrium Jeans equations, by
the standard technique (see, e.g., Hernquist (1993),
Section 2.2.3).

Specifying the Velocity Field in the Model Galaxy

To specify the initial particle velocities for a disk
that is in equilibrium in the plane and in the vertical
direction, we make the following assumptions:

(1) The velocity distribution function is the
Schwarzschild function; in other words, the particle
velocity distribution function has only four nonzero
moments: the mean azimuthal velocity v̄ϕ, the radial

5 The mkexphot code for specifying equilibrium stellar disk
models from the NEMO package has limitations on the
parameters of the outer halo and does not enable the grav-
itational field of the bulge to be specified. The models con-
structed using our codes closely agree with those obtained
using the mkexphot code for identical parameters.
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velocity dispersion σR, the azimuthal velocity disper-
sion σϕ, and the vertical velocity dispersion6 σz .

(2) All four moments depend only on the cylindri-
cal radius R and do not depend on z.

(3) The epicyclic approximation is valid7 .

(4) σ2
R is proportional to the surface density of the

stellar disk, i.e., σR ∝ exp(−R/2h) (this assumption
agrees well with the observational data; see, e.g., van
der Kruit and Searle 1981).

The following relations for the moments (in which
the R dependence was omitted for simplicity) can
then be derived from the Jeans equations (see, e.g.,
Binney and Tremaine 1987):


v̄2
ϕ = v2

c + σ2
R − σ2

ϕ +
R

Σd

∂Σdσ
2
R

∂R
,

σϕ = σR
κ

2Ω
,

σ2
z = πΣdz0,

(12)

where vc is the circular velocity of a particle placed in
the total potential of the disk and the spherical com-
ponent, the bulge and the halo, (v2

c = v2
c,d + v2

c,b +
v2
c,h, v

2
c,b = R∂Φb/∂R, v2

c,h = R∂Φh/∂R), Ω = vc/R

is the angular velocity, and

κ =

√
2
v2
c

R2
+

1
R

dv2
c

dR

is the epicyclic frequency.
The circular velocities for the bulge (10) and the

halo (11) have analytical expressions. The circular ve-
locity for the disk (6) can be determined by numerical
integration (see the section entitled “Global modes”)
using the general formula

v2
c,d(r) =

∫
Gρd(r′)

(r′ − r) · R
|r′ − r|3 d3r′, (13)

where R is the projection of the vector r onto the disk
plane.

The Jeans equations that are used to derive rela-
tions (12) are known to provide no exact disk equilib-
rium (see, e.g., Binney and Tremaine 1987). More-
over, the last relation in (12), which follows from
the vertical equilibrium condition for a disk with the
density profile (6) and a z-independent σz , was writ-
ten without including the influence of the additional
spheroidal components. The adjustment to equilib-
rium occurs on time scales of the order of several

6 As do many members of the astronomical society, we have
the bad habit of calling the standard of the distribution func-
tion the dispersion.

7 In the central regions of the disk, this approximation breaks
down.
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vertical oscillation times 1/νd. This time was always
no longer than 100–120 integration time steps for
the equations of motion (the thinner the disk, the
shorter this time) and much shorter than the insta-
bility growth time scale in the disk. Moreover, in the
context of the problem of the growth and saturation
of unstable modes, a small deviation of the disk from
equilibrium at the initial time may be treated as an
additional initial perturbation.

The fourth assumption (see above) about the radial
velocity dispersion σ2

R(R) causes difficulties in cal-
culating v̄ϕ in the central regions. In the first equa-
tion of system (12), v̄2

ϕ is occasionally negative at
small R (since σ2

R(R) rapidly increases toward the
center, the last term on the right-hand side can make
a large negative contribution). For this reason, the
dependence for σR was reduced at the center (Hern-
quist 1993):

σR ∝ exp
(
−
√
R2 − 2a2

s/2h
)
. (14)

If the parameter as is taken to be h/4 − h/2, then
this proves to be enough to properly calculate v̄ϕ. In
the central regions of the disk, σz adjusted to σR in
such a way that the ratio σz/σR was constant at a
given half-thickness z0 = const in the initial model
throughout the disk.

The proportionality factor in (14) can be deter-
mined via the Toomre parameter QT at some ra-
dius Rref:

σR(Rref) = QTσ
cr
R(Rref) = QT

3.36Σd(Rref)
κ(Rref)

. (15)

The sought proportionality factor can be obtained
from (14) and (15). Specifying QT, which ensures
disk stability in the plane, at Rref ≈ 2.5h yields the
condition QT(R) ≥ QT(Rref) (Hernquist 1993). The
latter, in turn, ensures a stability level against pertur-
bations in the disk plane no lower than that at Rref.
The initial half-thickness z0 for the adopted QT(Rref)
was chosen in such a way that σz/σR was less than
0.3–0.4, which ensured initial instability against the
growth of bending modes.

Parameters of the Problem

All of the results discussed below are presented
in the following system of units: the gravitational
constant is G = 1, the unit of length is Ru = 1 kpc,
and the unit of time is tu = 1 Myr. The unit of mass is
then Mu = R3

u/Gt
2
u = 22.2 × 1010 M�, and the unit

of velocity is vu = Ru/tu = 978 km s−1.
The number of bodies in the simulations wasN =

300 000 (in several cases, 500 000 and 600 000). The
force of interaction between two particles with coor-
dinates ri and rj andmassesmi andmj wasmodified,
as is commonly done, as follows:

Fij = Gmimj
rj − ri

(|rj − ri|2 + ε2)3/2
,

where ε is the softening bength of the potential pro-
duced by an individual particle. When collisionless
systems are simulated, this parameter is introduced
for two reasons. First, the divergence of the interac-
tion force in close particle–particle encounters must
be avoided when integrating the equations of motion.
Second, when the phase density of a collisionless
system is represented by a finite number of particles,
the inevitable fluctuations in the particle distribution
must be smoothed in such a way that the forces acting
in the system being simulated are close to those act-
ing between the particles in a system with a smoother
density profile. The potential softening length ε was
chosen to be 0.02. This value is approximately a factor
of 2 or 3 smaller than the mean separation between
the particles (at N = 300 000) within the region con-
taining half of the disk mass. On the one hand, it
matches the criterion for choosing ε based on min-
imization of the mean irregular force (Merritt 1996)
and, on the other hand, allows the vertical structure
of thin disks to be adequately resolved.

To integrate the equations of motion for particles
in the self-consistent potential of the disk and the
external field produced by the spheroidal component,
we used a leapfrog scheme that ensured the second
order of accuracy in time step t. The time step was
0.5 (in several models, 0.25)8 .

We constructed a total of about 60 models. The
entire set of models can be arbitrarily divided into
two classes: the models with and without bulges. The
scale length of the density distribution in the bulge ab
was assumed to be equal to 0.5 almost for all of the
models with bulges. In several models without bulges,
we chose a concentrated halo (ah = 2). In all of the
remaining cases, the halo was “looser” (ah = 10).
The total relative mass of the spheroidal components
µ = Msph(4h)/Md(4h)was varied over the range 0.25
to 3.5

The disk in our models has the following pa-
rameters9 : h = 3.5 and the disk mass (in dimen-
sional units) isMd(4h) = (4−8)× 1010 M�. The ini-
tial thickness was varied over the range z0 = 0.1−0.5.
In order not to abruptly cut off the model disk at
the radius corresponding to the optical radius (∼4h),
we chose Rmax = 25, with zmax = 5. The smoothing

8 The choice of the time step is limited above by ε; the particle
must take at least one step on the softening length.

9 These parameters are close those of the disk in our Galaxy.
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 2. Ratio σz/σR versus R for the time t = 3000 (model 12 with a massive halo: µ = 3.0, µb = 0).
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Fig. 3. Initial rotation curves for models 50, 76, 75, 49, and 53. The ratio of the total mass of the spherical component to the
mass of the disk within a radius of 4h is the same for all models, µ = 0.5; µb = 0 for model 50, µb = 0.0625 for model 76,
µb = 0.125 for model 75, µb = 0.25 for model 49, and µb = 0.5 for model 53. The unit of velocity is 978 km s−1.
parameter of the initial radial profile of the velocity
dispersion σR is as = 1. The parameter QT in the
discussion of our simulations is given for the radius
Rref = 8.5.

Simulation Results

Previously (Sotnikova and Rodionov 2003), we
showed that there are two distinct vertical stellar disk
relaxation mechanisms related to bending instabil-
ity: the bending instability of the entire disk and the
bending instability of the bar forming in the disk. The
former mechanism dominated in galaxies that are hot
in the plane (QT � 2.0), and the bar formation was
ASTRONOMY LETTERS Vol. 31 No. 1 2005
suppressed in this case; the latter mechanism domi-
nated in galaxies with a moderate Toomre parameter
QT (such galaxies were unstable against the growth
of a bar mode). In the simulations whose results are
presented and analyzed below, we also considered
two distinct cases: hot disks (QT = 2.0) in which
only bending instability developed, and cooler models
(QT = 1.5); here, we observed the combined effect of
the two types of instability.

Hot disks.For hot (in the plane) disks (QT = 2.0),
we revealed distinct patterns of growth and saturation
of bending perturbations that are consistent with the
conclusions following from a qualitative analysis of
the dispersion relation (3).
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Fig. 4. Evolution of the velocity dispersions σR and σz at R = 2h for the same models as those in Fig. 3.
The stabilizing effect from the presence of a
massive spherical component that was discussed in
the section entitled “The Stabilizing Effect of the
Spheroidal Component. . . ” is clearly seen in Fig. 2.
This figure shows the radial profile of σz/σR for
model 12 with Mb = 0 and µ = 3.0. Throughout the
disk, σz/σR was set at ≈0.37 and was determined
not by the bending instability, but by the disk heating
through the scattering of stars by inhomogeneities
related to the different disk thickness in the spiral
arms and in the interarm space (Sotnikova and
Rodionov 2003).

We will demonstrate the stabilizing effect of a
compact (not necessarily massive) bulge comparable
to the effect of a massive dark halo with a broader
density profile using the results obtained for the
following group of models as an example: 50, 76, 75,
49, and 53. In all five models, the total mass of the
spheroidal component is the same and accounts for
half of the diskmass within four exponential disk scale
lengths, µ = 0.5, but it is differently distributed be-
tween the two spherical subcomponents. Inmodel 50,
all of the mass is contained in the halo (µ = µh =
Mh(4h)/Md(4h)); in model 53, only a compact bulge
is present10 (µ = µb = Mb(4h)/Md(4h)). The re-
maining models are intermediate between the two
extreme models. The initial thickness for all of the
models was chosen to be the same, z0 = 0.1. The
rotation curves for these models are shown in Fig. 3.
The variety of the shown curves to some extent
reflects the actual variety of rotation curves for spiral
galaxies.

We traced the evolution of these models up to t =
5000. Figure 4 illustrates the variations in the dynam-
ical parameters of the disk σR and σz—the radial and
vertical velocity dispersions calculated at R = 2h. All
of the models demonstrate an initial increase in σz

10 In model 53, a bulge with a mass equal to half of the disk
mass and a scale length of 500 pc is atypical of real galaxies.
We consider this as a limiting case.
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Fig. 5. Edge-on view of the galaxy at the time t = 3000 for models 50, 76, 75, 49, and 53. The image blackening strength
corresponds to the logarithm of the particle number per pixel. The horizontal and vertical scales are 60 and 10, respectively.
The ratio of the total mass of the spherical component to the mass of the disk within a radius of 4h is the same for all models,
µ = 0.5.
and a decrease in σR. Subsequently (after t ≈ 1000),
the latter parameter reaches an approximately con-
stant value, while σz for some of the models (this is
primarily true for the model with a massive bulge)
continues to slowly increase. The number of particles
in our models and the potential softening length were
chosen in such a way that the two-body time was
much longer than the time scale on which we con-
sidered the evolution of our numerical models. The
absence of heating related to numerical relaxation is
confirmed by the behavior of σR and the preservation
of the pattern of evolution of the system as the number
of particles increases toN = 600 000. The continuing
small secular increase in the vertical velocity disper-
ASTRONOMY LETTERS Vol. 31 No. 1 2005
sion probably reflects the fact that some of our models
did not reach a steady state11 .

Figure 5 shows five frames that correspond to the
late evolutionary stages of our model disks. As ex-
pected, the saturation level for the bending instability
in model 50 was very high and did not match the stan-
dard linear criterion. The galaxy greatly thickened
at the final evolutionary stages. However, when we
transferred 50% of themass from the halo to the bulge
(model 49: µh = µb = 0.25), the picture changed. The
saturation level for the bending instability became
much lower. At the final evolutionary stages, the disk

11 If the system has no third integral of motion, then its evo-
lution to equilibrium must eventually lead to the relation
σz = σR.
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was much thinner than that in model 50. In model 53,
when we placed all of the mass of the spherical com-
ponent in the bulge, the amplitude of the observed
bend was very low, and the galaxy remained quite thin
even at the late evolutionary stages.

The disk thickness can be quantitatively estimated
as the root-mean-square (rms) value of the z coordi-
nates of the disk particles, zrms =

√
〈z2〉 − 〈z〉2. This

estimate is commonly encountered in the literature.
It can be shown that for the vertical density pro-
file (6), the relationship between this parameter and
z0 is given by zrms = π/2

√
3z0 ≈ 0.91z0. In practice,

however, this parameter proved to be a not very good
characteristic of the thickness. First, the fluctuations
in this parameter along R were found to be great
even when using a large number of particles if only
no averaging is performed in concentric rings of large
width. Second, the thickness calculated in this way
turns out to be systematically overestimated due to
the existence of a significant tail of the particles that
went far from the disk plane. For these reasons, we
estimated the disk thickness at a given distance R
through the median of the absolute value of z that
was designated as z1/2. Twice the value of z1/2 is
nothing other than the disk thickness within which
half of the particles is contained. For the density pro-
file (6), 2z1/2 = z0 ln 3 ≈ 1.1z0. Figure 6 shows the
differences between the radial disk thickness profiles
for model 53 obtained by the two described methods
(the averaging was performed in concentric rings; the
ring width was ∆R = 0.4). We see that z1/2 behaves
much more smoothly (we have in mind the overall
monotonic dependence of the density and the fluctua-
tion level) than does the rms value of the z coordinate
commonly used to estimate the disk thickness in N-
body simulations.

Figure 7 shows the radial disk thickness profile
for models 50, 76, 75, 49, and 53 at the time t =
3000. Note that the thickness profile for model 50 is
rather unusual in shape. This shape is most likely
attributable to the existence of X-shaped stationary
orbits in the central regions that arise at a certain disk
thickness when there are conditions for the resonance
between the stellar oscillation frequencies in the disk
plane and in the vertical direction (see, e.g., Patsis
et al. 2002). We see the following from Fig. 7, as
well as from Fig. 5, which show the edge-on views
of the model galaxies: the thinner the galactic disk,
the larger the mass of the spheroidal component con-
tained in a compact bulge. Since not all of our mod-
els reached a steady state, their thickness continues
to slowly increase (Fig. 8), but the differences in
thickness are always preserved. Similar results were
obtained for all of the remaining such models with the
same mass of the spherical component in the range
Msph(4h) = 0.25Md(4h) to Msph(4h) = 2.0Md(4h).
The stabilizing effect of a bulge was particularly pro-
nounced in those cases where the bulk of the galactic
mass was contained in the disk.

The final disk thickness at fixed initial QT was
determined only by the relative mass of the spheroidal
component and the contribution of the bulge to this
mass and did not depend on how far from stability
the initial state of the disk was chosen. The start from
different initial disk thicknesses led to models without
any systematic differences between them. Figure 9
illustrates this result, which is similar to that obtained
in their numerical simulations by Sellwood and Mer-
ritt (1994).
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 8. Evolution of the disk thickness (2z1/2) at R = 2h for models 50, 76, 75, 49, and 53 (see the caption to Fig. 3).
Thus, our three-dimensional calculations are in
good agreement with the conclusion following from
our analysis of the dispersion relation for a thin disk
that a bulge is an effective stabilizing factor during
the growth of bending instability. Moreover, since the
initial bend is formed in the most unstable central
part of the galaxy (Sotnikova and Rodionov 2003),
ASTRONOMY LETTERS Vol. 31 No. 1 2005
it is the central regions that must be stabilized. This
does not require a massive dark halo; the presence
of a compact spherical component like a bulge will
suffice. This suggests that the final thickness of the
model galaxy depends not only on the total mass
of the spherical component, but also on the mass
distribution in it.
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Barred galaxies. The bending instability of bars
is an effective vertical disk heating mechanism for
galaxies unstable against the formation of a bar (Raha
et al. 1991; Sotnikova and Rodionov 2003). In con-
trast to the warp in the entire disk, the warp in the bar
is formed not in the central regions, but in the entire
bar simultaneously (this is seen particularly clearly
in our color two-dimensional histograms of the warp
accessible at http://www.astro.spbu.ru/staff/seger/
articles/warps_2002/fig6_web/html and http://www.
astro.spbu.ru/staff/seger/articles/warps_2002/fig7_
web/html). Therefore, the conclusion that a compact
bulge during the growth of bending instability in a bar
will have the same effective stabilizing effect as that
for hot stellar disks is not obvious in advance.

In our simulations withQT = 1.5 and µ � 1.0, the
warp in the bar was formed early, at t ≈ 800. The
presence of a compact bulge eventually led to the
formation of thinner disks, although the effect itself
was fairly complex.

Within R < 1.5h, the most prominent features of
the bars at late evolutionary stages were X-shaped
structures. If the disk is viewed edge-on, they man-
ifest themselves as a bulge with an appreciable extent
in the z direction with boxy isophotes. In the region
R < 1.5h where the bar dominated, we failed to re-
veal any distinct patterns in the model disk thickness
variations with increasing contribution of the bulge
to the total mass of the spheroidal component. In
general, the presence of a bulge “pushed forward” the
bar formation time and caused the saturation level for
the bending instability of a bar to lower. However, fur-
ther analysis is required to completely understand the
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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processes during the interaction between a compact
bulge and a bar.

As regards the peripheral regions of the disks (R >
1.5h), they were always appreciably thinner in the
models with a compact bulge at late evolutionary
stages. Figure 10 demonstrates this effect for two
groups of models with different bulge contributions:
models 52 and 51 with µ = 0.5 and models 43 and 42
with µ = 0.875. The differences in thickness show up
most clearly in the models with a small relative mass
of the spheroidal component. When µ increases, the
disk becomes very thin, as might be expected, and
its thickness ceases to depend on how the mass is
distributed between the halo and the bulge.

CONCLUSIONS
A comparison of the conclusions that follow from

a linear analysis with the results of numerical simula-
tions for three-dimensional disks shows that, in con-
trast to homogeneous models, global bending modes
with a wavelength longer than the disk scale length
can arise in inhomogeneous disks. If the amplitude of
the waves during the growth of instability increases
significantly, they heat it significantly in the vertical
direction as they pass through the entire disk. Hot
disks aremost unstable against the growth of bending
perturbations. An additional spheroidal component
(e.g., a dark halo) is a factor that stabilizes the bend-
ing perturbations.

Our additional qualitative analysis of the disper-
sion relation for inhomogeneous models led us to new
conclusions regarding the stabilization conditions for
the bending modes in stellar disks. These conclusions
were confirmed in our numerical simulations.

(1) Since the central regions of the disk (par-
ticularly if the disk is hot) are most unstable, the
conditions under which the growth of perturbations
is suppressed are determined not only by the mass
of the spherical component, but also by the density
distribution in it. The suppressing effect is enhanced
with increasing concentration toward the center.

(2) The presence of a compact and moderately
massive bulge in a galaxy effectively prevents the
growth of bending perturbations.

(3) It follows from an analysis of our results that a
more accurate approach to estimating the dark halo
mass from the observed relative thickness of the stel-
lar disk z0/h in spiral galaxies is required.
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Abstract—We present the results from our timing of the millisecond pulsar B1937+21, performed jointly
since 1997 on two radio telescopes: the RT-64 in Kalyazin (Russia) at a frequency of 0.6 GHz and RT-34 in
Kashima (Japan) at a frequency of 2.15 GHz. The rms value of the pulse time of arrival (TOA) residuals for
the pulsar at the barycenter of the Solar system is 1.8 µs (the relative variation is≈10−14 over the observing
period). The TOA residuals are shown to be dominated by white phase noise, which allows this pulsar
to be used as an independent time scale keeper. The upper limit for the gravitational background energy
densityΩgh

2 at frequencies≈6.5× 10−9 Hz is estimated to be no higher than 10−6. Based on the long-term
timing of the pulsar, we have improved its parameters and accurately determined the dispersion measure
and its time variation over the period 1984–2002, which was, on average, −0.00114(3) pc cm−3 yr−1.
c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

As is well known, the timing of pulsars allows
their main parameters to be accurately determined:
the observed spin period and its derivatives, the co-
ordinates and proper motions, and, for binary pulsars,
the Keplerian orbital and relativistic parameters of the
binary system. The pulsar signals recorded as pulses
with a highly stable repetition period propagate in the
interstellar medium, the interplanetary medium, and
the ionosphere, and their arrival time varies. The latter
allows us to study the properties of the propagation
medium, including the disturbances in the interstel-
lar medium; the passage near the line of sight of
gravitating masses; and the presence of gravitational-
wave radiation. The fastest pulsar, B1937+21, with
a spin period of about 1.56 ms, was discovered in

*E-mail: ilyasov@prao.psn.ru
**E-mail: yuko@nict.go.jp
***E-mail: potap@prao.psn.ru
1063-7737/05/3101-0030$26.00
1982 (Backer et al. 1982). A large body of observa-
tional data, including those accessible via the Internet
(Kaspi et al. 1994), has been accumulated since its
discovery. Their analysis performed by different au-
thors show that the spin period of B1937+21 is highly
stable on long time scales, making it one of the best
pulsar time scale keepers (Il’in et al. 1984).

The timing of millisecond pulsars allows their as-
trometric parameters to be determined with high ac-
curacy. In particular, the coordinates and proper mo-
tions of the pulsar B1937+21 can be determined with
errors of about 10−4 arcsec and 10−5 arcsec yr−1,
respectively (Kaspi et al. 1994).

The dispersion measure can be determined by
measuring the pulse time of arrival (TOA) delay t
between frequencies f1 and f2 (f1 > f2) due to the
passage through ionized interstellar plasma:

DM = 2.410 × 10−16t

(
1
f2
2

− 1
f2
1

)−1

pc cm−3.

(1)
c© 2005 Pleiades Publishing, Inc.
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Clearly, the measurement error in the dispersion
measure δDM is determined by the limiting accuracy
of measuring the TOA difference δt at these frequen-
cies. Substituting the frequencies of observations in
Kalyazin and Kashima into Eq. (1) yields a simple
relation: δDM ≈ 94δt[0.6–2.15] GHz pc cm

−3, where δt
is in seconds. Thus, for a typical δt ≈ 1 µs, the error
in the dispersion measure is ≈ 0.000094 pc cm−3 in
our case. Since we compare the TOAs reduced to the
barycenter of the Solar system, observations can be
performed both on the same telescope or (as in our
case) on different telescopes.

OBSERVATIONS AND DATA ANALYSIS

As we noted above, the pulsar B1937+21 was ob-
served as part of a joint timing program with the RT-
64 radio telescope at the Kalyazin Radio Astronomy
Observatory (Astrospace Center, Lebedev Institute of
Physics, Russian Academy of Sciences) and the RT-
34 radio telescope at the Kashima Space Research
Center (National Institute of Information and Com-
munications Technology, Japan) at frequencies of 0.6
and 2.15 GHz, respectively. Below, we present the
results from our reduction of the data obtained over
five years, from June 1997 through June 2002.

In Kalyazin, we used the AS-0.6 pulsar com-
plex of the Pushchino Radio Astronomy Observatory
(Astrospace Center, Lebedev Institute of Physics,
Russian Academy of Sciences) (two circular polar-
izations, 80 receiving channels in each polarization,
40 kHz in each channel) (Ilyasov et al. 2000). Each
observing session lasted about two hours. The signal
was accumulated in channels during the synchronous
summation with the pulsar period over a 3-min cycle.
The delay in the receiving channels due to the disper-
sion in the interstellar medium was compensated for
during the subsequent reduction. The channel sam-
pling interval was 10 µs. The pulsar pulses obtained
in individual observing cycles were added to increase
the signal-to-noise ratio. To obtain the integrated
profile, we added at least 105 pulses from the pulsar
B1937+21. The instrumental measurement error of
the TOAs was about 100 ns.

In Kashima, the observations were performed in
a 200-MHz band using mostly right-hand circular
polarization. The signal was divided into four 50-
MHz-wide channels and recorded in four acoustoop-
tic analyzers with 256 200-kHz channels. The sam-
pling interval per channel was 15.6 µs (Hanado et al.
2002).

The TOAs on both telescopes were recorded on
the local time scale determined fromGPS signals and
were reduced to the UTC scale. The rms deviation of
the arrival times of 1-Hz GPS signals was 10–15 ns.
ASTRONOMY LETTERS Vol. 31 No. 1 2005
The observations in Kalyazin were also reduced to the
UTC(SU) scale using TV signals.

We determined the topocentric TOAs from the
maximum of the cross correlation between the pulse
profile obtained during a session and the template,
the reference profile determined by adding the pulsar
pulses using more than ten observing sessions. We
computed the barycentric TOAs and their residuals
and improved the parameters of the pulsar B1937+21
by the least-squares method using the TIMAPR
(Doroshenko and Kopeı̆kin 1990) and TEMPO (Tay-
lor and Weisberg 1989) codes.

Figure 1 shows the systematic drift of the TOA
residuals observed at 0.6 GHz relative to those ob-
served at 2.15 GHz that was determined by assum-
ing that DM = const. This drift shows an additional
delay in the signal propagation through the medium
due to the change in the dispersion measure over
the period of our simultaneous observations. Clearly,
the variations in DM must be taken into account
when reducing the TOA series. Otherwise, the least-
squares estimates of the pulsar parameters become
biased, and the rms value of the TOA residuals in-
creases significantly.

In most cases, the behavior of the dispersion mea-
sure is well fitted by a time polynomial, which allows
us to simultaneously reduce the multifrequency ob-
servations and to obtain a consistent series of TOA
residuals with high accuracy. In our case, the behavior
of DM is well described by a cubic time polyno-
mial (fitting DM by higher-degree (up to the ninth
degree inclusive) polynomials causes no significant
change in the series of TOA residuals, suggesting
that the chosen model is adequate). Figure 2 shows
the series of TOA residuals in the frequency range
0.6–2.15 GHz obtained by fitting DM by a cubic
polynomial (the rms value of the TOA residuals is
≈1.8 µs).

The table gives the parameters of the pulsar
B1937+21 obtained after reducing the observational
data using the TIMAPR and TEMPO code with
allowance made for the variation in dispersion mea-
sure with time. The values in the third and fourth
columns of the table agree, within the error limits,
illustrating a weak dependence of the result on the
algorithm used (the TIMAPR and TEMPO codes).
The differences between the astrometric parameters
given in the fourth and fifth columns are attributable
to the rotation of the coordinate axes of the systems
of DE200 and DE405 ephemerides and their rotation
with respect to one another (Standish et al. 1995;
Standish 1998).



32 ILYASOV et al.

 

–80

50600

–40

0

40

51000 51400 51800 52200 52600

 

1997 1999 2002

 

Kashima

Kalyazin

MJD

 

µ

 

s

Fig. 1. TOA residuals for the pulsar B1937+21, estimated from the Kalyazin (0.6 GHz) and Kashima (2.15 GHz) observations.
The dispersion measure is assumed to be constant and calculated at MJD = 51000.
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Fig. 2. TOA residuals for the pulsarB1937+21, estimated from theKalyazin (0.6 GHz) andKashima (2.15GHz) observations.
RELATIVE SPIN INSTABILITY
OF THE PULSAR AND ESTIMATING

THE GRAVITATIONAL WAVE BACKGROUND

The pulsar spin instability in the time domain can
be estimated by using the variance σ2

z (Taylor 1991),
an extension of the concept of Allan variance σ2

y (Al-
lan 1966).

The introduction of the variance σ2
z is necessitated

by the peculiarities of the timing data reduction; more
specifically, when the pulsar parameters are improved
by the least-squares method, the series of TOA resid-
uals is fitted by a time polynomial specified by the pul-
sar spin rate and its derivative. To avoid the ambiguity
caused by this procedure, we introduce a statistic for
estimating the σ2

z frequency instability by calculating
the third differences of the TOA residuals (related to
the second derivative of the frequency). The algorithm
of its calculation for unevenly spaced series (which
is typical for pulsar observations) was described by
Matsakis et al. (1997).

Note that σz can also be calculated directly using
finite differences if the series of TOA residuals are first
reduced to evenly spaced series, for example, by spline
interpolation. This procedure results in a difference
between the σz estimates on short time intervals τ
and is in close agreement, within the error limits, with
the procedure suggested by Matsakis et al. (1997)
on the long time intervals that are of greatest interest
to us.

Figure 3 shows the dependence of σz calculated
from the TOA residuals for the pulsar B1937+21
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 3. Fractional spin instability σz(τ ) of the pulsar PSR B1937+21 calculated from the Kalyazin and Kashima data averaged
over a one-day interval. The dots with error bars indicate σz(τ ) calculated on the nonoverlapping τ intervals that are multiples
of the entire observing time τ (T/64 < τ < T ). The solid line represents the regression straight line with a logarithmic slope
of −1.43(2). The dashed straight lines correspond to the gravitational wave background energy densities Ωgh

2 = 10−6 and
10−7.
on the time interval τ . It shows σz calculated on
nonoverlapping subintervals τ = T, T/2, T/4, . . . ,
T/64 in duration, where T is the total duration of the
series of observations.

By theoretically modeling the behavior of σz for
the series of TOA residuals perturbed by a stochastic
gravitational wave background with the relative log-
arithmic density

Ωg(f) =
f

ρc

dρg(f)
df

,

where f is the radiation frequency, ρc is the critical
density of the Universe, and ρg is the energy den-
sity of the gravitational wave background, we can
estimate its upper limit (Kopeikin 1997; Ilyasov et
al. 1998). Figure 3 shows the straight lines that rep-
resent the theoretical plots of the behavior of σz(τ) at-
tributable to the TOA phase perturbations only by the
background gravitational wave radiation withΩgh

2 =
10−6 and 10−7. Here, h = H0/(100 km s−1 Mpc−1)
and H0 is the Hubble constant. The σz curve is seen
to cross the Ωgh

2 = 10−6 straight line.
The dependence σz(τ) can be well fitted by a

straight line with a logarithmic slope of about−1.43(2),
which is closest to the model of white phase noise
(a slope of −3/2). The lowest value of σz(τ) is
≈2 × 10−14. Since as yet no positive derivative has
ASTRONOMY LETTERS Vol. 31 No. 1 2005
been observed in the behavior σz(τ), further obser-
vations could allow us to reach lower values of σz(τ)
and to lower the upper limit for Ωgh

2.

LONG-TERM VARIATION
OF THE DISPERSION MEASURE

Several authors (Cordes and Stinebring 1984;
Rawley et al. 1988; Cordes et al. 1990; Backer
et al. 1993; Kaspi et al. 1994; Cognard et al. 1995;
Lestrade et al. 1998) have pointed out the variations
in dispersion measure toward the pulsar B1937+21
previously. The dispersion measure was measured by
themethod ofmultifrequency timing. Two approaches
are possible: in the first approach, the difference
between the barycentric TOAs at different frequencies
is directly measured during each observing session,
and the correction to the dispersion measure for the
time of the session under consideration is calculated
from this difference using Eq. (1). The value of DM
calculated in this way can be used to further improve
the parameters of the pulsar by the least-squares
method at the subsequent iteration steps. In the sec-
ond approach to the problem, a global improvement of
the parameters of the multifrequency observations of
pulsars, includingDM and its derivatives, is made by
the least-squares method. The time boundaries of the
series of TOA residuals must not necessarily coincide
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Parameters of the millisecond pulsar B1937+21, improved by the timing method

Parameter TIMAPR(DE200)
600 MHz

TIMAPR(DE200) TEMPO(DE200) TEMPO(DE405)

Epoch T0(MJD) 51000.0 51000.0 51000.0 51000.0

α(J2000)h:m:s 19:39:38.56010(2) 19:39:38.56010(1) 19:39:38.560093(5) 19:39:38.561257(5)

δ(J2000) ◦:′:′′ 21:34:59.1378(3) 21:34:59.1379(2) 21:34:59.1382(1) 21:34:59.1322(1)

µα 0.001′′ yr−1 –0.21(7) –0.2(1) –0.18(3) 0.02(3)

µδ 0.001′′ yr−1 –1.09(9) –1.1(1) –1.07(4) –1.01(4)

P , ms 1.55780650060606(4) 1.55780650060595(7) 1.557806500605933(5) 1.557806500606535(6)

Ṗ , s s−1 1.05100(3)× 10−19 1.05134(3)× 10−19 1.051358(5)× 10−19 1.051368(6)× 10−19

P̈ , s −2 −1.1(2)× 10−30 −1.3(1)× 10−30 −1.3(2)× 10−30 −1.3(2) × 10−30

DM , pc cm−3 71.0307 71.03046(6) 71.03034(2) 71.03034(2)

DM1, pc cm−3 yr−1 – 2.1(1) × 10−4 2.4(4) × 10−4 2.4(4) × 10−4

DM2, pc cm−3 yr−2 – −1.13(8)× 10−3 −1.16(3)× 10−3 −1.16(3)× 10−3

DM3, pc cm−3 yr−3 – 1.4(1) × 10−4 1.46(5)× 10−4 1.46(6) × 10−4

Note. The parameters of the millisecond pulsar B1937+21 were determined from the single-frequency observations in Kalyazin
(column 2) and the two-frequency observations in Kalyazin and Kashima (columns 3–5). The parameters DM1, DM2, and DM3
are the coefficients of the terms of the expansion of DM into a power series of (t − T0) up to the third power inclusive. We used the
DE200 and DE405 ephemerides and the TOA series averaged over a one-day interval. As the zero approximation for improving the
parameters, we took the coordinates, the period, and the dispersion measure from the paper by Lange et al. (2000). The parameter
DM in the first column is assumed to be constant.
in this case. The series themselves can be obtained
at different observatories, and observing sessions can
be conducted at different times. Note once again that,
if we disregard the variation in DM , the reduction
of the series of single-frequency TOAs will result in
a redetermination of the observed barycentric pulsar
period and its derivatives:

d(n−1)P

dtn−1
∝ dnDM

dtn
.

In addition, ignoring the short-term variations inDM
will cause the estimated variance of the TOA residuals
to increase.

Figure 4 shows the variation in the dispersion
measure toward PSR B1937+21 over 20 years ob-
tained from published data and from the Kalyazin and
Kashima observations over the period 1997–2002.

We calculated the rate of decrease of the dispersion
measure for the entire series during the period from
1984.5 until 2002.5, which in the linear approxima-
tion is−0.00114(3) pc cm−3 yr−1.
Slow variations of the dispersion measure, al-
though not on such long time intervals, were also
reported for other pulsars (e.g., PSR B1821–24 and
J1855+09, Backer et al. (1993), and PSR B1821–
24, Cognard and Lestrade (1997)). This behavior of
the dispersion measure can be qualitatively explained
by the crossing of the line of sight by layers of the
interstellar medium with different densities due to
the relative motion of the pulsar, the observer, and
the interstellar medium itself; the crossing of the
line of sight by compact regions of ionized plasma
(an extreme scattering event—ESE) (Lestrade et al.
1998; Maitia et al. 2003); and the dissipation of the
cloud of ionized gas surrounding the pulsar, including
the cloud remaining from the companion of the pulsar
B1937+21 that possibly existed earlier.

The noticeable (in Fig. 4) discrepancy between the
DM values obtained from the observations at differ-
ent pairs of frequencies can be explained by several
factors (Cordes et al. 1990):

(1) The effect of the change in pulse shape at
different frequencies due to interstellar scattering;
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 4. Variation in the dispersion measure of the pulsar B1937+21 for the period 1984–2003: RTD—Rawley et al. (1988),
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(2) The frequency dependence of the pulse shape;
(3) The pulse delay due to the frequency depen-

dence of the radiation direction;
(4) The effect of factors that differ from the simple

model of the delay of the propagation of electromag-
netic radiation in the interstellar medium on the signal
propagation.

CONCLUSIONS

The observations performed on the RT-64
(Kalyazin, Russia) and RT-34 (Kashima, Japan)
radio telescopes allowed the spin and astrometric
parameters of the millisecond pulsar B1937+21 to be
improved over a five-year time interval with allowance
made for the variation in DM . The observations
with two independent receiving systems yielded a
consistent result. The rms value of the TOA residuals
does not exceed 1.8 µs over the entire period of
observations.

We calculated the variance σ2
z , which character-

izes the fractional instability of the pulsar spin rate. A
minimum value of σz ≈ 2 × 10−14 is reached over the
entire interval of our simultaneous observations.

Based on the shape of the time dependence of
σz , we showed that the timing noise is dominated
by white phase noise. Thus, a further decrease in
σz is expected as the duration of the observations
increases, which allows us to consider the pulsar as
ASTRONOMY LETTERS Vol. 31 No. 1 2005
a pulsar time scale keeper on time scales of 10 years
or more.

We used the behavior of σz to estimate an upper
limit for the energy density of the stochastic gravita-
tional wave background, Ωgh

2 ≤ 10−6 at a frequency
of ≈6.5 × 10−9 Hz.

We obtained an accurate value of the disper-
sion measure toward the pulsar B1937+21 over
the entire interval of our simultaneous observa-
tions (for epoch MJD = 51000 DM = 71.0304(1))
and found it to have decreased at a rate of about
−0.00114(3) pc cm−3 yr−1 in the period 1984–2002.
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Extreme Vacuum Ultraviolet Solar Spectra Obtained
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Abstract—We present a catalog of 100 lines in the wavelength range 280–330 Å detected by the
RES-C spectroheliograph in solar active regions and flares during the SPIRIT experiment aboard the
CORONAS-F orbital station. We identified 54 lines. The line intensities recorded during the X3.4
(GOES) solar flare of December 28, 2001, are given. The data reduction procedure is discussed.
c© 2005 Pleiades Publishing, Inc.

Key words: CORONAS-F, catalog of lines in solar flares and active regions.
INTRODUCTION

Extreme vacuum ultraviolet (XUV) solar spectra
are of great interest and are widely used to solve many
problems in astrophysics and the spectroscopy of
multiply charged ions. The spectral range 180–330 Å
contains intense ionic lines of almost all of the abun-
dant (in astrophysical plasma) elements excited over
a wide temperature range, 105–107 K. In contrast to
X-ray spectra, the XUV spectra of a hot plasma are
not affected by nonthermal (beam) electrons due to
the relatively low line excitation thresholds and are
effectively used to study the differential emissionmea-
sure (DEM), the abundances of various elements, etc.
The sensitivity of the relative intensities of XUV lines
to the electron temperature and density allows the
plasma structures in the solar atmosphere to be di-
agnosed (Jordan 1974, 1979; Doschek 1991; Zhitnik
et al. 1999). This is necessary for modeling its struc-
ture and solving fundamental problems: the heating
of the solar corona, the origin of the solar wind, etc.
Apart from important information about the energy
accumulation, transfer, and release, high-resolution
spectra for the coronal plasma of active regions and
flares alsomake it possible to experimentally refine the
wavelengths and to identify the lines that correspond
to both optically allowed and forbidden transitions
in multiply charged ions. Elucidating the physical
conditions for the generation of solar XUV lines and
compiling the catalogs of these lines are inextricably

*E-mail: urnov@sci.lebedev.ru
1063-7737/05/3101-0037$26.00
linked with one another and represent two aspects
of the same problem aimed at studying their excita-
tion mechanism under typical conditions in the solar
atmosphere. By now, a series of catalogs have been
compiled using spectra both from the full solar disk
(Malinovsky and Heroux 1973; Behring et al. 1972,
1976) and from separate areas of the quiet corona
(Brooks et al. 1999) and active regions under flare-
less conditions (Thomas and Neupert 1994; Brosius
et al. 1998, 2000). The published spectroscopic data
on solar flares are much more scarce. Observational
spectra are difficult to obtain for solar flares, because
these events are relatively rare and because the size of
the source is small. Regular observations with a wide-
field instrument are required to obtain them. Themain
source of information about flare lines is the catalog
compiled from the measurements performed with the
S 80A spectroheliograph aboard the Skylab station
(Dere 1978). This instrument recorded the spectral
images of the Sun with high spatial (2

′′
) and spectral

(0.1 Å) resolutions. However, the large size of the
Sun, which was 25 Å on the wavelength scale, led to
an overlap of the spectral images and made it difficult
to restore the spectra.

Regular observations of the full solar disk in
monochromatic XUV spectral lines were performed
with the RES-C spectroheliograph aboard
CORONAS-I in 1994 (Sobel’man et al. 1996). A
catalog of coronal plasma lines in the wavelength
range 177–207 Å was compiled from these obser-
vations (Zhitnik et al. 1998), and a procedure for
c© 2005 Pleiades Publishing, Inc.
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Fig. 1. Optical scheme of the spectroheliograph: (1) en-
trance filter, (2) diffraction grating, (3) multilayer X-ray
mirror, and (4) detector.

determining the physical plasma parameters using
these data was presented (Zhitnik et al. 1999). An
outgrowth of this instrument is the XUV spec-
troheliograph for the wavelength ranges 180–210
and 280–330 Å that was part of the SPIRIT in-
strumentation aboard CORONAS-F (Oraevskiı̆ and
Sobel’man 2002). This station was placed in a near-
Earth polar orbit with a height of ∼500 km on
July 31, 2001. Apart from the spectroheliograph, the
SPIRIT instrumentation includes XUV telescopes
for the wavelength range (171, 175, 195, 285, 304 Å)
and a spectroheliometer to record the solar images
in the Mg XII 8.42 Å line (Zhitnik et al. 2002).
Regular SPIRIT observations began in August 2001
during the maximum of the solar cycle 23. More
than 300 000 soft X-ray and XUV images and
spectroheliograms of the Sun, including more than
1000 XUV spectroheliograms, have been obtained
to date. In this paper, we analyze the spectra of
solar flares and other active structures in the solar
atmosphere takenwith the RES-C spectroheliograph
as part of the SPIRIT experiment. This instrument
can simultaneously obtain about 150 images of the
entire Sun in individual monochromatic lines in
two spectral ranges: 180–210 and 280–330 Å. We
present a complete catalog of lines in the range 280–
330 Å that was compiled from the observations of
the active region NOAA 9765 and the X3.4 solar
flare of December 28, 2001 (20:02–21:32) (GOES).
The spectrum of the flare was taken at 21:21:44
on December 28, 2001; the spectra of the active
region were taken at the following times: 14:38:11 on
December 29, 2001; 16:16:43 on December 29, 2001;
and 04:52:44 on December 30, 2001. The exposure
time for all of the frames used was 37 s. The lines
recorded only during the flare are marked separately
in the catalog. The relative line intensities and widths
are given for the X3.4 flare of December 28, 2001. The
spectroheliogram reduction procedures, including the
wavelength and spectral sensitivity calibration, the
analysis of the wavelength measurement accuracy,
and the line identification procedure based on analysis
of the relative line intensities of the multiplet struc-
ture, are described.

DESCRIPTION OF THE INSTRUMENT

The spectroheliograph was a slitless spectrome-
ter with a flat objective reflecting diffraction grating
at the entrance (Fig. 1). The grating was set at a
small grazing angle, 1◦–2◦, which led to the “spectral
compression” of the angular aperture of the Sun in
the diffracted emission of an individual spectral line:
the angular size of the image in the dispersion direc-
tion decreased proportionally to the ratio of the sines
of the grazing and diffraction angles. The emission
diffracted on the grating was focused by a normal-
incidence multilayer mirror on the sensitive area of an
imaging detector. Characteristics of the main optical
elements used in the XUVRES-C spectroheliograph
are given in Table 1.

The calibration procedure for the main optical ele-
ments and the entire spectroheliograph was described
in detail by Kuzin et al. (1997).

DATA REDUCTION AND CALIBRATION

The spectroheliogramwas a sequence of monochro-
matic images of the full Sun compressed in the
dispersion direction. The initial spectroheliogram
is illustrated by Fig. 2a. The data reduction pro-
cedure consisted in subtracting the background,
constructing the one-dimensional spectrum, deter-
mining the observed line parameters, and calibrating
the wavelengths and the spectral sensitivity of the
instrument. The background intensity at observed
peak line intensities from 20 to 16 000 counts was
50–300 counts and exhibited a significant gradient
(below, counts are designated as arbitrary units). The
background subtraction algorithm was refined on a
large number of frames; the error of the algorithm was
∼5 counts. The spectroheliograms before and after
the background subtraction are compared in Fig. 2.

Constructing the One-dimensional Spectrum

The spectrum is a one-dimensional section of the
spectroheliogram in the dispersion direction. The dis-
persion direction of the instrument does not coincide
with the CCD rows. The slope is α = 27◦.63 ± 0◦.02,
which corresponds to tanα = 0.5234 ± 0.0004. The
measurement error of the tangent allows the relative
position of the region under study on the solar disk
at the opposite ends of the spectroheliogram to be
determined with an accuracy higher than 7

′′
. The

position of a point on the dispersion axis is determined
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Table 1. Elements of the spectroheliograph

Range 176–207 Å 280–330 Å

Diffraction grating

Line frequency, lines mm−1 3600

Grazing angle, deg 1.2 1.4

Multilayer mirror

Mirror shape Sphere Paraboloid

Focal length, mm 830 570

Coating Mo–Si

Peak reflectance, % 30 23

Entrance filter

Material Al 0.15 ± 0.05 µm in thickness

Transmission in working range, % 12 11

Detector. Image tube (IT) with open
solar-blind MCP+ electrically cooled CCD array

IT photocathode MgF2

IT amplification up to 105

Number of CCD pixels 1024× 1152

Input pixel size, µm 20.8 × 20.8

ADC width, bit 14

Readout time, s 2
by both the wavelength and the geometrical position
on the Sun. However, the geometrical position is

unimportant if the size of the emitting region ≤1
5
R�

(a flare or an active region). The size of the region in
the image is smaller than the point spread function
of the instrument due to the compression; i.e., the
distance along the dispersion direction corresponds
to the wavelength. The spectroheliogram compres-
sion in the dispersion direction causes the spectrum
to be averaged over the extent of the region along
the dispersion axis. For the spectra used here, the
contribution of nearby regions is negligible, since for
our analysis we selected regions close to or above the
limb at the upper and lower edges of the spectrohe-
liograms. All of the spectra used were averaged in a
ASTRONOMY LETTERS Vol. 31 No. 1 2005
direction perpendicular to the dispersion axis over five
pixels; one pixel corresponds to about 7′′ on the solar
disk, and the point spread function of the instrument
is two pixels inwidth. As an example, Fig. 3 shows the
position of the December 28, 2001 flare on the solar
disk, the height at which the spectrum is viewed, and
the spectrum averaging region.

Determining the Line Parameters

To determine the line positions and intensities, we
used a method of fitting the emission intensity in the
chosen narrow part of the spectrum by taking into
account the expected number of lines and the local
background. The latter may be represented as a con-
stant or a linear function after the removal of the main
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(a) (b)

Fig. 2. Comparison of the spectroheliograms before and after applying the background subtraction procedure: (a) initial
spectroheliogram; (b) reduced spectroheliogram.

 

284.2 292.0 303.8 320.6 335.4

(‡)

(b)

Fig. 3. (a) Position of the December 28, 2001 flare on the solar disk. The bright pointlike areas at the lower limb correspond
to the flare images in individual lines. The rectangle highlights the region that is shown below on an enlarged scale. (b) The
highlighted region of the spectrum: the middle straight line indicates the center of the flare; the upper and lower straight lines
indicate the region of the spectrum averaging perpendicular to the dispersion axis, and the bright regions are the flare images.
gradients. The method proved an exceptionally useful
tool for analyzing strongly blended spectra (Brooks
et al. 1999; Thomas and Neupert 1994; Lang et al.
1990; Brosius et al. 1998, 2000). The line shape was
assumed to be Gaussian. The parameters included
the peak line intensities, widths, and positions. The
lines were fitted by the χ2 method (see, e.g., Press
et al. 2001; Brandt 2003). The error distribution was
assumed to be normal; the standard deviation for each
point was given by the Poisson formula: σI

i =
√
Ii,

where Ii is the intensity of point i. This method also
allows the errors in the parameters to be estimated
and yields an estimate for the quality of the fit. An
example of a fit is shown in Fig. 4.

In most cases, the error in the peak intensity is
determined precisely by the fitting procedure, despite
the error introduced at the background subtraction
step and the presence of detector noise. For some of
the lines, the error can be slightly larger than that
determined from the confidence interval, because the
profile must be determined in narrow segments where
the behavior of the background cannot always be
predicted unambiguously. An analysis of the depen-
dence of the line width on its position in the spectrum
(Fig. 5) shows that the width in the interval under
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 4. An example of fitting the emission profile by
minimizing the χ2 value,χ2 = 0.19. The squares indicate
the experimental data. The dashed curves represent three
separate lines, and the solid curve represents the com-
bined fit.

consideration is almost constant and is determined by
the point spread function and the Doppler broaden-
ing. The Doppler broadening is given by

σDop =
λ

c

(
2kT
M

)1/2

. (1)

For an iron ion at temperature T = 107 K and λ =
300 Å, the Doppler width is σDop ≈ 0.05 Å. The mean
line width in the experimental spectrum is σ ≈ 0.1 Å.
Thus, the width is determined mainly by the point
spread function. The total line flux is

I =
√

2πσA, (2)

where A is the peak line intensity. Since the line
widths are constant, we compare below the peak in-
tensities rather than the total fluxes.

Determining the Wavelengths

Based on reference lines, we calibrated the wave-
length scale of the instrument using a quadratic poly-
nomial. The sufficiency of the quadratic polynomial
was checked in a geometrical model of the instru-
ment. As the reference lines, we chose the lines that
satisfied the following criteria: a sufficient intensity,
observability in previous experiments, a high accu-
racy of determining the position, and coverage of the
entire range by a complete set of lines.

We selected the following reference lines:

288.17 (NiXVI 3s23p 2P1/2 − 3s3p2 2D3/2),

288.42 (SXII 2s22p 2P1/2 − 2s2p2 2D3/2),
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 5. Line width versus position in the spectrum.

291.98 (NiXVIII 3s 2S1/2 − 3p 2P3/2),

315.02 (MgVIII 2s22p 2P3/2 − 2s2p2 2P3/2),

319.84 (SiVIII 2s22p3 4S3/2 − 2s2p4 4P5/2),

327.03 (FeXV 3s3p 3P2 − 3p2 1D2).
The resulting polynomial is

λ = 262.571 + 0.043049P + 1.600 × 10−6P 2, (3)

where P is the coordinate in pixels, and λ is the wave-
length in Å. The calibration accuracy was checked
by comparing the measured wavelengths with the
wavelengths from the CHIANTI database for all of
the reliably identified lines. We see from Fig. 6 that
the difference does not exceed ±0.040 Å almost for
all of the lines except the line corresponding to the
FeXIII 3s23p2 3P1 − 3s3p3 3P1 transition (the CHI-
ANTI wavelength is 312.11 Å). The measured wave-
length turns out to be closer to 312.2 Å, in agreement
with the wavelength of 312.17 Å given by Thomas
and Neupert (1994), within the adopted error limits
of 40 mÅ.

Calibrating the Spectral Sensitivity of the
Instrument

The wavelength dependence of the multilayer mir-
ror reflectance makes a major contribution to the
spectral sensitivity. When calibrating the instrument,
we measured the angular dependence of the mirror
reflectance at a fixed wavelength. The angular depen-
dence was recalculated to the wavelength dependence
using the Bragg condition

2d cosα = mλ,

where d is the period of the multilayer structure, m
is the order of interference, and α is the angle of
incidence. The recalculation result is shown in Fig. 7.

To check the calibration, we used the intensity
ratios of the lines with a common upper transition
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Table 2. Checking the calibration of the instrument

Lines Without calibration With calibration Theory Relative

FeXIII 312.11/321.40 3.09 ± 0.11 2.42 ± 0.09 1.94 1.25 ± 0.05

FeXIII 311.55/320.81 0.23 ± 0.02 0.18 ± 0.02 0.13 1.38 ± 0.15

MgVIII 317.03/313.74 0.63 ± 0.03 0.67 ± 0.03 0.71 0.94 ± 0.04

SiVIII 314.36/319.84 0.36 ± 0.01 0.31 ± 0.01 0.35 0.89 ± 0.03

SiVIII 316.22/319.84 0.84 ± 0.02 0.75 ± 0.02 0.66 1.14 ± 0.03

SXI 285.59/281.40 0.73 ± 0.08 0.61 ± 0.07 0.49 1.24 ± 0.14

SXII 288.42/299.78 7.27 ± 0.45 8.61 ± 0.53 9.26 0.93 ± 0.06

FeXV 327.03/312.57b 0.75 ± 0.03 1.22 ± 0.05 1.81 0.67 ± 0.03

FeXV 307.75/321.77 1.04 ± 0.05 0.79 ± 0.04 0.69 1.14 ± 0.06

FeXV 292.28/304.89b 0.26 ± 0.01 0.28 ± 0.01 0.35 0.80 ± 0.03

NiXVIII 291.98/320.57 2.62 ± 0.16 2.24 ± 0.12 2.00 1.12 ± 0.06

Note. Lines—the intensity ratio under consideration; without calibration—the intensity ratio without the calibration factors; with
calibration—the intensity ratio with the calibration factors; theory—the theoretical intensity ratio; relative—the experimental intensity
ratio with the calibration factor (the column “With calibration”) divided by the theoretical value (the column “Theory”); b—the line is
blended.
level or other ratios that do not depend on the emitting
plasma parameters. The results are summarized in
Table 2. With the exception of the ratios that include
blended lines, the experimental values agree with the
theoretical values within 3σ, which corresponds to a
calibration accuracy of about 20%.
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Fig. 6. Difference between the experimental and theoret-
ical wavelengths for the December 28, 2001, flare.
RESULTS AND DISCUSSION

The identification was based on the following cri-
teria:

(1) The coincidence of wavelengths with previ-
ously measured ones. The CHIANTI database was
used as the source of wavelengths.
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Fig. 7. Relative reflectance of the multilayer mirror versus
wavelength.
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Fig. 8. Spectrum of the December 28, 2001, flare. The vertical bars mark the lines included in Table 3.
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Fig. 9. Spectrum of the December 28, 2001, flare (the continuation of Fig. 8).
(2) The presence of multiplet lines in the experi-
mental spectrum.

(3) The match between the experimental and the-
oretical intensity ratios of the lines with a common
upper level.

In several cases where criteria 2 and 3 could not be
used, we compared the line intensities in various areas
on the Sun (flares, active regions, the quiet Sun)
and the intensities of the lines belonging to the same
isoelectronic sequence. In addition, we imposed the
requirement on each line that it exceeded in amplitude
a 3σ noise level (∼10 counts).

The spectrum is shown in Figs. 8–14; the ob-
served lines are marked by vertical bars. The identi-
fication results are presented in Table. 3. This table
contains the following information: the line num-
bers; the measured wavelengths, the peak line in-
tensities with errors and relative calibration of the
instrument, the line widths with errors, the identi-
fied ions, the fractional parts of the CHIANTI wave-
lengths of the identified lines, the fractional parts of
the line wavelengths from the spectral catalog of a
ASTRONOMY LETTERS Vol. 31 No. 1 2005
flare (Dere 1978), the fractional parts of the line wave-
lengths from the spectral catalog of an active region
by Thomas and Neupert (1994), and the fractional
parts of the line wavelengths from the spectral catalog
of an active region by Brosius et al. (2000); the lines
observed only in the flare spectra are marked by “†.”
Below, we comment on the line identification with an
indication of the transitions considered. The ions are
arranged in order of increasing atomic number of the
element and charge. For each ion, we gives the tem-
perature of the maximum ion abundance (CHIANTI)
and the terms between which the transitions are ob-
served. The multiplet structure is presented in the
form of tables that list the total angular momenta
of the transitions and the corresponding CHIANTI
wavelengths. When comparing the experimental line
intensity ratios that are insensitive to the plasma pa-
rameters, we used the spectra of the December 28,
2001, flare and the limb active regions: at 14:38:11
on December 29, 2001; at 16:16:43 on December 29,
2001; and at 04:52:44 on December 30, 2001. In sev-
eral cases, we compare the intensities of the line under
discussion in the December 28, 2001, flare and in the
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Fig. 10. Spectrum of the December 28, 2001, flare (the continuation of Fig. 9).
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Fig. 11. Spectrum of the December 28, 2001, flare (the continuation of Fig. 10).
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Fig. 12. Spectrum of the December 28, 2001, flare (the continuation of Fig. 11).
active region observed at 14:38:11 on December 29,

2001. Below, the following notation is used: “+”—

the line is observed; “−”—the line is not observed;

“b”—the line is blended; “l”—the line does not fall

within the recorded wavelength range 279–330 Å;
“u”—there are questions in the line identification that
are discussed in the text.

He II (log T = 4.9). 1s 2S − 2p 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 303.79 +b
1/2 − 3/2 303.78 +b
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Fig. 13. Spectrum of the December 28, 2001, flare (the
continuation of Fig. 12).

The doublet is not resolved. Since the image of the
solar disk is very intense in the helium line, only the
peak intensity was determined for it.

CIV (log T = 5.1). 1s22p 2P − 1s24s 2S.

Jlow − Jup λ, Å Note

1/2 − 1/2 296.86 +b

3/2 − 1/2 296.91 +b

The doublet is not resolved, which leads to a large
line width.

MgVII (log T = 5.8). 2s22p2 1D2 − 2s2p3 1D2.

The 319.02 Å line is blended with the Ni XV
3s23p2 3P2 − 3s3p3 3D3 line.

2s22p2 1D2 − 2s2p3 1P1. The 280.74 Å line.

2s22p2 1S0 − 2s2p3 1P1. The 320.52 Å line is
blended with the Ni XVIII 3s 2S1/2 − 3p 2P1/2 line.
The upper level of the 2s22p2 1S0 − 2s2p3 1P1 transi-
tion coincides with the upper level of the 2s22p2 1D2 −
2s2p3 1P1 (280.74 Å) transition. The intensity of the
MgVII 320.52 Å line was estimated from the inten-
sity of the MgVII 280.74 Å line and the branching
ratio (CHIANTI):

IMgVII(320.52) = 0.20IMgVII(280.74) = 38 ± 3.

The total line intensity is Itotal(320.52) = 1828 ±
261. The contribution of the MgVII 2s22p2 1S0 −
2s2p3 1P1 transition to the total intensity is about 2%
and is less than the measurement error of the total
intensity. Therefore, the 320.52 Å line was identified
as NiXVIII 3s2S1/2 − 3p2P1/2.
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 14. Spectrum of the December 28, 2001, flare in the
region of the resonance HeII line.

MgVIII (log T = 5.9). 2s22p 2P − 2s2p2 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 313.74 +

3/2 − 1/2 317.03 +

1/2 − 3/2 311.77 +b

3/2 − 3/2 315.02 +

All multiplet components are observed. The
MgVIII 311.77 Å line is blended with the Ni XV
3s23p2 3P1 − 3s3p3 3D2 311.76 Å line. The blending
is confirmed by the difference between the experimen-
tal and theoretical intensity ratios I(311.77)/I(315.02)
by a factor of 1.6 (Table 4). The intensity of the
blending line was estimated from the intensity of
the MgVIII 315.02 Å line and the branching ratio
(CHIANTI):

INiXV(311.77) = Itotal(311.77)
− 0.19IMgVIII(315.02) = 87 ± 6.

The experimental intensity ratio
I(317.03)/I(313.74) is equal to its theoretical value
within 1.33σ (Table 4).

Al VII (log T = 5.8). 2s22p3 2D − 2s2p4 2D.

Jlow − Jup λ, Å Note

3/2 − 3/2 309.02 +bu

5/2 − 3/2 309.09 +bu

3/2 − 5/2 309.06 +bu

5/2 − 5/2 309.13 +bu

The lines of this multiplet could have contributed
to the observed unidentified 309.14 Å line.
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Table 3. Parameters of the observed lines

N λ, Å A, arb. units σ, pixels Ion λC, Å I II III

1 279.27 50 ± 12 0.96 ± 0.26 . . . . . . 0.21 . . . –
2 279.76† 365 ± 17 1.76 ± 0.07 CrXXII 0.74 0.70 . . . –
3 280.19† 576 ± 19 2.22 ± 0.06 FeXVII 0.14 0.14 . . . –

′′ ′′ ′′ Al IX 0.14 ′′ ′′ –
4 280.74 188 ± 13 1.74 ± 0.11 MgVII 0.74 0.74 0.75 –
5 281.14† 259 ± 18 1.60 ± 0.11 . . . 0.09 . . . . . . –
6 281.43 121 ± 10 2.95 ± 0.38 SXI 0.40 0.42 0.44 –
7 282.45 42 ± 8 2.68 ± 0.70 Al IX 0.42 . . . 0.43 –
8 283.17 34 ± 15 1.33 ± 0.70 . . . . . . . . . 0.15 –
9 284.20 13 696± 140 . . .± . . . FeXV 0.16 0.17 0.16 –

10 285.55 118 ± 11 2.33 ± 0.35 SXI 0.59 0.57 0.58 –
11 285.83 179 ± 12 2.08 ± 0.21 SXI 0.82 0.83 0.83 –
12 286.43 30 ± 9 1.91 ± 0.64 FeXVII 0.42 . . . . . . –

′′ ′′ ′′ AlIX 0.38 ′′ ′′ –
13 287.27 52 ± 9 1.55 ± 0.30 FeXII 0.26 0.23 . . . –
14 287.86 72 ± 8 2.11 ± 0.45 . . . . . . 0.23 . . . –
15 288.16 321 ± 29 1.97 ± 0.23 NiXVI 0.17 0.14 0.16 –
16 288.42 546 ± 18 2.83 ± 0.16 SXII 0.42 0.40 0.40 –
17 288.96† 99 ± 17 1.92 ± 0.47 . . . . . . . . . . . . –
18 289.17 214 ± 19 1.95 ± 0.23 FeXIV 0.15 0.15 0.17 –
19 289.74 116 ± 9 2.08 ± 0.21 CrXIV 0.75 0.72 . . . –

′′ ′′ ′′ MnXIII 0.72 ′′ ′′ –
20 290.32 110 ± 8 2.60 ± 0.30 . . . . . . . . . . . . –
21 290.73 194 ± 10 2.92 ± 0.49 Si IX 0.69 0.71 0.69 –
22 291.03 298 ± 20 2.10 ± 0.18 FeXII 0.05 0.00 0.01 –
23 291.61 290 ± 13 2.07 ± 0.17 SXI 0.58 . . . . . . –
24 291.98 4605 ± 433 . . .± . . . NiXVIII 0.98 0.98 0.99 –
25 292.31 357 ± 55 1.04 ± 0.18 FeXV 0.28 0.26 0.31 –
26 292.51† 651 ± 18 2.14 ± 0.19 FeXXII 0.49 0.48 . . . –
27 292.82 311 ± 14 2.42 ± 0.26 Si IX 0.81 0.79 0.80 –
28 293.17 117 ± 10 2.13 ± 0.27 CrXXI 0.11 0.15 . . . –
29 293.75 54 ± 9 1.56 ± 0.48 . . . . . . 0.78 . . . –
30 293.94 17 ± 8 1.36 ± 1.12 . . . . . . . . . . . . –
31 294.46 47 ± 8 1.84 ± 0.47 . . . . . . 0.47 . . . –
32 294.78 137 ± 10 2.08 ± 0.26 . . . . . . 0.72 . . . –
33 295.07 199 ± 11 1.73 ± 0.18 . . . . . . 0.01 . . . –
34 295.32 136 ± 9 2.16 ± 0.24 . . . . . . . . . . . . –
35 296.11 586 ± 13 2.62 ± 0.05 Si IX 0.11 0.12 0.14 –

′′ ′′ ′′ Si IX 0.21 ′′ ′′ –
36 296.99 46 ± 5 4.39 ± 0.80 C IV 0.86 . . . . . . –

′′ ′′ ′′ CIV 0.95 . . . . . . –
37 297.39† 257 ± 12 1.91 ± 0.10 . . . . . . 0.34 . . . –
38 297.78† 52 ± 7 2.38 ± 0.79 . . . . . . . . . . . . –
ASTRONOMY LETTERS Vol. 31 No. 1 2005



EXTREME VACUUM ULTRAVIOLET SOLAR SPECTRA 47
Table 3. (Contd.)

N λ, Å A, arb. units σ, pixels Ion λC, Å I II III

39 298.10 75 ± 62 2.04 ± 1.95 NiXV 0.15 . . . 0.12 –

40 298.27 218 ± 133 1.75 ± 0.76 . . . . . . . . . 0.20 –

41 298.46 176 ± 44 2.54 ± 0.62 . . . . . . . . . . . . –

42 299.28 60 ± 10 2.35 ± 0.78 . . . . . . . . . . . . –

43 299.55 300 ± 13 2.07 ± 0.25 SXII 0.54 0.50 0.53 0.55

44 299.79 71 ± 44 1.48 ± 0.80 SXII 0.78 . . . . . . . . .

45 300.00 90 ± 10 2.47 ± 1.45 . . . . . . . . . . . . . . .

46 300.32 121 ± 11 2.23 ± 0.52 . . . . . . . . . 0.25 . . .

47 300.89 22 ± 8 1.99 ± 0.90 . . . . . . . . . . . . . . .

48 301.23† 62 ± 10 1.55 ± 0.29 . . . . . . . . . . . . . . .

49 302.2 3212 ± 301 . . .± . . . CaXVIII 0.19 0.21 0.17 0.32

50 303.4 1614 ± 303 . . .± . . . SiXI 0.33 0.33 0.32 0.32

51 303.8 16 468± 505 . . .± . . . He II 0.78 0.79 0.78 0.79

52 304.93 972 ± 19 2.18 ± 0.43 FeXV 0.89 0.80 0.87 0.87

53 305.83 60 ± 9 2.01 ± 0.39 . . . . . . . . . 0.84 0.79

54 306.32† 448 ± 15 1.93 ± 0.06 . . . . . . 0.29 . . . . . .

55 307.00† 24 ± 11 1.64 ± 0.90 . . . . . . . . . . . . 0.97

56 307.79 227 ± 14 1.87 ± 0.14 FeXV 0.75 0.76 . . . 0.76

57 308.34 181 ± 15 1.81 ± 0.22 . . . . . . . . . . . . . . .

58 308.58 250 ± 12 2.05 ± 0.21 FeXI 0.55 0.54 0.58 0.55

59 309.14 194 ± 30 4.07 ± 0.38 . . . . . . . . . 0.21 0.23

60 309.29† 395 ± 38 1.87 ± 0.15 . . . 0.24 . . . . . . . . .

61 311.56 95 ± 28 1.60 ± 0.40 FeXIII 0.55 . . . 0.56 0.58

62 311.78 121 ± 3∗ 2.16 ± 0.39 MgVIII 0.77 0.74 0.78 0.77
′′ 87 ± 6∗ ′′ NiXV 0.76 ′′ ′′ ′′

63 312.20 402 ± 14 2.91 ± 0.16 FeXIII 0.11 0.18 0.17 0.17

64 312.58 315 ± 32∗ 1.84 ± 0.08 FeXV 0.56 0.57 0.55 0.57
′′ 319 ± 37∗ ′′ CoXVII 0.54 . . . . . . . . .

65 312.89 107 ± 8 2.68 ± 0.42 FeXIII 0.87 . . . 0.87 0.90

66 313.76 288 ± 13 2.16 ± 0.10 MgVIII 0.74 0.74 0.74 0.73

67 314.36 110 ± 11 1.77 ± 0.22 SiVIII 0.36 0.31 0.36 0.36

68 315.03 636 ± 18 1.98 ± 0.05 MgVIII 0.02 0.02 0.02 0.02

69 316.19 359 ± 12 2.18 ± 0.08 SiVIII 0.22 0.19 0.22 0.21

70 317.04 170 ± 10 2.45 ± 0.17 MgVIII 0.03 0.02 0.01 0.02

71 317.38 30 ± 15 1.89 ± 1.55 . . . . . . . . . . . . 0.48

72 317.61 63 ± 16 1.94 ± 0.67 FeXV 0.60 0.61 . . . 0.64
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Table 3. (Contd.)

N λ, Å A, arb. units σ, pixels Ion λC, Å I II III

73 318.13 331 ± 14 1.99 ± 0.08 FeXIII 0.13 0.12 0.12 0.13

74 319.04 288 ± 13 1.96 ± 0.15 NiXV 0.06 0.03 0.02 0.03

′′ ′′ ′′ MgVII 0.02 ′′ ′′ ′′

75 319.83 453 ± 14 2.48 ± 0.10 SiVIII 0.84 0.84 0.84 0.84

76 320.20 75 ± 12 1.71 ± 0.61 . . . . . . . . . . . . 0.25

77 320.57 1828 ± 261 . . .± . . . NiXVIII 0.57 0.55 0.56 0.56

78 320.78 585 ± 258 2.59 ± 0.45 FeXIII 0.81 0.80 0.80 0.81

79 321.50 . . .± . . . . . .± . . . FeXIII 0.40 0.47 0.46 0.48

80 321.81 274 ± 13 2.10 ± 0.14 FeXV 0.77 0.78 0.78 0.79

81 322.30 24 ± 11 1.20 ± 0.62 . . . . . . . . . . . . . . .

82 322.68 57 ± 10 1.84 ± 0.37 . . . . . . 0.72 0.70 0.73

83 323.59† 557 ± 20 2.29 ± 0.10 . . . . . . 0.57 . . . . . .

84 323.86 62 ± 14 1.41 ± 0.46 . . . . . . 0.85 . . . . . .

85 324.91 133 ± 8 2.85 ± 0.23 FeXV 0.98 0.97 . . . 0.98

86 325.40† 279 ± 14 2.72 ± 0.32 . . . . . . 0.40 0.42 0.39

87 325.68† 156 ± 37 1.86 ± 0.59 . . . . . . . . . . . . 0.78

88 325.91 62 ± 20 2.28 ± 1.03 . . . . . . . . . . . . . . .

89 326.35 129 ± 12 3.40 ± 0.49 . . . . . . 0.36 0.35 0.32

90 326.78† 346 ± 22 2.33 ± 0.36 . . . . . . 0.80 . . . . . .

91 327.03 572 ± 58 1.84 ± 0.23 FeXV 0.03 0.03 0.03 0.03

92 327.90 55 ± 12 1.94 ± 0.61 . . . . . . 0.86 . . . 0.85

93 328.27 571 ± 20 2.58 ± 0.10 CrXIII 0.27 0.26 0.26 0.26

94 328.74 40 ± 10 2.21 ± 0.77 . . . . . . . . . . . . 0.75

95 329.43 31 ± 29 3.26 ± 5.00 . . . . . . . . . . . . . . .

96 329.70 60 ± 69 2.11 ± 3.96 . . . . . . . . . . . . . . .

97 329.92 59 ± 102 1.94 ± 2.53 . . . . . . 0.92 . . . 0.92

98 330.22 158 ± 18 3.55 ± 0.86 . . . . . . 0.17 . . . 0.22

99 330.75 48 ± 17 1.61 ± 0.84 . . . . . . . . . . . . . . .

100 331.07 73 ± 18 2.78 ± 1.25 . . . . . . 0.03 0.07 0.99
Note. N is the line number; λ is the experimental wavelength; A is the peak line intensity with its error; σ is the line width with its
error; Ion denotes the identified ion; λC is the fractional part of the wavelength of the identified line from the CHIANTI database; I is the
fractional part of the line wavelength from the spectral catalog of a flare by Dere (1978); II is the fractional part of the line wavelength
from the spectral catalog of an active region by Thomas and Neupert (1994); III is the fractional part of the line wavelength from the
spectral catalog of an active region by Brosius et al. (2000); † denotes the lines that are clearly observable only in the flare spectra; ∗ is
the intensities of the blended lines estimated from the branching ratios (for a further explanation, see the text).
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Table 4. Checking the MgVIII identification using
SPIRIT data

Ratio 1 2 3 4 Mean Theory

311.77/315.02 0.32 0.33 0.33 0.29 0.32 0.19

σ 0.02 0.02 0.02 0.02 0.01

317.03/313.74 0.68 0.63 0.68 0.66 0.67 0.71

σ 0.10 0.07 0.04 0.05 0.03

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio
based on CHIANTI data.

Table 5. Checking the Al IX identification using SPIRIT
data

Ratio 1 2 3 4 Mean Theory

286.38/282.42 0.71 0.88 0.81 1.57 0.86 0.81

σ 0.25 0.25 0.21 0.49 0.13

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio
based on CHIANTI data.

Table 6.Checking the SiVIII identification using SPIRIT
data

Ratio 1 2 3 4 Mean Theory

316.22/319.84 0.78 0.84 0.74 0.69 0.75 0.66

σ 0.04 0.04 0.03 0.03 0.02

314.36/319.84 0.28 0.32 0.31 0.31 0.31 0.35

σ 0.03 0.02 0.02 0.03 0.01

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio
based on the data of Brosius et al. (2000).
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Al IX (log T = 6.0). 2s22p 2P − 2s2p2 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 282.42 +

3/2 − 1/2 286.38 +b

1/2 − 3/2 280.14 +b

3/2 − 3/2 284.03 −

The Al IX 286.38 Å line is blended with the
FeXVII 2p53p 3D1 − 2p53d 3F2 286.42 Å line. The
experimental line intensity ratio I(286.38)/I(282.42)
is equal to its theoretical value within 1σ (Ta-
ble 5). Therefore, the contribution of the FeXVII
2p53p 3D1 − 2p53d 3F2 286.42 Å line to the total in-
tensity must be negligible. The Al IX 280.14 Å line is
blended with the FeXVII 2p53p 3P2 −
2p53d 3D3 280.14 Å line. The Al IX 284.03 Å line is
blended with the FeXV 3s2 1S0 − 3s3p 1P1 284.16 Å
line.

Si VIII (log T = 5.9). 2s22p3 4S − 2s2p4 4P .

Jlow − Jup λ, Å Note

3/2 − 1/2 314.36 +

3/2 − 3/2 316.22 +u

3/2 − 5/2 319.84 +

All multiplet component are observed. The inten-
sity ratio of the multiplet lines depends weakly on
the density (Brosius et al. 2000). The experimental
ratio I(316.22)/I(319.84) differs from its theoretical
value by 4.5σ (Table 6); this could result from the
blending of the 316.22 Å line with an unknown line
(e.g., 316.1 Å) that is not observed separately in the
published spectrum, but was observed in experiments
(Thomas andNeupert 1994; Brosius et al. 2000). The
experimental ratio I(314.36)/I(319.84) differs from
its theoretical value by 4σ (Table 6).

Si IX (log T = 6.1). 2s22p2 3P − 2s2p3 3P .

Jlow − Jup λ, Å Note

1 − 0 292.81 +b

0 − 1 290.69 +

1 − 1 292.86 +b

2 − 1 296.21 +b

1 − 2 292.76 +b

2 − 2 296.11 +b



50 ZHITNIK et al.
Table 7. Checking the SXI identification with SPIRIT
data

Ratio 1 2 3 4 Mean Theory

285.59/281.40 1.00 0.54 0.58 0.74 0.61 0.49

σ 0.12 0.12 0.11 0.13 0.07

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 2–4 values; theory—the theoretical ratio
based on CHIANTI data.

Table 8. Checking the SXII identification with SPIRIT
data

Ratio 1 2 3 4 Mean Theory

288.42/299.78 − 8.34 8.83 8.70 8.61 9.26

σ − 0.88 0.89 1.04 0.53

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 2–4 values; theory—the theoretical ratio
based on CHIANTI data.

Allmultiplet components are observed. The 292.86,
292.81, and 292.76 Å lines as well as the 296.11 and
296.21 Å lines are not resolved.

SiXI (log T = 6.2). 2s2 1S0 − 2s2p 1P1.

The 303.33 Å line. Since this line is close to the
resonance He II 303.8 Å line, only the peak intensity
is given for it in Table 3.

SXI (log T = 6.3). 2s22p2 3P − 2s2p3 3D.

Jlow − Jup λ, Å Note

0 − 1 281.40 +

1 − 1 285.59 +u

2 − 1 291.57 +b

1 − 2 285.82 +

2 − 2 291.81 −
2 − 3 291.58 +b

All of the multiplet components, except for SXI
291.81 Å, are observed. The intensity of the SXI
291.81 Å line was determined from the intensity of
the SXI 285.82 Å line and the branching ratio (CHI-
ANTI):

ISXI(291.81) = 0.14ISXI(285.82) = 25 ± 2.
We see that the intensity of the SXI 291.81 Å
line is much lower than that of the close NiXVIII
3s 2S1/2 − 3p 2P3/2 291.98 Å line, I(291.98) = 4605±
433. Therefore, the SXI 291.81 Å line is not observed
in the spectrum. The 281.40 Å line is wide, which
may be due to the contribution from a close line,
for example, Ni XXIII 2s22p2 3P1 − 2s22p2 1S0 at
281.56 Å in the CHIANTI list. The intensity ratio
I(285.59)/I(281.40) differs from its theoretical value
by 1.71σ (Table 7). The ratio for the flare differs from
the ratios for the active regions, which may be due
to the blending of the SXI 285.59 Å line in the flare
with an unknown line. The SXI 291.57 Å and SXI
291.58 Å lines are not resolved. The intensities of
SXI 291.57 Å and SXI 291.58 Å were determined
from the intensity of the SXI 281.40 Å line and the
branching ratio (CHIANTI):

ISXI(291.57) = 0.014ISXI(281.40) = 1.7 ± 0.1,

Itotal(291.58) = 290 ± 13.

We see that the intensity of the SXI 291.57 Å
2s22p2 3P2 − 2s2p3 3D1 line is much lower than the
total intensity of the lines and the measurement error
of the latter. Therefore, the 291.58 Å line was identi-
fied as 2s22p2 3P2 − 2s2p3 3D3 291.58 Å.

SXII (log T = 6.4). 2s22p 2P − 2s2p2 2D.

Jlow − Jup λ, Å Note

1/2 − 3/2 288.42 +

3/2 − 3/2 299.78 +

3/2 − 5/2 299.54 +

All multiplet components are observed. The ex-
perimental ratio I(288.42)/I(299.78) differs from its
theoretical value by 1.23σ (Table 8). Table 8 gives
no ratio for the published flare spectrum, because
the 300.00 Å line strengthens significantly (Fig. 15),
causing the measurement error in the parameters of
the 299.78 Å line to increase greatly.

CaXVIII (log T = 7.0). 1s22s 2S − 1s22p 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 344.76 −l

1/2 − 3/2 302.19 +

The CaXVIII 302.19 Å line is observed. This
line in the images is observed only in hot regions:
active regions, flares, and above-limb structures
(Fig. 16). The contribution of the FeXV 3s3p 3P0 −
3p2 3P1 302.34 Å line to the total intensity does not
exceed 10% and does not exceed the error in the
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 15. Comparison of the SXII 299.78 Å line in the
active region and in the flare. The vertical bars mark
the observed lines for which the fractional part of the
wavelength (to the second decimal place) is given.

intensity of the 302.19 Å line; an estimate of the
contribution is given when discussing the FeXV
identification. Both CaXVIII doublet lines were ob-
served by Dere (1978); their intensity ratio is about 2,
which confirms the identification.

CrXIII (log T = 6.2). 3s2 1S0 − 3s3p 1P1. The
328.27 Å line.

CrXIV (log T = 6.4). 2p63p 2P − 2p63d 2D.

Jlow − Jup λ, Å Note

1/2 − 3/2 289.75 +b

3/2 − 3/2 301.83 −

3/2 − 5/2 300.30 −u

Only the CrXIV 289.75 Å line, blended with the
MnXIII 3s23p 2P3/2 − 3s3p2 2P1/2 289.72 Å line, is

observed. The CrXIV 301.83 Å line is not observed.
The maximum possible (in view of the blending) in-
tensity of CrXIV 301.83 Å was estimated from the
intensity of the CrXIV 289.75 Å line and the branch-
ing ratio (NIST):

I(301.83) = 0.18ICrXIV(289.75) ≤ 21 ± 2.

We see that the CrXIV 301.83 Å line is much
weaker than the close CaXVIII 1s22s 2S1/2 −
1s22p 2P3/2 302.19 Å line. Therefore, it is not ob-

served in the spectrum. The CrXIV 300.30 Å line
could correspond to the unidentified 300.32 Å line
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 16. The pointlike region to the left of the bright
central line corresponds to the flare image in the CaXVIII
302.19 Å line.

observed in the spectrum. However, as Keenan et
al. (2003) showed, it follows from the SERTS mea-
surements that the observed 300.32 Å line does not
belong to CrXIV; therefore, the identification of this
line is open to question.

CrXXI (log T = 7.0). 2s2 1S0 − 2s2p 3P1. The
293.11 Å line. A comparison of the line intensity in
the active region and in the flare (Fig. 17) argues for
the suggested identification.

CrXXII (log T = 7.1). 1s22s 2S − 1s22p 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 279.74 +

1/2 − 3/2 222.98 −l

The 279.74 Å line is observed. The intensity ratio
of the CaXVIII 1s22s 2S1/2 − 1s22p 2P3/2 302.19 Å

and CrXXII 279.74 Å lines must roughly corre-
spond to an abundance ratio of 105.85–6.30 ≈ 0.35
(Allen 1973), because both lines belong to the same
isoelectronic sequence. Since the 1s22s 2S1/2 −
1s22p 2P1/2 transition is observed for chromium, we
obtain

2ICrXXII(279.74)
ICaXVIII(302.19)

= 0.22 ± 0.02.

The theoretical ratio exceeds the measured ratio
by a factor of about 1.6. Probable causes of the dif-
ference is inaccuracy in the calibration of the spectral
sensitivity of the instrument (given when describing
the FeXV identification), inaccuracy in the abun-
dances, and the fact that the equality must be only
approximate. A comparison of the line intensities in
the active region and in the flare (Fig. 18) argues
for the suggested identification. Dere (1978) observed
both doublet lines.
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Fig. 17.Comparison of the FeXXII 292.49 Å and CrXXI
293.11 Å lines in the active region and in the flare.
The vertical bars mark the observed lines for which the
fractional part of the wavelength (to the second decimal
place) is given.

MnXIII (log T = 6.2). 3s23p 2P − 3s3p2 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 277.43 −l

3/2 − 1/2 289.72 +b

1/2 − 3/2 272.09 −
3/2 − 3/2 283.91 −

The MnXIII 289.72 Å line is blended with the
CrXIV 2p63p 2P1/2 − 2p63d 2D3/2 289.75 Å line.

MnXIV (log T = 6.3). 3s2 1S0 − 3s3p 1P1. The
304.85 Å line. Blended with the FeXV 3s3p 3P2 −
3p2 3P2 304.89 Å line. Aswe showedwhen describing
the FeXV identification, the MnXIV 304.85 Å line
contributes no more than 20%.

FeXI (log T = 6.1). 3s23p4 1D2 − 3s3p5 1P1. The
308.55 Å line.

FeXII (log T = 6.2). 3s23p3 2D − 3s3p4 2P .

Jlow − Jup λ, Å Note

3/2 − 1/2 283.45 −
3/2 − 3/2 287.26 +

5/2 − 3/2 291.05 +

The FeXII 283.45 Å line is not observed. This line
may be obscured by the strong FeXV 284.16 Å line.
The experimental intensity ratio I(287.26)/I(291.05)
differs from its theoretical value by 3.58σ (Table 9).
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Fig. 18. Comparison of the CrXXII 279.76 Å line in
the active region and in the flare. The vertical bars mark
the observed lines for which the fractional part of the
wavelength (to the second decimal place) is given.

The large errors of these ratios stem from the fact that
the FeXII 287.26 Å line has a low intensity.

FeXIII (log T = 6.2). 3s23p2 3P − 3s3p3 3P .

Jlow − Jup λ, Å Note

1 − 0 312.87 +

0 − 1 303.30 −
1 − 1 312.11 +u

2 − 1 321.40 +

1 − 2 311.55 +

2 − 2 320.81 +

All of the multiplet components, except for the
303.30 Å line blended with the SiXI 303.33 Å
line, are observed. The experimental intensity ratio
I(312.11)/I(321.4) differs from its theoretical value
by 5.33σ (Table 10). A probable cause of the dif-
ference is the blending of the 312.11 Å line with
an unknown line. The experimental intensity ratio
I(320.809)/I(311.553) differs from its theoretical
value by 2.5σ (Table 10).

3s23p2 1D2 − 3s3p3 1D2. The 318.13 Å line.

FeXIV (log T = 6.3). 3s23p 2P − 3s3p2 2S. Only
the FeXIV 289.15 Å line is observed.

Jlow − Jup λ, Å Note

1/2 − 1/2 274.20 −l

3/2 − 1/2 289.15 +
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FeXV (log T = 6.4). 3s2 1S0 − 3s3p 1P1. The
284.16 Å line. Since the image of the solar disk is
very intense, only the peak intensity was determined
for this line.

3s3p 3P − 3p2 1D.

Jlow − Jup λ, Å Note

1 − 2 312.57 +b

2 − 2 327.03 +

All multiplet components are observed. The FeXV
312.57 Å line is blended with the CoXVII 3s 2S1/2 −
3p 2P3/2 312.54 Å line, as confirmed by the difference
between the experimental and theoretical intensity
ratios I(327.03)/I(312.57) by more than 10σ (Ta-
ble 11). The difference between the experimental and
theoretical ratios I(327.03)/I(312.57) for the flare
spectrum is larger than that for the spectra of the
active regions (Table 11), because the blending line
gives a larger contribution (the decimal logarithm
of the temperature of the maximum abundance for
CoXVII 6.7 against 6.4 for FeXV (CHIANTI)). The
intensity of the FeXV 312.57 Å line was estimated
from that of the FeXV 327.03 Å line and the branch-
ing ratio (CHIANTI):

IFeXV(312.57) = 0.55IFe XV(327.03) = 315 ± 32.

The ratio I(327.03)/I(284.16) depends weakly
on the temperature (less than 10%) and the density
(no more than 20%), being about 0.01 (Brickhouse
et al. 1995). The close match between the theoretical
and experimental values in previous experiments
(Table 12) confirms the identification of the FeXV
327.03 Å line. In the SPIRIT experiment, the ratio
differed from its theoretical value by 7.67σ, although
it remained constant for the whole series of spectra

Table 9. Checking the FeXII identification with SPIRIT
data

Ratio 1 2 3 4 Mean Theory

291.05/287.26 5.68 7.68 10.03 5.47 6.15 8.48

σ 1.01 1.69 2.76 1.07 0.65

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio
based on CHIANTI data.
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(Table 11). This could be attributable to a calibration
error or optical vignetting near 284.16 Å. It is also
possible that the plasma is not optically thin in this
line.

3s3p 3P − 3p2 3P .

Jlow − Jup λ, Å Note

1 − 0 317.60 +

0 − 1 302.34 −

1 − 1 307.75 +

2 − 1 321.77 +

1 − 2 292.28 +

2 − 2 304.89 +b

All of the multiplet components, except for the
302.34 Å line, are observed. The FeXV 302.34 Å
line must be a factor of 1.4 more intense than the
FeXV 307.75 Å line; i.e., its intensity must be about
318 ± 20, while the intensity of the 302.3 Å line (the
experimental wavelength, identified as the CaXVIII
1s22s 2S1/2 − 1s22p 2P3/2 302.19 Å line) is 3212 ±
301. Thus, this iron line can contribute about 10%.
The experimental intensity ratio I(307.75)/I(321.77)
differs from its theoretical value by 2.5σ (Table 11) and
confirmed the identification. The FeXV 3s3p 3P2 −
3p2 3P2 304.89 Å line is blended with the MnXIV
3s2 1S0 − 3s3p 1P1 304.85 Å line. TheFeXV292.28 Å
line in the spectra of the active regions is clearly
observed in the wing of the NiXVIII 3s 2S1/2 −
3p 2P3/2 291.98 Å line, and the line position, intensity,
and width can be determined accurately. In the
flare spectrum, an intense FeXXII 2s22p 2P3/2 −

Table 10.Checking the FeXIII identificationwith SPIRIT
data

Ratio 1 2 3 4 Mean Theory

312.11/321.40 − 2.51 2.64 2.15 2.42 1.94

σ − 0.19 0.17 0.16 0.09

311.55/320.81 0.16 0.17 0.22 0.16 0.18 0.13

σ 0.09 0.03 0.04 0.03 0.02

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio
based on CHIANTI data.
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Table 11. Checking the FeXV identification using SPIRIT data

Ratio 1 2 3 4 mean Theory

327.03/312.57 0.89 1.37 1.15 1.29 1.22 1.81

σ 0.15 0.08 0.07 0.08 0.05

327.03/284.16 0.041 0.034 0.030 0.033 0.033 0.01

σ 0.008 0.004 0.004 0.004 0.003

307.75/321.77 0.83 0.74 0.75 0.81 0.79 0.69

σ 0.06 0.08 0.11 0.11 0.04

292.28/304.89 – 0.34 0.26 0.27 0.28 0.35

σ – 0.03 0.02 0.02 0.01

Note: 1—The flare of December 28, 2001; 2—the active region observed at 14:38:11 on December 29, 2001; 3—the active region
observed at 16:16:43 on December 29, 2001; 4—the active region observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio based on CHIANTI data.
2s2p2 4P3/2 292.49 Å line appears near the FeXV

292.28 Å line; as a result, the parameters of FeXV
292.28 Å can be determined only with a large error.
Therefore, Table 11 gives the experimental ratios
I(292.28)/I(304.89) only for the active regions.
The experimental intensity ratio I(292.28)/I(304.89)
differs from its theoretical value by 7σ due to the
contribution of MnXIV 3s2 1S0 − 3s3p 1P1 304.85 Å
noted above, which can estimated from this difference
as 20%. The FeXV 3s3p 3P1 − 3p2 3P0 317.60 Å
line is observed, but a significant error in its in-
tensity, attributable to the presence of the uniden-
tified 317.42 Å line and the MgVIII 2s22p 2P3/2 −
2s2p2 2P1/2 317.03 Å line near it, cannot be ruled out.

3s3p 1P1 − 3p2 1S0. The 324.98 Å line.

FeXVII (log T = 6.9). 2p53p 3P − 2p53d 3D.

Jlow − Jup λ, Å Note

0 − 1 285.44 −

1 − 1 244.46 −l

2 − 1 . . . . . .

1 − 2 275.54 −l

2 − 2 287.12 −

2 − 3 280.14 +b

Only the FeXVII 280.14 Å line is observed;
it is blended with the Al IX 2s22p 2P1/2 −
2s2p2 2P3/2 280.14 Å line.
2p53p 3D − 2p53d 3F . The FeXVII 286.42 Å
line is blended with Al IX 2s22p 2P3/2 −
2s2p2 2P1/2 286.38 Å; the FeXVII line probably
makes a minor contribution to the total intensity, as
we see from the discussion of the Al IX identification.
The FeXVII 284.17 Å line is obscured by the FeXV
3s2 1S0 − 3s3p 1P1 284.16 Å line.

Jlow − Jup λ, Å Note

1 − 2 286.42 +b

2 − 2 211.48 −l

3 − 2 217.47 −l

2 − 3 269.42 −l

3 − 3 279.21 −

3 − 4 284.17 −

FeXXII (log T = 7.1). 2s22p 2P − 2s2p2 4P .

Jlow − Jup λ, Å Note

1/2 − 1/2 247.20 −l

3/2 − 1/2 349.32 −l

1/2 − 3/2 217.32 −l

3/2 − 3/2 292.49 +

3/2 − 5/2 253.17 −l

The FeXXII 292.49 Å line is observed. A com-
parison of the line intensities in the active region
ASTRONOMY LETTERS Vol. 31 No. 1 2005



EXTREME VACUUM ULTRAVIOLET SOLAR SPECTRA 55
Table 12. Checking the FeXV 327.03 Å identification in
previous works

Ratio 1 2 3 4 5

327.03/284.16 0.012 0.090 0.010 0.009 0.006

σ 0.002 0.002 0.002 0.002 0.002

Note: 1—Active region (Thomas and Neupert et al. 1994), 2—
active region (Brosius et al. 1996), 3—quiet Sun (Brosius et al.
1996), 4—active region (Brosius et al. 1996), 5—above-limb
spectrum (Brosius et al. 1996).

and in the flare confirms the suggested identification
(Fig. 17): this line is clearly observed only in the flare
spectrum.

CoXVII (log T = 6.7). 3s 2S − 3p 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 339.50 −l

1/2 − 3/2 312.54 +

The CoXVII 312.54 Å line is blended with FeXV
3s3p 3P1 − 3p2 1D2 312.57 Å. The intensity of
CoXVII 312.54 Å was estimated from the equation

ICoXVII(312.54) = Itotal(312.57)
− IFeXV(312.57) = 319 ± 37.

The second CoXVII 339.5 Å double line was ob-
served in the spectra by Dere (1978) and Thomas and
Neupert (1994).

NiXV (log T = 6.4). 3s23p2 3P − 3s3p3 3D.

Jlow − Jup λ, Å Note

0 − 1 298.15 +

1 − 1 312.03 −
2 − 1 324.65 −
1 − 2 311.76 +

2 − 2 324.35 −
2 − 3 319.06 +

The NiXV 319.06 Å line is blended with MgVII
2s22p2 1D− 2s2p3 1D 319.02 Å. TheNiXV 312.03 Å
line must be a factor of 5.76 weaker than the Ni XV
298.15 Å line (NIST), as the intensity of this line is
low and much smaller (∼3%) than that of the nearby
strong FeXIII 312.11 Å line:

INiXV(312.03) = 0.17INi XV(298.15) = 13 ± 11,

IFeXIII(312.11) = 402 ± 14.
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Table 13. Checking the NiXVIII identification using
SPIRIT data

Ratio 1 2 3 4 Mean Theory

291.98/320.57 2.51 2.09 1.98 2.29 2.24 2.00

σ 0.25 0.20 0.37 0.22 0.12

Note: 1—The flare of December 28, 2001; 2—the active region
observed at 14:38:11 onDecember 29, 2001; 3—the active region
observed at 16:16:43 onDecember 29, 2001; 4—the active region
observed at 04:52:44 on December 30, 2001; mean—the value
obtained by averaging 1–4 values; theory—the theoretical ratio
based on the data by Neupert and Kastner (1983).

The NiXV 324.65 Å line is a factor of 95 weaker
than the NiXV 298.15 Å line (NIST); as we see, the
line intensity INiXV(324.65) is very low:

INiXV(324.65) = 0.011INi XV(298.15) = 0.79 ± 0.65.

The Ni XV 311.76 Å line is blended with the
MgVIII 311.77 Å line and contributes up to 40%
to the total intensity; the equation yields 87 ± 6. The
Ni XV 324.35 Å line must be weaker than the Ni XV
311.76 Å line by a factor of 95.23 (NIST):

INiXV(324.35) = 0.011INi XV(311.76) = 0.96 ± 0.07.

Thus, the NiXV 324.35 Å line is very weak
and is not observed in the spectrum. Note that the
324.35 and 324.65 Å lines were not observed in
previous experiments either, probably because of
their extremely low intensity (Behring et al. 1976;
Dere 1978; Thomas and Neupert 1994; Brosius et
al. 2000). Recently, Brooks et al. (1999) reported
the observation of the extremely weak unidentified
324.32 and 324.64 Å lines in the spectrum of the quiet
Sun. It may well be that they correspond to the nickel
lines, but the published intensities were measured
with errors of 100 and 71%, respectively. Thus, the
spectrum presented here exhibits three lines, Ni XV
298.15, 311.76, and 319.06 Å.

NiXVI (log T = 6.4). 3s23p 2P − 3s3p2 2D.

Jlow − Jup λ, Å Note

1/2 − 3/2 288.17 +

3/2 − 3/2 313.23 −
3/2 − 5/2 309.18 +bu

The intensity of the Ni XVI 313.23 Å line can
be estimated from that of the Ni XVI 288.17 Å line,
because they share a common level:

INiXVI(313.23) = 0.03INi XVI(288.17) = 10 ± 1.
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The intensity of the NiXVI 313.23 Å line is at the
noise level. The 309.18 Å line may be blended, as
suggested by the large line width.

NiXVIII (log T = 6.7). 3s 2S − 3p 2P .

Jlow − Jup λ, Å Note

1/2 − 1/2 320.57 +

1/2 − 3/2 291.98 +

All multiplet components are observed. The ex-
perimental intensity ratio I(291.98)/I(320.57) differs
from its theoretical value by 2σ (Table 13).

CONCLUSIONS

We have presented a catalog of 100 lines in the
wavelength range 280–330 Å detected by the RES-C
spectroheliograph in the SPIRIT experiment aboard
CORONAS-F in flares and active regions. We used
the spectra for the X3.4 flare of December 28, 2001,
and the active region NOAA 9765. Based on the
spectral image reduction, analysis of the relative line
intensities, and CHIANTI data, we calibrated the
wavelengths and intensities of the instrument. The
accuracy of determining the wavelengths is 40 mÅ,
the spectral resolution is 0.1 Å, and the calibration
accuracy of the relative intensities is 20%. Among the
100 presented lines, 15 are observed only in flares.
We identified 54 lines and noted clear blends. For the
December 28, 2001, flare, we gave the relative line
intensities.
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Abstract—We analyze the time profiles for weak solar soft X-ray bursts over the period 1995–1999 within
the framework of the Interball–Tail Probe project. We have revealed a tendency for the peak of the energy
spectrum of the time profiles for weak solar soft X-ray bursts to shift and their correlation with the thermal
background. c© 2005 Pleiades Publishing, Inc.

Key words: Sun.
INTRODUCTION

Studies of low-intensity solar X-ray bursts can
provide valuable information about the microstruc-
ture of solar active regions. Within the framework
of the Interball—Tail Probe project, the solar soft
X-ray radiation was measured using the RF-15I-2
X-ray detector (Farnik et al. 1995; Likin et al. 1998).

Recall that low-intensity solar events are all events
with peak X-ray fluxes <10−6 W m−2, i.e., class B,
A, and 0 events with peak fluxes <10−8 W m−2

(Mirzoeva and Likin 2002, 2004). Such series of weak
X-ray bursts were recorded from September through
December 1995 by the RF-15I-2 X-ray detector in
the energy range 2–15 keV.

Using data obtained from August 1995 through
December 1999, we analyze class A and class 0
bursts. The separation of the energy range of the RF-
15I-2 detector into subranges, 2–3, 3–5, 5–8, and
10–15 keV, allowed us to determine the peculiarities
of the time profiles for weak bursts in narrower energy
bands.

ANALYSIS OF THE EXPERIMENTAL DATA

For weak solar soft X-ray bursts recorded from
August 1995 through December 1999, we found the
following peculiarities: in years close to the solar min-
imum or, more specifically, in 1995 and 1996, most
of the class A and 0 bursts were recorded in the 2–
3 and 3–5 keV energy bands, while the number of

*E-mail: ikir@ares.iki.rssi.ru
1063-7737/05/3101-0057$26.00
such bursts in the 5–8 and 10–15 keV energy bands
was insignificant (less than 10% of the total number
of bursts). Below, we give several typical examples of
the time profiles for weak solar soft X-ray bursts for
this period.

Series of class A bursts are seen in the 2–3 and
3–5 keV energy bands from 14 h 46 min Decem-
ber 11 until 11 h 32 min December 12, 1995. The
5–8 and 10–15 keV channels for this period contain
only a thermal background (Fig. 1). Series of class 0
bursts and one class A burst were recorded in the
same energy bands from 0 h 0 min until 12 h 48 min
December 15, 1995. As in the previous case, the 5–8
and 10–15 keV channels for this period contain only
a thermal background (Fig. 2). Series of weak class A
bursts and series of class B bursts (with X-ray fluxes
from 10−7 to 10−6 W m−2) were recorded in the 2–
3 and 3–5 keV energy bands from 7 h 01 min May
7 until 0 h 34 min May 8, 1996. The same series
of class B bursts were recorded in the 5–8 and 10–
15 keV bands, while virtually no class A bursts were
observed in these energy bands (Fig. 3).

A shift in the maximum of the number of weak
X-ray bursts from the 2–5 to the 3–8 keV band was
observed in similar measurements performed in 1997.
Meanwhile, very few or no X-ray bursts were ob-
served at energies>8 keV. For instance, weak class A
bursts were recorded in the 3–5 and 5–8 keV energy
bands from 20 h 01 min June 5 until 12 h 02 min
June 6, 1997. The 2–3 and 10–15 keV channels for
the same period contain only a thermal background
(Fig. 4).
c© 2005 Pleiades Publishing, Inc.
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Fig. 1.Weak solar soft X-ray bursts recorded in the 2–3 and 3–5 keV energy bands from 14 h 46 min December 11 until 11 h
32 min December 12, 1995. Class A bursts are marked by the arrows.
We may assume that the peak of the distribution
of weak X-ray solar bursts would shift further toward
the energies 10–15 keV. Indeed, this assumption was

Thermal background (pulses s−1)

Date
Energy band, keV

2–3 3–5 5–8 10–15

1995 7−30 6−10 3 15−27

1996 7−20 6−10 3 12−18

1997 6−13 12−70 5−160 9−30

January–June 1998 4−5 6−20 12−90 9−10

June–December 1998 3−4 5−6 5−20 10−50

1999 3−6 4−9 3−10 9−60
confirmed by the observation of weak bursts in 1998
and 1999.

Beginning from the second half of 1998, the pic-
ture gradually changed: the number of weak bursts
increased in the 5–8 and 10–15 keV energy bands
(especially in the 10–15 keV band); i.e., bursts were
observed more commonly at relatively high energies.
For instance, from 6 h 36 min until 21 h 24 min
July 17, 1998, class A bursts were recorded more
commonly in the 5–8 and 10–15 keV bands (Fig. 5).

The year 1999 was one close to the maximum of
the current solar cycle. In this period, much more
strong class C and M solar soft X-ray bursts were
observed in all energy bands. This severely hampered
the detection of low-intensity solar events. However,
on several days when there were few strong bursts, we
were able to record the periods suitable for an analysis
when weak bursts were detected only in the 10–
15 keV energy band, while there were no weak bursts
in the remaining energy bands. Thus, for example,
more class A and B bursts were recorded in the 10–
15 keV band from 23 h 40 min November 24 until 3 h
53 min November 25, 1999. In the 2–8 keV band, we
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 2. Weak solar soft X-ray bursts recorded in the 2–3 and 3–5 keV energy bands from 0 h 0 min until 12 h 48 min
December 15, 1995. Class 0 bursts and a class A burst are marked by the arrows.
recorded appreciably fewer such bursts (Fig. 6). This
trend persisted throughout 1999.

Figure 7 shows the overall pattern of displacement
of the energy spectrum of the time profiles for weak
solar soft X-ray bursts in the period 1995–1999. The
burst detection energy band in keV and the years of
observation are along the vertical and horizontal axes,
respectively.

Weak bursts have a significant effect on the back-
ground X-ray radiation that is mainly thermal in ori-
gin. Thus, during each year of the current solar cycle,
the thermal background level was stabilized in the
energy bands where few or no weak bursts were ob-
served. At the same time, we recorded a larger spread
ASTRONOMY LETTERS Vol. 31 No. 1 2005
in thermal background values in the energy bands
where more weak bursts were detected. The table
gives the spread in mean thermal background values
in various energy bands for the period from 1995 until
1999.

In 1995 and 1996, weak bursts were recorded more
commonly in the 2–3 and 3–5 keV energy bands. The
minimum and maximum thermal background values
in these energy bands differed by factors of 4.2 and
1.6, respectively. At the same time, the thermal back-
ground in the 5–8 keV band was almost constant,
while the spread in thermal background values in the
10–15 keV band decreased from a factor of 1.8 to
a factor of 1.5 from 1995 until 1996. In 1997, more
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Fig. 3. Weak solar soft X-ray bursts recorded in the 2–3 and 3–5 keV energy bands from 7 h 01 min May 7 until 0 h 34 min
May 8, 1996. Class A and B bursts are marked by the arrows.
weak bursts were recorded in the 3–5 and 5–8 keV
energy bands. The minimum and maximum thermal
background values in these energy bands differed by
factors of 6 and 32, respectively, while in the 2–3
and 10–15 keV energy bands where few weak bursts
were observed in 1997, the thermal background val-
ues differed by factors of only 2 and 3, respectively.
In the period January–June 1998, weak bursts were
recorded more commonly in the 3–5 and 5–8 keV
energy bands, as before. The spread in thermal back-
ground values in this part of the energy spectrum
decreased slightly: the corresponding values differed
by factors of 3 and 8, but this is still larger than
the background spread in the 2–3 and 10–15 keV
energy bands where there were few weak bursts: here,
the values differed by a factor of 1.1. In the period
June–December 1998, the energy spectrum of the
detected weak bursts shifted toward the energies 5–8
and 10–15 keV. Accordingly, in these energy bands,
the spread in thermal background values increased
by factors of 4 and 5. In contrast, in the 2–3 and
3–5 keV bands, the background was stabilized, and
its spread was much smaller (factors of 1.3 and 1.2,
respectively). In 1999, weak bursts were recorded
more commonly in the 10–15 keV band. Accordingly,
in this energy band, the spread in thermal background
values is largest for 1999, a factor of 6.7. In contrast,
in the energy bands with a smaller number of weak
bursts (2–3, 3–5, and 5–8 keV), the spread in ther-
mal background values was smaller (factors of 2, 2.3,
and 3.3, respectively).
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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Fig. 4.Weak solar soft X-ray bursts recorded in the 3–5 and 5–8 keV energy bands from 20 h 01 min June 5 until 12 h 02 min
June 6, 1997. Class A bursts are marked by the arrows.
CONCLUSIONS

(1) The number of weak solar soft X-ray bursts
in various energy bands from 2–3 to 10–15 keV
depended on the observing period in the solar cycle.

(2) Depending on the period in the solar cycle,
weak bursts were recorded more commonly in the
following energy bands:

1995—2–3, 3–5 keV;

1996—2–3, 3–5 keV;

1997—3–5, 5–8 keV;

January–June 1998—3–5, 5–8 keV;

June–December 1998—5–8, 10–15 keV;

1999—10–15 keV.

(3) The observations of the time profiles for weak
solar soft X-ray bursts, carried out from 1995 until
1999, lead us to the following conclusions about the
ASTRONOMY LETTERS Vol. 31 No. 1 2005
peculiarities of the physical processes in solar active
regions in relatively narrow energy bands in separate
periods of the solar cycle:

(i) The mean energy of weak bursts increases with
growing solar activity;

(ii) We found a correlation between the number of
weak bursts and the spread in thermal background
values: a larger spread in thermal background values
is observed in the periods and energy bands where
class A and 0 bursts were recorded more commonly.

(4) The correlation between the intensity of the
background X-ray radiation and weak X-ray bursts
can probably be explained by the absence of a sharp
boundary between the thermal background and the
X-ray burst proper generated by the particle accel-
eration during a flare in an active region. An X-ray
flare can be imagined as a superposition of the thermal
and nonthermal X-ray components (Krucker et al.
2002) or as a superposition of a number of elementary
energy release events (Pisarenko and Likin 1995),
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Fig. 7. Overall pattern of displacement of the energy
spectrum of the time profiles for weak solar soft X-ray
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each of which can be either thermal or nonthermal in
ASTRONOMY LETTERS Vol. 31 No. 1 2005
origin. In any case, we are dealing with the transfer of
energy in the flare–background system.
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Abstract—We describe an approximate numerical–analytical method for calculating the perturbations of
the elements of distant satellite orbits. The model for the motion of a distant satellite includes the solar
attraction and the eccentricity and ecliptic inclination of the orbit of the central planet. In addition, we
take into account the variations in planetary orbital elements with time due to secular perturbations. Our
work is based on Zeipel’s method for constructing the canonical transformations that relate osculating
satellite orbital elements to the mean ones. The corresponding transformation of the Hamiltonian is used
to construct an evolution system of equations for mean elements. The numerical solution of this system
free from rapidly oscillating functions and the inverse transformation from the mean to osculating elements
allows the evolution of distant satellite orbits to be studied on long time scales on the order of several
hundred or thousand satellite orbital periods. c© 2005 Pleiades Publishing, Inc.

Key words: celestial mechanics.
INTRODUCTION.
FORMULATION OF THE PROBLEM

Astronomical discoveries in recent years have
shown that, apart from systems of close (inner) satel-
lites and rings, all giant planets also have different
numbers of distant (outer) satellites. The orbital
evolution of distant satellites is determined mainly
by the solar attraction that perturbs their Keplerian
elliptical orbits. The satellite version of the restricted
three-body (Sun–planet–satellite) problem, which is
alternatively called Hill’s problem, serves as a good
model for studying the evolution of such distant
orbits. Using its approximate solution by numeri-
cal, analytical, or combined (numerical–analytical)
methods, we can analyze the variations in satellite
orbital elements on time scales much longer than
both the revolution periods of the satellites around
the planet and the orbital periods of the planets
themselves. In general, the analytical methods are
based on the transformations of the orbital elements
that eliminate the fast variables, the mean longitudes
of the satellite and the perturbing body (Sun), from
the new (transformed) perturbing function and that
allow the evolution system of equations to be solved
and (or) studied qualitatively. This system, averaged
over the two fast variables, was probably first studied
for the satellite version of the restricted elliptical

*E-mail: vashkov@keldysh.ru
1063-7737/05/3101-0064$26.00
three-body problem (Lidov 1961) and, almost simul-
taneously, for the more general (asteroid) version of
the restricted circular problem (Kozai 1962). More
rigorous equations that describe the orbital evolu-
tion of a distant planetary satellite were derived by
Zeipel’s method to the third power of the ratio of
the mean motions of the perturbing body and the
satellite, δ = n1/n. Integrating these equations in
the Weierstrass (Kovalevsky 1964, 1966) and Jacobi
(Orlov 1965a, 1965b) elliptic functions yielded a
solution that improved the solution of Hill’s double-
averaged problem.

With the discoveries of increasingly distant satel-
lites, in particular, Neptune’s satellite S/2003 N1,
having an orbital semimajor axis of about 0.33 AU,
the need for further improving the system of evolution
equations has arisen.

The goal of this paper is to construct the canonical
transformations of Zeipel’s method by including the
next approximations of the perturbation theory, i.e.,
to the fourth power of δ inclusive. We use the re-
sults obtained by Orlov (1965a, 1965b, 1969, 1970a,
1970b, 1972). Unfortunately, typos in some of these
publications necessitated independent cumbersome,
but standard calculations. In addition, we suggest an
alternative choice of the additive term in the defining
function of the canonical transformation that allows
certain simplifications to be made. For coherence, we
provide the basic relations of Zeipel’s method that are
also given in the above papers.
c© 2005 Pleiades Publishing, Inc.
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Let us consider the satellite version of the re-
stricted elliptical three-body problem that models the
motion of a distant satellite perturbed by the Sun. As
the variables, we will use both the Keplerian and De-
lone orbital elements that are related by the standard
formulas

L =
√
µa, G = L

√
1 − e2, H = G cos i, (1)

l = M, g = ω, h = Ω.

Here, µ is the product of the gravitational constant by
the mass of the planet, and the following standard no-
tation is used for the Keplerian orbital elements of the
satellite: a is the semimajor axis, e is the eccentricity,
i is the inclination, M is the mean anomaly, ω is the
argument of the pericenter, and Ω is the longitude of
the ascending node. The angular variables refer to the
planetocentric ecliptic coordinate system of a certain
standard epoch.

The variations inDelone elements are described by
the canonical system of differential equations

dL

dt
=

∂F

∂l
,

dG

dt
=

∂F

∂g
,

dH

dt
=

∂F

∂h
, (2)

dl

dt
= −∂F

∂L
,

dg

dt
= −∂F

∂G
,

dh

dt
= − ∂F

∂H
.

Here, the Hamiltonian F of the problem is the sum of
the unperturbed Hamiltonian F0 and the perturbing
function F1:

F = F0(L) + F1(L, l,G, g,H, h, t), (3)

where F0 = µ2/2L2 and −∂F0/∂L = µ2/L3 = n is
the mean motion of the satellite.

The explicit dependence of the function F1 on
time t is related to the heliocentric motion of the
planet (or the planetocentric motion of the perturb-
ing body, the Sun). The planets actually move in
nearly circular orbits slightly inclined to the plane
of the ecliptic, the principal coordinate plane. The
proposed method includes not only the deviations of
the planetary motions from the plane and circular
ones, but also the variations in eccentricity e1, in-
clination i1, longitude of the pericenter π1, and as-
cending node Ω1 of the planetary orbit in accordance
with the Lagrange–Brauer–Wurkom theory of secu-
lar perturbations. The corresponding principal terms
∼δ2e1, δ2e2

1, δ
2 sin i1, δ2 sin2 i1, and δ2e1a/a1 were

included in the perturbing function F1. For simplicity,
we will present the canonical transformation proce-
dure only for e1 = i1 = 0 and additionally describe the
modifications of the formulas needed to incorporate
the variations in eccentricity and inclination.

Under these simplified assumptions, the perturb-
ing function of Hill’s problem is defined by

F1 =
µ1

2a3
1

[
3
2
(x2 + y2) − r2 (4)
ASTRONOMY LETTERS Vol. 31 No. 1 2005
+
3
2
(x2 − y2) cos 2λ1 + 3xy sin 2λ1

]
.

The rectangular coordinates x and y of the satellite
and its radius vector r in the planetocentric ecliptic
coordinate system are related to the Keplerian orbital
elements by the standard formulas for unperturbed
motion, while the Keplerian and Delone elements are
related by formulas (1). The coordinates x, y, and r
depend on the slowly varying satellite orbital elements
and on the fast variable l. In formula (4), µ1 is the
product of the gravitational constant by the mass of
the perturbing body (the Sun), a1 is the radius of the
circular orbit of the planet, and λ1 is its mean ecliptic
longitude defined by

λ1(t) = λ10 + n1(t− t0), (5)

where n1 =
√
µ1 + µ

a
3/2
1

is the mean motion of the

planet, t0 is the initial time, and λ10 = λ1(t0). It is
probably impossible to obtain an exact analytical so-
lution of Eqs. (2), while the presence of the variables l
and λ1 in the function F1 that vary with the frequen-
cies n and nδ, respectively, severely complicates the
numerical integration of these equations.

The main problem solved by Zeipel’s method is
finding the canonical transformations of the orbital
elements that would sequentially eliminated the vari-
ables l and λ1 from the transformed Hamiltonian.
The transformed canonical equations whose right-
hand sides contain no rapidly oscillating functions of
time could then be numerically integrated with much
greater efficiency or could be approximately solved
analytically. The idea of an analytical transformation
of the canonical equations followed by their numer-
ical integration could be found in many studies that
were initiated more than thirty years ago (see, e.g.,
Lidov 1978).

Clearly, the ratio |F1|/F0 in (3) is small and is
determined by

ε ∼ µ1a
3

µa3
1

=
n2

1γ

n2
= γδ2,

where γ = (1 + µ/µ1)−1, δ = n1/n.

For Neptune’s satellite S/2003 N1, the most dis-
tant planetary satellite known to date, ε is about 0.025
and δ ∼ √

ε ≈ 0.16. In this case, in addition to the
first approximation of the perturbation theory, the next
several approximations should also be included to
accurately describe the orbital evolution.
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BASIC RELATIONS OF ZEIPEL’s METHOD

The following presentation has much in common
with that of Orlov (1965a), but differs by methodolog-
ical details.

At the first stage, we perform such a canonical
transformation of the variables (L, l,G, g,H, h) to
the variables (L′, l′, G′, g′,H ′, h′) using the defin-
ing function S(L′, l, G′, g,H ′, h, t), so that the new
Hamiltonian F ∗ does not contain the fast variable l,
i.e., F ∗ = F ∗(L′,−, G′, g′,H ′, h′, λ1(t)). The new
(with a prime) and initial variables are related by the
canonical transformation formulas

L =
∂S

∂l
, G =

∂S

∂g
, H =

∂S

∂h
, (6)

l′ =
∂S

∂L′ , g′ =
∂S

∂G′ , h′ =
∂S

∂H ′ .

The functions F ∗ and S are assumed to be repre-
sentable as a power series of ε:

F ∗ = F ∗
0 + F ∗

1 + F ∗
2 + . . . , (7)

S = S0 + S1 + S2 + . . . ,

where |F ∗
k /F

∗
0 | ∼ εk, |Sk/S0| ∼ εk, k = 0, 1, 2.

According to Zeipel’s method, a chain of sequen-
tially solvable equations is obtained for the func-
tions F ∗

k and Sk. These equations for k = 0, 1, 2 are

F ∗
0 (L′) = F0(L′), S0 = L′l + G′g + H ′h, (8)

F ∗
1 (L′, l, G′, g,H ′, h, λ1(t)) −

∂F0

∂L′
∂S1

∂l
+

∂S1

∂t
= F1(L′, l, G′, g,H ′, h, λ1(t)),

F ∗
2 (L′, l, G′, g,H ′, h, λ1(t)) −

∂F0

∂L′
∂S2

∂l
+

∂S2

∂t

=
1
2
∂2F ∗

0

∂L′2

(
∂S1

∂l

)2

− ∂F ∗
1

∂l

∂S1

∂L′ −
∂F ∗

1

∂g

∂S1

∂G′

− ∂F ∗
1

∂h

∂S1

∂H ′ +
∂F1

∂L′
∂S1

∂l
+

∂F1

∂G′
∂S1

∂g
+

∂F1

∂H ′
∂S1

∂h
.

The condition for the function F ∗
1 to be independent

of l will be satisfied if it is defined as

F ∗
1 =

1
2π

2π∫
0

F1dl. (9)

The function S1 can then be derived from the equation

µ2

L′3
∂S1

∂l
+

∂S1

∂t
= F1 − F ∗

1 . (10)

Since the change of variables (6) is chosen to be close
to the identical one and since the functions Sk for k ≥
1 are assumed to be 2π-periodic in mean anomaly l,
the short-period variations in orbital elements (or the
function S) can be determined with a lower accuracy
than the function F ∗. Below, we set S2 = 0. Given
that F ∗

1 does not depend on l and imposing the ad-
ditional condition

∫ 2π
0 S1dl = 0 on the function S1,

which allows the appearance of secular terms in the
next approximations to be avoided, we obtain

F ∗
2 (L′,−, G′, g,H ′, h, λ1(t)) (11)

=
1
2π

2π∫
0

[
3µ2

2L′4

(
∂S1

∂l

)2

+
∂F1

∂L′
∂S1

∂l

+
∂F1

∂G′
∂S1

∂g
+

∂F1

∂H ′
∂S1

∂h

]
dl.

Since the variable h appears in the functions F1, S1,
and, hence, F ∗ only via the combination

η = h− λ1(t) (12)

for the subsequent transformations, it is convenient to
consider the quantity η′ = h′ − λ1(t) as a new canon-
ical variable. We then represent the new Hamiltonian

Φ = F ∗(L′,−, G′, g′,H ′, η′) + n1H
′, (13)

as a power series of the parameter δ:

Φ = Φ0 + Φ1 + Φ2 + Φ3 + Φ4, (14)

where |Φk/Φ0| ∼ δk = (n1/n)k,

Φ0 = F ∗
0 =

µ2

2L′2 , Φ1 = n1H
′, (15)

Φ2 = F ∗
1 (L′,−, G′, g′,H ′, η′),

Φ3 = 0, Φ4 = F ∗
2 (L′,−, G′, g′,H ′, η′).

At the second stage, we construct the canon-
ical transformation that eliminates η′ from the new
(transformed) Hamiltonian. The variables (L′, l′,
G′, g′, H ′, η′) can be transformed to the variables
(L′′, l′′, G′′, g′′,H ′′, η′′) using the defining function
s(L′′, l′, G′′, g′,H ′′, η′) in such a way that the new
Hamiltonian Φ∗ will contain neither l′′ nor η′′, i.e.,

Φ∗ = Φ∗(L′′,−, G′′, g′′,H ′′,−). (16)

Under the assumption of e1 = sin i1 = 0, the canon-
ical equations with Hamiltonian (16) have the three
first integrals

L′′ = const, H ′′ = const, Φ∗ = const. (17)

The new (with two primes) and old (with one
prime) variables are related by canonical transforma-
tion formulas similar to (6):

L′ =
∂s

∂l′
, G′ =

∂s

∂g′
, H ′ =

∂s

∂η′
, (18)

l′′ =
∂s

∂L′′ , g′′ =
∂s

∂G′′ , η′′ =
∂s

∂H ′′ .
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The fundamental difference between the second
and first stages is that twice as many approximations
are required to achieve an accuracy of ε2 ≈ δ4. This
is because the new Hamiltonian Φ∗ and the transfor-
mation function s are representable as power series of
δ ≈

√
ε (in contrast to the functions F ∗ and S (7)),

i.e.,

Φ∗ = Φ∗
0 + Φ∗

1 + Φ∗
2 + Φ∗

3 + Φ∗
4 + . . . , (19)

|Φ∗
k/Φ

∗
0| ∼ δk,

s = s0 + s1 + s2 + s3 + s4 + . . . , |sk/s0| ∼ δk.

A chain of equations that slightly differs from (8) even
for k ≤ 2 is obtained for the functions Φ∗

k and sk:

Φ∗
0(L

′′) = Φ0(L′′) =
µ2

2L′′2 , (20)

s0 = L′′l′ + G′′g′ + H ′′η′,

Φ∗
1(H

′′) = Φ1(H ′′) = n1H
′′,

Φ∗
2(L

′′,−, G′′, g′,H ′′,−)

= n1
∂s1

∂η′
+ Φ2(L′′,−, G′′, g′,H ′′, η′).

The condition for the function Φ∗
2 to be independent

of η′ will be satisfied if it is defined as

Φ∗
2 =

1
2π

2π∫
0

Φ2dη
′. (21)

The function s1 is then defined by

s1 = − 1
n1

∫
(Φ2 − Φ∗

2)dη
′ (22)

and by the conditions

s1(η′ + 2π) = s1(η′),

2π∫
0

s1dη
′ = 0, (23)

similar to those for the function S1.

The next approximation for δ yields expressions for

Φ∗
3 =

1
2π

2π∫
0

[
∂Φ2

∂G′′
∂s1

∂g′
+

∂Φ2

∂H ′′
∂s1

∂η′

]
dη′ (24)

and for the 2π-periodic (in η′) function

s2 = − 1
n1

∫ {[
∂Φ2

∂G′′
∂s1

∂g′
(25)

+
∂Φ2

∂H ′′
∂s1

∂η′
− ∂Φ∗

2

∂g′
∂s1

∂G′′

]
− Φ∗

3

}
dη′.
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Finally, given conditions (23), the following expres-
sion is derived for Φ∗

4:

Φ∗
4 =

1
2π

2π∫
0

[
∂Φ2

∂G′′
∂s2

∂g′
+

∂Φ2

∂H ′′
∂s2

∂η′
(26)

+
1
2
∂2Φ2

∂G′′2

(
∂s1

∂g′

)2

+
1
2
∂2Φ2

∂H ′′2

(
∂s1

∂η′

)2

+
∂2Φ2

∂G′′∂H ′′
∂s1

∂g′
∂s1

∂η′
− 1

2
∂2Φ∗

2

∂g′2

(
∂s1

∂G′′

)2

+ Φ4

]
dη′;

below, we disregard the periodic function s3.

DESCRIPTION OF THE PROCEDURE
FOR CONSTRUCTING THE CANONICAL

TRANSFORMATIONS

Calculating the Functions F ∗
1 and S1

In the problem under consideration, it is conve-
nient to go from the mean anomaly l to the eccen-
tric anomaly E to perform the necessary analytical
transformations and to use the following relations in
calculating the integrals and the derivatives:

∂E

∂l
=

1
1 − e cosE

,
∂E

∂e
=

sinE

1 − e cosE
. (27)

In addition, we will need the formulas for the deriva-
tives of the Keplerian elements with respect to the
Delone elements

∂a

∂L
=

2L
µ

,
∂e

∂L
=

1 − e2

eL
,

∂e

∂G
= −

√
1 − e2

eL
,

(28)
∂i

∂G
=

ctgi

G
,

∂i

∂H
= − 1

G sin i
,

and the expressions for the derivative of some com-
plex function of the Keplerian elements, ϕ(a, e(L,G),
i(G,H), E(e(L,G), l), g, h),

∂ϕ

∂L
=

∂ϕ

∂a

∂a

∂L
+

∂ϕ

∂e

∂e

∂L
+

∂ϕ

∂E

∂E

∂e

∂e

∂L
, (29)

∂ϕ

∂G
=

∂ϕ

∂e

∂e

∂G
+

∂ϕ

∂i

∂i

∂G
+

∂ϕ

∂E

∂E

∂e

∂e

∂G
,

∂ϕ

∂H
=

∂ϕ

∂i

∂i

∂H
,

∂ϕ

∂l
=

∂ϕ

∂E

∂E

∂l
;

∂ϕ

∂g
and

∂ϕ

∂h
are calculated from the explicit argu-

ments. All of the following expressions required for
the transformations are given as functions of a, e, i,
E, g, and h, implying the dependences

a =
L2

µ
, e =

√
1 − G2

L2
,
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cos i =
H

G
, E − e sinE = l.

The initial expression (4) for the perturbing func-
tion F1 takes the form

F1 =
µ1a

2

2a3
1

3∑
j=0

Aj(i, g, η)Dj(e,E), (30)

where

D0 = −1 + 2e cosE − e2 cos2 E, (31)

D1 =
3
4
(cos2 E − 2e cosE + e2),

D2 =
3
4
(1 − e2) sin2 E,

D3 = −3
2

√
1 − e2(cosE − e) sinE,

A0 = 1, Aj = A
(0)
j + A

(1)
j cos 2η + Ā

(1)
j sin 2η,

j = 1, 2, 3;

A
(0)
1 = 2 − sin2 i + sin2 i cos 2g,

A
(0)
2 = 2 − sin2 i− sin2 i cos 2g,

A
(0)
3 = sin2 i sin 2g,

A
(1)
1 = sin2 i + (2 − sin2 i) cos 2g,

A
(1)
2 = sin2 i− (2 − sin2 i) cos 2g,

A
(1)
3 = (2 − sin2 i) sin 2g,

Ā
(1)
1 = −2 cos i sin 2g, Ā

(1)
2 = 2cos i sin 2g,

Ā
(1)
3 = 2cos i cos 2g.

Calculating the function F ∗
1 using formula (9) yields

the expression

F ∗
1 =

3µ1a
′2

8a3
1

{
2
3

+ e′2 − sin2 i′ (32)

+
1
2
e′2 sin2 i′(5 cos 2g′ − 3) +

1
2
[(2 + 3e′2) sin2 i′

+ 5e′2(2 − sin2 i′) cos 2g′] cos 2η′

− 5e′2 cos i′ sin 2g′ sin 2η′
}
,

in which a′, e′, and i′must be expressed in terms ofL′,
G′, andH ′.

After the difference F1 − F ∗
1 has been set up, the

right-hand side of Eq. (10) becomes a known function
of the eccentric anomaly E and the time t, which ap-
pears via λ1, and the equation itself may be written as

∂S1

∂l
− n1

n′
∂S1

∂η
=

1
n′ (F1 − F ∗

1 ), (33)

where n′ = µ2/L′3. To solve this equation, it would be
appropriate to use the method that was described by
Lidov (1978) and that represents the function S1 as a
power series of the parameter δ ≈ n1/n

′, i.e.,

S1 = S
(0)
1 + S

(1)
1 + . . . , (34)

where S
(r)
1 has an order δr>0 relative to S

(0)
1 . The

following system of sequentially solvable equations is

then obtained for S(r)
1 :

∂S
(0)
1

∂l
=

1
n′ (F1 − F ∗

1 ), r = 0, (35)

∂S
(r)
1

∂l
= δ

∂S
(r−1)
1

∂η
, r > 0

at S
(r)
1 (l + 2π) = S

(r)
1 (l),

∫ 2π
0 S

(r)
1 dl = 0,

r = 0, 1, 2, . . ..
Here, the above method was used for r = 0, 1.

Since the function S
(0)
1 itself has an order ε ∼ δ2, the

terms of the order of δ4 ∼ ε2 or higher, i.e., of the same
order as S2, S3, . . . , were discarded in the resulting
function S. Below, we provide explicit expressions for

the functions S(0)
1 and S

(1)
1 :

S
(0)
1 =

µ1a
′2

2a3
1n

′

{
1
16

[A1A4 + (1 − e′2)A2A5] (36)

− 3
2

√
1 − e′2A3A6 + A7

}
,

where Aj for j = 1, 2, 3 can be determined from for-
mulas (31) by substituting i′ for i, while for j =
4, 5, 6, 7,

A4 = 3e′(4e′2 − 9) sinE (37)

+ 3(1 + 2e′2) sin 2E − e′ sin 3E,

A5 = 3e′ sinE − 3 sin 2E + e′ sin 3E,

A6 =
5
8
e′2 +

5
4
e′ cosE

− 1
4
(1 + e′2) cos 2E +

1
12

e′ cos 3E,

A7 = e′
(

2 − 3
4
e′2
)

sinE

− 3
4
e′2 sin 2E +

1
12

e′3 sin 3E,

S
(1)
1 =

µ1a
′2n1

a3
1n

′2 (38)

×
{

1
16

[B1B4 + (1 − e′2)B2B5] −
3
2

√
1 − e′2B3B6

}
,

where

B1 = A
(1)
1 sin 2η − Ā

(1)
1 cos 2η, (39)

B2 = A
(1)
2 sin 2η − Ā

(1)
2 cos 2η,
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B3 = −A
(1)
3 sin 2η + Ā

(1)
3 cos 2η,

B4 = −57
4
e′2 +

9
2
e′4 +

3
2
e′(6e′2 − 19) cosE

+
1
2
(3 + 20e′2 − 6e′4) cos 2E

− 1
6
e′(5 + 6e′2) cos 3E +

1
8
e′2 cos 4E,

B5 =
9
4
e′2 +

9
2
e′ cosE − 1

2
(3 + 2e′2) cos 2E

+
5
6
e′ cos 3E − 1

8
e′2 cos 4E,

B6 =
1
8
e′(11 − 4e′2) sinE − 1

24
(3 + 11e′2) sin 2E

− 1
72

e′(1 + 3e′2) sin 3E +
1
96

e′2 sin 4E.

The coefficients A
(1)
1 , . . . , Ā(1)

3 are defined by formu-
las (31) where i′ should be substituted for i. Note

that an expression for the function S(0)
1 was derived by

Orlov (1965a), while the function S
(1)
1 supplements it

with terms of the order of δ3 or ε3/2.
Since the transformation function S in Zeipel’s

method depends on both the old and new (primed)
elements, we must in practice solve Eqs. (6) that
define the canonical change of variables by using an
iterative procedure. This is absolutely necessary for
constructing the second approximation in ε, i.e., for
calculating the function F ∗

2 . Since this expression is
cumbersome and only intermediate, it is not provided
here and will be used to calculate integral (26).

Calculating the Functions Φ∗
2, s1, Φ∗

3, s2, Φ∗
4

According to formulas (21), (22), (24), and (25),
the functions Φ∗

2, s1, Φ∗
3, and s2 are defined by

Φ∗
2 =

3µ1a
′′2

8a3
1

[
2
3

+ e′′2 − sin2 i′′ (40)

+
1
2
e′′2 sin2 i′′(5 cos 2g′′ − 3)

]
,

s1 = −3µ1a
′′2

32a3
1n1

{[(2 + 3e′′2) sin2 i′′ (41)

+ 5e′′2(2 − sin2 i′′) cos 2g′] sin 2η′

+ 10e′′2 cos i′′ sin 2g′ cos 2η′} + ∆s1,

Φ∗
3 =

9µ2
1a

′′7/2

128a6
1n1

√
µ

√
1 − e′′2 cos i′′{50e′′2 (42)

+ sin2 i′′[2 + e′′2(15 cos 2g′′ − 17)]}
(the function Φ∗

2 (40) is the Hamiltonian of Hill’s
double-averaged problem obtained by Lidov (1961),
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while the function Φ∗
3 (42) was obtained by Orlov

(1965a) and supplements the Hamiltonian with a
term of the order δ3),

s2 =
9µ2

1a
′′7/2

512a6
1n

2
1
√
µ
√

1 − e′′2
(43)

×
{

40e′′2(1 − e′′2)(2 sin2 i′′ − 1) sin 2g′ cos 2η′

− 2 cos i′′(1 − e′′2)[2(17e′′2 − 2) sin2 i′′

+ 10e′′2(2 − 3 sin2 i′′) cos 2g′] sin 2η′

+ e′′2
[

sin2 i′′
(
−15 + 15e′′2 +

25
2

sin2 i′′
)

sin 2g′

+
〈

50e′′2 − 50 +
25
4

sin2 i′′(8 − 6e′′2 − sin2 i′′)
〉

× sin 4g′
]

cos 4η′ − cos i′′
[

1
2
(2 + 3e′′2)2 sin2 i′′

+ 15e′′2(1 − e′′2) sin2 i′′ cos 2g′

+
25
2
e′′2〈4 − 4e′′2

+ (e′′2 − 2) sin2 i′′〉 cos 4g′
]

sin 4η′
}

+ ∆s2.

Here, the elements a′′, e′′, and i′′ are related to the
elements L′′, G′′, and H ′′ by the first three formulas
in (1).

As regards the functions s1 and s2, they are gen-
erally determined to the additive terms ∆s1 and ∆s2

that do not depend on η′. To satisfy the second of
conditions (23) in formula (41), these terms were set
equal to zero. As regards the function s2, the corre-
sponding additive terms can be chosen in such a way
as to simplify the expression for Φ∗

4, when possible.
Based on the form of s2 given by formula (43), we will
seek ∆s2 in the form

∆s2 =
µ2

1a
′′7/2

a6
1n

2
1
√
µ

[A(G′′,H ′′) sin 2g′ (44)

+ B(G′′,H ′′) sin 4g′].

The η′-independent terms should then be added to
expression (26) written for∆s2 = 0:

∆Φ∗
4 = −∂Φ∗

2

∂g′
∂∆s2

∂G′′ +
1
2π

∂∆s2

∂g′

2π∫
0

∂Φ2

∂G′′ dη
′. (45)

The form of the coefficients A and B in formula (44)
is determined by the conditions that simplify the
function Φ∗

4 or, more specifically, by the absence of
terms proportional to cos 6g and γ cos 4g in it. Since,
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according to (17), H ′′ = const, the following linear
inhomogeneous differential equation is obtained for
A(G′′):

∂A

∂G′′ + f(G′′)A = ϕ(G′′)

with the known functions f and ϕ. The equation that
defines B(G′′) has a similar form, but with different
functions f and ϕ. Once A and B have been deter-
mined from these equations, the function ∆s2 takes
the form

∆s2 =
225µ2

1a
′′7/2e′′2 sin2 i′′

2048a6
1n

2
1

√
µ(1 − e′′2)

[2(2e′′2 (46)

− sin2 i′′) sin 2g′ + sin2 i′′ sin 4g′].

Substituting the derivatives ∂∆s2/∂G
′′ and ∂∆s2/∂g

′

in the expression for ∆Φ∗
4 (45), adding it to (26), and

setting (with the accuracy admissible in this fourth
approximation) γ = 1, we obtain

Φ∗
4 =

µ2
1a

′′5

µa6
1

{
−49

64
+

4167
256

e′′2 − 10773
1024

e′′4 (47)

+
(

177
256

− 8469
512

e′′2 +
14183
2048

e′′4
)

sin2 i′′

+
(

9
1024

+
15759
2048

e′′2 − 26019
4096

e′′4
)

sin4 i′′

+
[
549
64

− 10935
2048

e′′2

+
(
−15795

2048
+

12105
2048

e′′2
)

sin2 i′′
]
e′′2 sin2 i′′

× cos 2g′′ +
1845
4096

e′′4 sin4 i′′ cos 4g′′
}
.

Allowance for the Eccentricity and Ecliptic
Inclination of the Orbit of the Sun

(the Central Planet)

It follows from the theory of the secular pertur-
bations of planetary orbits that the maximum or-
bital eccentricities of the giant planets e1 can reach
about 0.01 (for Neptune) and 0.08 (for Saturn). The
maximum orbital inclination to the ecliptic i1 can
reach about 2◦.0 (for Jupiter) and 2◦.7 (for Neptune).
The periods of the variations in these elements, as well
as in the longitudes of the perihelia and the ascending
nodes of the planetary orbits, are about 50 000 for
Jupiter and Saturn, 450 000 for Uranus, and 1.9 Myr
for Neptune.

The influence of i1 is taken into account within
the framework of the procedure described above. The
formulas derived by A.A. Orlov are generalized to the
case of low (but finite) inclinations i1, which vary with
time, just as Ω1 does. To allow for the influence of e1,
the canonical system with the transformed Hamil-
tonian F ∗ is formally supplemented with the pair of
functions

dK ′

dt
=

∂Φ′

∂χ′ ,
dχ′

dt
= − ∂Φ′

∂K ′ = n1

for the new canonically conjugate variablesK ′ and χ′.
The new Hamiltonian Φ′ of the expanded system of
equations is defined by

Φ′ = F ∗ − n1K
′.

The details of the subsequent transformations can be
found in the paper by Orlov (1969).

Allowance for the influence of e1 and i1 on the
evolution of a satellite orbit results in a modification
of the functions S,Φ∗, and s. With the adopted degree
of accuracy, it will suffice to modify only formulas (36)
for S(0)

1 , (40) for Φ∗
2, and (41) for s1.

The new expression for S(0)
1 is

S
(0)
1 =

µ1a
′2

2r3
1n

′

{
T0

[(
−2 +

3
4
e′2
)
e′ sinE (48)

+
3
4
e′2 sin 2E − 1

12
e′3 sin 3E

]

+ T1

[(
−5

2
+

5
4
e′2
)
e′ sinE

+
(

1
2

+
1
4
e′2
)
e′2 sin 2E

+
(
−1

6
+

1
12

e′2
)
e′ sin 3E

]

+ T2

√
1 − e′2

[
5
4
e′2 +

5
2
e′ cosE

−
(

1
2

+
1
2
e′2
)

cos 2E +
1
6
e′ cos 3E

]}
,

where

T0 = −1 +
3
4
α2

1(1 + cos2 i′ + sin2 i′ cos 2h) (49)

+
3
4
β2

1(1 + cos2 i′ − sin2 i′ cos 2h)

+
3
2
γ2
1 sin2 i′ +

3
2
α1β1 sin2 i′ sin 2h

− 3γ1 sin i′ cos i′(α1 sinh− β1 cos h),

T1 =
3
2
α2

1{[sin2 i′ + (1 + cos2 i′) cos 2h] cos 2q

− 2 cos i′ sin 2g sin 2h} +
3
2
β2

1{[sin2 i′

− (1 + cos2 i′) cos 2h] cos 2q + 2cos i′ sin 2g sin 2h}

− 3
4
γ2
1 sin2 i′ cos 2g +

3
2
α1β1[(1 + cos2 i′) cos 2g
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× sin 2h + 2cos i′ sin 2g cos 2h]

+ 3γ1 sin i′[α1(cos i′ cos 2g sinh + sin 2g cos h)

− β1(cos i′ cos 2g cos h− sin 2g sinh)],

T2 = −3
2
α2

1{[sin2 i′ + (1 + cos2 i′) cos 2h] sin 2g

+ 2cos i′ cos 2g sin 2h} − 3
2
β2

1{[sin2 i′

− (1 + cos2 i′) cos 2h] sin 2g − 2 cos i′ cos 2g sin 2h}

+
3
4
γ2
1 sin2 i′ sin 2g − 3

2
α1β1[(1 + cos2 i′) sin 2g

× sin 2h− 2 cos i′ cos 2g cos 2h]

− 3γ1 sin i′[α1(cos i′ sin 2g sinh− cos 2g cos h)

− β1(cos i′ sin 2g cos h + cos 2g sinh)],
α1 = cos u1 cos Ω1 − sinu1 sin Ω1 cos i1,
β1 = cos u1 sin Ω1 + sinu1 cos Ω1 cos i1,

γ1 = sinu1 sin i1, r1 =
a1(1 − e2

1)
1 + e1 cos θ1

,

u1 = θ1 + ω1.

In formulas (49), θ1 is the true anomaly of the planet,
and ω1 is the argument of the perihelion of the plane-
tary orbit changed by 180◦.

The new expression for Φ∗
2 is

Φ∗
2 =

3µ1a
′′2

16a3
1(1 − e2

1)3/2

[
4
3

+ W (0) (50)

+ W (1) sin 2i1 + W (2) sin2 i1 + e1W
(3)
]
.

The formulas for W (0), W (1), W (2), and W (3) were
obtained previously by Lidov (1961), Orlov (1972),
and Vashlov’yak and Teslenko (1998):

W (0) = 2e′′2 + (5e′′2 cos 2g′′ − 2 − 3e′′2) sin2 i′′,
(51)

W (1) = −[5e′′2 sin 2g′′ sin(Ω1 − Ω′′)

+ (5e′′2 cos 2g′′ − 2 − 3e′′2)

× cos i′′ cos(Ω1 − Ω′′] sin i′′,

W (2) = −2 − 3e′′2 − 1
2
[3 + cos 2(Ω1 − Ω′′)]

× (5e′′2 cos 2g′′ − 2 − 3e′′2) sin2 i′′

+ 5e′′2[cos 2g′′ cos 2(Ω1 − Ω′′)

+ sin 2g′′ cos i′′ sin 2(Ω1 − Ω′′)],

W (3) =
5a′′e′′

16a1(1 − e2
1)
{(4 + 3e′′2)[(5 sin2 i′′ − 4)

× cos g′′ cos(Ω′′ − π1)

+ (4 − 15 sin2 i′′) cos i′′ sin g′′ sin(Ω′′ − π1)]

+ 35e′′2 sin2 i′′[cos i′′ sin 3g′′ sin(Ω′′ − π1)
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− cos 3g′′ cos(Ω′′ − π1)]},
where π1 = Ω1 + ω1 + 180◦ is the heliocentric longi-
tude of the pericenter of the planetary orbit changed
by 180◦. The function W (3) describes the secular
perturbations from the first parallactic term of the
perturbing function∼(a/a1)3.

For the function s1, we obtain a more complex
expression to replace (41):

s1 =
3µ1a

′′2

16a3
1n1(1 − e2

1)3/2

{(
1 +

3
2
e′′2
)[ 3∑

j=1

PjJj

(52)

+
1
8
e2
1(P2 sin 2ω1 − P3 cos 2ω1)

]

+
5
2
e2
1

[
3∑

j=1

QjJj

+
1
8
e2
1(Q2 sin 2ω1 −Q3 cos 2ω1)

]}
.

In this expression, J1 = θ1 −M1 + e1 sin θ1, M1 is
the mean anomaly of the planet,

J2 =
1
2

[
e1 sin(u1 + ω1)

+ sin 2u1 +
e1

3
sin(3u1 − ω1)

]
,

J3 = −1
2

[
e1 cos(u1 + ω1)

+ cos 2u1 +
e1

3
cos(3u1 − ω1)

]
,

P1 =
4
3
− 2 sin2 i′′ + sin 2i1 sin 2i′′ cos(h′ − Ω1)

+ sin2 i1{−2 + sin2 i′′[3 + cos 2(h′ − Ω1)]},
P2 = 2 sin2 i′′ cos 2(h′ − Ω1)

− sin 2i1 sin 2i′′ cos(h′ − Ω1)

+ sin2 i1{2 − sin2 i′′[3 + cos 2(h′ − Ω1)]},
P3 = 2cos i1 sin2 i′′ sin 2(h′ − Ω1)

− 2 sin i1 sin 2i′′ sin(h′ − Ω1),

Q1 = {[2 sin2 i′′ − sin 2i1 sin 2i′′ cos(h′ − Ω1)

+ sin2 i1〈−3 sin2 i′′ + (2 − sin2 i′′) cos 2(h′ − Ω1)〉]
× cos 2g′ + 2[sin 2i1 sin i′′ sin(h′ − Ω1)

− sin2 i1 cos i′′ sin 2(h′ − Ω1)] sin 2g′},
Q2 = {[2(2 − sin2 i′′) cos 2(h′ − Ω1)

+ sin 2i1 sin 2i′′ cos(h′ − Ω1) + sin2 i1〈3 sin2 i′′

− (2 − sin2 i′′) cos 2(h′ − Ω1)〉] cos 2g′
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+ 2[−2 cos i′′ sin 2(h′ − Ω1)

− sin 2i1 sin i′′ sin(h′ − Ω1)

+ sin2 i1 cos i′′ sin 2(h′ − Ω1)] sin 2g′},
Q3 = {2[cos i1(2 − sin2 i′′) sin 2(h′ − Ω1)

+ sin i1 sin 2i′′ sin(h′ − Ω1)] cos 2g′

+ 4[cos i1 cos i′′ cos 2(h′ − Ω1)

+ sin i1 sin i′′ cos(h′ − Ω1)] sin 2g′}.

A BRIEF DESCRIPTION OF THE
SEQUENCE OF CALCULATIONS AND
METHODOLOGICAL PECULIARITIES

The main problem solved by the numerical–
analytical method in question is to calculate the
perturbed elements of a distant satellite orbit for the
current time t. As the initial elements, we take the
osculating Keplerian elements for a fixed initial time
or epoch t0. These orbital elements for recently dis-
covered distant satellites are given in MPECs (Minor
Planets Electronic Circulars) and are accessible via
the Internet; their numerical values are gradually
improved as new observations are accumulated. It is
also clear that new planetary satellites, both near and
distant, will be discovered in the future.

We can calculate the initial Delone osculating el-
ements using formulas (1) and the initial mean De-
lone elements L′′

0 , l
′′
0 , G

′′
0 , g

′′
0 , H

′′
0 , η

′′
0 by iteratively

and sequentially solving Eqs. (6) and (18). Since
the evolution system is numerically integrated in the
physically more meaningful Keplerian elements, the
initial mean Keplerian elements a′′0, e

′′
0 , i

′′
0 , ω

′′
0 , Ω′′

0 ,
M ′′

0 can be calculated using the formulas that are
the inverse of (1), while all of the functions Φ∗

j in
formulas (19), (20), (43), (47), (49) are expressed in
terms of the mean Keplerian elements. Numerically
integrating the evolution equations with the total per-
turbing function Φ∗ for an arbitrary epoch t yields
the mean elements a′′(t), e′′(t), i′′(t), ω′′(t), Ω′′(t),
M ′′(t). The current mean Delone elements can be
calculated using (1). Subsequently, the oscillating
Delone elements L(t), l(t), G(t), g(t),H(t), h(t) can
be determined by iteratively solving first Eqs. (18)
and then Eqs. (6). Finally, the osculating Keplerian
elements for the current epoch t can be calculated
using the formulas that are the inverse of (1).

With this brief description, we end the method-
ological part of our work. In our next article, we will
use our method to study the orbital evolution of new
distant satellites of the giant planets.
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Original Russian Text Copyright c© 2005 by Postnov, Kuranov.
The Luminosity Function of Low-Mass X-ray Binaries in Galaxies

K. A. Postnov* and A. G. Kuranov**

Sternberg Astronomical Institute, Universitetskiı̆ pr. 13, Moscow, 119992 Russia
Received June 8, 2004

Abstract—The X-ray luminosity function of low-mass binaries constructed from the observations of
pointlike X-ray sources in galactic bulges can be explained in terms of the main evolutionary relations
for the rate of mass transfer onto a compact object. The observed scatter of luminosities for individual low-
mass X-ray sources in our Galaxy is shown to be satisfactorily described by a symmetric quasi-Lorentz
curvewith a dispersion proportional to the mean luminosity. Such a form of the mean luminosity function for
individual sources does not affect the power-law pattern of the luminosity function for the entire population
of sources that is expected for a power-law dependence of the mass transfer rate in a close binary on the
mass of the Roche lobe–filling optical component. c© 2005 Pleiades Publishing, Inc.
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INTRODUCTION

Measurements of the fluxes from pointlike X-ray
sources in other galaxies by the Chandra and XMM-
Newton space telescopes have initiated a new line of
research on the processes of accretion onto compact
stars in close binary systems. Simultaneous study of
many sources from the same class at different evo-
lutionary stages gives a deeper insight into their na-
ture and the peculiarities of specific galaxies. Grimm
et al. (2003) and Gilfanov (2004) have performed
a comprehensive statistical analysis of the observed
luminosity function for X-ray sources using Chandra
and XMM data, constructed the individual X-ray lu-
minosity functions (XLFs) for galaxies and the mean
XLF, and discussed its astrophysical applications.
We pointed out previously (Postnov 2003) that the
universal power-law XLF, dN/dLX ∼ L−1.6, derived
by Grimm et al. (2003) over a wide luminosity range
(1034–1040 erg s−1) can be naturally explained by
the universal properties of the accretion from stellar
wind in high-mass X-ray binaries (HMXBs) and by
the power-law mass–luminosity and mass–radius
relations for the donor components in these systems,
early-type stars. The key point in our analysis was
also the natural assumption about a power-law initial
mass function of the stars (the Salpeter or Miller–
Scalo laws). We also assumed that the rate of accre-
tion onto the compact star, Ṁa, is the main parameter
that determines the X-ray luminosity of the system,
LX ∝ Ṁa.

*E-mail: pk@sai.msu.ru
**E-mail: alex@xray.sai.msu.ru
1063-7737/05/3101-0007$26.00
New observational data allowed Gilfanov (2004)
(see also Kim and Fabbiano 2004) to construct the
XLF for low-mass X-ray sources. It turns out that
the mean XLF for these sources also reduces to some
universal form, which, however, is not described by a
single power law as in case of HMXBs.

It is well known that variable and transient sources
whose luminosities vary by several factors (or even
much more, as in the case of X-ray novae) on various
time scales are common among close X-ray binaries.
The typical X-ray exposure times do not exceed sev-
eral tens of kiloseconds, which in most cases is less
than the time scale of noticeable luminosity variations
in individual sources. Therefore, the question arises
as to what determines the form of the mean XLF: the
distribution of mean luminosities or the form of the
luminosity function for individual sources.

In this paper, we show the following: (1) the ob-
served scatter of X-ray luminosities for individual
LMXBs in our Galaxy about the mean, as estimated
from ASM/RXTE data, is generally described by a
symmetric quasi-Lorentz distribution with a disper-
sion proportional to themean flux; (2) this distribution
of Ṁa does not affect the power-law form of the XLF
determined theoretically by analyzing themass trans-
fer rates Ṁo in close binaries; (3) the average form
of the XLF for LMXBs can be explained by evolu-
tionary peculiarities of the mass transfer in LMXBs
on the time scale of the removal of orbital angular
momentum by gravitational radiation (the XLF part
∝ L−1

X , LX < 2 × 1037 erg s−1) and magnetic stel-
lar wind (the XLF part ∝ L−2

X , 2 × 1037 < LX < 5 ×
1038 erg s−1).
c© 2005 Pleiades Publishing, Inc.
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Table 1. LMXBs with short orbital periods

No. Source P (h) Fx σ Fmin Fmax

1 V1333 Aql 18.97 2.31 7.85 −13.85 49.68

2 V821 Ara 14.86 6.80 13.51 −13.92 72.57

3 V1408 Aql 9.33 1.89 1.23 −17.07 6.95

4 LU TrA 9.14 1.01 1.06 −4.59 8.63

5 V691 CrA 5.57 1.18 1.33 −8.62 16.73

6 V926 Sco 4.65 12.89 3.38 −9.70 29.64

7 V2216 Oph 4.20 17.34 2.51 0.00 35.78

8 GRMus 3.93 1.93 1.04 −6.02 23.36

9 V801 Ara 3.80 10.90 4.88 −5.63 34.92

10 1705−4402 1.31 11.67 8.85 −3.89 35.94

Note. The orbital period P (h) (in hours), the mean flux FX,
the rms deviation of the flux σ, and the minimum (Fmin) and
maximum (Fmax) fluxes for the entire observing period used in
the statistics (1996–2003) are given for each source. The input
data were taken from the ASM RXTE archive. The values of FX
and σ are in units of the ASM count rate.

POWER-LAW LUMINOSITY FUNCTIONS
First, let us show in the most general form how

the power-law XLFs in accreting binary systems are
obtained. The main assumption consists in the pos-
sibility of expressing the XLF of the source in terms
of the mass transfer rate in the binary Ṁo, which is a
power-law function of the mass of the optical donor
starMo (Postnov 2003):

LX ∼ Ṁa ∼ Ṁo ∼Mα
o . (1)

Below, for convenience, we consider the luminos-
ity function per logarithmic interval, i.e., dN/d lnLX.
In a stationary case, under assumption (1),

dN

d lnLX
=

dN

d lnMo

d lnMo

d lnLX
∝ L

−βst−1

α
X , (2)

where the stationary mass function of the optical
components is

fst(M) ≡ dN

dModt
∼M−βst

o (3)

(e.g., βst = 2.35 for the Salpeter distribution). Thus,
we obtain the power-law XLF

dN

d lnLX
∼ L−Γ

X ,

in which the index

Γ =
βst − 1
α

depends only on the slope of the mass function and
relation (1).

The Stationary Mass Function of the Optical
Components

Two cases should be distinguished: young
HMXBs, in which the mass of the optical component
has changed only slightly since their formation, and
old LMXBs, in which the mass of the optical star
changes significantly during the mass transfer. In the
former case, the mass function of the optical com-
ponents differs only slightly from the initial function;
therefore,

fst(M) = fo(M) ∝M−β , βst = β. (4)

In the latter case, the stationary stellar mass dis-
tribution can be found from the solution of the one-
dimensional kinetic equation with a stationary source
fo(M)

∂

∂M

[
f(M)Ṁ

]
∝ fo(M). (5)

For Ṁ < 0, we obtain

fst(M) =

Mmax∫
M

ḟ0(M ′)dM ′

Ṁ
, (6)

where Mmax is the upper limit for the stellar mass.
Since the mass function has a power-law pattern, its
exact value does not play a significant role.

Substituting the power-law mass function
fo(M) ∼M−β into (6) yields

fst(M) ∝M−β+1−α, (7)

i.e., the index in the stationary stellar mass distribu-
tion is

βst = β − 1 + α. (8)

For instance, in the above case of HMXBs accret-
ing from stellar wind, α ≈ 2.5 (Postnov 2003), and
Γ = 0.54–0.6 (the observed value is ∼0.6) for β =
2.35–2.5.

INFLUENCE OF THE LUMINOSITY
FUNCTION FOR INDIVIDUAL SOURCES
ON THE FORM OF THE LUMINOSITY

FUNCTION FOR A POPULATION

Before considering the more complex case of
LMXBs, let us discuss the influence of the individual
XLF for a source on the form of the total XLF for the
entire population. Let the rate of accretion onto the
compact object and, hence, the X-ray luminosity LX
change in accordance with the distribution F (x) (in
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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this case, the mean mass transfer rate Ṁo can either
also change or remain constant). Denote the X-ray
luminosity corresponding to the mean accretion rate
by L0 and assume that the mean accretion rate re-
flects the mass transfer rate in the system determined
by its evolutionary status. It is easy to see that the
observed XLF is expressed by the convolution

dN/dLX =

Lmax∫
Lmin

(dN/dL0)F (LX − L0)dL0

Lmax∫
Lmin

F (LX − L0)dL0

. (9)

We will use the class of power-law XLFs, i.e.,
assume that dN/d lnL0 ∼ L−Γ

0 . If the functionF (x−
y) is factorized as

F (x− y) = F1(y)F2(x/y − 1), (10)

then the power-law luminosity function for the popu-
lation of sources, dN/d ln x ∼ x−Γ, does not change
its power-law pattern when F1(y) is also a power-
law function for any form of the function F2 (all of
the required integration properties are assumed). To
prove this, it will suffice to go to a new variable, t =
x/y − 1, in the integrals of (9) and to let Lmin → 0,
Lmax → ∞.

To determine the form of the function F (LX − L0)
for LMXBs, we use ASM RXTE data. Let us first
consider LMXBs with known orbital periods shorter
than 20 h and mean fluxes higher than 1 count s−1

(Table 1). Orbital periods shorter than 20 h corre-
spond to a low mass of a Roche lobe–filling star
(∼2M� for main sequence stars of normal chemi-
cal composition). In this case, mass is transferred
through the removal of orbital angular momentum
by magnetic stellar wind or (for systems with periods
shorter than several hours) by gravitational radiation
(see below). For each source, Table 1 gives the mean
fluxes FX (averaged over several years of observa-
tions, ∼103–104 points for each source) and the rms
deviation σ from FX. The values of FX and σ are in
units of the ASM detector count rate (for comparison,
the flux from the Crab Nebula is 75 ASMcounts s−1).
Figure 1 shows the individual normalized XLFs for
the sources from Table 1 and the corresponding or-
bital periods. Figure 2 shows the mean XLF for these
ASTRONOMY LETTERS Vol. 31 No. 1 2005
systems (histogram) and its quasi-Lorentz fit F (x−
y) = a

(x−y)2+by2 (a, b = const), which obviously sat-
isfies condition (10). As the errors in each bin, we took
the dispersion

σi =

√√√√ ni∑
j=1

(xj − x̄)/ni,

where ni is the number of points in bin i, and x̄ is
the mean value. The formal significance level of the
fit according to the χ2 test for 17 degrees of freedom
is P (χ2

17 ≥ 8.3) is≈ 0.96.
Since, as we see from Table 1, almost all of the

fluxes from the sources with known orbital periods
are, on average, weak for ASM, the form of the in-
dividual XLF (particularly its left wing) can be deter-
mined with large errors. Therefore, for an additional
check, we considered a sample of bright low-mass
X-ray sources whose orbital periods can be arbitrary
or unknown (Table 2). The XLF of X-ray sources
determined by nonstationary disk accretion onto a
compact star does not depend significantly on the
orbital period (the outer disk radius a is ∝ P 2/3),
but is determined to a greater extent by the mass of
the compact star and its nature (a neutron star or a
black hole). In our case, most of the sources con-
tain neutron stars with approximately equal masses.
The individual XLFs for the bright low-mass galactic
sources from Table 2 are shown in Fig. 3. The mean
XLF for these sources is shown in Fig. 4 (histogram).
It is well fitted by a Lorentz curve (the significance
level is P (χ2

17 ≥ 8.8) ≈ 0.94).
In Fig. 5, the dispersion of the observed XLF for

the bright sources from Table 2 is plotted against the
mean luminosity. The proportionality of the dispersion
to themean flux is preserved when the flux changes by
more than an order of magnitude.

THE X-RAY LUMINOSITY FUNCTION
OF LMXBs

An analysis of the observations of pointlike sources
in the bulges of galaxies reveals a power-law XLF
for LMXBs (Gilfanov 2004; Kim and Fabbiano 2004)
dN/d lnLX ∼ L−Γ

X with the index
Γ ∼



∼0, LX < 2 × 1037 erg s−1

−0.9 . . . − 1.1, 2 × 1037 < LX < 5 × 1038 erg s−1

−5, LX > 5 × 1038 erg s−1.

(11)
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Fig. 1.XLF for LMXBs fromTable 1 (with known orbital periods shorter than 20 h based on ASMRXTE data). The luminosity
of each source is in units of the mean luminosityL0. All distributions were normalized in such a way that

∫
dN
dLX

dLX = 1.
Let us show that the power-law form of the XLF
for systems with orbital periods shorter than ∼20 h
can be produced by the main evolutionary factors that
determine the mass transfer rate in LMXBs: mag-
netized stellar wind (MSW) and gravitational radia-
tion (GR).
Magnetized Stellar Wind

Denote the masses of the optical and compact
stars by Mo and MX respectively, the mass ratio of
the components by q = Mo/MX, and the semimajor
axis of the binary system by a (the orbit is assumed to
be circular). The time scale of the removal of orbital
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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angular momentum byMSW is commonly calculated
using an empirical Skumanich law for the spindown
of solar-type main sequence stars (for more details,
see the discussion by Masevich and Tutukov (1988)
and van den Heuvel (1992)) is

τmsw ∼ a5MX

(MX +Mo)2M4
o
. (12)

Since the mass transfer in LMXBs takes place when
the optical star fills its Roche lobe, we can write

Ro = af(q), (13)

where

f(q) ≈
(

q

1 + q

)1/3

, q < 0.5.

Then,

L0 ∼ Ṁo ∼
Mo

τmsw
∼ M5

oMX(1 + q)2f(q)5

R5
o

.

Given Ro ∼M0.9...1
o for late-type main sequence

stars, we obtain

LX ∼M2.17...2.67
o , α ≈ 2.17 . . . 2.67.

Substituting this value into (8) yields βst ≈ 3.52 . . . 4
for the Salpeter initial mass function and, finally,

dN

d lnL0
∼ L−1.6...−1.13

0 , Γmsw ∼ 1.6 . . . 1.13. (14)

Gravitational Radiation

In the dipole approximation, the time scale of
change in the orbital parameters of a binary system
due to GR is

τgr ∼
a4

(MX +Mo)MoMX
. (15)

Using the condition for the Roche lobe filling a =
Ro/f(q), we obtain

L0 ∼ Ṁo ∼
Mo

τgr
∼ M2

oM
2
X(1 + q)f(q)4

R4
o

.

For R0 ∼M0.9
o , we find that

L0 ∼M−0.27...−0.3
o , α ≈ −0.27 . . . − 0.3.

Substituting, as in the case of MSW, this value into
(8) yields βst ≈ 1.05 . . . 1.08 and, finally, we obtain

dN

d lnL0
∼ L−0.16...0.3

0 , Γgr ∼ 0.16 . . . 0.3. (16)
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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togram). The solid line indicates a Lorentz fit. The sig-
nificance level P (χ2

17 ≥ 8.3) is≈ 0.96.

A Break in the Mean XLF for LMXBs

The break in the mean XLF for LMXBs is ob-
served at a luminosity of ∼2 × 1037 erg s−1, which
corresponds to a rate of accretion onto a neutron star
Ṁ ∼ 10−9M�/year. In our interpretation, the break
corresponds to the passage from the MSW transfer
time scale to the GR scale. We determine the stellar

Table 2. Bright LMXBs

No. Source FX σ

1 Cyg X2 37.22 8.32

2 Sco X1 880.995 114.68

3 GX 9+9 17.22 2.42

4 GX 9+1 39.24 4.57

5 GX 5−1 70.75 9.53

6 GX 3+1 22.34 5.99

7 GX 17+2 44.86 5.33

8 GX 13+1 22.45 2.93

9 GX 340+0 29.39 4.34

10 GX 349+2 51.40 12.19

11 V926 Sco 12.89 3.38

12 V2216 Oph 17.34 2.51

13 V801 Ara 10.90 4.88

14 1705−4402 11.67 8.85
Note. The mean flux FX and the rms deviation σ in units of the
ASM count rate are given for each source.
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Fig. 3. Same as Fig. 1 for bright LMXBs from Table 2.
mass from the condition τmsw = τgr:

Mo ≈ 0.4M�,

which is close to the universally accepted value of
∼0.3M� (Spruit and Ritter 1983). At such masses of
the optical stars, the transfer rate is

Ṁ(0.4M�) ∼ 3 × 10−10M� yr−1
(see, e.g., Rappaport et al. (1984) and more recent
evolution calculations), which is generally consistent
with our hypothesis.

DISCUSSION AND CONCLUSIONS

The above analysis leads us to conclude that the
observed XLF for LMXBs can generally be explained
by the accretion of matter onto a neutron star with
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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the Roche lobe filling driven by the removal of an-
gular momentum through gravitational radiation (up
to LX ∼ 2 × 1037 erg s−1) and magnetic stellar wind
(LX > 2 × 1037 erg s−1). These mechanisms, which
determine the mass transfer rate in systems with or-
bital periods shorter than 15–20 h, lead to different
power-law dependences of Ṁo on the mass of the
optical component Mo; this is a necessary condition
for obtaining a power-law luminosity function for the
population of sources. For low-mass systems with
long orbital periods, the Roche lobe is filled by a sub-
giant star. Based on an analysis of the mass transfer
in such systems (Yungelson and Livio 1998), it can
be shown that a power-law dependence of the mass
transfer rate on the mass of the optical star is also
obtained in systems with subgiants. In addition, a
considerable fraction of LMXBs reside in globular
clusters or were born in globular clusters through
tidal captures of stars. The evolution of such systems
is more complex. This necessitates using different ap-
proaches to analyzing the XLF for low-mass sources.
It seems that the population synthesis method can
be more accurate for a quantitative description of the
XLF.

The contribution from ultracompact close bina-
ries that are dynamically formed in globular clus-
ters (of X 1820−30 type) to the XLF for low-mass
close binaries was considered by Bildsten and Deloye
(2004). In such close binaries, the Roche lobe is
filled by a degenerate, low-mass white dwarf with an
inverse mass–radius relation, and mass is transferred
through GR. An analysis indicates (Bildsten and De-
loye 2004) that the XLF for the population of such
systems can also account for the observed XLF slope
ASTRONOMY LETTERS Vol. 31 No. 1 2005
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in the range of X-ray luminosities 6 × 1037 < LX <
5 × 1038 erg s−1.

Our analysis shows that the mean X-ray luminos-
ity function for individual sources as obtained from
ASMRXTE data is satisfactorily described by a sym-
metric quasi-Lorentz distribution with a dispersion
proportional to the mean luminosity. This pattern of
the mean individual XLF does not affect the power-
law form of the XLF for the entire population of
sources, which is determined by the dependence of the
mean X-ray luminosity of each source on the mass of
the optical Roche-lobe-filling donor star.

We emphasize that precisely the possibility of rep-
resenting the mean XLF for low-mass sources by a
single law preserves the power-law form of the distri-
bution that is derived from the analysis of the evolu-
tionary peculiarities of the mass transfer in LMXBs.
The slopes of the XLFs for individual galaxies (Kim
and Fabbiano 2004) slightly differ; the power-law
pattern of the XLF is obtained by averaging over
many galaxies. This reflects the individual peculiari-
ties of the evolution and the XLF of sources in differ-
ent galaxies.
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